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ABSTRACT
As the increasing affordability for capturing and storing video
and the proliferation of Web 2.0 applications, video content
is no longer necessarily created and supplied by a limited
number of professional producers; any amateur can produce
and publish his/her video quickly. Therefore, the amount
of both professional-produced as well as amateur-produced
video on the web is ever increasing. In this work, we pro-
pose a question; whether we can automatically classify an
Internet video clip as being either professional-produced or
amateur-produced? Hence, we investigate features and clas-
sification methods to answer this question. Based on the
differences in the production processes of these two video
categories, four features including camera motion, structure,
audio feature and combined feature are adopted and studied
along with with four popular classifiers KNN, SVM GMM
and C4.5. Extensive experiments over carefully-constructed,
representative datasets, evaluate these features and classi-
fiers under different settings and compare to existing tech-
niques. Experimental results demonstrate that SVMs with
multimodal features from multi-sources are more effective at
classifying video type. Finally, for answering the proposed
question, results also show that automatically classifying
a clip as professional-produced video or amateur-produced
video can be achieved with good accuracy.

Categories and Subject Descriptors
I.4 [Image Processing and Computer Vision]: Miscel-
laneous; I.5.4 [Pattern Recognition]: Computer Vision—
Applications

General Terms
Experimentation, Performance

Keywords
Amateur-produced Video, Professional-produced Video, Cam-
era Motion, Video genre Classification

.

1. INTRODUCTION
Video content has been historically created and supplied

by a limited number of production companies, TV networks,
and cable networks. They are produced by professionals and
consumed by general public. The video quality was in gen-
eral guaranteed since it was recorded by professional captur-
ing device and subject to careful post-produced according to
certain cinematic principles.

Nowadays, the increasing affordability for capturing and
storing video has resulted in a massive amount of personal
video content, and the proliferation of Web 2.0 applications
is re-shaping the video consumption model. Especially, the
rise of some easy-to-use social networking websites such as
YouTube 1, makes it easy for users uploading, managing,
sharing video. Therefore, the users on the Internet are
no longer only video consumers, but also participators and
producers, just as the slogan of Tudou 2, one of the most
popular video sharing websites, “Everyone is the director of
life”. Now, hundreds of millions of Internet users are self-
publishing consumers. This results in an explosive increase
in the quantity of Internet video. Recent statistics show
that, on the the primary video sharing website YouTube, 48
hours of video are uploaded every minute by users, resulting
in nearly 8 years of content uploaded every day, and more
video is uploaded to YouTube in one month than the 3 major
US networks created in 60 years3. The video on the Internet,
we call them user-uploaded video, may be either produced
by amateur or professional based on its original producer
(the user uploaded the video may be the authors of the
video or not). Hence, the user-uploaded video can be catego-
rized into amateur-produced video (APV) and professional-
produced video (PPV) based on the author type.

We define an APV clip as being recorded by an amateur
without much knowledge in producing video and generally
using personal video capture devices, then uploaded to web-
sites by the user (it may be the amateur or not) with little
post-production. By contrast, the PPV is captured by pro-
fessional devices and edited based on certain cinematic prin-
ciples, such as news, sports and movies. Note that, a number
of Internet video clips are made by extracting/ripping con-
tent from PPV such as TV programs, DVD movies, and then
uploaded (sometimes even with some captions and back-
ground music added). In this work, we still consider them
as PPV. Therefore, compared with PPV, the APV has the

1http://www.youtube.com
2http://www.tudou.com/
3http://www.youtube.com/t/press_statistics
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Figure 1: Two structural methods for broadcasted news video and tennis match video respectively

following characteristics [7].

• A great number of APV clips can be found on the Web.
Since APV requires less production efforts, anyone can
readily make short video clips by using a camcoder
or even a smartphone. Easy of production creates a
massive amount of APV content.

• Due to the uncontrolled capturing conditions and ac-
companied personal capture devices, APV is most of
the time of lower quality than PPV.

• The APV is usually less structured: APV is not as
well structured as PPV. The PPV clips are consumed
by general public. They are produced following certain
cinematic principles. The structure is understood such
as the structures of news video and tennis video shown
in Fig. 1. However, APV is usually captured by differ-
ent amateurs, who generally do not follow professional
guidelines and best practice when producing video. In
most cases, there is no post-production before upload-
ing to the video sharing websites. Therefore, there is
less structure information existing in the APV.

The question raised here is whether we can automatically
determine that a video clip was created by an amateur or
professional? That is, can we classify an Internet video clip
into PPV and APV automatically? This is helpful, for ex-
ample, when generating ranked lists in response to a user
query or when categorizing results. For example, a user
searches for a concert video clip and prefers the clips pub-
lished by official producer, rather than by the audience in
the scene. In this work, we investigate features and tech-
niques for answering this question. Our approach is based
on the differences that are inherent in the production pro-
cesses of these two video categories. Multimodal features in-
cluding camera motion, structure information, audio feature
and combined feature together with four popular classifiers
are adopted and also evaluated within different experiment
settings. Furthermore, with the goal of comparitive evalua-
tion, two representative state-of-the-art frameworks are also
implemented to classify APV and PPV.
The paper is structured as follows. In section 2, we briefly

review the related work. In section 3, we detail the multi-
modal features and algorithms for classifying a user-uploaded
video clip into PPV or APV. The experiment and results are
presented and summarized in section 4. Finally, Section 5
concludes this work and outlines the future work.

2. RELATED WORK
Most relevant work in our context focuses on video genre

classification. Some researchers have focused on classify-
ing segments of video, such as identifying violent [10] or

scary [18] scenes in a movie. However, most of the video
classification work attempts to classify an entire video clip
into one of several genres, such as sports, news, cartoon,
music. In general, the previous methods can be categorized
into four types: text-based approaches [1, 23], audio fea-
ture based approaches [5, 15, 17], visual feature based ap-
proaches [4, 20, 22], and those that used some combination of
text, audio and visual features[3, 4, 8]. In fact, most authors
incorporated audio and visual features into their approaches
(we call it content-based approaches), and these approaches
achieved good performance. Here we will give a brief review
about the content-based approaches. Extensive surveys of
these techniques can be referred in [2, 12].

The combination of audio and visual low-level features
attempts to incorporate the audio and visual aspects that
these features represent and complement each other. Audio
features can be derived from either the time domain or the
frequency domain. Time domain features such as the root
mean square of signal energy (RMS), Zero-Crossing Rate
(ZCR) and frequency domain feature MFCC are commonly
used in previous work [3, 12].

Visual features in general include motion features [11],
keyframe image features such as Scale Invariant Feature
Transform (SIFT) [22] and color or texture [3, 4, 8], struc-
ture features, such as average shot length, gradual transition
and cut shot ratios [8, 12, 21], identification of some simple
objects [20], with research focussed on how to combine these
features.

Ways of using these features investigated in existed work
include many of the standard classifiers because of their
ubiquitous nature, such as KNN [8, 22], Linear Discriminant
Analysis (LDA) [8], SVM [3, 4, 5, 8, 16, 21], C4.5 decision
tree [4, 9], GMM [11, 12, 17, 20]. Moreover, some more
complicated methods such as HMM [4, 19, 20] and neural
networks [12] were also introduced to video genre classifica-
tion.

It should be noted that two evaluations strongly promoted
the research on Internet video genre classification. The first
one is set out by Google as an ACM Multimedia Grand Chal-
lenge task in 2009 (also in 2010) 4. Followed that was the
Genre Tagging Task in MediaEval 2011 5, which focused on
genre classification of Internet video.

The Internet video can be categorized into a number of
genres. For instance, the genre classification defined in Google
Video consists of 38 genres, such as business, music, news,
sports and so on 6. However, in this work, we focus on de-
termining if a video clip is APV or PPV, namely if it is

4http://www.sigmm.org/archive/MM/mm09/MMGC.aspx.
htm
5http://www.multimediaeval.org/mediaeval2011/
6http://video.google.com/genre.html
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produced by amateur or professional.
Our approaches are based on the features including back-

ground or camera motion, structure, audio and combined
feature that can discriminate the APV and PPV. Com-
pared with previous work, our contributions in this work
are that 1) we propose the question of recognizing the APV
and PPV; 2) four commonly used classifiers with four fea-
tures especially background or camera motion are evaluated
with extensive experiments over carefully selected datasets,
moreover, we compare and evaluate our approaches with
two representative techniques in previous work to address
this problem.

3. CLASSIFYING AMATEUR AND PROFES-
SIONAL PRODUCED VIDEO

In this section, we will describe the features and classifiers
used for classifying APV and PPV in this work. Firstly,
in section 3.1 the background or camera motion features
are described. Structure information and audio features
are described in section 3.2 and section 3.3 respectively. In
section 3.4, the classification algorithms adopted are intro-
duced.

3.1 Camera Motion Feature
As stated, the APV is generally recorded by person with-

out much knowledge about cinematic principles using per-
sonal devices under uncontrolled capturing conditions, then
uploaded to the sharing websites with less post-production
(such as stabilization). Therefore, APV is apt to suffer from
more irregular camera motion than PPV. The camera mo-
tion feature is likely to be a good potential discriminator
between APV and PPV.
The visual quality of video is highly relevant to three prop-

erties of camera motion (CM) [6], that is, speed, direction
and acceleration. These properties affect video quality in dif-
ferent ways. If the speed of CM is high, the captured frames
will be blurred. When the speed is normal, but the direc-
tion of CM changes frequently, namely, the camera moves
back and forth repeatedly, the captured video is regarded as
shaky. When speed is normal and direction is consistent, but
the accelerations of CM in consecutive frames are uneven,
that is, the variance of acceleration is large, the captured
video is inconsistent. The normal CM with few direction
changes and steady accelerations lead to stable video.
Specifically, we adopt the block-match based optical flow

approach in [6] to detect the background or camera mo-
tion features, since it is computational efficient. For a video
clip c, by the method in [6], a set of motion vectors is ob-
tained, set as V = {vk−1,k}n, where, vk−1,k is the CM
vector extracted from the consecutive frame k − 1 and k,
n is the number of motion vectors extracted in c. Based
on V , a set of acceleration vectors can be calculated, set as
A = {ak−1,k,k+1}n−1, here,

ak−1,k,k+1 = (vk−1,k − vk,k+1) /∆t
.
= vk−1,k − vk,k+1 (1)

where ∆t is time interval between two consecutive-extracted
frames. Since we sample the frames uniformly (five frames
per second), that is, ∆t is a constant. Meanwhile, a set of
direction changes is obtained, set as θ = {θk−1,k,k+1}n−1

where θk−1,k,k+1 is the direction change, namely the angle

between vk−1,k and vk,k+1, calculated by:

θk−1,k,k+1 = arccos

(
vk−1,k · vk,k+1

∥vk−1,k∥ ∥vk,k+1∥

)
(2)

We choose the mean, second order central moment (or
variance), third order central moment and fourth order cen-
tral moment of V , A and θ as the camera motion feature
since these statistics represent the change and distribution
properties of CM in clip c. Specifically, for V , the mean is
computed as:

v̄ =

∑
vi−1,i

n
(3)

The tth order central moment is calculated as:

mt =

∑
(vi−1,i − v̄)t

n
(4)

where t ∈ {2, 3, 4}.
For A and θ, the same statistics are calculated, but with

the number of n − 1. Finally, a 20 ( by concatenating
the mean, second order central moment, third order cen-
tral moment and fourth order central moment of CM vec-
tor, acceleration vector and direction change value, namely,
4 ∗ 2 + 4 ∗ 2 + 4) dimensional feature vector is obtained to
represent the video clip c.

3.2 Structure Information
As stated in the Introduction, APV is not usually as well

structured as PPV. Structure or temporal information is
strongly related to PPV genre, e.g. business and music
clips tend to have a high visual tempo, business uses a lot
of gradual transitions etc. Therefore, structure information
from the shot may help discriminate APV and PPV.

We extract structure information including shot number,
average shot length, cut shot ratio. Here, we apply the shot
boundary detector in [14], which finds two types of shot
boundaries,i.e. cut and gradual transition. The average shot
length is computed by averaging all the shot lengths in a
video. Additionally, we calculate the ratio of cut shot to the
overall shot boundaries.

3.3 Audio Feature
Audio information has the potential to be an important

cue discriminating different video genres. Most of the com-
mon video genres have very specific audio signatures, e.g. in
news there are a lot of monologues/dialogues, sports have
a mixture of commentator speaking, applause and clapping,
and movie contains a mixture of soundtrack and dialogues,
etc.. However, because of the open and sharing of the video
websites and the diversity of amateurs, APV can be about
anything in any scene, and anyone can be a star, from lip-
synching amateurs to skateboarding dogs. Therefore, the ac-
companied audio content in APV may be more complex and
diversified. Audio features such as RMS, ZCR and MFCC
are commonly used for video genre classification in previous
work, especially the MFCC. In previous work, MFCC fea-
tures directly or their statistics such as mean and standard
deviation were used for video classification [3, 15]. In this
work, we will use MFCC together with the bag-of-audio-
word (BoAW) representation following the method in [5].
The BoAW is derived from the popular bag of word in text-
document classification.

The process is as follows. Firstly, the signal is sampled
at 16kHz, then MFCC features are calculated over 25ms



windows/frames every 10ms. The “null” MFCC, which is
proportional to the total energy in the frame, is also in-
cluded. Furthermore, delta coefficients and acceleration co-
efficients, which estimate the first and second order deriva-
tion of MFCCs respectively and exhibits the dynamic char-
acteristic of the audio content, are also adopted. In total,
the extraction of MFCCs results in a 39-dimensional feature
vector for each frame. Then, each video’s accompanied au-
dio is represented as a set of d = 39 dimensional MFCC
feature vectors, where the total number of frames from an
entire video depends on its duration.
In order to create the BoAW representation, a vocabulary

with 2,000 audio words is created by K -means clustering on
a randomly sample 500,000 MFCC feature vectors. Finally,
all features of a video’s soundtrack are assigned to their clos-
est (using Euclidean distance) audio words. This produces
histograms of audio word occurrences for each video clip,
and are then used as feature input for classifying the APV
and PPV.

3.4 Classification Algorithms
Some complicated methods such as HMM and neural net-

works were employed in previous work. However, they need
much more time and computational effort to train classifi-
cation models. In the context of this work, determining a
video clip as APV or PPV is typically a binary classification
question. Therefore, in this work, four popular and rela-
tive easy-to-perform classification approaches are selected
for our evaluation experiments, namely, K-Nearest Neigh-
bors (KNN), Support Vector Machines (SVM), Gaussian
Mixture Model (GMM), and C4.5 decision tree.
KNN classifier generates clusters representing the classes

of feature points and assigns a feature instance to the cluster
that has k instances closest to it. In our work, cosine dis-
tance is adopted for KNN method and k is set as 1. SVMs
map an input space into a high dimensional feature space
through a kernel function and then constructs the optimal
separating hyperplane in the high dimensional feature space.
With respect to the SVM kernel, the Gaussian Radius Basis
Function (RBF) kernel is used since it is widely used and
always achieves good performance across different applica-
tions. When using the GMM method, one model is trained
for one class of video. The Expectation-Maximization (EM)
algorithm is adopted to estimate the parameters of a GMM.
When testing, a sample is predicted to the class whose model
outputs larger confidence. In this work, 9 mixture compo-
nents are used in GMM. The C4.5 decision tree recursively
subdivides a set of data by using the concept of entropy
from information theory. The feature which provides the
most information gain, as defined by the difference in en-
tropy, at each recursion is used to form a decision based on
the values of the feature. The result is a tree where each
node has a feature and a decision depending on its value.

4. EXPERIMENTS AND RESULTS

4.1 Experimental Dataset
To evaluate the efficiency of the features and methods used

in the work, we select about 150 hours’, 2,000 video clips,
each of which either belongs to APV or PPV. The duration
of each video clip is less than 10 mins.
In the 2,000 video clips, 500 are annotated as APV, while

the others are labeled as PPV. The APV clips are from the

NIST TRECVID 2011 Multimedia Event Detection (MED)
task [13]. The MED dataset consists of publicly available
video content posted to Internet video hosting sites. The
annotation work is carefully conducted. Each video clip is
viewed by three annotators. One clip is deemed as APV only
when all three annotators consider it as APV. The annota-
tions mostly rely on the semantics of video content, such
as the scenes, dialogues in video. The annotations show
that the annotators easily obtain consistency in most cases.
The PPV clips were crawled from YouTube, including three
video genres, news, sports, and movies. We checked the
collected PPV clips carefully. Finally, 1,500 clips were se-
lected, 500 clips for each genre. We determine a video as
news or sports video only based on the TV channel logo,
such as RTE NEWS, BBC, CCTV-4. The movie clips are
fragments from multiple movies.

The experiments focus on the performance among fea-
tures, video genres and classification methods. Besides the
three single features namely camera motion feature (CMF),
structure feature (SF) and audio feature (AF), we also eval-
uate the combined feature (CF) that are from the concate-
nation of the three single features and are normalized be-
fore input as features for classifiers. Firstly, we investigate
the performance when only considering to classify a specific
PPV genre and APV. Then experiment for discriminating
any genre of PPV clip and an APV clip is implemented.
Hence, we identify four experiments:

- News vs. APV.

- Sports vs. APV.

- Movies vs. APV.

- Mixture vs. APV.

The following experiments are conducted using five-fold cross
validation. The mean accuracy and standard deviation over
five-fold cross-validation are reported.

4.2 News vs. APV
The first experiment evaluates the performance of the four

features with different classification methods when assuming
the PPV is only news video. Experiments are conducted
over the datasets including the 500 news clips and the 500
APV clips. In Table 1, we show the results. It should be
noted that, the mean accuracies reported by SVM classifiers
are based on the best parameters trained on the entire 1,000
video clips using five-fold cross validation.

Table 1 illustrates that in the three single features, CMF
reports the best performance for all four methods. Espe-
cially compared with the structural feature (SF), the CMF
achieves much better performance. Moreover, CMF also
attains comparable accuracies with the combined feature
(CF). When using GMM and C4.5, the CMF even outper-
forms the CF by a minor value. In the two cases where
CMF is outperformed by CF when using KNN and SVM
classifiers, the performance difference is marginal. The ex-
cellence of CMF for discriminating the news video and the
PPV is in line with the differences between the two video
categories. News video are usually recorded by experienced
photographers. When capturing a news clip, the camera
is kept moving uniformly in most cases, that is, the cam-
era moves toward a certain direction with relative uniform
speed. However, camera motions in APV clips are more



Table 1: Accuracy(%) comparison on four features
with four classification methods when the PPV only
contains news video

KNN SVM GMM C4.5

CMF 91.4± 3.13 92.0± 2.33 88.3± 2.23 89.5± 2.21
SF 78.8± 1.68 82.3± 3.02 81.2± 2.91 85.8± 2.89
AF 90.3± 2.89 91.3± 1.92 82.3± 2.71 78.3± 1.99
CF 94.3± 2.20 92.4± 2.22 87.7± 2.20 88.4± 2.11

irregular since the APV clips are typically captured by per-
sonal easy-shaking small-size devices such as smartphones.
Furthermore, post-processings such as stabilization may be
performed on news video before broadcasting 7.
Audio feature (AF) also attains high accuracies with KNN

and SVM algorithms. This may be attributed the audio con-
tent accompanied in news video is mainly from persons, such
as the anchorpersons, interviewees or dialogs. In contrast,
the audio content in APV can be anything, such as per-
son voice, dog barking, music and so on. AF reports much
reduced performance when using GMM and C4.5 methods
compared with KNN and SVM. We consider that this be-
cause the GMM and C4.5 learns less discrimination infor-
mation when using much higher dimensional audio features
with BoAV representation (2,000 dimensions). Furthermore,
KNN and SVM classifiers attain best performance overall.

4.3 Sports vs. APV
As a second experiment, we focus on discriminating the

sports video and the APV. Results are shown in Table 2. It
is worth noting that the sports video clips we collected from
YouTube are mainly soccer, rugby and tennis matches. This
table shows that the adopted features are less powerful for
discriminating sports and APV than discriminating news
and APV. Moreover, the table also shows a clear advan-
tage of using audio feature (AF) over the other two single
features. For all the classifiers, AF attains the best per-
formance of the three single features. We speculate that
in the sports video (especially in soccer, rugby and ten-
nis matches), accompanied audio categories mainly include
commentator speaking, applause and clapping from the au-
diences in live. However, the audio in APV is more diversi-
fied.
CMF report accuracies around 80 for all classifiers. The

best is 82.1±1.73 with GMM, whereas 78.3±2.20 with KNN
is the worst. Compared with APV, camera motions are also
very strong in sports video, especially in field sports such as
soccer matches. Several camera motion modes such as zoom
in/out, pan and tilt are commonly existed in sports video,
which makes the CMF is less discriminative for sports and
APV.
Structure information is not sufficient to distinguish the

sports video and APV. We attribute this most to the fact
that complex camera motions in sports video result in poor
performance in shot boundary detection. Nevertheless, the
combined feature (CF) achieves the best performance nearly
for all classifiers, except when using GMM classifier. This

7For YouTube, the users are required to stabilize the video
using the stabilizer tool in the YouTube Video Editor before
uploaded it. However, firstly, the effectiveness of this tool
on APV needs further evaluation. Secondly, the APV clips
used in this work are not necessarily from YouTube

Table 2: Accuracy(%) comparison on four features
with four classification methods when the PPV only
contains sports video

KNN SVM GMM C4.5

CMF 78.3± 2.20 81.3± 1.63 82.1± 1.73 78.7± 2.63
SF 71.8± 2.18 72.6± 2.19 68.6± 2.67 77.2± 2.54
AF 87.4± 1.79 85.7± 2.31 83.3± 2.02 78.9± 2.27
CF 89.4± 2.49 87.2± 1.82 82.8± 1.70 83.2± 2.73

Table 3: Accuracy(%) comparison on four features
with four classification methods when the PPV is
only movie video

KNN SVM GMM C4.5

CMF 70.1± 3.73 78.1± 4.11 77.2± 2.73 76.1± 3.84
SF 77.6± 3.18 75.9± 2.89 78.3± 3.27 74.1± 4.54
SF 71.2± 2.92 76.2± 3.31 73.2± 3.02 73.6± 3.27
CF 81.5± 3.19 85.8± 3.34 82.6± 2.91 82.3± 2.96

proves that the three features are complementary and boost
the classification accuracies.

4.4 Movies vs. APV
In an attempt to evaluate the power of the four features as

well as four classifiers for discriminating movies and APV,
we conduct the third experiment, in which, the PPV clips
are all fragments from films. The movies collected for this
experiments include clips from romance films, action films,
horror films and thrillers.

The performance of the PPV only movies is listed in Ta-
ble 3. Results show that the three single features report
close performance with the four classification algorithms.
For CMF, the best accuracy is 78.1± 4.11 with SVM classi-
fier. With respect to structure information, accuracy attains
the best of 78.3± 3.27 when using GMM method. Whereas,
top accuracy is 76.2 ± 3.31 when adopting AF with SVM.
Overall, the accuracies are around 75 but less than 80 when
using single features. Another observation is that classify-
ing movies and APV results in much more significant stan-
dard deviations. The intra-class differences in these selected
movies are apparent. We only take audio features as exam-
ple, in romance films, music and dialogs may be the main au-
dio types. However, in horror films, synthetic horror sound
is one of the most important“actors”. Therefore, huge intra-
class differences in these selected films results in significant
performance variance.

Furthermore, performance of structure feature (SF) proves
competitive to the other two single features. When using
KNN and GMM methods, the SF yields higher performance
than CMF and AF. We credit this to the structure informa-
tion being strongly related to movie genre, e.g. action film
clips tend to have a high visual tempo, romance movies use
a lot of gradual transitions,etc.

Finally, when combining these simple features into com-
posite features, accuracies are boosted significantly. Again,
we deem this performance gain comes at the enhancement
of discriminative power of the combined features (CF).

4.5 Mixture vs. APV
With the goal of answering the question as stated in the

Introduction, the fourth experiment is performed under the



Table 4: Accuracy(%) comparison on four features
with four classification methods when the PPV is
mixture of multiple PPV genres

KNN SVM GMM C4.5

CMF 72.2± 3.03 80.7± 2.97 73.7± 3.13 72.4± 3.72
SF 75.1± 3.27 77.2± 3.39 78.6± 3.25 69.8± 3.64
AF 77.4± 2.89 78.7± 3.42 75.1± 2.92 70.9± 2.73
CF 82.6± 3.17 85.3± 2.88 80.8± 2.79 79.1± 3.23

condition of the PPV clips are a mixture of clips from differ-
ent PPV genres. In real scenario, there are much more PPV
genres, such as those 38 genres defined in Google Video.
In this work, we consider that the PPV consists of uniform
mixtures of news, sports and movies. However, considering
more PPV genres and random mixtures of PPV clips can be
inspired by the experiment here and would be an obvious
future research task.
In order to perform these experiments on balanced datasets,

we divide 1,500 PPV clips into three uniform parts ran-
domly. In practice, 500 clips for each PPV genre are di-
vided into three uniform parts (167+167+166) randomly.
Then three groups of 500 video clips are obtained by mixing
three parts from each genre respectively. Experiments are
performed on each group of 500 PPV clips versus the 500
APV clips with cross validation. Means accuracy and stan-
dard deviation are calculated over the performance from the
cross validations.
Results are shown in Table 4. Similar observations as in

section 4.4 can be found. When using the single features, the
performance differences are marginal and most of the accu-
racies are between 70 to 80. This may be attributed the fact
that none of these single features are sufficient to discrim-
inate each PPV genre and APV. Because of the diversity
in the collected PPV clips, significant standard deviations
are also reported. Moreover, when combining these simple
features into composite features, accuracies are boosted sig-
nificantly.
When comparing four adopted classification algorithms,

we find SVM classifiers outperform other methods when us-
ing three of four features. The lower two accuracies are
reported by C4.5 decision trees with structure feature (SF)
and audio feature (AF), namely 69.8± 3.64 and 70.9± 2.73
respectively, which are much worse than those obtained by
the other three methods when using the same features. How-
ever, when using the combined feature (CF) as input for
C4.5, the performance is significantly improved.

4.6 Summary of Experimental Results
In order to compare performance of the features and clas-

sification algorithms adopted, we aggregate the accuracies
of the four features and four algorithms in the four experi-
ments above, as shown in Table 1∼4 . Table 5 compares the
discrimination of these four features, in which, each value
is the average of the four mean accuracies of correspond-
ing feature in relevant experiments. Table 6 compares the
performance of these four classifiers, in which, each value
is the average of the four mean accuracies of corresponding
classifier in relevant experiments.
Our first observation is that none of these single features

are sufficient to discriminate each specific PPV genre and
APV. When comparing these single features, we find CMF

Table 5: Averages of the evaluated four features on
discriminating different PPV genres with APV.

News vs. Sports vs. Movie vs. Mixture vs.

CMF 90.3 80.1 75.4 74.5
SF 82.0 72.6 76.5 75.2
AF 85.6 83.8 73.6 75.5
CF 90.7 85.7 83.1 82.0

Table 6: Averages of the evaluated four classification
algorithms on discriminating different PPV genres
with APV.

News vs. Sports vs. Movie vs. Composite vs.

KNN 88.7 81.7 75.1 76.8
SVM 89.5 81.7 79.0 80.5
GMM 84.9 79.2 77.9 77.1
C4.5 85.5 79.5 76.5 73.1

is better for distinguishing the APV with the PPV genres
whose structure is clear and camera motion is simple and
regular, such as news video. AF may yield better perfor-
mance when it is used for discriminating APV with PPV
genres which contain less audio types, such as news and
sports video. Whereas, temporal SF may improves the per-
formance when classifying APV with PPV genres in which,
temporal structure is related with tempo or effect, such as
movies. On the whole, CMF and AF prove to be more ef-
ficient at discriminating PPV and APV, leading to better
classification accuracies.

A notable observation we can make is that combination
of multimodal features boosts the classification performance
significantly nearly for all algorithms in the four experi-
ments. This means that information from multi-sources
should be considered when classifying PPV and APV, es-
pecially when PPV contains more video genres. This is also
in line with the conclusions in previous work [3, 8]. There-
fore, adoption of multimodal features appears to be the road
map for future work in discriminating PPV and APV.

With respect to specific PPV genres, news video is eas-
ier to be distinguished with APV, which may be attributed
to the fact that many similar cinematic principles are com-
plied with by different news video producers when produc-
ing news video, such as they are generally structure-clear.
Therefore, even temporal structure feature yields good per-
formance when classifying news video and APV.

The four classification algorithms show different perfor-
mance when used with different features and for classifying
different PPV genres and APV. KNN and SVM yield the
best performance in discriminating news and APV, using
camera motion and audio features. They are also good at
distinguishing sports and APV when using audio features.
Whereas, when using single features, GMM also yields good
performance in classifying movie and APV. Another point
worth noting is that for each algorithm, the overall perfor-
mance decreases as the PPV contains more sub-genres of
PPV. We illustrate this by Fig. 2

Globally, SVM and KNN yield excellent performance in
each experiment with different features. GMM has the ad-
vantage of training efficiently. The number of Gaussian com-
ponents may affect the performance, and for different fea-
tures, the number may be different. However, in our previ-
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Figure 2: Accuracies of combined features with four
classification algorithms in four experiments. It
shows that the performance decreases as PPV con-
tains more video genres.

ous experiments, we set the number as a fixed value 9 for all
features and all experiments, which may hinder its perfor-
mance. The performance of C4.5 relies on the information
contained in some discriminative features. Furthermore,
when using high dimensional features, such as BoAW rep-
resentation for audio features, poor accuracies are reported
and training is time consuming.

4.7 Extended Experiments
In this section, we apply two state-of-the-art frameworks

to the classification of APV and PPV in our context, and
also compare our methods with them. One is the frame-
work using audio-visual features (AVF) in [8], the other is
the framework with SIFT features in [22]. These two frame-
works are representative and originally used for common
video genre classification. In [8] tens of audio-visual fea-
tures, including audio, temporal structure, color, and con-
tour, are combined to classify different video genres such as
news, sports, music, movies and so on. Three classifiers were
used, namely SVM, KNN and LDA. More, recently, there is
a trend of using local image features which are scale-, affine-
or other-property invariant in the retrieval of imagery and
video data, and in [22], Zhang et al. introduced the most
popular SIFT feature for video genre classification. With
the goals of evaluating these two frameworks in our classi-
fication task of APV and PPV, and comparing them with
our methods, we perform this extended experiment over the
2,000 clips collected in this work.
Experiments are performed in the same way as in sec-

tion 4.5. Here, related parameter settings are the same as
in [8, 22]. In [8], results from SVM, KNN and LDA with AVF
are reported (i.e. SVM+AVF, KNN+AVF, LDA+AVF).
In [22], results from KNN with earth mover’s distance (EMD)
and KullbackLeibler divergence (KLD), histogram represen-
tation of 1600-size codebook are also reported (i.e. KNN+
EMD+SIFT, KNN+KLD+SIFT).
Experimental results are shown in Fig. 3. Here, we also list

our best performance from SVM and KNN, with the com-
bined features in section 4.5 (i.e. SVM+CF, KNN+CF).
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Figure 3: Performance comparison

It can be seen that, with the task of classifying APV and
PPV, combination of multimodal features yields better per-
formance. SVMwith audio-visual feature (SVM+AVF) in [8]
produces the best accuracy. We deem that the audio-visual
feature captures more discriminative information. However,
the combined feature (CF) in this work also achieves com-
petitive performance. This may be attributed to the camera
motion feature we adopted in this work. In [8], an action
feature is also used, however, it is only calculated by assum-
ing that a long shot represents high-action content, whereas
short shots mean low-action content. In [8], the audio-visual
feature reports much higher accuracies for classifying video
genre than the accuracies here, since in that work, the ex-
periments are performed as one-vs.-all style. In general,
discriminating one specific video genre from a mixture (all)
of multi-genres video is easier than classifying two mixtures.
This can be validated in our previous experiments that, ex-
periment 1, 2, 3, produce better performance than experi-
ment 4 when using combined features.

From Fig. 3, we can also see that the popularly used
SIFT feature reports much worse performance in classify-
ing APV and PPV. In the original work [22], these methods
achieve high accuracies, even 100. However, similar to [8],
their experiments are also conducted to classify much more
specific video genres, e.g. surveillance video captured by 5
different cameras are treated as 5 individual genres respec-
tively, or one specific sports, such as boxing, represents one
video genre. In our context, PPV includes multiple different
video genres, and APV can be about anything. Further-
more, currently successful approaches to video genre classi-
fication seems to rely on the application of domain knowl-
edge existing in video genres. Therefore, in our context, this
domain-knowledge independent SIFT feature is not capable
of discriminating the PPV and APV well.

5. CONCLUSIONS
A large volume of video content is poised to inundate

the Internet. In this work, we propose a question of de-
termining the producer of an Internet video as professional



or amateur, namely, classifying a video clip as professional-
produced video (PPV) or amateur-produced video (APV).
Features and classification approaches are also investigated.
Based on the differences between the production process of
the two types of video, four features including camera mo-
tion feature, structure information, audio feature and com-
bined features are adopted together with four popular clas-
sifiers KNN, SVM, GMM and C4.5. Four experiments are
firstly performed over a carefully selected datasets includ-
ing 1,500 PPV from YouTube and 500 APV from TRECVid
MED datasets. The first three experiments focus on clas-
sifying one specific video genre from APV. The fourth one
performs discriminating APV and any genre of PPV clip.
Furthermore, we further implement two representative tech-
niques in previous work to the task in this work and compare
them with our methods. Experimental results demonstrate
that SVMs with multimodal features from multi-sources are
more effective at classifying the two types of video. Finally,
for answering the proposed question, results also show that
automatically classifying an clip as professional-produced
video or amateur-produced video can be achieved with good
accuracy. The future work will focus on two aspects. Firstly,
we will conduct this work using more video genres, rather
than only news, sports and movies in this work. More-
over, we will also consider evaluating more features from
multi-sources and classification methods over larger scale of
datasets.
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