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#### Abstract

This thesis deals with design techniques for robust non-linear multivariable systems It describes and discusses some design techniques for such systems

First, one-loop-at-a-time design using the root locus method is considered The disadvantages of this approach are outlined Next, some gan-scheduling controllers are designed for each loop Then, a multivariable optımization approach is taken Software to find the frequency domain solution of the two-block weighted-mixed-sensitivity problem using the Youla Parameterisation and Smith-McMillan form is developed This two-variable problem decouples into two single-variable problems, corresponding to optimizing at the input and output of the plant

The fundamental limitations and the trade-offs in design are studied at the input and output of the plant

4ll controllers are tested and implemented on the inverted pendulum-cart apparatus, an unstable single-input two-output system
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## Chapter 1

## Introduction

This thesis deals with design technıques for multivariable systems Design of controllers for single-input single-output (SISO) systems can usuall be done very effectıvely by using varıous traditional technıques, such as root locus methods and methods based on Nyquist and Bode plots But the design of controllers for nonlinear (NL) multi-input multi-output (VIMIO) svstems is a different matter This is still an important open problem and it attracts a good deal of research

### 1.1 Motivation

Sometimes when dealing with SISO sistems other signals in the control loop are considered to be disturbances However, it often happens that these disturbances originate in other loops This effect is known as interaction or coupling In some cases, interaction can be ignored, ether because the coupling signals are weak or because a clear time-scale or frequency-scale separation exists However, in other cases it can be necessary to consider all signals simultaneously Then, the problem has to be tackled entırely as a multıvarıable design Consequently a good knowledge and understanding of MINIO systems is important, since, in most situations, the tools used for analysing SISO systems are no longer applicable Simple definitions like poles and zeros, among others, have a different meaning when dealing with multivariable processes and since matrices are involved, some functions (eg sensitivity) have a different interpretation at the input versus the output of the plant

Rosenbrock $[1,2,3]$ was the first researcher to emphasize that the MIMO case is much more challenging than the SISO case, and to recognize that new theoretical foundations would be required Despite all the advances and improvements in MIMO control theory, multıvariable design is still a subject under research, and it is still, in some sense, an unsolved problem, as discussed in Section 215

The aim of this thesis is study some design techniques for multivariable systems Design methods which allow for certain levels of inaccuracy in the model of the plant to be controlled are emphasized This is called robustness Among these design technıques this thesis focuses mainly on some frequency domain optımızation techniques, such as minımızing a quadratic cost function in order to get a controller that gives a robust performance

This thesis also discusses some advantages and disadvantages of the design methods used It also treats trade-offs and fundamental limitations in multivariable controller design, including the approach of treating the $\[I X I O$ problem as several SISO problems

Throughout the thesis the inverted pendulum is used as an application example Since this system is multivariable with right half plane poles and zeros, which is non-linear and non-square, it gives more insight about the inherent limitations when facing a control design $4 l l$ controllers are implemented and tested on this apparatus

### 1.2 Outline of the Thesis

In Chapter 2, some important background used throughout the thesis is presented First, a discussion of the inverted pendulum is given Then some important definitions concerning MIMO systems are stated In Chapter 3, the Youla parameterization is presented, and two approaches to solving the generalised Bezout equation are presented and discussed

Next, in Chapter 4, a one-loop-at-a-tıme design technique is used The plant is
viewed as a set of SISO plants and some SISO controllers are designed for each loop using the root locus method Then in Chapter 5, using the results of these designs, the fundamental limitations imposed by nght half plane (RHP) poles and zeros and the impact of these limitations on the closed-loop performance are studied Also, fundamental limitations for general SISO systems are discussed for both the time and the frequencv doman With the benefit of these limitations for designing control systems, the one-loop-at-a-time approach is further analyzed in Chapter 6 Within this one-loop-at-a-time framework, some gain-scheduled controllers are designed for each loop in Chapter 7

In Chapter 8, a multivariable optimization approach is taken First a norel approach is attempted Indeed a frequency doman solution of the $\mathcal{H}_{2}$ problem based on the Youla Parameterization using frequency domain (Matlab) software is developed The $\mathcal{H}_{2}$ problem is recast as a two-block weighted-mived-sensitivity problem, which results in an optimization problem with two variables Then br optimising at the input and then at the output of the plant this particular problem can be reduced to two decoupled single-variable problems Next the standard two-norm optimization in the frequencs doman using the Youla Parameterization for SISO systems is adapted to the multivariable case Then, in Chapter 9 the fundamental limitations and the trade-offs when designing a multivariable controller are studied as well as the difference between optımızıng transfer function matrices at the input and at the output in Chapter 10, general conclusions are given

## Chapter 2

## Background

In this chapter some basic defimitions and some background material that are used throughout the thesis are stated It starts with a brief discussion about the inverted pendulum which is used as a practical example Then several definitions and some results that apply to :MIMO systems are given

### 2.1 The Inverted Pendulum

The inverted pendulum has been a classic tool in control system laboratories It has been used to demonstrate vanıus control desıgn technıques, see [4], [5] and the references theren For example it was used to illustrate much of the material presented in the book by Kwakernaak and Sıvan [6] In this thesis the Digital Pendulum Mechanical Unıt 33-200 manufactured by Feedback (see [7]) is used as an application example $\ddagger$ description of the well-known inverted pendulum apparatus is given

## 211 Description

Consider the inverted pendulum of Figure 21 The pivot of the pendulum is mounted on a carriage which can move in the horizontal direction The carriage is driven by a motor The control problem is to move the carnage to a desired position while keeping the pendulum up and when the desired position has been
reached the pendulum should stay in the fully upright position ( $\phi=0$ ) The output (measurements) will be the position of the carriage (displacement) and the angular rotation of the pendulum (angle)


Figure 21 Inverted pendulum

Next, we develop a physical model for this system

## 212 Physical Modelling

Figure 22 shows the forces acting on the sistem $\mu(t)$ is the force everted by the motor, at time $t$, on the carriage This force is the input variable to the system The displacement of the cart at time $t$ is $d(t)$ while the angular rotation at time $t$ of the pendulum is $\phi(t)$ The mass of the pendulum is $m$, the distance from the pivot to the centre of gravity is $L$ and the moment of inertia with respect to the centre of gravity is $J$ The carrage has mass $M$ The forces everted on the pendulum are the gravitational force $m g$ acting at the centre of gravity, a horizontal reaction force $H(t)$, and a vertical reaction force $V(t)$ Here $g$ is the gravitational acceleration Friction is accounted for only in the motion of the carriage and not at the pıvot $F_{r}$ represents the friction coefficient

From Newton's second law $\sum F=m a$ the sum of the horizontal components of the forces must be equal to the product of the mass $m$ by the acceleration $a$ acting on the pendulum, which is due to the acceleration of the carriages and the acceleration of the pendulum Thus

$$
\begin{equation*}
m \frac{\mathrm{~d}^{2}}{\mathrm{dt}^{2}}[d(t)+L \sin \oplus(t)]=H(t) \tag{array}
\end{equation*}
$$



Figure 22 Forces acting on the pendulum
where $L \sin \phi(t)$ is the lever arm of the force acting on the pendulum The lever arm of a force $F$ about a chosen aus is the perpendicular distance from the line along that force to the axis Stanford [8 page 93] Similarly for the vertical components,

$$
\begin{equation*}
m \frac{\mathrm{~d}^{2}}{\mathrm{dt}^{2}}[L \cos \phi(t)]=V(t)-m g \tag{array}
\end{equation*}
$$

For this system the moment of inertia is constant Hence

$$
\begin{equation*}
\sum \tau=J \frac{\mathrm{~d} \omega}{\mathrm{dt}} \tag{array}
\end{equation*}
$$

Equation (213) may be thought of as the rotational form of Newton's second law, Stanford [ 8 page 185], where $\omega$ is the angular velocity of the pendulum and $\tau$ is the torque Using Equation (213) for this system yıelds,

$$
\begin{equation*}
J \frac{\mathrm{~d}^{2}}{\mathrm{dt}^{2}} \phi(t)=L V(t) \sin \phi(t)-L H(t) \cos \phi(t) \tag{array}
\end{equation*}
$$

For the forces acting on the carriage,

$$
\begin{equation*}
M \frac{\mathrm{~d}^{2}}{\mathrm{dt}} d(t)=\mu(t)-H(t)-F_{\mathrm{r}} \frac{\mathrm{~d}}{\mathrm{dt}} d(t) \tag{215}
\end{equation*}
$$

Performing the differentiations above yeids

$$
\begin{gather*}
m d(t)+L \phi(t) \cos \phi(t)-L \phi^{2}(t) \sin \phi(t)=H(t)  \tag{216}\\
m g-m L \phi^{2}(t) \cos \phi(t)-m L \varphi(t) \sin \phi(t)=V(t)  \tag{217}\\
J \phi(t)=L V(t) \sin \varphi(t)-L H(t) \cos \phi(t)  \tag{218}\\
M d(t)=\mu(t)-H(t)-F_{r} d(t) \tag{array}
\end{gather*}
$$

In order to elıminate $H(t)$ and $V(t)$ from Equation (218), Equations (2 16 ) and (217) are substituted into Equation (219), giving

$$
\begin{aligned}
J \phi(t)= & m g L \sin \phi(t)-m L^{2} \phi(t) \sin ^{2} \phi(t)-m L^{2} \phi^{2}(t) \sin \phi(t) \cos \phi(t)- \\
& m L d(t) \cos \varphi(t)-m L^{2} \phi(t) \cos ^{2} \phi(t)+m L^{2} \phi^{2}(t) \sin \phi(t) \cos \phi(t)
\end{aligned}
$$

Simplifung we obtain

$$
\begin{equation*}
\left[J+m L^{2}\right] \phi(t)-m g L \sin \phi(t)+m L d(t) \cos \phi(t)=0 \tag{array}
\end{equation*}
$$

Division of this equation by $J+m L^{2}$ yields

$$
\begin{equation*}
\phi(t)=\frac{g}{L^{\prime}} \sin \phi(t)-\frac{1}{L^{\prime}} d(t) \cos \varrho(t) \tag{array}
\end{equation*}
$$

where

$$
\begin{equation*}
L^{\prime}=\frac{J+m L^{2}}{m L} \tag{2112}
\end{equation*}
$$

This quantity has the significance of "effective pendulum length" since a pendulum of length $L^{\prime}$ that is not on a car would also neld Equation (2 111), Kwakernaak [6, page 6]

To simplify the equations, assume that $m$ is small with respect to $M$ and therefore neglect the horizontal reaction force, $H(t)$, on the motion of the carriage This allows us to replace Equation (219) with

$$
\begin{equation*}
M d(t)=\mu(t)-F_{r} d(t) \tag{array}
\end{equation*}
$$

In brief the equations which govern the system are (2113), (2111) and (2 112 )

$$
d(t)=\frac{1}{M} \mu(t)-\frac{F_{r}}{M} d(t)
$$

and

$$
\phi(t)=\frac{g}{L^{\prime}} \sin \phi(t)-\frac{1}{L^{\prime}} d(t) \cos \phi(t)
$$

where

$$
L^{\prime}=\frac{J+m L^{2}}{m L}
$$

## 213 Conventional Linearization

In order to get a linearized model, the system must first be described in state space form

## Non-linear State Space Model

We define the states as follows,

$$
\begin{equation*}
x_{1}=d(t), \quad x_{2}=d(t), \quad x_{3}=\phi(t), \quad x_{4}=\phi(t), \tag{2114}
\end{equation*}
$$

and the input is

$$
\begin{equation*}
u=\mu(t) \tag{2115}
\end{equation*}
$$

Now, differentiating each component with respect to $t$, gives

$$
\begin{aligned}
& x_{1}=d(t), \\
& x_{2}=d(t), \\
& x_{3}=\phi(t), \\
& x_{4}=\phi(t)
\end{aligned}
$$

Or, using Equations (2113), (2111) and (2 1 14),

$$
\begin{align*}
x_{1} & =x_{2} \\
x_{2} & =\frac{1}{M} u-\frac{F_{r}}{M} x_{2},  \tag{array}\\
x_{3} & =x_{4}, \\
x_{4} & =\frac{g}{L^{\prime}} \sin x_{3}-\frac{1}{L^{\prime}} x_{2} \cos x_{3}
\end{align*}
$$

and using the second equation to eliminate $x_{2}$ from the fourth equation gives

$$
x_{4}=\frac{g}{L^{\prime}} \sin x_{3}-\frac{1}{M L^{\prime}} u \cos x_{3}+\frac{F_{r}}{M L^{\prime}} x_{2} \cos x_{3}
$$

A state space description can now be written down Writing the above equations in matrix form gives

$$
\left(\begin{array}{c}
x_{1}  \tag{array}\\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right)=\left(\begin{array}{c}
x_{2} \\
\frac{1}{M} u-\frac{F_{r}}{M} x_{2} \\
x_{4} \\
\frac{g}{L^{\prime}} \sin x_{3}-\frac{1}{M L^{\prime}} u \cos x_{3}+\frac{F_{r}}{M L^{\prime}} x_{2} \cos x_{3}
\end{array}\right)
$$

For this system the outputs are the displacement $d(t)$ and the angular rotation of the pendulum $\phi(t)$, so define the output vector as

$$
\begin{equation*}
y(t)=\binom{d(t)}{\phi(t)}=\binom{x_{1}}{x_{3}} \tag{2118}
\end{equation*}
$$

## Equilibrium Points

Equilibrium points are points in state space where the system can reman "statıc", stationary, where it can come to rest or settle down, for some constant input level In other words, they are points where the derivatives of the states are zero $(x=0)$ Then, Equation (2 116 ) yıelds

$$
\begin{gathered}
x_{2}=0 \\
\frac{1}{M} u-\frac{F_{r}}{M} x_{2}=0 \Rightarrow u=0 \\
x_{4}=0 \\
\frac{g}{L^{\prime}} \sin x_{3}-\frac{1}{L^{\prime}} x_{2} \cos x_{3}=0 \Rightarrow \frac{g}{L^{\prime}} \sin x_{3}=0 \Rightarrow x_{3}=0 \text { or } x_{3}=\pi
\end{gathered}
$$

The set of equilibnum points is therefore described by $x_{2}=0, x_{3}=0$ or $x_{3}=\pi$, $x_{4}=0, u=0$ and $x_{1}$ is arbitrars

These equations say that for an equilbrium point, the carriage and the pendulum must be stationary ( 1 e have zero velocity) and the pendulum must have a vertical position, either upwards or downwards Clearly, $x_{3}=0$ (pendulum up) is an unstable equilibrium point and $x_{3}=\pi$ (pendulum down) is a stable one With the pendulum in equilibrium, the carriage can be at any location This is expected from physical considerations

## Linearized Model

Differentiating each row of Equation (2117) with respect to each state and the input $u$ and then evaluating at the equilibrium point (with $x_{3}=0$ ) we get the
linearized model for the inverted pendulum

$$
\begin{gather*}
x=\left(\begin{array}{cccc}
0 & 1 & 0 & 0 \\
0 & -\frac{F_{r}}{M} & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & \frac{F_{r}}{M L^{\prime}} & \frac{g}{L^{\prime}} & 0
\end{array}\right) x+\left(\begin{array}{c}
0 \\
\frac{1}{M} \\
0 \\
-\frac{1}{M L^{\prime}}
\end{array}\right) u  \tag{array}\\
y=\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0
\end{array}\right) x \tag{array}
\end{gather*}
$$

where $x=\left(\begin{array}{llll}x_{1} & x_{2} & x_{3} & x_{4}\end{array}\right)^{T}$

The state space representation of the system is then

$$
A=\left(\begin{array}{cccc}
0 & 1 & 0 & 0 \\
0 & -\frac{F_{r}}{M} & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & \frac{F_{r}}{M L^{\prime}} & \frac{g}{L^{\prime}} & 0
\end{array}\right) \quad B=\left(\begin{array}{c}
0 \\
\frac{1}{M} \\
0 \\
-\frac{1}{M L^{\top}}
\end{array}\right) \quad C=\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0
\end{array}\right)
$$

## Transfer Functions

The transfer functions can now be calculated Using the formula

$$
\begin{equation*}
G(s)=C(s I-A)^{-1} B, \tag{array}
\end{equation*}
$$

where $G(s)$ is the transfer function of the system, gives

$$
\begin{equation*}
G(s)=\binom{G_{1}}{G_{2}}=\binom{\frac{\frac{1}{M}}{s\left(s+\frac{F_{P}}{M}\right)}}{\frac{-\frac{1}{M L^{\prime}} s}{\left(s+\frac{F_{M}}{M}\right)\left(s^{2}-\frac{g}{L^{\prime}}\right)}} \tag{array}
\end{equation*}
$$

Let

$$
\begin{align*}
a & =\frac{F_{r}}{M} \\
b & =\sqrt{\frac{g}{L^{\prime}}} \\
k_{1} & =\frac{1}{M}  \tag{array}\\
k_{2} & =\frac{1}{M L^{\prime}}
\end{align*}
$$

This gives the following linearized model

$$
\begin{equation*}
G(s)=\binom{G_{1}}{G_{2}}=\binom{\frac{k_{1}}{s(s+a)}}{\frac{-k_{2} s}{(s+a)(s+b)(s-b)}} \tag{array}
\end{equation*}
$$

where the following values were obtained after several identification experiments

$$
\begin{align*}
a & =333 \\
b & =546  \tag{array}\\
k_{1} & =11 \\
k_{2} & =30
\end{align*}
$$

and using Equation 2123 yields,

$$
\begin{align*}
F_{\mathrm{r}} & =0303 \mathrm{Kg} / \mathrm{s}, \\
M & =0091 \mathrm{Kg}  \tag{array}\\
L^{\prime} & =0328298 \mathrm{~m}, \\
g & =98 \mathrm{~m} / \mathrm{s}^{2}
\end{align*}
$$

This is the model which will be used for all the experımental work reported here

## 214 Description of the Real System

In this section the Digital Pendulum Mechanical Unit 33-200 manufactured by Feedback, [7], is briefly described The pendulum-cart set-up consists of a pole mounted on a cart in such a way that the pole can swing free only in the vertical plane The cart is driven by a DC motor The cart is allowed to move on a ral of limited length

The pendulum-cart set-up utilises two optical encoders as angle and position detectors The first one is installed on the pendulum avis and the second one on the DC motor axis The control signal is limited to be within a normalized range from -1 to 1 That is, it has a saturation at the input of the plant Another nonlinearity exists due to the cart friction which is a non-linear function of the velocity of the cart Omitting or simplifying the friction on the mathematical model results in poor compatibility between the real system and the simulation model Notice that the non-linear friction model was not taken into account during the modeling stage, which implies that a highly robust system has to be aımed for when designing controllers This is acknowledged by the manufacturer "Due to
the presence of disturbances and parameter uncertanties, a robust behavior is more important than the optimal character of the control strategv", $[7]$

## 215 Choice of Design Methods

It was said earlier that the inverted pendulum has been used as a classical tool in the control system laboratories Manv methods for desıgnıng controllers has been used and implemented with this system Those include, Linear Quadratic Regulator (LQR), $\mathcal{H}_{\infty}$, Fuzzy Logic and Neural Networks It must be acknowledged that each of these methods will control the pendulum successfully

This thesis focuses mainly on two design methods, the gain scheduling (GS) approach and the $\mathcal{H}_{2}$ optimization approach as well as the analysis of limitations that evist on any system, specificalls the pendulum system GS is chosen because it has become a very popular method for designing controllers for non-linear systems and it is still a subject under research $\mathcal{H}_{2}$ optimization is chosen because 2-norm-optimization based controller design has become very popular and it is still an unsolved problem in the sense of its transparency (there are no algebraic equations for the design of the controllers design is an iterative process) and its design time (involves the selection of some weights, which is done sometımes bs trial and error)

### 2.2 The Smith-McMillan Form

The Smith-McMillan form of a multrariable plant transforms the plant's transfer function into a diagonal transfer function matrix by pre- and post-multiplying bv unimodular matrices A polynomial matrix is called unimodular if it has an inverse which is also a polynomial matriv It follows that its determinant is a constant (independent of the rariable $s$ ) It is possible to analyze the position and number of poles and zeros from the diagonal equivalent transfer matrix The Smith-McMillan form, $[9, \S 2][10]$ relies on the fact that every rational transfer
function matrix can be expressed as a polynomial matrix, divided by a common denominator polynomial For more information about the Smith-McMillan form see Macıejowskı [9, §2] and Tadeo [10]

An elementary matrix is a matrix which represents an elementary row (column) operation "Represents" means that multiplying on the left (right) by the elementary matrix performs the row (column) operation We say that two (polynomial or rational) matrices $P(s)$ and $Q(s)$ are equivalent (symbolized $P(s) \sim Q(s)$ ) if there exist sequences of left and right elementary matrices $\left\{L_{1}(s), \quad, L_{l}(s)\right\}$ and $\left\{R_{1}(s), \quad, R_{r}(s)\right\}$ such that

$$
P(s)=L_{l}(s) L_{l-1}(s) \quad L_{1}(s) Q(s) R_{1}(s) \quad R_{\tau}(s)
$$

The next theorem is a result gıen in Macıejowski [9, §2 2]
Theorem 221 (Smith-McMıllan Form) If $G(s)$ is a ratıonal matrix of normal rank $r$, then $G(s)$ may be transformed by a series of elementary row and column operations into a pseudo-diagonal ratzonal matrix M(s) of the form

$$
\begin{equation*}
M(s)=\operatorname{diag}\left\{\frac{\varepsilon_{1}(s)}{\psi_{1}(s)}, \frac{\varepsilon_{2}(s)}{\psi_{2}(s)} \quad \frac{\varepsilon_{r}(s)}{\psi_{r}(s)}, 0, \quad, 0\right\} \tag{array}
\end{equation*}
$$

in which the monic polynomials $\left\{\varepsilon_{2}(s), \psi_{2}(s)\right\}$ are coprime for each 2 (ve they have no common factors) and satisfy the divisibility properties

$$
\left.\begin{array}{l}
\varepsilon_{\imath}(s) \mid \varepsilon_{i+1}(s)  \tag{array}\\
\psi_{\imath+1}(s) \mid \psi_{\imath}(s)
\end{array}\right\} \quad \imath=1, \quad, r-1
$$

$M(s)$ is the Smith-McMillan form of $G(s)$

This theorem says that any transfer function matrix can be factorized as

$$
G=U \backslash V
$$

where $U$ and $V$ are unimodular matrices and $\Lambda$ is a diagonal transfer function matrix with the structure gisen in Equation 221

## 221 Smith-McMillan Form of the Inverted Pendulum

In this section the inverted pendulum is used as an example of how to find the Smith-McMillan form of a transfer function matrix

First, the rational matrix $G(s)$ Equation (2124), is expressed as a polynomial matrix, divided by a common denominator polynomial, as follows

$$
\begin{equation*}
G(s)=\frac{1}{s(s+a)\left(s^{2}-b^{2}\right)} G_{p} \tag{2}
\end{equation*}
$$

where

$$
G_{p}=\binom{k_{1}\left(s^{2}-b^{2}\right)}{-k_{2} s^{2}}
$$

Using elementary matrices the polynomial matris $G_{p}$ in the equation above, can be transformed into a diagonal matrix pre-multiphed (row operations) and post-multiphed (column operations) by unimodular matrices Notice that an elementary matris is ummodular, and the product of unimodular matrices is a unimodular matrix Thus $G_{p}$ can be transformed as follows,

1 Interchange row 1 and 2

$$
G_{1}=L_{1} G_{p}=\binom{-k_{2} s^{2}}{k_{1}\left(s^{2}-b^{2}\right)}
$$

where

$$
L_{1}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)
$$

2 Replace row 2 with row 2 plus $\frac{k_{1}}{k_{2}}$ times row 1 ,

$$
G_{2}=L_{2} G_{1}=\binom{-k_{2} s^{2}}{-k_{1} b^{2}}
$$

where

$$
L_{2}=\left(\begin{array}{cc}
1 & 0 \\
\frac{k_{1}}{k_{2}} & 1
\end{array}\right)
$$

3 Interchange row 1 and 2,

$$
G_{3}=L_{3} G_{2}=\binom{-k_{1} b^{2}}{-k_{2} s^{2}}
$$

where

$$
L_{3}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)
$$

4 Replace row 2 with row 2 plus $-\frac{k_{2} s^{2}}{k_{1} b^{2}}$ times row 1 ,

$$
G_{4}=L_{4} G_{3}=\binom{-k_{1} b^{2}}{0}
$$

where

$$
L_{4}=\left(\begin{array}{cc}
1 & 0 \\
-\frac{k_{2} s^{2}}{k_{1} b^{2}} & 1
\end{array}\right)
$$

5 Replace row 1 with $-\frac{1}{k_{1} b^{2}}$ times row 1

$$
G_{5}=L_{5} G_{4}=\binom{1}{0}
$$

where

$$
L_{5}=\left(\begin{array}{cc}
-\frac{1}{k_{1} b^{2}} & 0 \\
0 & 1
\end{array}\right)
$$

Now, $G_{5}$ is the "diagonal" matrix after the transformation

Thus, in this case, the product of the sequence of left elementary matrices is

$$
L=L_{5} L_{4} L_{3} L_{2} L_{1}=\left(\begin{array}{cc}
-\frac{1}{k_{1} b^{2}} & -\frac{1}{k_{2} b^{2}}  \tag{224}\\
-\frac{k_{2} s^{2}}{k_{1} b^{2}} & -\frac{1}{b^{2}}\left(s^{2}-b^{2}\right)
\end{array}\right)
$$

It can be checked that its determinant is a constant, $-\frac{1}{k_{1} b^{2}}$, which indicates that $L$ is a ummodular matriy Moreover, its inverse, $L^{-1}$, is a polynomial matrix, which is

$$
L^{-1}=\left(\begin{array}{cc}
k_{1}\left(s^{2}-b^{2}\right) & -\frac{k_{1}}{k_{2}}  \tag{225}\\
-k_{2} s^{2} & 1
\end{array}\right)
$$

Notice that, in this case, the matrix of nght elementary matrices is equal to the 1dentity matrix, since no column operations were performed Hence, $G_{5} \sim G_{p}$ (where $G_{p}$ is given in Equation (2 23 )), and therefore

$$
L G_{p}=G_{5}=\binom{1}{0}
$$

and it follows from the equation above and Equation (2 23 ) that

$$
L G(s)=\frac{1}{s(s+a)\left(s^{2}-b^{2}\right)}\binom{1}{0}
$$

Thus

$$
\begin{equation*}
G(s)=L^{-1}\binom{\lambda(s)}{0} \tag{226}
\end{equation*}
$$

where

$$
\lambda(s)=\frac{1}{s(s+a)\left(s^{2}-b^{2}\right)}
$$

and $L^{-1}$ is given in Equation (2 25 ) The matris

$$
\begin{equation*}
\binom{\lambda(s)}{0}=\binom{\frac{1}{s(s+a)(s+b)(s-b)}}{0} \tag{227}
\end{equation*}
$$

is then the Smath-McMillan form of $G(s)$

### 2.3 Poles and Zeros of a Transfer-Function Matrix

In the SISO case, the zeros of a system are defined as the solutions $s=z_{1}$ to $G(s)=0$ and, similarly, the poles are defined as the solutions $s=p_{\imath}$ to $G^{-1}(s)=0$ Moreover, m the scalar case the zeros and poles could be found easily from a transfer function representation However, for multivariable systems things are not that easy The man difficulty in the MIMO case is that one has to work with matriv, rather than scalar, transfer functions It is well known that the principal difference between scalars and matrices is the presence of directions and that directions are relevant for vectors and matrices, but not for scalars Thus,
as is shown next, the zeros and poles of MIMO plants not only involve a scalar value ( $1 \mathrm{e} s=z_{\imath}$ ) but also directions

### 23.1 Poles and Zeros

As stated at the beginning of Section 22 the poles and zeros of a multivariable system can be found from the Smith-Mc \inllan form The result is as follows (see Macıejowskı [9, §2 3])

Definition 231 Let $G(s)$ be a rational transfer-function matrix with SmathMcMillan form

$$
M(s)=\operatorname{drag}\left\{\frac{\epsilon_{1}(s)}{\psi_{1}(s)} \quad \frac{\epsilon_{r}(s)}{\psi_{r}(s)}, 0, \quad, 0\right\}
$$

and define the pole polynomial and zero polynomial as

$$
\begin{array}{ll}
p(s)=\psi_{1}(s) & \psi_{r}(s) \\
z(s)=\epsilon_{1}(s) & \epsilon_{r}(s)
\end{array}
$$

respectively The roots of $p(s)$ and $z(s)$ are called the poles and zeros, with thear respective multiplicity, of $G(s)$, respectrvely

Then from Equation (2 27 ) one can see that the pendulum system does not have any zeros, and it has four poles at $s=0, s=-a, s=-b$ and $s=b$ It is therefore obvious that this system is unstabie since $a>0$ and $b>0$

## 232 Input and Output Directions

Definition 232 (Input and Output Zero Directions) If $G(s)$ has a zero at $s=z \in \mathbb{C}$ then there exist non-zero vectors called the output zero direction $y_{z} \in \mathbb{C}^{l}$ and the input zero direction $u_{z} \in \mathbb{C}^{m}$, such that $y_{z}^{*} y_{z}=1, u_{z}^{*} u_{z}=1$ and

$$
\begin{equation*}
y_{z}^{*} G(z)=0, \quad G(z) u_{z}=0 \tag{231}
\end{equation*}
$$

where $l$ is the number of outputs and $m$ is the number of inputs of the system $G(s)$

Definition 233 (Input and Output Pole Directions) If $G(s)$ has a pole at $s=p \in \mathbb{C}$ then there exist non-zero vectors called the output pole direction $y_{p} \in \mathbb{C}^{l}$ and the input pole direction $u_{p} \in \mathbb{C}^{m}$, such that $y_{p}^{*} y_{p}=1, u_{p}^{*} u_{p}=1$ and

$$
\begin{equation*}
y_{p}^{*} G(p)=\infty, \quad G(p) u_{p}=\infty \tag{array}
\end{equation*}
$$

where $l$ is the number of outputs and $m$ is the number of inputs of the system $G(s)$

In the next defintions the linear time invariant (LTI) system in state space form

$$
\begin{align*}
& x=A x+B u  \tag{2}\\
& y=C x+D u \tag{234}
\end{align*}
$$

corresponding to a minımal realization is considered
Definition 234 Let $z$ be a zero of $G(s)$ Then

$$
\left[\begin{array}{cc}
t-z I & B  \tag{2}\\
C & D
\end{array}\right]\left[\begin{array}{l}
x_{\imath} \\
u_{z}
\end{array}\right]=0
$$

has a solution with $u_{z}^{*} u_{z}=1$ where $x_{2}$ is the input zero state direction and $u_{z}$ is the input zero direction

Definition 235 Let $z$ be a zero of $G(s)$ Then

$$
\left[\begin{array}{ll}
x_{o}^{*} & y_{z}^{*}
\end{array}\right]\left[\begin{array}{cc}
A-z I & B  \tag{2}\\
C & D
\end{array}\right]=0
$$

has a solution with $y_{z}^{*} y_{z}=1$, where $x_{0}$ is the output zero state direction and $y_{z}$ is the output zero direction

For more information regarding zeros, poles and their directions see [11] and [12]

## Chapter 3

## Youla Parameterization

The Youla Parameterization technique gives a simple and elegant solution to the problem of describing the set of compensators that stabilize a given plant This set is a function of the so-called " $Q$ " parameter $Q=Q(s)$, which is an arbitrary stable proper transfer matrix of sıze $m \times l$ where $m$ is the number of inputs and $l$ is the number of outputs of the system ts shown later the result is extremely important since instead of thinking in terms of the controller transfer matrin $K(s)$, it is generalli much better to design $Q(s)$ Howeser in order to find the set, a coprime factorization of the multivariable plant is needed as well as a solution of the generalised Bezout identity Macıejowskı [9, $\S 6]$ and Tadeo et al [10]

Theorem 301 (The Youla Parameterization) Let $K_{o}=L_{l} V_{l}^{-1}=V_{r}^{-1} U_{r}$ be such that the generalised Bezout equatoon

$$
\left(\begin{array}{cc}
N_{l} & D_{l}  \tag{array}\\
-V_{r} & U_{r}
\end{array}\right)\left(\begin{array}{cc}
U_{l} & -D_{r} \\
V_{l} & N_{r}
\end{array}\right)=\left(\begin{array}{ll}
I & 0 \\
0 & I
\end{array}\right)
$$

holds For any $Q \in \mathcal{H}_{\infty}$ (that $\imath s$, for any stable $Q$ of compatible dimenszons), define

$$
\begin{align*}
X_{r}=U_{l}-D_{r} Q & Y_{r}=V_{l}+N_{r} Q  \tag{array}\\
X_{l}=U_{r}-Q D_{l} & Y_{l}=V_{r}+Q N_{l}
\end{align*}
$$

Then $K=Y_{l}^{-1} X_{l}=X_{r} Y_{r}^{-1}$ is a stabilizing controller for the plant $G=N_{r} D_{r}^{-1}=$ $D_{l}^{-1} N_{l}$ Furthermore, any stabilizing controller has fractional representations as in Equation (3 0 2)

As can be seen, solving the generalised Bezout equation plays an important role in the Youla Parameterization The next two sections show two possible procedures to find a solution to this equation

### 3.1 Solving the Generalised Bezout Equation Approach 1

Finding the solution of the Bezout equation of a multivariable system may not be an easy task In this section a solution of the generalised Bezout equation is sought using the Smith-Mc Millan form, which was discussed previously The procedure is demonstrated with an evample, again the inverted pendulum is used First, start with a coprime factorization of the plant From Equation (2 26 ) and finding a stable coprıme factorization of $\lambda(s)$ (1 e $\lambda_{n}(s)$ and $\left.\lambda_{d}(s)\right)$ gives

$$
\begin{aligned}
G(s) & =L^{-1}\binom{\frac{1}{s(s+a)(s+b)(s-b)}}{0} \\
& =L^{-1}\binom{\left(\frac{1}{(s+a)(s+b)^{3}}\right)\left(\frac{s(s-b)}{(s+b)^{2}}\right)^{-1}}{0} \\
& =L^{-1}\binom{\left(\frac{1}{(s+a)(s+b)^{3}}\right)}{0}\left(\frac{s(s-b)}{(s+b)^{2}}\right)^{-1} \\
& =N_{r} D_{r}^{-1}
\end{aligned}
$$

where

$$
\begin{align*}
& N_{r}=L^{-1}\binom{\left(\frac{1}{(s+a)(s+b)^{3}}\right)}{0}  \tag{array}\\
& D_{r}=\left(\frac{s(s-b)}{(s+b)^{2}}\right) \tag{312}
\end{align*}
$$

and $L^{-1}$ is given in Equation (2 25 )
Similarly, a left coprime factorization of $G(s)$ can be found Again, from Equa-
tion (2 26 ) and finding a stable coprime factorization of $\lambda(s)$ yields,

$$
\begin{aligned}
G(s) & =L^{-1}\binom{\left(\frac{s(s-b)}{(s+b)^{2}}\right)^{-1}\left(\frac{1}{(s-a)(s+b)^{3}}\right)}{0} \\
& =L^{-1}\left(\begin{array}{cc}
\left(\frac{s(s-b)}{(s+b)^{2}}\right)^{-1} & 0 \\
0 & 1
\end{array}\right)\binom{\frac{1}{(s+a)(s+b)^{3}}}{0} \\
& =\left(\left[\begin{array}{cc}
\frac{s(s-b)}{(s+b)^{2}} & 0 \\
0 & 1
\end{array}\right] L\right)^{-1}\binom{\frac{1}{(s+a)(s+b)^{3}}}{0} \\
& =D_{l}^{-1} N_{l}
\end{aligned}
$$

where $L$ is given in Equation (2 24 )

$$
\begin{align*}
D_{l} & =\left(\begin{array}{cc}
\frac{s(s-b)}{(s+a)^{2}} & 0 \\
0 & 1
\end{array}\right) L \\
& =\left(\begin{array}{cc}
-\frac{s(s-b)}{k_{1} b^{2}(s-a)^{2}} & -\frac{s(s-b)}{k_{2} b^{2}(s+a)^{2}} \\
-\frac{k_{2}}{k_{1} b^{2}} s^{2} & -\frac{1}{b^{2}}\left(s^{2}-b^{2}\right)
\end{array}\right) \tag{array}
\end{align*}
$$

and

$$
\begin{equation*}
N_{l}=\binom{\frac{1}{(s+a)^{3}(s+b)}}{0} \tag{array}
\end{equation*}
$$

Now solve the first Bezout equation $N_{l} L_{l}+D_{l} V_{l}=I$ as follows Recall that

$$
D_{l}=\left(\begin{array}{cc}
\frac{s(s-b)}{(s+a)^{2}} & 0 \\
0 & 1
\end{array}\right) L
$$

thus, let

$$
V_{l}=L^{-1}\left(\begin{array}{cc}
V_{1} & 0  \tag{array}\\
0 & V_{2}
\end{array}\right)
$$

and $U_{l}=\left[\begin{array}{ll}U_{l 1} & U_{l 2}\end{array}\right]$ Thus

$$
\begin{aligned}
N_{l} U_{l}+D_{l} V_{l} & =\binom{\frac{1}{(s+a)^{3}(s+b)}}{0}\left[\begin{array}{ll}
U_{l 1} & U_{l 2}
\end{array}\right]+\left(\begin{array}{cc}
\frac{s(s-b)}{(s+a)^{2}} & 0 \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
V_{1} & 0 \\
0 & V_{2}
\end{array}\right) \\
& =\left(\begin{array}{cc}
\frac{1}{(s+a)^{3}(s+b)} U_{l 1} & \frac{1}{(s+a)^{3}(s+b)} U_{l 2} \\
0 & 0
\end{array}\right)+\left(\begin{array}{cc}
\frac{s(s-b)}{(s+a)^{2}} V_{1} & 0 \\
0 & V_{2}
\end{array}\right) \\
& =\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)
\end{aligned}
$$

Notice that now the elements of $U_{l}$ and $V_{l}$ can be found by solving four scalar Bezout equations given in the equation above Similarly, we can solve $U_{\tau} N_{T}+$ $V_{r} D_{r}=I$ The only problem with this approach is that some of the elements of some of the matrices involved in the Youla parameterization may be improper (see Equation (313)) ts Tadeo sard ([13]) "el unico problema es que sı bien las matrices de transferencia ( $N_{T} D_{r}$ etc) son causales (en el sentido que tiene menos ceros de transmision que polos), no se asegura qua cada uno de sus componentes indiniduales sea causal '(' the only problem is that, even though the transfer function matrices ( $\mathrm{V}_{r} D_{r}$, etc) are causal (in the sense that thev have less transmission zeros than poles), it cannot be assured that every indıvidual element will be causal )

### 3.2 Solving the Generalised Bezout Equation Approach 2

Because of the problem found above, an alternative approach is needed Here the approach used in Nett et al [14] is adopted In this paper, the authors describe how to find the solution of the generalised Bezout equation using a state-space realization This involves constant matrices $K$ and $F$ The result is as follows

Theorem 321 Suppose $G(s)=C(s I-A)^{-1} B \in \mathbb{R}^{i \times m}$ where $A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{n \times m}, C \in \mathbb{R}^{l \times n},(C$ 4) is detectable and $(A, B)$ is stabilizable Select
$K \in \mathbb{R}^{m \times n}, F \in \mathbb{R}^{n \times l}$ such that $\mathcal{A}-B K$ and $A-F C$ are stable Define

$$
\begin{array}{cr}
N_{r}=C(s I-A+B K)^{-1} B \quad D_{r}=I-K(s I-A+B K)^{-1} B \\
U_{r}=K(s I-A+F C)^{-1} F \quad V_{r}=I+K(s I-A+F C)^{-1} B  \tag{321}\\
D_{l}=I-C(s I-A+F C)^{-1} F \quad N_{l}=C(s I-A+F C)^{-1} B \\
V_{l}=I+C(s I-A+B K)^{-1} F \quad U_{l}=K(s I-A+B K)^{-1} F
\end{array}
$$

Then
(1) all eight matrices described by (321) are stable
(11) $D_{r}$ and $D_{l}$ are nonsingular
(111) $G=N_{r} D_{r}^{-1}=D_{l}^{-1} N_{l}$
(1v) The transfer functions in (3 2 1) fulfill the generalzed Bezout equation (301)

As can be seen, the solution to the Bezout equation may not be unique and in this case approach, there are many choices for the matrices $K$ and $F$ Next this method is applied to the inverted pendulum

### 3.3 Generalized Bezout Equation of the Inverted Pendulum

In this section the solution of the Bezout equation of the inverted pendulum is found, so that the Youla Parameterization of this system can be used subsequently The approach given in Section 32 is followed First, the controller canonical form of the plant is obtained, which is more convenient to facilitate the selection of the matrices $K$ and $F$

### 3.3.1 State Space Realization of the Plant

Based on Equation (2.2.3) the controller canonical form of the plant can be found, see Maciejowski [9, §2.5]. Notice that

$$
\begin{equation*}
s(s+a)\left(s^{2}-b^{2}\right)=s^{4}+a s^{3}-b^{2} s^{2}-a b^{2} s . \tag{3.3.1}
\end{equation*}
$$

Thus the state-space realization of the plant of Equation (2.1.24) is

$$
\begin{equation*}
\dot{x}=A x+B u \quad \text { and } \quad y=C x+D u \tag{3.3.2}
\end{equation*}
$$

where

$$
\begin{aligned}
& A=\left(\begin{array}{cccc}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & a b^{2} & b^{2} & -a
\end{array}\right) \quad B=\left(\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right) \\
& C=\left(\begin{array}{cccc}
-b^{2} k_{1} & 0 & k_{1} & 0 \\
0 & 0 & -k_{2} & 0
\end{array}\right) \quad D=0 .
\end{aligned}
$$

### 3.3.2 Design of a Stabilizing Controller for the Plant

Next, at least one stabilizing controller is needed. Thus in this section a gain matrix, $K$, is designed such that the matrix $(A-B K)$ is stable. First notice that for a single-input system in controller canonical form, as in Equation (3.3.2),

$$
B K=\left(\begin{array}{c}
0 \\
\vdots \\
0 \\
1
\end{array}\right)\left(\begin{array}{llll}
k_{n} & k_{n-1} & \ldots & k_{1}
\end{array}\right)=\left(\begin{array}{cccc}
0 & 0 & \ldots & 0 \\
\vdots & & \ddots & \\
0 & 0 & & 0 \\
k_{4} & k_{n-1} & \ldots & k_{1}
\end{array}\right)
$$

Thus for the system described by Equation (3.3.2) one obtains

$$
A_{c}=A-B K=\left(\begin{array}{cccc}
0 & 1 & 0 & 0  \tag{3.3.3}\\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
-k_{4} & \left(a b^{2}-k_{3}\right) & \left(b^{2}-k_{2}\right) & \left(-a-k_{1}\right)
\end{array}\right) .
$$

Hence, the gains $k_{1}, k_{2}, \ldots$ are simply "added" to the coefficients of the open-loop matrix $A$ to give the closed-loop matrix $A_{c},[15]$. Thus, for a single-input system in the controller canonical form, the gain matrix elements are given by

$$
\begin{equation*}
-a_{i}-k_{i}=-\bar{a}_{i} \quad \text { or } \quad k_{i}=\bar{a}_{i}-a_{i} \tag{3.3.4}
\end{equation*}
$$

where the $a_{2}$ 's are the coefficients of the open-loop characteristic polynomal ( $o l c p$ ) and the $\bar{a}_{1}$ 's are the coefficients of the desired closed-loop characteristic polynomial (clc p), i e $s^{n}+\bar{a}_{1} s^{n-1}+\quad+\bar{a}_{n}$ Therefore, for this system, it is necessary to define the desired closed-loop characteristic polynomial In order to reduce the order of the transfer functions given in Theorem 321 (see Remark 331 below), the desired pole locations are chosen as $s=-a, s=-a, s=-b, s=-b$ Then, the clcp is

$$
(s+a)^{2}(s+b)^{2}=s^{4}+\bar{a}_{1} s^{3}+\bar{a}_{2} s^{2}+\bar{a}_{3} s+\bar{a}_{4}
$$

Thus, it follows that $\bar{a}_{1}=17594, \bar{a}_{2}=11381, \bar{a}_{3}=32042$ and $\bar{a}_{4}=33168$ The coefficients of the open-loop characteristic polvnomial are $a_{1}=33333 a_{2}=$ $-29851, a_{3}=-99503$ and $a_{4}=0$ (see Equations (2125) and (3 31 )) Then the coefficients of the gain matrix $K$ can be obtained as follows

$$
\begin{aligned}
& k_{1}=\bar{a}_{1}-a_{1}=17594-33333=14261 \\
& k_{2}=\bar{a}_{2}-a_{2}=11381-(-29851)=14366 \\
& k_{3}=\bar{a}_{3}-a_{3}=32042-(-99503)=41992 \\
& k_{4}=\bar{a}_{4}-a_{4}=33168-0=33168
\end{aligned}
$$

and then the gain matrix, $K=\left[\begin{array}{llll}k_{4} & k_{3} & h_{2} & k_{1}\end{array}\right]$, is given by

$$
K=\left[\begin{array}{lllll}
331 & 68 & 41992 & 14366 & 14261 \tag{335}
\end{array}\right]
$$

Now a matrix $F$ need to be designed such that $(4-F C)$ is stable

## 333 Desıgn of an Observer for the Plant

The fact that the system has one input ( 1 e the matrix $B$ has one column) makes the design of the controller $K$ relatıvely easy However, the selection of the matrix $F$ is more difficult, since the design of the observer involves the matrix $C$ which has two rows ( 1 e the system has two outputs) Thus, the observer problem must be solved, which is equivalent to find a matrix $F$ such that $(A-F C)$ is stable The form of the observer selected is

$$
\begin{equation*}
\widehat{x}=\hat{A} \widehat{x}+\hat{B} u+F y \tag{3}
\end{equation*}
$$

where $u$ and $y$ are the input and the output respectively The matrices $\widehat{A}, \widehat{B}$ and $F$ have to be selected in a way that the error

$$
\begin{equation*}
e=x-\widehat{x} \tag{3}
\end{equation*}
$$

is acceptably small Then using Equations (3 32 ), (3 36 ) and (3 37 ) gives
$e=x-\widehat{x}=(A x+B u)-(\widehat{A} \hat{x}+\widehat{B} u+F y)=A x+B u-\widehat{A}(x-e)-\widehat{B} u-F C x$
and thus

$$
\begin{equation*}
e=\widehat{A} e+(A-\widehat{4}-F C) x+(B-\widehat{B}) u \tag{33}
\end{equation*}
$$

Now, it is desired that the error goes to zero asymptotically, independent of $x$ and $u$, therefore the coefficients of $x$ and $u$ must be zero and $\hat{f}$ must be the dynamic matrix of a stable system Thus

$$
\begin{equation*}
\widehat{A}=A-F C \tag{399}
\end{equation*}
$$

and

$$
\begin{equation*}
\widehat{B}=B \tag{array}
\end{equation*}
$$

Notice that $A, B$ and $C$ are known matrices therefore it is onlv needed to design $F$ Now if Equations (3 39 ) and (3 3 10) are satisfied then Equation (3 3 8) becomes

$$
e=\widehat{A} e
$$

The only thing left is to make the matrix $\hat{A}=A-F C$ stable It is known that every eigenvalue of $\widehat{A}$ can be located at any desired location whatsoever if the matrix

$$
\mathcal{O}=\left[\begin{array}{c}
C \\
C \mathrm{t} \\
C(A)^{n-1}
\end{array}\right]
$$

has full column rank $n, 1$ e if the system is observable Recall that $\hat{A}$ and $A$ are $n \times n$ matrices, $F$ is $n \times m$ and $C$ is $m \times n$ Remember also that the eigenvalues of $\widehat{A}$ are the solution to the equation $\left|\lambda I_{n}-\widehat{A}\right|=0$ and that the oIc p is equal
to $|s I-A|$, where $\mid$ | stands for the determinant of a matrix That is

$$
\begin{aligned}
& \text { clcp }=\left|\lambda I_{n}-\hat{\mathcal{A}}\right|=0 \\
\Rightarrow & \left|\lambda I_{n}-A+F C\right|=0 \\
\Rightarrow & \left|\lambda I_{n}-4\right|\left|I_{n}+\left(\lambda I_{n}-A\right)^{-1} F C\right|=0 \\
\Rightarrow & a(\lambda)\left|I_{n}+\left(\lambda I_{n}-4\right)^{-1} F C\right|=0
\end{aligned}
$$

where $a(\lambda)$ is the open loop characteristic polynomal evaluated at $\lambda$ Now let the $n \times n$ matrix

$$
\begin{equation*}
\Phi(\lambda)=\left(\lambda I_{n}-A\right)^{-1} \tag{array}
\end{equation*}
$$

and using the fact that $\left|I_{n}+\Phi(\lambda) F C\right|=\left|I_{n}+C \Phi(\lambda) F\right|$ yields

$$
\begin{equation*}
\operatorname{clc} \mathrm{p}=a(\lambda)\left|I_{m}+C \Phi(\lambda) F\right|=0 \tag{3312}
\end{equation*}
$$

Hence a matrin $F$ needs to be chosen such that $\left|I_{m}+C \Phi(\lambda) F\right|=0$ for each desired eigenvalue $\lambda_{2}$ with $\imath=1, \quad, n$ or equivalently, such that the matris $I_{m}+C \Phi(s) F$ is singular for each desired $\lambda_{2}$ Thus the idea is to make one row of the matrix $C \Phi\left(\lambda_{2}\right) F$ equal to the negative of the corresponding row of the identity matrix $I_{m}$ That is, it is desired that $\operatorname{row}_{h}\left(C \Phi\left(\lambda_{2}\right) F\right)=-\operatorname{row}_{h}\left(I_{m}\right)$, where $\operatorname{row}_{h}()$ stands for the k -th row of a matrix Notice that in this way one row of the matris $I_{m}+C \Phi(\lambda) F$ is equaled to zero which makes this matrıs singular it is known that if $\mathcal{O}$ has full column rank, $n$ linearls independent rows can be selected from the rows of $C \Phi(\lambda)=C(\lambda I-A)^{-1}$ (or its derivatises if necessary when repeated eigenvalues are desired) for each desired $\lambda_{2}$ Therefore Equation (3 312 ) can be made zero for $n$ specified eigenvalues $\lambda_{2}$ bv requiring

$$
\begin{equation*}
\operatorname{row}_{k}\left(C \Phi\left(\lambda_{t}\right) F\right)=-\operatorname{row}_{k}\left(I_{m}\right) \quad \text { or }\left.\quad \frac{d}{d \lambda} \operatorname{row}_{k}(C \Phi(\lambda) F)\right|_{\lambda=\lambda_{2}} F=0^{T} \tag{3313}
\end{equation*}
$$

where $0^{T}$ is the $1 \times m$ zero row vector Using one equation like Equation (3 3 13) for each desired eigenvalue and defining the $n \times n$ non-singular matrix

$$
G_{c}=\left[\begin{array}{c}
\operatorname{row}_{3}\left(C \Phi\left(\lambda_{1}\right) F\right) \\
\operatorname{row}_{k}\left(C \Phi\left(\lambda_{n}\right) F\right)
\end{array}\right]
$$

and letting $\Im_{c}$ be the $n \times m$ matrix whose rows are either row $\left(I_{m}\right)$ or $0^{T}$, leads to

$$
\begin{align*}
& G_{c} F=-\Im_{c} \\
\Rightarrow & F=-G_{c}^{-1} \Im_{c} \tag{array}
\end{align*}
$$

Now for the system described by Equations (2125) and (3 32 ), and using Equatıon (3 312 ) gives

$$
\Phi(\lambda)=\left(\begin{array}{cccc}
\lambda & -1 & 0 & 0 \\
0 & \lambda & -1 & 0 \\
0 & 0 & \lambda & -1 \\
0 & -a b^{2} & -b^{2} & \lambda+a
\end{array}\right)^{-1}
$$

and thus

$$
\Phi(\lambda)=\left(\begin{array}{cccc}
\frac{1}{\lambda} & \frac{1}{W \lambda^{2}}\left(W+a b^{2}\right) & \frac{1}{W \lambda}(\lambda+a) & \frac{1}{W \lambda}  \tag{array}\\
0 & \frac{1}{W \lambda}\left(W+a b^{2}\right) & \frac{1}{W}(\lambda+a) & \frac{1}{W} \\
0 & \frac{a b^{2}}{W} & \frac{\lambda}{W}(\lambda+a) & \frac{\lambda}{W} \\
0 & \frac{a b^{2} \lambda}{W} & \frac{1}{W}\left(b^{2} \lambda+a b^{2}\right) & \frac{\lambda^{2}}{W}
\end{array}\right)
$$

where

$$
W=\lambda^{3}+a \lambda^{2}-b^{2} \lambda-a b^{2}
$$

It is desired to locate the elgenvalues at $s=-a, s=-a, s=-b$ and $s=-b$ Since there are repeated poles the derivative of $\Phi(\lambda)$ is needed Thus using Equations (3 312 ), ( 3313 ) and (3 3 14) a matrix $F$ which locates the eigenvalues of $A-F C$ at the desired positions is obtained This $F$ is as follows

$$
F=-\left(\begin{array}{cc}
-0026791 & -00098232  \tag{array}\\
-0055464 & -005367 \\
-030303 & -029323 \\
-16556 & -16021
\end{array}\right)
$$

Now the solution of the generalized Bezout equation can be found

## 334 Solution of the Generalızed Bezout Equation

Now the stabilizing controller, $K$, and the observer, $F$, can be used together with Theorem 321 to find a solution of the Generalized Bezout equation Using the equations given in the theorem yields

$$
\begin{gather*}
N_{r}=\binom{\frac{k_{1}(s-b)}{(s+b)(s+a)^{2}}}{\frac{-k_{2} s^{2}}{(s+b)^{2}(s+a)^{2}}}  \tag{3317}\\
D_{r}=\frac{s(s-b)}{(s+b)(s+a)}  \tag{3318}\\
U_{r}=\left(\frac{-993201(s+01852)}{(s+b)(s+a)} \frac{-517069}{(s+a)}\right)  \tag{3319}\\
V_{r}=\frac{\left(s^{2}+2306 s+2398\right)}{(s+b)(s+a)} \tag{3320}
\end{gather*}
$$

and

$$
\begin{gather*}
N_{l}=\binom{\frac{k_{1}}{(s+b)(s+a)}}{\frac{-k_{2}}{(s+b)(s+a)}}  \tag{3321}\\
D_{l}=\left(\begin{array}{cc}
\frac{s}{(s+b)} & 0 \\
\frac{-90909 s}{(s+b)(s+a)} & \frac{s-b}{s+a}
\end{array}\right)  \tag{3322}\\
U_{l}=\left(\begin{array}{cc}
\frac{-993201(s-03036)}{(s+b)(s+a)} & \frac{-90768 s}{(s+b)(s+a)}
\end{array}\right)  \tag{3323}\\
V_{l}=\left(\begin{array}{cc}
\frac{(s+16)\left(s^{2}+1594 s+88\right.}{(s+b)(s+a)^{2}} & \frac{9988483}{(s+b)(s+a)^{2}} \\
\frac{90909(s+2631)(s-3854)(s+05986)}{(s+b)^{2}(s+a)^{2}} & \frac{(s-1281)(s+04653)\left(s^{2}+2721 s+339-4\right)}{(s+a)^{2}(s+b)^{2}}
\end{array}\right) \tag{array}
\end{gather*}
$$

Remark 331 Notice that the matrices $K$ and $F$, were chosen in order to locate the eigenvalues of the matrices $A-B K$ and $4-F C$ at $s=-a$ and $s=-b$ Thus was done to place the poles of the transfer matrices (3 317)-(3 3 24) at these locations These pole locations were chosen because in this way more cancellations between poles and zeros are obtanned, which reduces the order of these transfer matruces

Remark 332 The observer $F$ was designed in the way explained in Section 333 because thes procedure makes the matrux $D_{1}$ lower trangular, see Equatıon (3 3 22) For other methods for designing observers see Kanlath [15]

Now that the solution of the generalized Bezout equation has been found, the set of all stabilizing controllers for the pendulum is easily obtained That set is given by Equation (302) (Theorem 301 ) Notice that the set depends on the parameter $Q$

One way [16] to choose this parameter is by finding the optimal $Q$ which minımizes the two norm of $\sqrt{\left|W_{s} \bar{S}\right|^{2}+\mid \overline{\left.W_{t} T\right|^{2}}}$, where $W_{s}$ and $W_{t}$ are weighting functions and $S$ and $T$ are the sensitivity and complementary sensitivity functions respectively This approach is discussed later

## Chapter 4

## One-Loop-at-a-Time Method Approach 1

In multivariable controller design it is possible in some cases, to group some inputs and outputs so that the system can be seen as a collection of several SISO loops This may be done when the interaction between the two loops is relatively low

This chapter deals with the design of controllers using this approach The method is illustrated by using a design evample Agan the inverted pendulum svstem is taken to describe the approach Therefore a one-loop-at-a-time method is used to design a controller for thıs plant That is, SISO controllers are designed for each output, ( 1 e angle of the pendulum and position of the cart)

### 4.1 Controller Design

The steps tahen to design a controller for the inverted pendulum using this approach are explained next Recall that the model of the system is given by Equations (2 124 ) and (2 1 25)

The pendulum system has one input and two outputs Therefore, two controllers need to be designed, one for the angular rotation of the pendulum, $\phi(t)$, and one for the displacement of the carriage, $d(t)$ The command must only be followed by the displacement, since the angle of the pendulum should be ideally at zero
degrees (upright position) and the goal is to control the position of the cart The general idea is to introduce a feedback system as shown in Figure 41


Figure 41 Feedback system

## 411 Controller Design for the Angular Rotation

For this part of the system, a controller $H_{2}(s)$, for the plant $G_{2}(s)$ (see Equation (2 124 )) must be designed, that is, to implement the controller for the angle One way to do this is by using the root locus method which is a plot of the poles of the closed loop transfer function as the constant gain of a given controller is varied The characteristic equation of the closed loop is

$$
1+k G_{2}(s) H_{2}(s)=0
$$

where $k$ varies from 0 to $\infty$ The system is stable when all the poles lie in the OLHP for a specific gam $k$ The root locus of the plant $G_{2}$ is shown in Figure 42

Clearly, the plant is unstable for any $k$ (i e there is always a portion of the root locus in the RHP) Now, a controller has to be designed in order to make the system stable First, a first order controller with a negative gain is tried That is, an unstable pole is placed between the zero at the origin and the unstable pole, and another zero is placed in the LHP to attract the two unstable poles towards the LHP In this case this zero is cancelling the pole at $a=-333$ Figure 43 shows the new root locus

It can be noticed in this figure that a portion of the plot is always in the RHP, which indicates that the system is still unstable So we need to place another


Figure 42 Root locus of the angular rotation, $G_{2}$ without controller


Figure 43 Root locus with another unstable pole
(stable) pole-zero parr so that the new root locus is pulled into the LHP In this case, the plant pole at $b=-546$ is being cancelled by the new zero The new root locus is shown in Figure 44 A sufficiently large gain, $k$, is chosen from the
plot in order to place all the closed-loop poles in the LHP


Figure 44 Root locus with the new pole-zero parr

In this controller, a pole was placed at -50 , which is not shown in Figure 44 The transfer function for the controller $H_{2}(s)$ is,

$$
\begin{equation*}
H_{2}=k \frac{(s-a)(s+b)}{(s+50)(s-2)} \tag{array}
\end{equation*}
$$

where $k=-400$ was chosen in order to get an appropriate trade-off between transient response and robustness

For thas controller the gain and phase margins are good as well as the sensitivity and complementary sensitiviti functions As can be seen in Figure 46 the system has good stability margins The sensitivity and complementary sensitivity are shown in Figure 47

As was sald earher, the gain $k$ is chosen with the performance of the system in mind A smaller gain would have given a system with faster response but with hittle robustness, whereas a larger gain would have given a robust system with a slower response Now that a controller was designed for the angular rotation, the controller for the displacement must be designed


Figure 45 Step response of the angle control system


Figure 46 Bode diagram of the angle control system

## 412 Controller Desıgn for the Displacement

It can be seen from Figure 41 that the design of the controller for the displacement, $H_{1}$, depends on the displacement and the angle transfer functions, as well


Figure 47 Sensitivity functions of the angle control system
as on $\mathrm{H}_{2}$ This means that the stabilization of the angle has to be taken into account when designing a stabilizing controller for the displacement rather than designing a controller for only $G_{1}$ In order to do this, the equivalent plant which is seen by the controller $H_{1}$ has to be found It is clear from Figure 41 that

$$
\begin{gather*}
d=u G_{1}(s)  \tag{412}\\
\phi=u G_{2}(s)  \tag{413}\\
u=u_{1}-o H_{2}(s) \tag{414}
\end{gather*}
$$

Substituting Equation (413) into Equation (414) gives

$$
\begin{equation*}
\frac{u}{u_{1}}=\frac{1}{1+G_{2} H_{2}} \tag{array}
\end{equation*}
$$

Substituting Equation (415) into Equation (4 1 2) gives the transfer function for the equivalent plant,

$$
\begin{equation*}
G_{e q}(s)=\frac{d}{u_{1}}=\frac{G_{1}}{1+G_{2} H_{2}} \tag{416}
\end{equation*}
$$

Notice, from Equation (416), that any unstable pole in the angle svstem ( $G_{2}$ or $\mathrm{H}_{2}$ ) turns into a non-mınmum phase zero of the equıalent plant and, clearlv,
any non-mınımum phase zero or unstable pole in $G_{1}$ becomes a RHP zero or pole respectively, of the equivalent plant The control system for the displacement is shown in Figure 48 Equations (2124) (2125) and (411) are substituted into


Figure $\ddagger 8$ Equivalent control svstem for the displacement

Equation (416), to obtain the transfer function for the equivalent plant, $G_{e q}$

$$
\begin{equation*}
G_{e q}(s)=\frac{11(s+500)(s-b)(s-2)}{s(s+4751)(s+1671)(s+a)(s+0688)} \tag{417}
\end{equation*}
$$

The same procedure used for desigming the controller for the angle is used to design this controller One possible controller is

$$
\begin{equation*}
H_{1}=\frac{35(s+a)(s+06888)}{(s+20)(s+25)} \tag{418}
\end{equation*}
$$

The step response the bode plot and the sensitivity and complementary sensitinity functions are shown in Figures $49 \pm 10$, and 411 respectively

### 4.2 Discussion

With the above controller, $\left(H_{1}, H_{2}\right)$ the linear system has acceptable stability margins, but it is not fast enough, in the sense that around 8 seconds for the settling of the linear model of the pendulum is too much, it may led to instability of the real system It would be desirable if it could be settled in less than 5 seconds Aiming for a fast and robust closed-loop system is not easy with this plant In fact, this controller cannot stablize the real plant Thus more insight about the system is required in order to improve the performance as much as possible That is why in the next chapter limitations that exist in this system and in many other systems are investigated Then, the approach studied in this chapter is further discussed in Chapter 6


Figure 49 Step response of the displacement system


Figure 410 Bode diagram of the displacement system


Figure 411 Sensitivity functions of the displacement system

## Chapter 5

## Fundamental Limitations - SISO

## case

Before starting to design ant controller for any system, it is important to be aware of factors that limit the achievable performance ts we saw in the prevous chapter, the plant 15 unstable 1 e the transfer function has a pole in the RHP and another on the maginars axis Nowadays it is known that RHP poles and RHP zeros mahe the control design problem more difficult, [17], [18], [19], [20] In this chapter some limitations that applv to SISO systems are discussed First some basic results about linear SISO systems are given

### 5.1 Some Facts About SISO Systems

The results given in this section are used in later sections and chapters Thev are based on the definition of the Laplace transform

Definition 511 (Laplace-transform) The Laplace transform is defined as

$$
\mathcal{L}\{y(t)\}=Y(s)=\int_{0}^{\infty} y(t) e^{-s t} d t
$$

The transform is well defined if there exists $\sigma \in \mathbb{R}$ and a positzve constant $k<\infty$ such that

$$
|y(t)|<k e^{\sigma t} \quad \forall t \geq 0
$$

The region $\mathcal{R}\{s\} \geq \sigma$ is known as the region of convergence

Lemma 511 (Goodwin et al [16], pp 81) Let $H(s)$ be a strictly proper function of Laplace variable $s$ with regzon of convergence $\mathcal{R}\{s\}>-\alpha$ Then for any $z_{o}$ such that $\mathcal{R}\{s\}>-\alpha$, we have

$$
\begin{equation*}
\int_{0}^{\infty} h(t) e^{-z_{o} t} d t=\lim _{s \rightarrow z_{0}} H(s) \tag{array}
\end{equation*}
$$

Proof This is easily proved by using the definition of the Laplace-transform, [16]

Consider the standard feedback control loop shown in Figure 51
Lemma 512 (Interpolation Constrants) Let $z_{0}$ and $p_{o}$ be a closed righthalf plane (CRHP) zero and a CRHP pole, respectrvely, of the plant $G(s)$ Then for the sensitivity function, $S(s)$, and complementary sensituvity function, $T(s)$, we have

$$
\begin{array}{lll}
S\left(z_{o}\right)=1 & \text { and } & S\left(p_{o}\right)=0 \\
T\left(z_{o}\right)=0 & \text { and } & T\left(p_{o}\right)=1 \tag{array}
\end{array}
$$

where

$$
\begin{equation*}
S(s)=\frac{1}{1+L(s)} \quad \text { and } \quad T(s)=\frac{L(s)}{1+L(s)} \tag{array}
\end{equation*}
$$

and $L(s)=G(s) C(s)$

Proof Since CRHP poles and zeros cannot be canceled they have to appear in the loop gain, $L(s)$ The results follow from the definition of $S(s)$ and $T(s)$, Equation (5 14) and the definition of poles and zeros


Figure 51 Control loop

A result similar to the next two lemmas is given in Viddleton [20], for both the continuous and the discrete case

Lemma 513 ("Unstable" open loop pole) Let $e_{r r}(t)$ and $y(t)$ denote the responses for a unit step at the command input $(r(t))$, and suppose there $2 s$ an open loop CRHP pole at $s=p$ Then for any stable closed loop system

$$
\begin{equation*}
\int_{0}^{\infty} e_{r r}(t) e^{-p t} d t=0 \tag{array}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{\infty} y(t) e^{-p t} d t=\frac{1}{p} \tag{516}
\end{equation*}
$$

Proof Let $E_{r r}(s)$ and $R(s)$ be the Laplace-transforms of $e_{r r}(t)$ and $r(t)$, respectively Since $r(t)$ is a unit step it follows that $R(s)=\frac{1}{s}$ Then

$$
E_{r r}(s)=S(s) R(s)=\frac{S(s)}{s}
$$

Since the closed loop is stable $s=p$ is in the region of convergence $\mathcal{R}\{s\}$ of $E_{r r}$ then using Lemma 511 gives

$$
\begin{aligned}
\int_{0}^{\infty} e_{r r}(t) e^{-p t} d t & =\lim _{s \rightarrow p} E_{r r}(s)=\lim _{s \rightarrow p} \frac{S(s)}{s} \\
& =\frac{S(p)}{p}
\end{aligned}
$$

and Equation (515)can be obtaned from Lemma 512 and Equation (5 12)
To prove Equation (5 16 ) notıce that

$$
Y(s)=T(s) R(s)=\frac{T(s)}{s}
$$

Again by Lemma 511

$$
\begin{aligned}
\int_{0}^{\infty} y(t) e^{-p t} d t & =\lim _{s \rightarrow p} Y(s)=\lim _{s \rightarrow p} \frac{T(s)}{s} \\
& =\frac{T(p)}{p}=\frac{1}{p} \quad(\text { bv Lemma 5 1 2, Equatıon (513)) }
\end{aligned}
$$

Lemma 514 ("Non-mınımum phase" zero) Let $e_{r r}(t)$ and $y(t)$ denote the responses for $r(t)$ being a unit step and suppose there is an open loop CRHP zero at $s=z_{0} \quad$ Then for any stable closed loop system

$$
\begin{equation*}
\int_{0}^{\infty} y(t) e^{-z t} d t=0 \tag{517}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{\infty} e_{r r}(t) e^{-z_{0} t} d t=\frac{1}{z_{0}} \tag{array}
\end{equation*}
$$

Proof As for Lemma 513 except that $S\left(z_{0}\right)=1$ and $T\left(z_{0}\right)=0$

Remark 511 Since $e^{-p t}$ is positive, it can be concluded from Equation (5 1 5) that any CRHP pole must produce a change in sign in the error signal, which implies that the output, $y(t)$, must overshoot Furthermore, for a large CRHP pole, the exponentral function decays fast relative to the settling time of the closedloop Hence, it is necessary that the error has a large negative value and/or the error changes sign rapidly at the beginning of the transient so that the weighted integral of the error is zero Hence it can be argued that CRHP poles with a large magnitude are more difficult to control than CRHP poles with a small magnitude

Remark 512 On the other hand, for a system with an open-loop CRHP zero one can see, from Equation ( 51 8), that for a step input, the error need not change sign, but for a small $z_{o}$ the integral of the error will be large and positive Moreover, from Equation (5 1 7) it is obvious that the output must undershoot Hence, large CRHP zeros are more difficult to control than small CRHP zeros

Following these remarks it can be seen that CRHP poles and zeros impose fundamental limitations on the achevable performance of the closed-loop function Next fundamental limitations for both the time and the frequency doman are discussed

### 5.2 Time Domain Limitations

In this section, it is shown how RHP poles and zeros impose restrictions on the desired transient response of the closed-loop system The following results are similar to those given in Middleton [20]

Lemma 521 (Middleton [20], Rise time, overshoot and real RHP poles)
(a) A stable unit feedback system which has a real open loop RHP pole, must have overshoot in its step response
(b) The amount of overshoot is related to the rise time and the location of the RHP pole, $p$, as follows Define the rise time, $t_{r}$, as

$$
\begin{equation*}
t_{r}=\sup _{T}\left\{T \quad y(t) \leq \frac{t}{T} \text { for } t \in[0, T]\right\} \tag{array}
\end{equation*}
$$

Then, the overshoot,

$$
\begin{equation*}
y_{o s}=\sup _{t}\left\{-e_{r r}(t)\right\} \tag{522}
\end{equation*}
$$

satısfies

$$
\begin{equation*}
y_{o s} \geq \frac{1}{p t_{r}}\left[\left(p t_{r}-1\right) e^{p t_{r}}+1\right] \tag{523}
\end{equation*}
$$

Proof
(a) Since $e^{-p t}>0$, then it can be seen from Equation 515 that any open-loop RHP pole must produce a change in sign in the error and hence overshoot
(b) From the rise time definition one can see that

$$
\begin{equation*}
e_{r r}(t) \geq\left(1-\frac{t}{t_{r}}\right) \quad t \in\left[0, t_{r}\right] \tag{array}
\end{equation*}
$$

Usmg Lemma 51 3, Equation (515) we have that

$$
\begin{aligned}
& \int_{0}^{\infty} e_{r r}(t) e^{-p t} d t=0 \\
\Rightarrow & \int_{0}^{t_{r}} e_{r r}(t) e^{-p t} d t+\int_{t_{r}}^{\infty} e_{r r}(t) e^{-p t} d t=0 \\
\Rightarrow & 0 \geq \int_{0}^{t_{r}}\left(1-\frac{t}{t_{r}}\right) e^{-p t} d t+\int_{t_{r}}^{\infty} e_{r r}(t) e^{-p t} d t \quad \text { (by Eq (5 2 4) ) } \\
\Rightarrow & y_{o s} \int_{t_{r}}^{\infty} e^{-p t} d t \geq \int_{0}^{t_{r}}\left(1-\frac{t}{t_{r}}\right) e^{-p t} d t \quad \text { (by Eq (5 2 2) ) } \\
\Rightarrow & y_{o s} \geq \frac{1}{p t_{r}}\left[\left(p t_{r}-1\right) e^{p t_{r}}+1\right]
\end{aligned}
$$

## Lemma 522 (Settling time, undershoot and real RHP zeros)

(a) A stable closed loop system which has a real RHP open loop zero must have undershoot in tts step response
(b) The amount of undershoot is related to the settling time and the location of the RHP zero, $z$, as follows Define the settling tzme, $t_{s}$, as

$$
\begin{equation*}
t_{s}=\operatorname{mf}_{T}\{T \quad y(t) \geq(1-\delta) \text { for } t \in[T, \infty] \text { and } \delta \ll 1\} \tag{525}
\end{equation*}
$$

Then, the undershoot,

$$
\begin{equation*}
y_{u s}=\sup _{t}\{-y(t)\} \tag{526}
\end{equation*}
$$

satzsfies

$$
\begin{equation*}
y_{u s} \geq \frac{1-\delta}{e^{-z t_{s}}-1} \tag{527}
\end{equation*}
$$

Proof
(a) Recall that $e^{-z t}>0$ Then it can be seen from Equation 517 that for an open-loop RHP zero the response to a step change in the set-point must produce a change in sign on the output, which imples undershoot
(b) (Similar to Lemma 52 1) From Equation 517 follows that

$$
\begin{aligned}
& \int_{0}^{t_{s}} y(t) e^{-z t} d t+\int_{t_{s}}^{\infty} y(t) e^{-z t} d t=0 \\
\Rightarrow & 0 \geq \int_{0}^{t_{s}} y(t) e^{-z t} d t+(1-\delta) \int_{t_{s}}^{\infty} e^{-z t} d t \quad \text { (by Eq (5 2 5)) }
\end{aligned}
$$

and using Equation (5 26 ) we obtan

$$
\begin{aligned}
& \Rightarrow \quad(1-\delta) \int_{t_{s}}^{\infty} e^{-z t} d t \leq-\int_{0}^{t_{s}} y(t) e^{-z t} d t \leq y_{u s} \int_{0}^{t_{s}} e^{-z t} d t \\
& \Rightarrow \quad y_{u s} \geq \frac{1-\delta}{e^{z t_{s}}-1}
\end{aligned}
$$

Remark 521 If $p t_{r} \gg 1$, then it can be seen from Equation 523 that $y_{o s}>$ $e^{p t_{r}}$ Thus two conclusions can be drawn from this The first conclusion is that if the plant has an unstable pole then a fast response is desirable (i e $t_{r}$ small) in order to avoid large overshoots The second conclusion is that if the unstable pole is fast (z e p $\gg 0$ ) then the transient response of the close-loop system has to be fast ( l e $t_{\tau}$ small) in order to avord large overshoots In summary, RHP poles in the open loop system demand a fast closed-loop response

Remark 522 Similar conclusions can be drawn for RHP zeros using Equation 527 Notice the trade-off between slow RHP zeros and the settling time $t_{s}$ A system with a slow RHP zero tends to have a large undershoot unless the settling time 25 very large, $\imath$ e a slow response of the closed-loop system

### 5.3 Frequency Domain Limitations

As explained in the previous section, RHP poles and zeros impose fundamental limitations on the closed-loop response In this section, limitations imposed in a frequency doman sense are studied There are different results concerning limitations from a frequency domain point of view [20], [21] [12], [17] The results shown here are based on those given in [17] snce they are easier to apply and conclusions are easier to draw In [17], Astrom investıgates the general restrictions that R.HP poles and zeros impose when designing a controller It also shows restrictions on possible gam crossover frequencies

One way to assess the crossover frequencies that can be achieved for a given system is the so-called crossover frequency inequality, [17, Section 4] The achievable bandwidth is characterized by the gain crossover frequency $w_{g c}$ The crossover frequency inequality is

$$
\begin{equation*}
\arg P_{n m p}\left(\jmath w_{g c}\right) \geq-\pi+\varphi_{m}-\eta_{g c} \frac{\pi}{2}, \tag{531}
\end{equation*}
$$

where $\varphi_{m}$ is the desired phase margin in radians, $\eta_{g c}$ is the slope of the minımum phase transfer function at the crossover frequency $u_{g c}$, and the plant must be
factored as

$$
P(s)=P_{m p}(s) P_{n m p}(s),
$$

where $P_{m p}$ is the mınımum phase part and $P_{n m p}$ is the non-mınımum phase part The factorization must be normalized in such a way that $\left|P_{n m p}(\jmath w)\right|=1$ and the sign is chosen so that $P_{n m p}$ has negative phase For example, for a system with a RHP pole the non-mınımum phase part is thus

$$
P_{n m p}(s)=\frac{s+p}{s-p}
$$

where $p>0$ Notice that

$$
P_{n m p}(\jmath w)=\frac{\jmath w+p}{\jmath w-p}=\frac{-w+\jmath p}{-w-\jmath p}
$$

Then the magnitude is $\left|P_{n m p}(\jmath w)\right|=1$ and $\arg P_{n m p}=-2 \arctan \frac{p}{w}$ Therefore, the magnitude is 1 and the phase is negative It follows form the crossover frequency inequality that

$$
-2 \arctan \frac{p}{w_{g c}} \geq-\pi+\hat{\varphi}_{m}-\eta_{g c} \frac{\pi}{2}=-2 \alpha
$$

where $\alpha=\frac{\pi}{2}-\frac{\varphi_{m}}{2}+\eta_{g c} \frac{T}{4}$ Hence

$$
w_{g c} \geq \frac{p}{\tan \alpha}
$$

This shows again that RHP poles impose a lower bound on the achievable bandwidth This conclusion confirms the results stated in Remark 521 It can also be shown that RHP zeros impose an upper bound on the achievable bandwidth In the next section, the crossorer frequency inequality is apphed to the inverted pendulum, giving some conclusions about the effect of RHP poles and zeros on the achievable bandwidths of this system

### 5.4 Limitations and the Inverted Pendulum

As discussed in Chapter 4, the design of controllers for the pendulum system, following the procedure described in that chapter, has to deal with unstable
poles and RHP zeros These RHP poles and zeros impose restrictions on the final closed-loop system Next the limitations that exist on the design of controllers for each loop is described

### 5.4 1 Limitations of the Angular Rotation

Recall from Equation (2124) that the transfer function of the plant is

$$
G_{2}=\frac{-k_{2} s}{(s+a)(s+b)(s-b)}
$$

It is worth mentioning that this plant, $G_{2}(s)$ cannot be stabiluzed by any stable controller due to the zero at the origin and the RHP pole, see [22] This can be seen from the root locus of the plant shown in Figure 42 since the RHP pole cannot be moved into the LHP by changing the gain of any stable controller A negative gain would move the RHP pole towards the zero at the origin and a positive gan would move the pole towards mfinits Hence, in either case we would alwars have a closed-loop pole in the RHP

Now the limitations of this plant are analized Following the crossover frequency inequality, Equation (531), the plant must be factored as

$$
G_{2}=G_{2 m p} G_{2 n m p}=\left(\frac{-h_{2} s}{(s+a)(s+b)^{2}}\right)\left(\frac{s+b}{s-b}\right)
$$

For the non-minımum phase, one obtans

$$
G_{2 n m p}(\jmath w)=\frac{\jmath w+b}{\jmath w-b}=\frac{-w+\jmath b}{-w-\jmath b}
$$

and

$$
\arg G_{2 n m p}(\jmath w)=-2 \arctan \frac{b}{w}
$$

It follows from the crossover frequency inequality, Equation (531), that

$$
\begin{aligned}
& -2 \arctan \frac{b}{w} \geq-\pi+\varphi_{m}-\eta_{g c} \frac{\pi}{2} \\
& \Rightarrow \frac{b}{w_{g c}} \leq \tan \left(\frac{\pi}{2}-\frac{\varphi_{m}}{2}+\eta_{g c} \frac{\pi}{4}\right)
\end{aligned}
$$

$$
\begin{equation*}
w_{g c} \geq \frac{b}{\tan \alpha} \tag{541}
\end{equation*}
$$

where

$$
\alpha=\frac{\pi}{2}-\frac{\varphi_{m}}{2}+\eta_{g c} \frac{\pi}{4}
$$

A RHP pole thus gives a lower bound on the crossover frequency For systems with unstable poles the bandwidth must be sufficiently large The range of achievable bandwidths is decreased with increasing frequency of the pole It is thus more difficult to control fast unstable poles than slow unstable poles

Choosing a controller that gives an $\eta_{g c}=-1$ or $-20 d B / d e c$ (which is common for stability reasons) for the compensated mınımum phase part, $G_{2 m p} H_{2}$, and the phase margın, $\varphi_{m}$ is chosen to be $45 \mathrm{deg}\left(\varphi_{m}=\pi / 4\right)$, hence

$$
w_{g c} \geq \frac{b}{\tan \frac{\pi}{8}}
$$

Using the values in Equation (2 125 ) gives

$$
w_{g c} \geq 1319 \mathrm{rad} / \mathrm{sec}
$$

It can be seen from Figure 46 that the bandwidth for the angle control is indeed larger than this lower bound

### 5.4.2 Limitations of the Displacement

Next the fundamental limitations which apply to the second control loop, the displacement, are considered As it is know, the compensator for the displacement is designed looking at the equivalent plant $G_{e q}$, Equation (417)

$$
G(s)=\frac{11(s+50)(s-b)(s-2)}{s(s+4751)(s+1671)(s+a)(s+0688)}
$$

The plant must be factored as

$$
\begin{gathered}
G=G_{m p} G_{n m p} \\
=\left(\frac{11(s+50)(s+b)(s+2)}{s(s+4751)(s+1671)(s+a)(s+0688)}\right)\left(\frac{(-s+b)(-s+2)}{(s+b)(s+2)}\right)
\end{gathered}
$$

It follows for the non-minımum phase part that

$$
G_{n m p}(\jmath w)=\frac{\left(z_{1}-\jmath w\right)\left(z_{2}-\jmath w\right)}{\left(z_{1}+\jmath w\right)\left(z_{2}+\jmath w\right)}
$$

where $z_{1}=b$ and $z_{2}=2$, so

$$
\arg G_{n m p}(\jmath u)=-2 \arctan \frac{w}{z_{1}}-2 \arctan \frac{w}{z_{2}}
$$

It follows from the crossover frequency inequality, Equation (531), that

$$
\begin{gathered}
-2 \arctan \frac{w}{z_{1}}-2 \arctan \frac{w}{z_{2}} \geq-\pi+\varphi_{m}-\eta_{g c} \frac{\pi}{2} \\
\Rightarrow \arctan \frac{\frac{w}{z_{1}}+\frac{w}{z_{2}}}{1-\frac{w^{2}}{z_{1} z_{2}}} \geq \frac{\pi}{2}-\frac{\varphi_{m}}{2}+\eta_{g c} \frac{\pi}{4} \\
\Rightarrow w \frac{z_{1}+z_{2}}{z_{1} z_{2}-u^{2}} \leq \tan \left(\frac{\pi}{2}-\frac{\varphi_{m}}{2}+\eta_{g c} \frac{\pi}{4}\right) \\
\beta w_{g c}^{2}+w_{g c}\left(z_{1}+z_{2}\right)-\beta z_{1} z_{2} \leq 0
\end{gathered}
$$

where $\beta=\tan \left(\frac{\pi}{2}-\frac{\varphi_{m}}{2}+\eta_{g c} \frac{\pi}{4}\right)$
Choosing a controller that glves an $\eta_{g c}=-1$ or $-20 \mathrm{~dB} / \mathrm{dec}$ for the compensated mınımum phase part, $G_{m p} H_{1}$ and the phase margın, $\varphi_{m}$, is chosen to be 45 deg ( $\varphi_{m}=\pi / 4$ ), this yields

$$
u_{g c} \leq 058 \div 29 \mathrm{rad} / \mathrm{sec}
$$

Unstable zeros thus give an upper bound on the crossover frequency Slow RHP zeros are thus more difficult to control than fast RHP zeros

### 5.5 Discussion

Limitations imposed by unstable poles and RHP zeros were studied in this chapter Thus, it is important to be aware of how well a system can be controlled in terms of some performance requirements, 1 e bandwidths, settling time, rise time, etc Systems with RHP poles and zeros are, by nature more difficult to control

From Figures 45 and 49 one can see the most noticeable characteristic of the RHP zeros Figure 45 is the step response of the angle control closed-loop system,
which has a non-mınımum phase zero at $s=2$ due to the controller $H_{2}$ Figure 49 is the closed-loop response of the displacement, which has two RHP zeros due to the plant $G_{e q}$ In the first case, the initial response of the system is in the opposite direction compared to its steady state value and the system has a large undershoot In the second case, the initial response is in the same direction as its steady state value but eventually it changes the direction and reverses the sign to finally move back toward the steady state In general, for a stable system with $n_{z}$ RHP zeros, its step response will cross zero (its original value) $n_{z}$ times that is, the system will have undershoot This result is a well known characteristic of RHP zeros (Holt and Morarı [19]) and it is another way to verify that nonminımum phase zeros impose fundamental restrictions in the design of control systems It was shown that RHP zeros close to the imaginary aus give a larger overshoot (see Lemma 52 2) which also illustrates the result obtained in this chapter That 15 , slow non-minimum phase zeros are more difficult to control than fast RHP zeros

Following Chapter 4 and this chapter, it can be concluded that the pendulum system is not easy to control since strong fundamental limitations apply to it Now that these limitations are understood one can proceed to improve the design of Chapter 4

## Chapter 6

## One-Loop-at-a-Time Method Approach 2

In Section 41 some controllers were designed for good command following of the displacement control The resulting response was not fast enough it is now understood that this is because of the two slow RHP zeros in the equivalent plant $G_{e q}(s)$ This restrains the final response as illustrated in the previous section In this chapter we counter this restriction in as much as this is possible, using a one-loop-at-a-tıme strategy

### 6.1 Controller Design - Approach 2

It can be seen, from Equation ( $\pm 16$ ), that RHP poles in the controller $H_{2}$ become RHP zeros in the equivalent plant This plant has two RHP zeros (see Equation (417)) One is due to the plant $G_{2}$ and the other is due to the controller $H_{2}$ It is obvious that the RHP zero that comes from the plant cannot be avoided but one can avord the RHP zero due to the controller $\mathrm{H}_{2}$ One way to do this is shown in Figure 61, which may be compared with Figure 41

From this figure and using a similar procedure to that used to get Equation (4 16 ), the new equivalent plant, 1 e the plant seen by the controller $H_{1}$ can be obtained

$$
\begin{equation*}
G_{e q}(s)=\frac{d}{u_{1}}=\frac{G_{1} H_{2}}{1+G_{2} H_{2}} \tag{611}
\end{equation*}
$$



Fıgure 61 New feedback system

As can be noticed from the above equation, the poles of $\mathrm{H}_{2}$ cancel with themselves when $G_{e q}$ is calculated, which means that now there is only one RHP zero in the equivalent plant instead of two RHP zeros as was the case In other words unstable poles of $H_{2}$ resulting in RHP zeros in $G_{e q}$ are avoided Notice that in this way, unnecessary limitations on $G_{\text {eq }}$ (ı displacement loop, not on the angle loop) are avoided

Both controllers need to be redesigned This is discussed in the following sections It is important to notice that in order to have a good performance of the real system and since a precise mathematical model is not avallable, it has to be assured that the overall system is robust in order to cope with uncertanties and non-linearities evisting in the real sistem This is why good sensitivits and complementary sensitivity functions are required for this plant

## 611 Controller Design for the Angular Rotation

The controller designed for this part of the system is

$$
\begin{equation*}
H_{2}(s)=-80 \frac{(s+a)(s+b)}{(s+100)(s-2)} \tag{612}
\end{equation*}
$$

The step response, the Bode plot of the loop gan, the sensitivity and complementary sensitivity functions are shown in Figures 62,63 and 64 respectively From these figures one can see that there is no big difference between the response of this design and that of Section 411 This is because the limitation of the plant RHP pole is still imposed

## 612 Controller Design for the Displacement

Before designing a controller for the displacement, the new equivalent plant has to be found From Equations (2 124 ), (2125), (611) and (612) one obtains

$$
\begin{equation*}
G_{e q}(s)=-880 \frac{(s+b)(s-b)}{s(s+6845)(s+23 \ddagger)(s+06821)} \tag{613}
\end{equation*}
$$

Notice that there is only one RHP zero The controller designed for this part of the system is

$$
\begin{equation*}
H_{1}(s)=035 \frac{(s+234)(s+06821)}{(s+15)(s+b)} \tag{614}
\end{equation*}
$$

The step response, the Bode plots for the loop gain, the sensitivity and complementary sensitivity functions are shown in Figures 6566 and 67 respectıvely From these figures, one can see that with this controller good stability margins are obtained as well as a faster response which was the objective


Figure 62 Step response of the angle loop


Figure 63 Bode diagram of the angle loop

### 6.2 Discussion

From Equation (613) it can be seen that with this new setup (see Figure 6 1) a RHP zero has been avoided when designing the control svstem for the displace-


Figure 64 Sensitivity functions of the angle loop
ment This makes the design easier in the sense that the overall performance is not highly limited, bandwidths can be improved thus facilitating the shaping of the sensitivity and complementary sensitivity function fll in all, this improves the performance and robustness of the svstem In fact as can be noticed from Figures $49,410,411,65,66$ and 67 the performance was notably improved The system is much faster and more robust

In Chapter 5, it was stated that no stable controller could stabilize the angle plant and in the design process a controller with one RHP pole was chosen It is worth mentioning that a controller with one unstable pole gives a better response than controllers with two or more RHP poles To check this Lemma 513 can be used Hence, for the case of a controller with two unstable poles one obtains

$$
\begin{aligned}
& \int_{0}^{\infty} e_{r r}(t) e^{-p_{1} t} d t+\int_{0}^{\infty} e_{r r}(t) e^{-p_{2} t} d t=0 \\
\Rightarrow & \int_{0}^{\infty} e_{r r}(t)\left(e^{-p_{1} t}+e^{-p_{2} t}\right) d t=0
\end{aligned}
$$

Since the response of the error is equiralent to the response of the sensitivity function to a disturbance at the output of the plant, $d_{o}$ (from Figure $\begin{gathered}\text { 1 }\end{gathered}, E(s)=$


Fıgure 65 Step response of the displacement loop


Fıgure 66 Bode dıagram of the displacement loop


Figure 67 Sensitivity functions of the displacement loop
$S(s) R(s)$ and $Y(s)=S(s) D_{o}(s)$ ), it can be concluded from the above equation that a controller with more RHP poles would give a change in sign in the signal $y(t)$ and a higher overshoot in the transient response when a disturbance is appled
to the pendulum Indeed, this is an undesirable effect In other words, increasing the number of RHP poles that are added to the controller during the design has the effect of decreasing the level of disturbance attenuation

Finally, the controllers were implemented in the real system and further tuning was needed The gan of the controllers was increased in order to get more robustness in the control system The linear model used to design the controllers is not accurate, that is why more robustness is required in order to deal with the uncertanty and non-linearities inherent in the system The final controllers are

$$
\begin{equation*}
H_{1}=07 \frac{(s+234)(s+06821)}{(s+15)(s+5464)} \tag{621}
\end{equation*}
$$

and

$$
\begin{equation*}
H_{2}=-150 \frac{(s+5464)(s+3333)}{(s+100)(s-2)} \tag{622}
\end{equation*}
$$

The respective response is given in Figure 68 Notice from this figure the small oscillation on the responses of the sustem This is due to the resolution of the discrete sensors (see Section 21 4) used in the system


Figure 68 Response of the real system

## Chapter 7

## Gain Scheduling

Gain Scheduling (GS) design has become a popular method for designing controllers for non-linear plants speciall during the last decade It has special features that make it easy to appls compared with others design methods for non-linear plants Among those features the most attractive is that GS emplors linear design tools in the design stage See Rugh and Shamma [23] for a surve! on GS

Mans different design notions can be vewed as GS such as switching gain values according to operating conditions, precompensating a non-linear gain with the inverse gan function, etc Techniques lihe switching controllers also fit a broad interpretation of GS In this chapter the focus is on gain scheduling in the sense of contınuously varying the controller coefficients according to the current value of a scheduling signal

The design of GS controllers for non-linear plants can be summarized in four broad steps, [23] The first step is to compute a linear parameter-varying (LPV) model for the plant The second step is to use linear design methods to obtain linear controllers for the LPV model The third step is to implement the famılies of controllers obtained in the second step in such a way that the controller coefficients vary according to the current value of the scheduled variable(s) The fourth step is performance assessment

Again the inverted pendulum is used as an apphcation example The controllers that have already been designed for the inverted pendulum work properly for the
linearized plant at the equilibrium point with $x_{3}=0$ (pendulum in the upright position), but when applied to the nonlinear plant the system behaves differently when it is at a point that is not the equilibrium point In order to see how the system behaves at every point in state space the non-linear transfer functions may be found

### 7.1 Non-Linear Transfer Functions

A representation of the plant is found which allows us to obtain a transfer function for points other than equilibrium points To calculate the transfer functions it is necessary to get an appropriate non-linear state space form of the system Finding a standard linearization of Equation (2 117 ), yields

$$
x=\left(\begin{array}{cccc}
0 & 1 & 0 & 0  \tag{711}\\
0 & -\frac{F}{M} & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & \frac{F}{M L^{\prime}} \cos \left(x_{3}\right) & u & 0
\end{array}\right) x+\left(\begin{array}{c}
0 \\
\frac{1}{M} \\
0 \\
-\frac{1}{M L^{\prime}} \cos \left(x_{3}\right)
\end{array}\right) u
$$

and from Equation (2 120 ),

$$
y=\left(\begin{array}{llll}
1 & 0 & 0 & 0  \tag{array}\\
0 & 0 & 1 & 0
\end{array}\right) x
$$

where

$$
x=\left(\begin{array}{llll}
x_{1} & x_{2} & x_{3} & x_{4}
\end{array}\right)^{T}
$$

and

$$
\begin{equation*}
w=\frac{g}{L^{\prime}} \cos \left(x_{3}\right)+\frac{1}{M L^{\prime}} u \sin \left(x_{3}\right)-\frac{F}{M L^{\prime}} x_{2} \sin \left(x_{3}\right) \tag{array}
\end{equation*}
$$

Thus, $x_{3}$ can be chosen as the scheduled variable Now, the transfer functions can be calculated using Equation (2 121 ) $\downarrow$ few calculations gives

$$
\begin{gather*}
G_{1}=\frac{\frac{1}{M}}{s\left(s+\frac{F}{M}\right)}  \tag{714}\\
G_{2}=-\frac{\frac{1}{M L^{\prime}} \cos \left(x_{3}\right) s}{\left(s+\frac{F}{W}\right)\left(s^{2}-w\right)} \tag{715}
\end{gather*}
$$

From these transfer functions one can see that $G_{2}$ is nonlinear and its gain and two poles ( $1 \mathrm{e}\left(s^{2}-w\right)$ ) depend on the state of the plant $x(t)$ This model can be viewed as an LPV model Now, the scheduled controller can be designed

### 7.2 GS Controller Design

Based on the controllers already designed in Chapter 6 one can design the GS controilers tgain two controllers are needed, one to control the displacement of the carriage and one to control the angular rotation

## 721 GS Controller Design for the Angular Rotation

It can be seen from Equation ( 715 ) that the gain of the plant varies with the variation of the angle $x_{3}$ To counteract that variation it is possible to vary the gam of the controller $H_{2}^{\prime}$ One way to deal with this is to replace the gain of $H_{2}^{\prime}$ say $h_{2}$ by $h_{2} / \cos \left(x_{3}\right)$ It can be noticed from Equation (715) that the plant has two poles that change with the parameters of the plant $\pm \sqrt{w}$, where $w$ is given in Equation ( 713 ) $\quad H_{2}$ (Equation (6 12 ) was desıgned aıming to cancel the two stable poles of $G_{2},\left(-\sqrt{w}\right.$ and $\left.-\frac{F}{M}\right)$ at equilibrium Hence for the GS controller one could have two zeros at the same location but varying as the poles of the plant varies So the new controller for the angular rotation is

$$
\begin{equation*}
H_{2}^{\prime}=\frac{\frac{-80}{\cos \left(x_{3}\right)}\left(s+\frac{F}{M}\right)(s+\sqrt{u})}{(s+100)(s-2)} \tag{721}
\end{equation*}
$$

## 722 GS Controller Design for the Displacement

It can be noticed from Equation (611) that the gam of the equivalent plant, $G_{\text {eq }}$, only depends on the gain of $G_{1}$ and $H_{2}$ The gain of $G_{1}$ is constant (see Equation ( 714 )), thus the only variation of the gain of $G_{e q}^{\prime}$ is due to $H_{2}^{\prime}$ Hence the gain of $H_{1}^{\prime}$ can be adjusted to $h_{1} \cos \left(x_{3}\right)$, where $h_{1}$ is the gain of this controller

It can also be checked that with the $H_{2}^{\prime}$ of Equation ( $\overline{7} 21$ ) the new equivalent plant has two zeros at $\pm \sqrt{w}$ So $H_{1}^{\prime}$ can be set to cancel the two stable zeros of $G_{e q}^{\prime}$ The new equivalent plant is

$$
\begin{equation*}
G_{e q}^{\prime}=\frac{\frac{-80 k_{1}}{\cos x_{3}}(s+\sqrt{u})(s-\sqrt{w})}{s\left[s^{3}+(90-\sqrt{w}) s^{2}+\left(80 k_{2}-200-90 \sqrt{u}\right) s+200 \sqrt{w}\right]} \tag{722}
\end{equation*}
$$

From Equations (613) and (614) it can be noticed that $H_{1}$ was canceling two poles of $G_{\text {eq }}$ So this controller might need to cancel those poles, but their location varies with the variation of some parameters of the plant, such as the angle, $x_{3}$ In order to do such cancelations the variation of the poles of $G_{e q}^{\prime}$ as $x_{3}$ changes from 0 to 90 degrees is calculated while setting $u$ and $x_{2}$ (see Equation 713 ) to zero The variation of these poles is tabulated The table below shows the variation of the angle at several values

| Angle $\left(x_{3}\right)$ | 0 | 5 | 10 | 15 | 20 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| poles | -68452 | -68445 | -68422 | -68384 | -6833 |
|  | -23402 | -23422 | -23481 | -2358 | -2372 |
|  | -068214 | -068034 | -067495 | -0666 | -065354 |
| Angle $\left(x_{3}\right)$ | 30 | 45 | 60 | 80 |  |
| poles | -68172 | -67797 | -67206 | -65772 |  |
|  | -24125 | -25068 | -26497 | -29718 |  |
|  | -06183 | -054065 | -043391 | -023296 |  |

Table 71 Variation of poles of $G_{e q}$

So it is needed to find functions that describe the rariations of the two slower poles Using Matlab's commands polyfit and polyval the polynomials which fit the variations of the poles (including negative values of the angle) were computed So the new controller for the system is

$$
\begin{equation*}
H_{1}^{\prime}=\frac{035 \cos \left(x_{3}\right)(s+\alpha)(s+\beta)}{(s+15)(s+\sqrt{w})} \tag{array}
\end{equation*}
$$

where

$$
\begin{aligned}
\alpha & =000093273\left(x_{3} \times 180 / \pi\right)^{2}+23289 \\
& =3062 x_{3}^{2}+23289 \quad\left(x_{3} \mathrm{in} \mathrm{rad}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\beta & =-69113 \times 10^{-5}\left(x_{3} \times 180 / \pi\right)^{2}+068136 \\
& =-022688 x_{3}^{2}+068136 \quad\left(x_{3} \mathrm{ln} \mathrm{rad}\right)
\end{aligned}
$$

### 7.3 Discussion

The controllers of the previous chapters work properly on the real system (see Section 6 2), but despite the fact that those controilers are robust, their performance decreases as the pendulum angle drifts away from the vertical position This is because the sensitivity and complementary sensitivity functions are affected by the angle as well as the stability margins which decrease as the angle moves away from zero This is one of the advantages of the GS approach, since it keeps the stability margins and the robustness of the closed loop system unaffected, or at least between a small range of variation

It can be checked from simulations that when the initial conditions are close to the equilibrium the transient and stead: state response of the closed loop system with the GS controllers is very similar to that of the system with the controllers described in Section 62 The adrantage as was said above, is that the GS controllers are more robust regarding variations of the plant due to non-linearities Several tests were performed on the real system with the GS controllers and the controllers of the previous chapters the intial position of the pendulum was changed $W_{1}$ th the controllers of the prevous chapter the svstem could not be stablized when the initial condition was greater than or equal to 02 rad ( $11^{\circ}$ approx ), whereas the GS controllers could stabilize the svstem with initial position of around $035 \mathrm{rad}\left(20^{\circ}\right.$ appros )

## Chapter 8

## $\mathcal{H}_{2}$ Optimization and

## Multivariable Control

In this chapter a full MIMO perspective is adopted ts mentioned earlier, some of the tools and definitions used for SISO svstems are no longer applicable for MIMO systems tn example of this is discussed in Chapter 2 where the poles and zeros were defined for MIMO systems There are several methods for designing controllers for multivariable svstems, [16] [9], [12], [24] Here, an approach based on frequency domain $\mathcal{H}_{2}$ optimization is considered

### 8.1 Introduction

The idea of $\mathcal{H}_{2}$ control is to find a controller that stabilizes the system and minımizes a given quadratic cost function There are many ways in which control desıgn problems can be cast as $\mathcal{H}_{2}$ optımızation problems The best known solution of the standard $\mathcal{H}_{2}$ problem is described by Doyle et al [25] but it is only applicable to a limited class of problems and it relies on the solution of Riccatı equations

The approach taken here uses the sensitivity and complementary sensitivity function as a measure of robustness The sensitivity function, $S$, determines the effect of disturbances on the closed-loop system The complementary sensitivity function, $T$, is important for the closed-loop response, the effect of measurement


Figure 81 Control loop
noise and robust stability For the configuration of Figure 81 these functions are defined as

$$
\begin{align*}
& S_{o}(s)=(I+G(s) K(s))^{-1}  \tag{811}\\
& T_{o}(s)=I-S_{o}(s)=G(s) K(s)(I+G(s) K(s))^{-1}  \tag{812}\\
& S_{\imath}(s)=(I+K(s) G(s))^{-1}  \tag{813}\\
& T_{1}(s)=I-S_{2}(s)=K(s) G(s)(I+K(s) G(s))^{-1} \tag{814}
\end{align*}
$$

where the subscripts $\imath$ and $o$ stand for input and output, respectively This is to distingursh the functions evaluated at the input and at the output of the plant Of course, for SISO systems $S_{1}=S_{o}$ and $T_{2}=T_{o}$ Typically, control sistem design amounts to shaping these functions amming for the following objectives

- Make the sensitivity $S$ small at low frequencies
- Make the complementary sensitivity $T$ small at high frequencies
- Prevent both $S$ and $T$ from peaking at crossover frequencies

Therefore the $\mathcal{H}_{2}$ problem can be cast in terms of the sensitivity and complementary functions, as follows

Problem The $\mathcal{H}_{2}$ problem can be cast as

$$
\begin{equation*}
\underset{w}{\arg \inf }\left\|W_{s} S(\jmath w)\right\|_{2}^{2}+\left\|W_{t} T(\jmath w)\right\|_{2}^{2} \tag{815}
\end{equation*}
$$

where $W_{s}$ and $W_{t}$ are weighting functions used to shape $S$ and $T$, respectively, and the $\mathcal{H}_{2}$-norm is defined as

$$
\begin{equation*}
\|F\|_{2}^{2}=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \operatorname{Trace}\left[F^{*}(\jmath w) F(\jmath w)\right] d w \tag{816}
\end{equation*}
$$

The Youla parameterization (Chapter 3) is a useful tool that faclitates the solution of the $\mathcal{H}_{2}$ problem, since it allows the cost function (Equation (815)) to be written in terms of a single parameter, $Q$ That is, the optimal $Q$ is calculated and then, using the Youla parameterization, the corresponding optımal controller $K$ is found In this way, closed loop stability is equivalent to the stability of $Q$

In this chapter, two different approaches are studied, both of them in the frequency domain The first uses an optimization of $S$ and $T$ at the input and then at the output of the plant in order to find $Q$ In the second approach, the cost function is minimized in terms of $S_{0}$ and $T_{o}$, that is the optimization is only done at the output Again, the procedure is explained based on the inverted pendulum plant (Equations (2 124 ) and (2 125 ))

### 8.2 Finding the $\mathcal{H}_{2}$ Controller - Approach 1

As stated above, the $\mathcal{H}_{2}$ problem is to find the optımal $Q$ which minımizes the two-norm of

$$
J=\left\|W_{s} S(\jmath w)\right\|_{2}^{2}+\left\|W_{t} T(\jmath w)\right\|_{2}^{2}
$$

where $S$ and $T$ are the sensitivity and complementars sensitivity functions respectively Notice that in the pendulum system, $Q$ is a $1 \times 2$ matrix ( $\mathrm{e} Q=\left[\begin{array}{l}Q_{1} \\ Q_{2}\end{array}\right]$ ) and by the identity

$$
G(I+K G)^{-1}=(I+G K)^{-1} G
$$

it can be concluded that $G S_{1}=S_{0} G$ Thus the optimal $Q$ at the input of the plant is the same as the output The solution sought in this section is based on the structure of the pendulum plant

For the pendulum system the sensitivity at the input is a scalar, therefore it should be easier to find the optimal $Q$ at the input of the plant To do so, two expressions are needed They are the sensitivity, $S(s)$ and complementary sensitivity, $T(s)$, functions at the input of the plant They should be expressed in
terms of the Youla parameter This can be done using Theorem 301 as follows,

$$
\begin{aligned}
S_{\imath} & =(I+K G)^{-1} \\
& =\left(I+Y_{l}^{-1} X_{l} N_{r} D_{r}^{-1}\right)^{-1} \quad(\text { by Theorem 301) } \\
& =\left[Y_{l}^{-1}\left(Y_{l} D_{r}+X_{l} N_{r}\right) D_{r}^{-1}\right]^{-1} \\
& =D_{r}\left(Y_{l} D_{r}+X_{l} N_{r}\right)^{-1} Y_{l} \\
& =D_{r}\left[V_{r} D_{r}+Q N_{l} D_{r}+U_{r} N_{r}-Q D_{l} N_{r}\right]^{-1}\left(V_{r}+Q N_{l}\right) \quad(\text { by Th } 301) \\
& =D_{r}\left[I+Q N_{l} D_{r}-Q N_{l} D_{r}\right]^{-1}\left(V_{r}+Q N_{l}\right) \\
& =D_{r}\left(V_{r}+Q N_{l}\right)
\end{aligned}
$$

In the above equations, the identities $G=N_{l} D_{r}=D_{l} N_{r}$ and $U_{r} N_{r}+V_{r} D_{r}=I$ (see Theorem 301 ) were used Thus $S_{1}$ in terms of the $Q$ parameter is

$$
\begin{equation*}
S_{t}=D_{r}\left(V_{r}+Q N_{l}\right) \tag{821}
\end{equation*}
$$

Following a similar procedure it can easil be proved that

$$
\begin{equation*}
T_{l}=\left(U_{l}-D_{r} Q\right) N_{l} \tag{822}
\end{equation*}
$$

Note also that

$$
\begin{align*}
& S_{o}=\left(V_{l}+N_{r} Q\right) D_{l}  \tag{823}\\
& T_{o}=N_{r}\left(U_{r}-Q D_{l}\right) \tag{824}
\end{align*}
$$

Now the $\mathcal{H}_{2}$ problem can be cast in terms of the $Q$ parameter

### 82.1 Solution via Completion of Squares

Here the term * will denote complex conjugation Notice that

$$
\left|W_{s} S_{2}\right|^{2}+\left|W_{t} T_{2}\right|^{2}=\left(W_{s} S_{\imath}\right)^{*}\left(W_{s} S_{\imath}\right)+\left(W_{t} T_{\imath}\right)^{*}\left(W_{t} T_{\imath}\right)
$$

and using Equations (8 21 ) and (822) in the equation above yields

$$
\begin{aligned}
\left|W_{s} S_{l}\right|^{2}+\left|W_{t} T_{l}\right|^{2}= & \left(W_{s} D_{r} V_{r}+W_{s} D_{r} Q N_{l}\right)^{*}\left(W_{s} D_{r} V_{r}+W_{s} D_{r} Q N_{l}\right) \\
& +\left(W_{t} U_{l} N_{l}-W_{t} D_{r} Q N_{l}\right)^{*}\left(W_{t} U_{l} N_{l}-W_{t} D_{r} Q N_{l}\right)
\end{aligned}
$$

Notice that $N_{l}$ is a $2 \times 1$ matrix, $U_{l}$ is $1 \times 2, Q$ is a $1 \times 2$ and $D_{r} V_{r}, W_{s}$ and $W_{t}$ are scalar transfer functions Thus

$$
\begin{aligned}
&\left|W_{s} S_{l}\right|^{2}+\left|W_{t} T_{l}\right|^{2}= W_{s}^{*} D_{r}^{*} V_{r}^{*} W_{s} D_{r} V_{r}+W_{s}^{*} D_{r}^{*} V_{r}^{*} W_{s} D_{r} Q N_{l} \\
&+W_{s}^{*} D_{r}^{*} N_{l}^{*} Q^{*} W_{s} D_{r} V_{r}+W_{s}^{*} D_{r}^{*} N_{l}^{*} Q^{*} W_{s} D_{r} Q N_{l} \\
&+W_{t}^{*} N_{l}^{*} U_{l}^{*} W_{t} U_{l} N_{l}-W_{t}^{*} N_{l}^{*} U_{l}^{*} W_{t} D_{r} Q N_{l} \\
&-W_{t}^{*} D_{r}^{*} N_{l}^{*} Q^{*} W_{t} U_{l} N_{l}+W_{t}^{*} D_{r}^{*} N_{l}^{*} Q^{*} W_{t} D_{r} Q N_{l} \\
&=\quad D_{r}^{*} D_{r}\left(W_{s}^{*} W_{s}+W_{t}^{*} W_{t}\right) N_{l}^{*} Q^{*} Q N_{l}+D_{r}^{*}\left(W_{s}^{*} W_{s} D_{r} V_{r}-W_{t}^{*} W_{t} U_{l} N_{l}\right) N_{l}^{*} Q^{*} \\
&+D_{r}\left(W_{s}^{*} W_{s} D_{r} V_{r}-W_{t}^{*} W_{t} U_{l} N_{l}\right)^{*} Q N_{l}+W_{s}^{*} W_{s} D_{r}^{*} D_{r} V_{r}^{*} V_{r}+W_{t}^{*} W_{t} N_{l}^{*} U_{l}^{*} U_{l} N_{l}
\end{aligned}
$$

Let

$$
\begin{equation*}
\Lambda_{\imath}^{*} \Lambda_{\imath}=D_{r}^{*} D_{r}\left(W_{s}^{*} W_{s}+W_{t}^{*} W_{t}\right) \tag{825}
\end{equation*}
$$

Thus

$$
\begin{aligned}
= & \Lambda_{l}^{*} \Lambda_{l} N_{l}^{*} Q^{*} Q N_{l}+D_{r}^{*}\left(W_{s}^{*} U_{s} D_{r} V_{r}-W_{t}^{*} U_{l} U_{l} N_{l}\right)\left(Q V_{l}\right)^{*} \\
& +D_{r}\left(W_{s}^{*} W_{s} D_{r} V_{r}-W_{t}^{*} W_{t} U_{l} N_{l}\right)^{*} Q N_{l}+W_{s}^{*} W_{s} D_{r}^{*} D_{r} V_{r}^{*} V_{r} \\
& +W_{t}^{*} W_{t} N_{l}^{*} U_{l}^{*} U_{l} N_{l}
\end{aligned}
$$

and completing the square

$$
\begin{aligned}
= & \left(\Lambda_{2} Q N_{l}+B_{2}\right)^{*}\left(\Lambda_{1} Q N_{l}+B_{2}\right)+W_{s}^{*} W_{s} D_{r}^{*} D_{r} V_{r}^{*} V_{r}+W_{t}^{*} W_{t} N_{l}^{*} U_{l}^{*} U_{l} N_{l} \\
& -\left(\frac{D_{r}^{*}\left(W_{s}^{*} W_{s} D_{r} V_{r}-W_{t}^{*} W_{t} U_{l} N_{l}\right)}{\Lambda_{l}^{*}}\right)^{*}\left(\frac{D_{r}^{*}\left(W_{s}^{*} W_{s} D_{r} V_{r}-W_{t}^{*} W_{t} U_{l} N_{l}\right)}{\Lambda_{i}^{*}}\right)
\end{aligned}
$$

where

$$
\begin{equation*}
B_{\imath}=\left(\frac{D_{r}^{*}\left(W_{s}^{*} W_{s} D_{r} V_{r}-W_{t}^{*} W_{t} U_{l} N_{l}\right)}{\Lambda_{\imath}^{*}}\right) \tag{826}
\end{equation*}
$$

After sımplifying gives

$$
\begin{aligned}
& \left|W_{s} S_{\imath}\right|^{2}+\left|W_{t} T_{l}\right|^{2}= \\
& \quad\left(\Lambda_{\imath} Q N_{l}+B_{\imath}\right)^{*}\left(\Lambda_{2} Q N_{l}+B_{\imath}\right)+\frac{D_{r}^{*} D_{r} W_{s}^{*} W_{s} W_{t}^{*} W_{t}}{\Lambda_{\imath}^{*} \Lambda_{l}}\left(D_{r} V_{r}+U_{l} N_{l}\right)^{*}\left(D_{r} V_{r}+U_{l} N_{l}\right)
\end{aligned}
$$

Since $Q$ can do nothing to affect the second term in the above equation, only one $Q$ that minımizes the 2 -norm of the first term needs to be chosen and this is a

1-block problem which should be easier to solve than the 2 -block problem Thus the problem can be recast as

$$
\begin{equation*}
Q_{o p t}=\arg \inf _{Q \in \mathcal{H}^{\infty}}\left\|\Lambda_{\imath} Q N_{l}+B_{\imath}\right\|^{2} \tag{827}
\end{equation*}
$$

where $\Lambda_{2}$ and $B_{1}$ are given in Equations (825) and (826) In the equation above some of the terms are vectors In order to express that equation in terms of the scalar components of the vectors, let $Q=\left[\begin{array}{ll}Q_{1} & Q_{2}\end{array}\right]$ and $N_{l}=\left[\begin{array}{ll}N_{l 1} & N_{l 2}\end{array}\right]^{T}$ and substituting into Equation (827) yrelds

$$
\begin{aligned}
& \left(\Lambda_{1} Q N_{l}+B_{2}\right)^{*}\left(\Lambda_{2} Q \mathrm{~V}_{l}+B_{2}\right)= \\
& \left(\Lambda_{1}\left[Q_{1} Q_{2}\right]\left[\begin{array}{l}
N_{l 1} \\
N_{l 2}
\end{array}\right]+B_{2}\right)^{*}\left(\Lambda_{2}\left[Q_{1} Q_{2}\right]\left[\begin{array}{l}
N_{l 1} \\
N_{l 2}
\end{array}\right]+B_{2}\right)
\end{aligned}
$$

Thus

$$
\begin{equation*}
\left(1_{\imath} Q N_{l}+B_{\imath}\right)^{*}\left(\Lambda_{\imath} Q N_{l}+B_{\imath}\right)=\left(\Lambda_{\imath} Q_{1} N_{l 1}+1_{\imath} Q_{2} N_{l 2}+B_{\imath}\right)^{*}\left(\Lambda_{\imath} Q_{1} N_{l 1}+\Lambda_{\imath} Q_{2} N_{l 2}+B_{l}\right) \tag{828}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
Q_{\text {opt }}=\inf _{Q_{1}, Q_{2} \in H^{\infty}}\left\|\Lambda_{1} Q_{1} N_{l 1}+\Lambda_{1} Q_{2} N_{l 2}+B_{\imath}\right\|^{2} \tag{829}
\end{equation*}
$$

Clearly the problem has been reduced to an optimization problem of two scalar variables $Q_{1}$ and $Q_{2}$ Now a solution to this problem is sought

## Finding the Optımal $Q_{1}$ and $Q_{2}$ - Approach 1

From Equation (8 29 ) and from the well known Projection Theorem ([26]) it is known that $Q_{\text {opt }}=\left[\begin{array}{ll}Q_{1 o p t} & Q_{2 o p t}\end{array}\right]$ is optımum if and only if

$$
\int\left(A_{1} Q_{1 o p t}+A_{2} Q_{2 o p t}+B_{1}\right)^{*}\left(\mathrm{t}_{1} Q_{1}+A_{2} Q_{2}\right) d w=0 \quad \forall Q_{1} Q_{2} \in \mathcal{H}^{\infty}
$$

where $A_{1}=\Lambda_{t} N_{l 1}, 4_{2}=\Lambda_{t} N_{l 2}$ and $B_{1}$ are stable and strictly proper In this case $N_{l 1}$ and $N_{l 2}$ differ only by a constant (see Equation (3 321 )) and hence, so do $t_{1}$ and $A_{2}$ Therefore, from an inner/outer factorization of $A_{1}$ and $t_{2}$ it can be seen that the inner products are the same Now, let $A_{1}=A_{2} A_{1 o p}$ and $f_{2}=A_{2}-A_{2 o p}$ be
their respective inner/outer factorizations, thus the above integral becomes

$$
\begin{aligned}
= & \int\left(A_{\imath} A_{1 o p} Q_{1 o p t}+A_{\imath} 4_{2 o p} Q_{2 o p t}+B_{\imath}\right)^{*}\left(A_{1} A_{1 o p} Q_{1}\right) d w+ \\
& \int\left(A_{\imath} A_{1 o p} Q_{1 o p t}+A_{\imath} 4_{2 o p} Q_{2 o p t}+B_{\imath}\right)^{*}\left(A_{\imath} A_{2 o p} Q_{2}\right) d w \\
= & \int A_{\imath}^{*}\left(A_{1 o p} Q_{\text {lopt }}+4_{2 o p} Q_{2 o p t}+A_{\imath}^{-1} B_{\imath}\right)^{*}\left(A_{\imath} A_{1 o p} Q_{1}\right) d w+ \\
& \int A_{\imath}^{*}\left(A_{1 o p} Q_{\text {lopt }}+A_{2 o p} Q_{2 o p t}+A_{\imath}^{-1} B_{\imath}\right)^{*}\left(A_{\imath} A_{2 o p} Q_{2}\right) d w
\end{aligned}
$$

but $A_{i}^{*}=A_{2}^{-1}$, hence

$$
\begin{aligned}
\int & \left(A_{1} Q_{1 o p t}+A_{2} Q_{2 o p t}+B_{\imath}\right)^{*}\left(A_{1} Q_{1}+A_{2} Q_{2}\right) d w \\
= & \int\left(A_{1 o p} Q_{1 o p t}+A_{2 o p} Q_{2 o p t}+A_{\imath}^{-1} B_{\imath}\right)^{*}\left(A_{1 o p} Q_{1}\right) d u+ \\
& \int\left(A_{1 o p} Q_{1 o p t}+A_{2 o p} Q_{2 o p t}+A_{\imath}^{-1} B_{\imath}\right)^{*}\left(A_{2 o p} Q_{2}\right) d w
\end{aligned}
$$

Now, since $A_{1 o p}$ and $A_{2 o p}$ are minmum phase transfer functions, let

$$
\begin{equation*}
Q_{1 o p t}=-\frac{\pi_{+}\left(\mathrm{f}_{2}^{-1} B_{2}\right)}{\mathrm{f}_{1 o p}} \quad \text { and } \quad Q_{2 o p t}=0 \tag{8210}
\end{equation*}
$$

where $\pi_{+}$() denotes stable projection Thus replacing this, in the integral above yields

$$
\begin{aligned}
& \int\left(A_{1} Q_{1 o p t}+A_{2} Q_{2 o p t}+B_{\imath}\right)^{*}\left(A_{1} Q_{1}+A_{2} Q_{2}\right) d w \\
& =\int\left(\pi_{-}\left(A_{2}^{-1} B_{2}\right)\right)^{*}\left(A_{1 o p} Q_{1}\right) d w+\int\left(\pi_{-}\left(A_{2}^{-1} B_{2}\right)\right)^{*}\left(A_{2 o p} Q_{2}\right) d w \\
& =\int \pi_{+}\left(A_{\imath}^{-1} B_{\imath}\right) A_{1 o p} Q_{1} d u+\int \pi_{+}\left(A_{2}^{-1} B_{2}\right) A_{2 o p} Q_{2} d w
\end{aligned}
$$

Since $A_{1 o p}, Q_{1}$ and $A_{2 o p}, Q_{2}$ are stable the integrands of the equation above are analytic in the RHP, therefore the above integrals are zero (by the CauchyGoursat Theorem) This shows that $Q_{1 \text { opt }}$ and $Q_{2 o p t}$ given by Equation (8 2 10) are optimal' Notice that, in this way, the optimal $Q$ is not unique, since one could have let $Q_{1 o p t}=0$ and found an expression for $Q_{2 o p t}$

## Finding the Optımal $Q_{1}$ and $Q_{2}$ - Approach 2

So far, the problem of Equation 815 has been reduced to find the optımal $Q=$ $\left[\begin{array}{ll}Q_{1}^{\prime} & Q_{2}^{\prime}\end{array}\right]$ of the cost function $J$ see Equation (8 29 ),

$$
J=\arg \inf _{Q_{1}^{\prime} Q_{2}^{\prime} \in \mathcal{H}^{\infty}}\left\|A_{1} Q_{1}^{\prime}+A_{2} Q_{2}^{\prime}+B_{2}\right\|_{2}^{2}
$$

where $A_{1}=\Lambda_{2} N_{l 1}$ and $A_{2}=\Lambda_{1} N_{l 2}$ Clearly $A_{1}$ and $A_{2}$ differ only by the terms $N_{l 1}$ and $N_{l 2}$, which, in the pendulum case differ only by a constant, say $k$ Since $A_{1}$ and $A_{2}$ differ only by a constant it can be included in either $Q_{1}^{\prime}$ or $Q_{2}^{\prime}$ and then $A_{1}$ and $A_{2}$ will be the same, say if $Q_{1}=Q_{1}^{\prime}$ and $Q_{2}=k Q_{2}^{\prime}$ then $A_{1}=A_{2}=4$ Thus

$$
\begin{equation*}
J=\operatorname{lif}_{Q_{1}, Q_{2} \in \mathcal{H}^{\infty}}\left\|\mathfrak{f}\left(Q_{1}+Q_{2}\right)+B_{\mathfrak{\imath}}\right\|_{2}^{2} \tag{8211}
\end{equation*}
$$

where $B_{2}$ is given by Equation (826) and $\mathcal{H}=\Lambda_{1} N_{l 1}$ Let

$$
Q_{1}=\frac{Q_{3}+Q_{4}}{2}
$$

and

$$
Q_{2}=\frac{Q_{3}-Q_{4}}{2}
$$

or equivalently

$$
\begin{equation*}
Q_{3}=Q_{1}+Q_{2} \quad \text { and } \quad Q_{4}=Q_{1}-Q_{2} \tag{8212}
\end{equation*}
$$

Notice that Equation (8211) reduces to an optimization problem of one variable when Equation (8 2 12) is used

Now using Equation (8 2 12) it can be found how the sensitivity and complementary sensitivity depend on these $Q$ s Recall that the sensitivity function at the mput is given by Equation (821)

$$
S_{1}=\left(V r+Q N_{l}\right) D_{r}
$$

where, in this case, $D_{r}$ and $V_{r}$ are scalars (see Equations (3 318 ) and (3 320 )), $Q=\left[\begin{array}{ll}Q_{1}^{\prime} & Q_{2}^{\prime}\end{array}\right]$ is a $1 \times 2$ vector and $N_{l}=\left[\begin{array}{ll}N_{l 1} & N_{l 2}\end{array}\right]^{T}$ is a $2 \times 1$ vector Since $N_{l 1}$, and $N_{l 2}$ differ only by a constant gives

$$
\begin{align*}
S_{2} & =V_{r} D_{r}+\left[\begin{array}{ll}
Q_{1}^{\prime} & Q_{2}^{\prime}
\end{array}\right]\left[\begin{array}{ll}
N_{l 1} & N_{l 2}
\end{array}\right]^{T} D_{r} \\
& =V_{r} D_{r}+Q_{1}^{\prime} N_{l 1} D_{r}+Q_{2}^{\prime} N_{l 2} D_{r} \\
& =V_{r} D_{r}+Q_{1} N_{l 1} D_{r}+Q_{2} N_{l 1} D_{r} \\
& =V_{r} D_{r}+\left(Q_{1}+Q_{2}\right) N_{l 1} D_{r} \\
& =\left(V_{r}+Q_{3} N_{l 1}\right) D_{r} \tag{8213}
\end{align*}
$$

The complementary sensitivity function at the input is (see Equation (8 22 ))

$$
T_{t}=\left(U_{l}-D_{r} Q\right) \mathrm{V}_{l}
$$

where, in this case, $U_{l}$ and $Q=\left[\begin{array}{ll}Q_{1}^{\prime} & Q_{2}^{\prime}\end{array}\right]$ are $1 \times 2$ vectors, $D_{r}$ is a scalar transfer function and $N_{l}$ is a $2 \times 1$ vector tgain, since $N_{l 1}$ and $N_{l 2}$ differ only by a constant yields,

$$
\begin{align*}
T_{l} & =U_{l} N_{l}-Q N_{l} D_{r} \\
& =U_{l} N_{l}-Q Q_{3} N_{l 1} D_{r} \tag{8214}
\end{align*}
$$

Now analyze the sensitivity and complementarv sensitivity functions at the output Recall from Equation (823) that the sensitivity at the output is

$$
S_{o}=\left(V_{l}+V_{r} Q\right) D_{l}
$$

where $V_{l}$ and $D_{l}$ are $2 \times 2$ matrices and $V_{r}$ is a $2 \times 1$ vector Here there is no way of simplifying $S_{o}$, therefore $S_{o}$ is a function of $Q_{1}$ and $Q_{2}$, or, similarly by Equation (8 212 ) it is a function of $Q_{3}$ and $Q_{4}$ The same happens to the complementary sensitivity function (see Equation (8 2 t) ),

$$
T_{o}=N_{r}\left(U_{r}-Q D_{l}\right)
$$

In summary, $Q_{3}$ can be found using Equations (8211) and (8212) and then $Q_{4}$ can be calculated by optimising $S_{o}$ and $T_{o}$ Thus the minimization of the twonorm of the sensitivity and complementary sensitivity functions at the output is needed

## 822 Optimal $Q$ at the Output

Recall that

$$
\left|W_{s} S_{o}\right|^{2}+\left|W_{t} T_{o}\right|^{2}=\left(W_{s} S_{o}\right)^{*}\left(W_{s} S_{o}\right)+\left(W_{t} T_{o}\right)^{*}\left(W_{t} T_{o}\right)
$$

Using Equations (823) and (824) in the equation above yields

$$
\begin{aligned}
\left|W_{s} S_{o}\right|^{2}+\left|W_{t} T_{o}\right|^{2}= & \left(W_{s} V_{l} D_{l}+W_{s} N_{r} Q D_{l}\right)^{*}\left(W_{s} V_{l} D_{l}+W_{s} N_{r} Q D_{l}\right) \\
& +\left(W_{t} N_{r} U_{r}-W_{t} N_{r} Q D_{l}\right)^{*}\left(W_{t} N_{r} U_{r}-W_{t} N_{r} Q D_{l}\right)
\end{aligned}
$$

Notice that $N_{r}$ is a $2 \times 1$ matrix, $U_{r}$ is $1 \times 2, Q$ is a $1 \times 2$ and $D_{l}, V_{l}, W_{s}$ and $W_{t}$ are $2 \times 2$ matrices (see Equations (3 317 )-(3 22)) Thus

$$
\begin{aligned}
\left|W_{s} S_{o}\right|^{2}+\left|W_{t} T_{o}\right|^{2}= & D_{l}^{*} V_{l}^{*} W_{s}^{*} W_{s} V_{l} D_{l}+D_{l}^{*} V_{l}^{*} W_{s}^{*} W_{s} N_{r} Q D_{l} \\
& +D_{l}^{*} Q^{*} N_{r}^{*} W_{s}^{*} W_{s} V_{l} D_{l}+D_{l}^{*} Q^{*} N_{r}^{*} W_{s}^{*} W_{s} N_{r} Q D_{l} \\
& +U_{r}^{*} N_{r}^{*} W_{t}^{*} W_{t} N_{r} U_{r}-U_{r}^{*} N_{r}^{*} W_{t}^{*} W_{t} N_{r} Q D_{l} \\
& -D_{l}^{*} Q^{*} N_{r}^{*} W_{t}^{*} W_{t} N_{r} U_{r}+D_{l}^{*} Q^{*} N_{r}^{*} W_{t}^{*} W_{t} N_{r} Q D_{l} \\
= & D_{l}^{*} Q^{*} N_{r}^{*}\left(W_{s}^{*} W_{s}+W_{t}^{*} W_{t}\right) N_{r} Q D_{l}+D_{l}^{*} Q^{*} N_{r}^{*}\left(W_{s}^{*} W_{s} V_{l} D_{l}-W_{t}^{*} W_{t} N_{r} U_{r}\right) \\
& +\left(D_{l}^{*} V_{l}^{*} W_{s}^{*} W_{s}-U_{r}^{*} N_{r}^{*} W_{t}^{*} W_{t}\right) N_{r} Q D_{l}+D_{l}^{*} V_{l}^{*} W_{s}^{*} W_{s} V_{l} D_{l}+U_{r}^{*} N_{r}^{*} W_{t}^{*} W_{t} N_{r} U_{r}
\end{aligned}
$$

Let

$$
\begin{equation*}
\Lambda_{1}^{*} \Lambda_{1}=N_{r}^{*}\left(W_{s}^{*} U_{s}+W_{t}^{*} W_{t}\right) N_{r} \tag{8215}
\end{equation*}
$$

Thus

$$
\begin{align*}
& \|\left. I W_{s} S_{o}\right|^{2}+\left|W_{t} T_{o}\right|^{2}  \tag{8216}\\
& =D_{l}^{*} Q^{*} \Lambda_{l}^{*} \Lambda_{\mathrm{l}} Q D_{l}+\left(Q D_{l}\right)^{*} N_{r}^{*}\left(W_{s}^{*} W_{s} V_{l} D_{l}-W_{t}^{*} W_{t} N_{r} U_{r}\right) \\
& \quad+\left(W_{s}^{*} W_{s} V_{l} D_{l}-W_{t}^{*} W_{t} N_{r} U_{r}\right)^{*} N_{r} Q D_{l}+D_{l}^{*} V_{l}^{*} W_{s}^{*} W_{s} V_{l} D_{l}+U_{r}^{*} N_{r}^{*} W_{t}^{*} W_{t} N_{r} U_{r}
\end{align*}
$$

and completing the square

$$
\begin{aligned}
= & \left(\Lambda_{1} Q D_{l}+B\right)^{*}\left(\Lambda_{1} Q D_{l}+B\right)+D_{l}^{*} V_{l}^{*} I I_{s}^{*} W_{s} V_{l} D_{l}+U_{r}^{*} N_{r}^{*} W_{t}^{*} W_{t} N_{r} U_{r} \\
& -\left[\left(\Lambda_{1}^{*}\right)^{-1} N_{r}^{*}\left(W_{s}^{*} W_{s} V_{l} D_{l}-W_{t}^{*} W_{t} N_{r} U_{r}\right)\right]^{*}\left[\left(\Lambda_{1}^{*}\right)^{-1} N_{r}^{*}\left(W_{s}^{*} W_{s} V_{l} D_{l}-W_{t}^{*} W_{t} N_{r} U_{r}\right)\right]
\end{aligned}
$$

where

$$
\begin{equation*}
B_{12}=\left(\Lambda_{1}^{*}\right)^{-1} N_{r}^{*}\left(W_{s}^{*} W_{s} V_{l} D_{l}-W_{t}^{*} W_{t} N_{r} U_{r}\right) \tag{8217}
\end{equation*}
$$

Agan since $Q$ can only affect the first term in the prevous equation, one $Q$ that minimizes the 2 -norm of this term needs to be chosen Thus, the two block problem has been reduced to a one-block optimization problem That is, the problem now is

$$
\begin{equation*}
Q_{\text {opt }}=\arg \inf _{Q \in \mathcal{H}^{\infty}}\left\|\Lambda_{1} Q D_{l}+B_{12}\right\|_{2}^{2} \tag{8218}
\end{equation*}
$$

where $\Lambda_{1}$ (a scalar) and $B_{12}$ (a $1 \times 2$ vector) are given by Equations ( 8215 ) and (8217) In the equation above, some of the terms are vectors, so in order
to express this equation in terms of the scalar components of the vectors, let $Q=\left[\begin{array}{ll}Q_{1} & Q_{2}\end{array}\right]$ and $B_{12}=\left[\begin{array}{ll}B_{1} & B_{2}\end{array}\right]$ and, using the definition of the 2-norm, it can be shown that

$$
\begin{align*}
\left.\| \Lambda_{1} Q D_{l}+B_{12}\right) \|_{2}^{2}= & \left\|\Lambda_{1}\left(Q_{1} D_{l 11}+Q_{2} D_{l 21}\right)+B_{1}\right\|_{2}^{2} \\
& +\left\|\Lambda_{1}\left(Q_{1} D_{l 12}+Q_{2} D_{l 22}\right)+B_{2}\right\|_{2}^{2} \tag{8219}
\end{align*}
$$

From Section 821 it is known that $Q_{3}$ can be found by using Equations (8 2 11) and (8 2 12) Therefore $Q_{4}$ can be calculated using Equations (8 212 ) and (8 2 19) tahing $Q_{3}$ as a constant That is, following Equation (8 2 19), yields,

$$
\begin{aligned}
&\left(\Lambda_{1}\left(Q_{1} D_{l 11}+Q_{2} D_{l 21}\right)+B_{1}\right]^{*}\left[\Lambda_{1}\left(Q_{1} D_{l 11}+Q_{2} D_{l 21}\right)+B_{1}\right] \\
&+\left[\Lambda_{1}\left(Q_{1} D_{l 12}+Q_{2} D_{l 22}\right)+B_{2}\right]^{*}\left[\Lambda_{1}\left(Q_{1} D_{l 12}+Q_{2} D_{l 22}\right)+B_{2}\right] \\
&= {\left[\frac{1}{2} \Lambda_{1}\left[\left(D_{l 11}+D_{l 21}\right) Q_{3}+\left(D_{l 11}-D_{l 21}\right) Q_{4}\right]+B_{1}\right]^{*} } \\
& \times\left[\frac{1}{2} \Lambda_{1}\left[\left(D_{l 11}+D_{l 21}\right) Q_{3}+\left(D_{l 11}-D_{l 21}\right) Q_{4}\right]+B_{1}\right] \\
&+\left[\frac{1}{2} \Lambda_{1}\left[\left(D_{l 12}+D_{l 22}\right) Q_{3}+\left(D_{l 12}-D_{l 22}\right) Q_{4}\right]+B_{2}\right]^{*} \\
& \times\left[\frac{1}{2} \Lambda_{1}\left[\left(D_{l 12}+D_{l 22}\right) Q_{3}+\left(D_{l 12}-D_{l 22}\right) Q_{4}\right]+B_{2}\right] \\
&=\frac{1}{4} \Lambda_{o}^{*} \Lambda_{o} Q_{4}^{*} Q_{4}+\frac{1}{2}\left(\frac{1}{2} \Lambda_{1}\left(D_{l 11}+D_{l 21}\right) Q_{3}+B_{1}\right) \Lambda_{1}^{*}\left(D_{l 11}-D_{l 21}\right)^{*} Q_{4}^{*} \\
&+\frac{1}{2}\left(\frac{1}{2} \Lambda_{1}\left(D_{l 12}+D_{l 22}\right) Q_{3}+B_{2}\right) \Lambda_{1}^{*}\left(D_{l 12}-D_{l 22}\right)^{*} Q_{4}^{*} \\
&+ \frac{1}{2}\left[\left(\frac{1}{2} \Lambda_{1}\left(D_{l 11}+D_{l 21}\right) Q_{3}+B_{1}\right) \Lambda_{l}^{*}\left(D_{l 11}-D_{l 21}\right)^{*}\right]^{*} Q_{4} \\
&+ \frac{1}{2}\left[\left(\frac{1}{2} \Lambda_{1}\left(D_{l 12}+D_{l 22}\right) Q_{3}+B_{2}\right) \Lambda_{1}^{*}\left(D_{l 12}-D_{l 22}\right)^{*}\right]^{*} Q_{4} \\
&+ {\left[\frac{1}{2} \Lambda_{1}\left(D_{l 11}+D_{l 21}\right) Q_{3}+B_{1}\right]^{*}\left[\frac{1}{2} \Lambda_{1}\left(D_{l 11}+D_{l 21}\right) Q_{3}+B_{1}\right] } \\
&+ {\left[\frac{1}{2} \Lambda_{1}\left(D_{l 12}+D_{l 22}\right) Q_{3}+B_{2}\right]^{*}\left[\frac{1}{2} \Lambda_{1}\left(D_{l 12}+D_{l 22}\right) Q_{3}+B_{2}\right] }
\end{aligned}
$$

where

$$
\begin{equation*}
\Lambda_{o}^{*} \Lambda_{o}=\Lambda_{1}^{*} \Lambda_{1}\left[\left(D_{l 11}-D_{l 21}\right)^{*}\left(D_{l 11}-D_{l 21}\right)+\left(D_{l 12}-D_{l 22}\right)^{*}\left(D_{l 12}-D_{l 22}\right)\right] \tag{8220}
\end{equation*}
$$

Now let

$$
\begin{align*}
B_{o}=\left(\Lambda_{o}^{*}\right)^{-1} & {\left[\left(\frac{1}{2} \Lambda_{1}\left(D_{l 11}+D_{l 21}\right) Q_{3}+B_{1}\right) \Lambda_{1}^{*}\left(D_{l 11}-D_{l 21}\right)^{*}\right.} \\
& \left.+\left(\frac{1}{2} \Lambda_{1}\left(D_{l 12}+D_{l 22}\right) Q_{3}+B_{2}\right) \Lambda_{1}^{*}\left(D_{l 12}-D_{l 22}\right)^{*}\right] \tag{8221}
\end{align*}
$$

and completing the square in $Q_{4}$ yields

$$
\begin{aligned}
&=\left[\frac{1}{2} \Lambda_{o} Q_{4}+B_{o}\right]^{*}\left[\frac{1}{2} \Lambda_{o} Q_{4}+B_{o}\right] \\
&+\left[\frac{1}{2} \lambda_{1}\left(D_{l 11}+D_{l 21}\right) Q_{3}+B_{1}\right]^{*}\left[\frac{1}{2} \Lambda_{1}\left(D_{l 11}+D_{l 21}\right) Q_{3}+B_{1}\right] \\
&+\left[\frac{1}{2} \Lambda_{1}\left(D_{l 12}+D_{l 22}\right) Q_{3}+B_{2}\right]^{*}\left[\frac{1}{2} \Lambda_{1}\left(D_{l 12}+D_{l 22}\right) Q_{3}+B_{2}\right]-B_{o}^{*} B_{o}
\end{aligned}
$$

Thus the optımal $Q_{4}$ can be found from

$$
\begin{equation*}
Q_{\text {topt }}=\arg \operatorname{linf}_{Q_{i} \in \mathcal{H}^{\infty}}\left\|\frac{1}{2} \mathrm{I}_{o} Q_{4}+B_{o}\right\|_{2}^{2} \tag{8222}
\end{equation*}
$$

where $\lambda_{o}$ and $B_{o}$ are given by Equations ( 8220 ) and ( 8221 ), respectively Notice that after finding the optimal $Q_{3}$ and $Q_{4}, Q_{1}$ and $Q_{2}$ have to be found and then the substitution $Q_{2}^{\prime}=Q_{2} / k$ needs to be done

In summary, using approach 2 (Section 821 ), one can find the optımal $Q_{o p t}$ from the following the steps

1 Find the constant $k$ by which $N_{l 1}$ and $N_{l 2}$ differ In this case,

$$
Q_{2}^{\prime} N_{l 2}=Q_{2}^{\prime} \frac{-k_{2}}{k_{1}} N_{l 2} \frac{-k_{1}}{k_{2}}=Q_{2} N_{l 1}
$$

where

$$
\begin{equation*}
Q_{2}=Q_{2}^{\prime} k \quad \text { and } \quad k=\frac{-k_{2}}{k_{1}} \tag{8223}
\end{equation*}
$$

2 Let $Q_{3}=Q_{1}+Q_{2}$ and $Q_{4}=Q_{1}-Q_{2}$ and find the optimum (at the input of the system) of Equation (8211), that is find the optimal $Q_{3}$ of

$$
J=\operatorname{lnf}_{Q_{1}, Q_{2} \in \mathcal{H}^{\infty}}\left\|A Q_{3}+B_{\imath}\right\|_{2}^{2}
$$

which is

$$
\begin{equation*}
Q_{3 o p t}=-\frac{\pi_{+}\left(A_{\text {inner }}^{-1} B_{2}\right)}{A_{\text {outer }}} \tag{8224}
\end{equation*}
$$

where

$$
\begin{gathered}
B_{\imath}=\left(\frac{D_{r}^{*}\left(W_{s l}^{*} W_{s l} D_{r} V_{r}-W_{t 2}^{*} W_{t z} U_{l} N_{l}\right)}{\Lambda_{i}^{*}}\right), \\
\Lambda_{\imath}^{*} \Lambda_{2}=D_{r}^{*} D_{r}\left(W_{s 2}^{*} W_{s 2}+W_{t 2}^{*} W_{t 2}\right)
\end{gathered}
$$

and $A_{\text {inner }}$ and $A_{\text {outer }}$ are the inner and outer part of $A=\Lambda_{l} N_{l 1}$
3 Find the optımum of Equation (8 222 ), that is

$$
\begin{equation*}
Q_{4 o p t}=-\frac{\pi_{+}\left(B_{o}\right)}{\frac{1}{2} \Lambda_{o}} \tag{8225}
\end{equation*}
$$

where

$$
\begin{gathered}
B_{o}=\left(\Lambda_{o}^{*}\right)^{-1}\left[\left(\frac{1}{2} \Lambda_{1}\left(D_{l 11}+D_{l 21}\right) Q_{3}+B_{1}\right) \Lambda_{1}^{*}\left(D_{l 11}-D_{l 21}\right)^{*}\right. \\
\left.+\left(\frac{1}{2} \Lambda_{1}\left(D_{l 12}+D_{l 22}\right) Q_{3}+B_{2}\right) \Lambda_{1}^{*}\left(D_{l 12}-D_{l 22}\right)^{*}\right], \\
\Lambda_{o}^{*} \Lambda_{o}=\Lambda_{1}^{*} \Lambda_{1}\left[\left(D_{l 11}-D_{l 21}\right)^{*}\left(D_{l 11}-D_{l 21}\right)+\left(D_{l 12}-D_{l 22}\right)^{*}\left(D_{l 12}-D_{l 22}\right)\right] \\
B_{12}=\left[B_{1} \quad B_{2}\right]=\left(\Lambda_{1}^{*}\right)^{-1} N_{r}^{*}\left(W_{s}^{*} W_{s} V_{l} D_{l}-I W_{t}^{*} W_{t} N_{r} U_{r}\right)
\end{gathered}
$$

and

$$
\Lambda_{1}^{*} I_{1}=N_{r}^{*}\left(W_{s}^{*} W_{s}+W_{t}^{*} W_{t}\right) N_{r}
$$

4 Find

$$
Q_{1}=\frac{Q_{3}+Q_{4}}{2} \quad \text { and } \quad Q_{2}=\frac{Q_{3}-Q_{4}}{2}
$$

5 Find $Q_{\text {opt }}=\left[\begin{array}{ll}Q_{1}^{\prime} & Q_{2}^{\prime}\end{array}\right]$ Recall that $Q_{1}^{\prime}=Q_{1}$ and from Equation (8 223 ) find

$$
Q_{2}^{\prime}=\frac{-k_{1}}{k_{2}} Q_{2}
$$

Remark 821 This approach has the advantage that the algorithm is based on scalar transfer functions, rather than transfer matrices But it has the disadvantage that two sets of weights are needed, one for the input ( $W_{s 2}$ and $W_{t 2}$ ) and one for the output ( $W_{s}$ and $W_{t}$ ) The algorıthm was implemented in Matlab, but no appropriate weights were found For all weights that were tried, the peaks in the maximum singular values of $S_{o}$ and $T_{o}$ were very large, see Figure 86

Following the above remark, it is obvious that a new approach is needed

### 8.3 Finding the $\mathcal{H}_{2}$ Controller - Approach 2

In this section the optimization problem given by Equation (8218) is studied To do so, some further definitions are needed and are stated in this section

Definition 831 (All-pass Function) $A$ transfer function matrix, $B(s)$, is called all-pass if $B(s) B(s)^{*}=I$, which implies that all singular values of $B(\jmath w)$ are equal to one

The next theorem is a result given in [11] and the proof is given there It uses the definitions given in Section 232

Theorem 831 (Input Factorization of RHP-zeros) A system $G(s)$ containing $N_{z}$ RHP-zeros $z_{\imath}$, with input directions $\hat{u}_{z i}$ and $\hat{x}_{z i}$ defined by

$$
\left[\begin{array}{cc}
A-z I & B_{\imath-1}  \tag{831}\\
C & D
\end{array}\right]\left[\begin{array}{l}
\hat{x}_{z i} \\
\hat{u}_{z z}
\end{array}\right]=0
$$

can be factorized in a minımum phase system $G_{I}(s)$ and an all-pass function $B_{I}(s)$ which is stable and has zeros coinciding with the RHP-zeros of $G(s), G(s)=$ $G_{I}(s) B_{I}(s)$ where

$$
\begin{equation*}
G_{I}(s)=C(s I-4)^{-1} B^{\prime}+D \tag{832}
\end{equation*}
$$

The modified input matrix $B^{\prime}$ can be calculated by applying the following formula repeatedly for $\imath=1, \quad, N_{z}$

$$
\begin{equation*}
B_{i}=B_{i-1}-2 \operatorname{Re}\left(z_{\imath}\right) \hat{x}_{z i} \hat{u}_{z \imath}^{*} \tag{833}
\end{equation*}
$$

with $B_{0}=B$ and $B^{\prime}=B_{N}$. The all-pass function $B_{I}(s)$ is given by

$$
\begin{align*}
B_{I}(s) & =B_{N_{-}}(s) B_{N_{2}-1}(s) \quad B_{1}(s) \\
& =\prod_{i=0}^{N-1} B_{V_{-2}}(s) \tag{834}
\end{align*}
$$

where

$$
\begin{equation*}
B_{\imath}(s)=I-\frac{2 \operatorname{Re}\left(z_{v}\right)}{s+\bar{z}_{\imath}} \hat{u}_{z z} \hat{u}_{z \imath}^{*} \tag{835}
\end{equation*}
$$

Note that a non-mınımum phase transfer function also admits an output factorization analogous to the input factorization and it can be expressed in a similar way For more information about multivariable poles and zeros and factorization of RHP zeros and poles refer to [24], [11], [12], [27] and/or [28]

Now it is possible to prove the next theorem which allows us to find the optımal solution of the optımıation problem given by Equation (8 2 18)

Theorem 832 Suppose that $\mathcal{f}$ and $B$ are structly proper stable transfer function matruces, where $4 \imath s 2 \times 2$ and $B$ is $1 \times 2$ Then

$$
\arg \min _{Q \in \mathcal{H}_{\infty}^{1 \times 2}}\|Q A+B\|_{2}^{2}=\left[-\pi_{+}\left(B A_{1}^{*}\right)_{(1)} \quad-\pi_{+}\left(B . A_{1}^{*}\right)_{(2)}\right] 4_{o}^{-1}
$$

where $A_{i}$ and $A_{0}$ are the all-pass and minimum phase factors found at the input of A, respectrvely (see Theorem 83 1) That is A can be factored at the input as $A=A_{0} 4_{2}$ where $A_{1}$ is an all-pass function and $A_{0}$ is a minımum phase function $\pi_{+}\left(B A_{2}^{*}\right)_{(\imath)}$ denotes the stable projection of the $r$-th element of $B A_{i}^{*}$

Proof From the Projection Theorem (see Luenberger [26, §3 3]) it is hnown that $Q_{o p t}$ is optimum if and only if $\left(Q_{o p t} t+B\right)$ is perpendicular to the space generated by $Q A$ That is

$$
\left(Q_{\text {opt }} f+B\right) \perp Q 4 \quad \forall Q \in \mathcal{H}_{\infty}^{1 \times 2}
$$

Thus, it is needed to show that

$$
\left\langle Q_{o p t} A+B, Q t\right\rangle=\frac{1}{2 \pi} \int \operatorname{Tr}\left\{\left(Q_{o p t} A+B\right)(Q A)^{*}\right\} d w=0, \quad \forall Q \in \mathcal{H}_{\infty}^{\mathrm{L} \times 2}
$$

where $<,>, \operatorname{Tr}\{ \}$ and ( )* denote inner product, trace and conjugate transpose, respectıvely

Since $A$ is stable, it can be factored as $t=A_{0} A_{2}$ (see Theorem 831) where $f_{2}$ is an all-pass factor ( $1 \mathrm{e} f_{1} f_{i}^{*}=I$ ) and $A_{o}$ is a minımum phase factor ( 1 e no transmission zeros on the ORHP) Hence

$$
\begin{align*}
\int \operatorname{Tr}\left\{\left(Q_{o p t} A+B\right)(Q 4)^{*}\right\} d w & =\int \operatorname{Tr}\left\{\left(Q_{o p t} A_{o} A_{2}+B\right) A_{2}^{*} \cdot A_{o}^{*} Q^{*}\right\} d w \\
& =\int \operatorname{Tr}\left\{\left(Q_{o p t} A_{o}+B A_{2}^{*}\right) A_{o}^{*} Q^{*}\right\} d w \tag{836}
\end{align*}
$$

Now let

$$
\begin{equation*}
Q_{o p t}=\left[-\pi_{+}\left(B A_{t}^{*}\right)_{(1)} \quad-\pi_{+}\left(B 4_{\imath}^{*}\right)_{(2)}\right] A_{o}^{-1} \tag{i}
\end{equation*}
$$

and substituting into Equation (8 36 ) yields

$$
\begin{equation*}
\int \operatorname{Tr}\left\{\left(Q_{o p t} A+B\right)(Q A)^{*}\right\} d w=\int \operatorname{Tr}\left\{\left[\pi_{-}\left(B A_{\imath}^{*}\right)_{(1)} \quad \pi_{-}\left(B A_{\imath}^{*}\right)_{(2)}\right] A_{o}^{*} Q^{*}\right\} d w \tag{888}
\end{equation*}
$$

where $\pi_{-}()_{(2)}$ denotes antr-stable projection of the $\imath$-th element of the respectıve matrix Since $\left[\pi_{-}\left(B A_{2}^{*}\right)_{(1)} \pi_{-}\left(B f_{2}^{*}\right)_{(2)}\right], A_{o}^{*}$ and $Q^{*}$ are all anti-stable, the integrand of Equation (838) is analytic in the CLHP and it is known, by the Cauchy-Goursat Theorem (see Brown and Churchill [29, ch 4]), that this integral is zero Thus, it has been proven that $Q_{o p t}$ given by Equation (837) is optımal

Remark 831 Notıce that, in the pendulum case, $t=\Lambda_{1} D_{l}$, thus the existence of the inverse of $A_{0}$ as guaranteed by the fact that the transfer matrix $D_{l}$ has an inverse and $\Lambda_{1}$ is a scalar transfer function Also, notice that $D_{l}$ has a zero at the origin which does not allow to apply the theorem directly, but the poles and zeros of the plant can be shifted into the RHP in order to be able to use the theorem

Remark 832 This theorem can easily be extended to hıgher order matrices provided that the square matrix 4 has an inverse

The $n \times n$ case is explained next First notice that in the $n \times n$ case, all the matrices involved in Equation 8218 have dimension $n \times n$ Therefore, $\Lambda_{1}$ is no longer a scalar Also, recall that $\Lambda_{1}$ is the solution to a spectral factorization (see Equation (8 2 15)) Hence, $\Lambda_{1}$ is an $n \times n$ mınımum phase transfer matrix Thus the theorem is as follows

Theorem 833 Suppose that $\Lambda Q 4$ and $B$ are structly proper stable transfer function matrices, where $A, Q, A$ and $B$ are $n \times n$ matrices Moreover, assume that $\Lambda$ is minimum phase Then

$$
\begin{equation*}
\arg \inf _{Q \in \mathcal{H}_{\infty}^{n \times n}}\|\Lambda Q A+B\|_{2}^{2}=\Lambda^{-1}\left[-\pi_{+}\left(B A_{i}^{*}\right)_{(J k)}\right]_{n \times n} A_{o}^{-1} \tag{839}
\end{equation*}
$$

where $A_{2}$ and $A_{o}$ are the all-pass and minimum phase factors found at the input of $A$, respectively (see Theorem 83 1) That $2 s, 4$ can be factored at the input as
$A=A_{0} A_{2}$ where $A_{2}$ is an all-pass function and $A_{o}$ is a minımum phase function $\left[-\pi_{+}\left(B A_{2}^{*}\right)_{(\jmath, k)}\right]_{n \times n}$ is an $n \times n$ matrix whose element $(\jmath, k)$ with $\jmath=1, \quad, n$ and $k=1, \quad, n$ is the stable projection of the element $(\jmath, k)$ of the matrix $B A_{2}^{*}$

Proof From the Projection Theorem (see Luenberger [26, §3 3]) it is known that $Q_{o p t}$ is optimum if and only if $\left(1 Q_{o p t} A+B\right)$ is perpendıcular to the space generated by $\Lambda Q A$ That 1 s,

$$
\left(\Lambda Q_{o p t} A+B\right) \perp \Lambda Q \perp \quad \forall Q \in \mathcal{H}_{\infty}^{n \times n}
$$

Thus, it is needed to show that
$<\Lambda Q_{o p t} 4+B, \Lambda Q A>=\frac{1}{2 \pi} \int \operatorname{Tr}\left\{\left(\Lambda Q_{\text {opt }} A+B\right)(\Lambda Q 4)^{*}\right\} d w=0 \quad \forall Q \in \mathcal{H}_{\infty}^{n \times n}$

Since 4 is stable, it can be factored as $t=A_{o} A_{2}$ (see Theorem(831)) where $A_{2}$ is an all-pass factor ( $1 \mathrm{e} f_{2} A_{1}^{*}=I$ ) and $A_{o}$ is a minimum phase factor ( 1 e no transmission zeros on the ORHP) Hence

$$
\begin{align*}
\int \operatorname{Tr}\left\{\left(\Lambda Q_{o p t} A+B\right)(\Lambda Q . A)^{*}\right\} d w & =\int \operatorname{Tr}\left\{\left(\Lambda Q_{o p t} A_{o} A_{2}+B\right) 4_{2}^{*} 4_{0}^{*} Q^{*} \Lambda^{*}\right\} d w \\
& =\int \operatorname{Tr}\left\{\left(\Lambda Q_{o p t} A_{o}+B A_{2}^{*}\right) f_{o}^{*} Q^{*} \Lambda^{*}\right\} d w \tag{array}
\end{align*}
$$

Now, let

$$
\begin{equation*}
Q_{o p t}=1^{-1}\left[-\pi_{+}\left(B f_{\imath}^{*}\right)_{(,, k)}\right]_{n \times n} f_{o}^{-1} \tag{8311}
\end{equation*}
$$

and substituting into Equation (8 310 ) gives

$$
\begin{equation*}
\int \operatorname{Tr}\left\{\left(\Lambda Q_{o p t} A+B\right)(\Lambda Q A)^{*}\right\} d w=\int \operatorname{Tr}\left\{\left[\pi_{-}\left(B A_{i}^{*}\right)_{(,, k)}\right]_{n \times n}-A_{o}^{*} Q^{*} \Lambda^{*}\right\} d w \tag{8312}
\end{equation*}
$$

where $\left[\pi_{-}\left(B A_{i}^{*}\right)_{(\jmath, k)}\right]_{n \times n}$ is an $n \times n$ matrix whose element $(\jmath, k)$ with $\jmath=1, \quad, n$ and $k=1, \quad, n$ is the anti-stable projection of the element $(J, k)$ of the matrix $B A_{\imath}^{*}$ Since $\left[\pi_{-}\left(B A_{i}^{*}\right)_{(0, k)}\right]_{n \times n} \Lambda^{*}, A_{0}^{*}$ and $Q^{*}$ are all ant1-stable, the integrand of Equation (8 3 12) is analytic in the CLHP and by the Cauchy-Goursat Theorem (see Brown and Churchill [29, ch 4]) it is known that this integral is zero Thus, it has been proven that $Q_{\text {opt }}$ given by Equation (839) is optımum

## 8.4 $\quad \mathcal{H}_{2}$ Control of the Inverted Pendulum

As explained in the previous sections, the approach is to solve the problem given by Equation (815), which was shown to be equivalent to solving the problem of Equation (8 2 18), which is shown next

$$
Q_{o p t}=\arg \inf _{Q \in \mathcal{H}^{\infty}}\left\|\Lambda_{1} Q D_{l}+B_{12}\right\|_{2}^{2}
$$

where

$$
\begin{gathered}
\Lambda_{1}^{*} \Lambda_{1}=N_{r}^{*}\left(W_{s}^{*} W_{s}+W_{t}^{*} W_{t}\right) N_{r} \\
B_{12}=\left(\Lambda_{1}^{*}\right)^{-1} N_{r}^{*}\left(W_{s}^{*} W_{s} V_{l} D_{l}-W_{t}^{*} W_{t} N_{r} U_{r}\right)
\end{gathered}
$$

and $N_{r}, D_{l}, V_{l}$ and $U_{r}$ are given in Section 334 The problem can be extended to include a weight on $R=K(I+G K)^{-1}$ so that it covers the same weighted mixed sensitivity problem as the Robust Control Toolbo for Matlab [30] To do so, just change the last two equations to

$$
\begin{align*}
\Lambda_{1}^{*} \Lambda_{1} & =N_{r}^{*}\left(W_{s}^{*} W_{s}+W_{t}^{*} W_{t}\right) V_{r}+D_{r}^{*} W W_{r}^{*} W_{r} D_{r}  \tag{8+1}\\
B_{12} & =\left(\Lambda_{1}^{*}\right)^{-1}\left[N_{r}^{*}\left(W_{s}^{*} W_{s} V_{l} D_{l}-W_{t}^{*}\left[W_{t} N_{r} U_{r}\right)-D_{r}^{*} W_{r}^{*} W_{r} U_{l} D_{l}\right]\right. \tag{8+2}
\end{align*}
$$

Thus, the algorithm to find the $\mathcal{H}_{2}$-optimal controller after choosing the appropriate weights can be summarized as

Step 1 Find the solution of the generalised Bezout equation using Theorem 321
Step 2 Find the inner-outer factorization of $A=\Lambda_{1} D_{l}$ using Theorem 831
Step 3 Find the optımal $Q$ using Theorem 832 , Equation (8 37 )
Step 4 Find the optımal controller, $K$ using Theorem 301

The algorithm was implemented and tested in Matlab The important question is how to choose the weights $W_{s}$ and $W_{t}$, which is not a trivial task Thev are usually chosen based on experience and hnowledge of the plant to be controlled

Sometimes it is a trial and error process For the pendulum system many sets of weights were tried The best choices obtained are shown next

$$
W_{s}=\left(\begin{array}{cc}
\frac{(s+50)}{(s+0) 1)} & 0  \tag{8+3}\\
0 & \frac{10(s+100)}{(s+10)}
\end{array}\right) \quad W_{t}=\left(\begin{array}{cc}
\frac{s}{10000} & 0 \\
0 & \frac{s}{1000}
\end{array}\right)
$$

The resulting sensitivity and complementary sensitivity functions are shown in Figures 82,83 Fıgures 84 and 85 , respectıvely


Figure 82 Sensitivity function at the input, $\left|S_{2}(\jmath w)\right|$

From those figures, note the peahs of the components of the matrix functions Also, notice that disturbances in a range of about 01 to $10 \mathrm{rad} / \mathrm{sec}$ applied to the pendulum-angle have a considerably effect on the cart position, since this disturbance is amplified due to the high peak of the component (1,2) of Figure 84 at those frequencies Moreover a disturbance on the cart of any frequenct is attenuated due to the low gain of the element ( 2,1 ), making no significant effect on the angle position From physical considerations, it can be argued that interactions have to exist in this system, since a disturbance on either the cart or the pendulum has to affect the state of the other component The ideal is to have


Figure 83 Complementarv sensitivits function at the input $\left|T_{\imath}(\jmath w)\right|$
a balance between the off-diagonal elements since they represent the interaction inherent in the sustem It is important to be aware that these peaks cannot be avoided at all due to limitations imposed br the RHP poles of the plant

Figures 86 and 87 show the singular salues of $S_{o}$ and $T_{o}$ and the step response of the simulation with the linearized plant model, respectively

### 8.5 Discussion

As can be seen in this chapter, dealing with MIVO systems is not a trivial task As is known, there are many different aspects of the control design problem that have to be taken into account Also there are many new concepts (compared to the theory for SISO systems) that have to be used and some others that have to be further developed One area that is still under research is the limitations that exist in the design of multivariable control systems

The pendulum system is not an easy system to control $4 s$ shown in Chapters 5

Component (1,1)


Figure 84 Sensitivity function, $\left|\left(S_{0}(\jmath w)_{\imath \jmath}\right)\right|$
and 9, there are fundamental limitations that apply, especially the ones imposed by RHP poles These limitations make controller design much more challenging In this case, they make the selection of weights, $1 \mathrm{e} W_{s}$ and $W_{t}$, more difficult The right selection of weights is a difficult and tricky part of this design process Despite the fact that nowadays there is more literature with guidelines on how to choose the weights, [31], [12], [32], this part of the design is often done as a trial and error process When using the approaches presented here and the $\mathcal{H}_{2}$ approach of the Robust Control Toolbov many sets of weights were tried It was noticed that a change in one of the elements of the weights changes the shape of the overall $S$ and $T$ This also shows that the selection of weights for multivariable systems is more challenging than the selection of weights for SISO systems


Component $(2,1)$


Component (1,2)


Component (2 2)


Figure 85 Complementary sensitivits function, $\left|\left(T_{0}(\jmath u)_{\imath \jmath}\right)\right|$

Freudenberg and Looze [31] state that the real unanswered question is how effective the weighting functions will prove to be as design parameters " Here, the designed controller with the weights of Equation (843) was implemented as well as many other controllers obtained with different sets of weights, but even though stability of the real sustem was achieved with most of the controllers, the performance was not as good as expected The man reason for this lack of quality performance was the high uncertanty present in this system, since some non-linearities such as saturation and friction, among others, were not taken into account during the modeling process One of the drawbacks of $\mathcal{H}_{2}$ is that it does not deal with large uncertanty compared with $\mathcal{H}_{\infty}$ control as is mentioned in [33] and [30] In [33] an application of $\mathcal{H}_{2}$ to a dynamically tuned gyroscope (DTG) is presented The reason why the authors choose $\mathcal{H}_{2}$ is that "the $\mathcal{H}_{\infty}$
methodology is suitable when the uncertanties of the plant are large, and the $\mathcal{H}_{2}$ methodology is suitable when the uncertanties are small and the performances are more important" "Because a DTG is a tery precise and expensive instrument, the model parameters of the DTG are precisely measured and determined, thus the model uncertanties are very small ' This paper is also a proof that $\mathcal{H}_{2}$ is still an important tool for control system design

The algorithm presented in Section 82 has the disadvantage that two different sets of weights are needed, one for $S$ and $T$ at the input of the plant and the other set for $S$ and $T$ at the output Indeed, simulations showed that the selection of weights is "easier" with the algorithm of Section 83 One disadvantage of the algorithm presented in Section 83 is in terms of its implementation For large svstems (1 e many inputs and/or outputs) or for systems with high order the implementation is difficult In fact, this algorithm was implemented in Matlab for the pendulum svstem and a lot of problems were encountered mannly because of round-off errors and imprecision in some functions


Figure 86 Singular values of $S o$ and $T o$


Figure 87 Step response of the system $d(t)$ (upper plot) and $\phi(t)$ (lower plot)

## Chapter 9

## Fundamental Limitations on Control - MIMO case

During the last two decades much attention has been paid to understand the limitations inherent in the design of control systems in both the frequency and the tıme domain For some results see [18] [19] [20], [21], [27], [17], [34] and [35] Nowadays, the trade-offs and design limitations for SISO systems are well understood and the theory is well established However despite much progress design limitations for MIMO sistems are less well understood compared with therr counterparts for SISO sistems

Many design limitations for multivariable systems are phrased as integral inequalities that must be satisfied by the sensitivity and complementary sensitivity functions Some of the results are either very conservative or not easy to appls since some of the inequalities do not relate $S$ and $T$ directly they are usually given in terms of their logarithms Some other inequalities involve the singular values of $S$ and $T$, which have drawbacks in that it may be difficult to relate the singular values to properties of the system under consideration Another important disadvantage is that some of the inequalities are valid only for square plants In the paper by Woodyatt et al [34], limitations for a single-input two-output systems are analyzed It gives mequalities that the complementary sensitivity function has to obey But, again, they are in terms of the logarithm of $T$ flso some inequalities concerning elements of $T$ are given in the same paper

In the next section, the MIMO version of the interpolation constrants stated in Section 51 are given

### 9.1 Interpolation Constraints

The results given in this section have to be obeyed by $S$ and $T$ in order to guarantee stability of the closed-loop sistem of the pendulum and in general of any system Only the effect of RHP poles is studied here, since the pendulum does not have RHP zeros, but the result can easily be extended to non-mınımum phase zeros by using a sımılar procedure

Assume that the plant $G$ and the controller $K$ are represented by a coprime factorization For ease, the left-coprime factorization given in Theorem 301 is used, that is $G=D_{l}^{-1} N_{l}$ It is obvous that the RHP poles of $G$ are the RHP zeros of $D_{l}$ Therefore, there eusts at least one vector from the right nullspace and one vector from the left nullspace of $D_{l}$ such that

$$
u_{p}^{*} D(p)=0 \quad D(p) y_{p}=0
$$

where $p$ is a RHP pole of $G$ Following Equation (823) (1 e $S_{o}=\left(V_{l}+N_{r} Q\right.$ ) $D_{l}$ ) and using the equations above it is eass to show that

$$
\begin{equation*}
S_{o}(p) y_{p}=0 \tag{911}
\end{equation*}
$$

and using the identity $S+T=I$ yrelds

$$
\begin{align*}
& \left(I-T_{o}(p)\right) y_{p}=0 \\
\Rightarrow & T_{o}(p) y_{p}=y_{p} \tag{array}
\end{align*}
$$

It can easily be proved that the input direction of the RHP zero of $D_{l}, y_{p}$ is the output direction of the pole at $p$ of $G$ Thus, for MIMO systems, the interpolation constraints on $S_{o}$ and To not onls depend on the location of the pole (or zero) but also on its direction

Next, limitations inherent in the pendulum svstem in terms of the individual elements of $S$ and $T$ are studied since they give more insıght about the limitations
of the overall system They also give guidelines on how to choose the weighting functions $W_{s}$ and $W_{t}$, see Chapter 8

### 9.2 Limitations in Terms of the Elements of $S$ and $T$

Here, the hmitations inherent in the pendulum system are studied First, define the plant $G$ and one possible stabilizing controller $K$ in terms of their elements that is $G=\left(\begin{array}{ll}g_{1} & g_{2}\end{array}\right)^{T}$ and $K=\left(\begin{array}{ll}k_{1} & k_{2}\end{array}\right)$ where $g_{1}, g_{2}, k_{1}$ and $k_{2}$ are scalar transfer functions Notice that thev are functions of the compley variables The dependence on $(s)$ of transfer functions is not shown explicitly Thus, the loop gam $L$, at the output is

$$
L_{o}=G K=\left(\begin{array}{ll}
g_{1} h_{1} & g_{1} k_{2}  \tag{921}\\
g_{2} h_{1} & g_{2} k_{2}
\end{array}\right)
$$

Thus, it can be shown, usıng simple algebra that

$$
S_{o}=\left(I+L_{o}\right)^{-1}=\frac{1}{1+g_{1} k_{1}+g_{2} k_{2}}\left(\begin{array}{cc}
1+g_{2} k_{2} & -g_{1} k_{2}  \tag{922}\\
-g_{2} k_{1} & 1+g_{1} k_{1}
\end{array}\right)
$$

and

$$
\begin{align*}
T_{o} & =I-S_{o}=\frac{1}{1+g_{1} k_{1}+g_{2} k_{2}}\left(\begin{array}{cc}
g_{1} k_{1} & g_{1} k_{2} \\
g_{2} k_{1} & g_{2} k_{2}
\end{array}\right) \\
& =\frac{g_{1} k_{1}}{1+g_{1} k_{1}+g_{2} k_{2}}\left(\begin{array}{cc}
1 & \frac{k_{2}}{k_{1}} \\
\frac{g_{2}}{g_{1}} & \frac{g_{2} k_{2}}{g_{1} k_{1}}
\end{array}\right) \tag{923}
\end{align*}
$$

To understand the limitations on $S$ and $T$, these functions can be rewritten in terms of the numerator and denominator of the scalar transfer functions involved The result is as follows

$$
S_{o}=\frac{1}{\operatorname{den}}\left(\begin{array}{cc}
\left(d_{g 2} d_{k 2}+n_{g 2} n_{k 2}\right) d_{g 1} d_{k 1} & -n_{g 1} n_{k 2} d_{g 2} d_{k 1}  \tag{924}\\
-n_{g 2} n_{k 1} d_{g 1} d_{k 2} & \left(d_{g 1} d_{k 1}+n_{g 1} n_{k 1}\right) d_{g 2} d_{k 2}
\end{array}\right)
$$

and

$$
T_{o}=\frac{1}{\operatorname{den}}\left(\begin{array}{cc}
n_{g 1} n_{k 1} d_{g 2} d_{k 2} & n_{g 1} n_{k 2} d_{g 2} d_{k 1}  \tag{925}\\
n_{g 2} n_{k 1} d_{g 1} d_{k 2} & n_{g 2} n_{k 2} d_{g 1} d_{k 1}
\end{array}\right)
$$

and

$$
\begin{equation*}
\operatorname{den}=d_{g 1} d_{g 2} d_{k 1} d_{k 2}+n_{g 2} n_{k 2} d_{g 1} d_{k 1}+n_{g 1} n_{k 1} d_{g 2} d_{k 2} \tag{926}
\end{equation*}
$$

where $n_{g ı}$ and $d_{g \imath}$ are the numerator and denominator, respectively, of $g_{2}$ Sımılarly, $n_{k \imath}$ and $d_{k ı}$ are the numerator and denominator, respectively, of $k_{\imath}$

Recall Equations (2 124 ) and (2 125 ) Then, the following conclusions can be drawn from Equations (9 24 ) and (925)

- First, notice that den is a Hurwitz polynomial ( 1 e no roots in the CRHP)
- The element $(1,1)$ of $S_{o}$ has a zero at the origin as is usuallv the case, due to $d_{g 1}$
- The magnitude of the off-diagonal elements of $S_{o}$ and $T_{o}$ are the same
- The element $(2,2)$ of $S_{o}$ does not necessarilv have a zero at the orıgın, which makes more difficult the attenuation of low-frequencr disturbances on this channel
- The element $(1,1)$ of $T_{o}$ and the element (12) of $S_{0}$ and $T o$ have at least one RHP zero Hence following a sımılar procedure to that of $[17, \S 4]$ it can be shown that these elements have an upper bound on its achievable bandwidth
- Because of this upper bound on the element (12) and the fact that it does not have any zero at the origin, it can be concluded that there is a range of frequencles for which $S_{o 12}$ and $T_{o 12}$ are greater than or equal to one It follows that interactions on this channel cannot be avoided, which from a physical point of view is clear, since a deflection of the pendulum has to affect the position of the cart
- The element $(2,2)$ of $T_{o}$ has two zeros at the origin, due to $n_{g 2}$ and $d_{g 1}$
- $T_{o}$ is a singular transfer matrix (see Equation (923)), which means that the minımum singular value is zero (up to numerical precision in Figure 86 )
- A change on either the numerator or denominator of one of the elements of the controller will affect several elements of $S_{0}$ and $T_{o}$ This makes the selection of weights more difficult since one change in one of the elements of the weights will affect the overall $S_{0}$ and $T_{0}$

Also notice that the response of the system $Y(s)$ to an input $R(s)$ is given by the complementary sensitivity function, thus

$$
\binom{y_{1}}{y_{2}}=\left(\begin{array}{cc}
T_{o 11} & T_{o 12}  \tag{927}\\
T_{o 21} & T_{o 22}
\end{array}\right)\binom{r_{1}}{0}=\binom{T_{o 11}}{T_{o 21}} r_{1}
$$

Hence, the response of the system (cart and angle position) to a command input $r(s)$ is determined by the first column of $T_{o}$

### 9.3 Input vs Output Properties

The algorithm given in Section 82 is based on an optimization at the plant input and output Here, a discussion of the mput and output properties is given in order to understand better the implications of such optimization It will become clear that the input optimization is not independent of the output This coupling presents design difficulties

First define the plant/controller alignment angle as

$$
\begin{equation*}
\phi(\jmath w)=\arccos \left(\frac{|K(\jmath w) G(\jmath u)|}{\|K(\jmath w)\|\|G(\jmath w)\|}\right) \tag{931}
\end{equation*}
$$

where $K(\jmath w) \neq 0$ and $G(\jmath w) \neq 0$ and $\jmath u$ is nether a pole of $K(s)$ nor $G(s)$ The alıgnment angle satısfies $\phi(\jmath w) \in\left[0^{\circ}, 90^{\circ}\right]$ To analyze the alıgnment angle at a pole use the numerator polynomial of a right coprime factorization of the plant The following two theorems are taken from [36] The norm used in the theorems is the Euclidean norm

Theorem 931 The closed loop transfer functions satisfy

$$
\begin{align*}
\left\|S_{o}\right\| & \leq \sqrt{1+\left|T_{\imath}(\jmath w)\right|^{2} \tan ^{2} \varphi(\jmath u)}+\left|S_{\imath}(\jmath w)\right|  \tag{92}\\
\left\|S_{o}\right\| & \leq \max \left\{1,\left|S_{\imath}(\jmath w)\right|\right\}+\left|T_{\imath}(\jmath w)\right| \tan \odot(\jmath u)  \tag{933}\\
\left\|S_{o}\right\| & \geq \max \left\{\sqrt{1+\left|T_{\imath}(\jmath w)\right|^{2} \tan ^{2} \phi(\jmath w)},\left|S_{\imath}(\jmath w)\right|\right\}  \tag{934}\\
\left\|T_{o}\right\| & =\frac{\left|T_{\imath}(\jmath w)\right|}{\cos \phi(\jmath w)}  \tag{935}\\
\text { and } & \\
\left\|K(\jmath w) S_{o}(\jmath w)\right\| & =\frac{\left|T_{\imath}(\jmath w)\right|}{\cos \phi(\jmath w)\|G(\jmath w)\|} \tag{936}
\end{align*}
$$

Theorem 932 The off-diagonal elements of $T_{o}(\jmath w)$ satzsfy the bounds

$$
\begin{equation*}
\left|T_{o 12}(\jmath w)\right|+\left|T_{o 21}(\jmath w)\right| \geq\left|T_{2}(\jmath w)\right| \tan \phi(\jmath w) \tag{937}
\end{equation*}
$$

and, for $\imath \neq \jmath$

$$
\begin{equation*}
\left|T_{o \imath \jmath}(\jmath w)\right| \leq \frac{\left|T_{\imath}(\jmath w)\right|}{\cos \phi(\jmath w)}\left(1+\left|\frac{p_{\jmath}(\jmath w)}{p_{\imath}(\jmath w)}\right|^{2}\right)^{-1 / 2} \tag{938}
\end{equation*}
$$

Proof See [36]

Thus, the sensitivity functions at the output of the plant, $S_{o}$ and $T_{o}$, are not independent of those at the input of the plant, $S_{2}$ and $T_{2}$ Thev depend on plant/controller alignment as well as the magnitude of $S_{1}$ and $T_{1}$ Notice, from Equation (935), that alıgnment is important at frequencies where $\left|T_{\iota}(\jmath w)\right| \geq 1$ That is it is important at frequencies smaller than the bandwidth of $T_{2}(\jmath w)$, since at higher frequencies $\left|T_{2}(\jmath w)\right| \ll 1$ and therefore the effect of a bad alignment 15 attenuated Bad alignment means $\phi(j u) \approx 90^{\circ}$, and good' alıgnment means $\phi(\jmath u) \approx 0^{\circ}$

It can also be concluded, from Theorem 932 , that bad alıgnment will give higher closed loop interactions, since at least one of the off-diagonals elements of $T_{o}$ will have relatively high gain From the conclusions about limitations given in Section 92 it can be seen that for the pendulum, the element (12) will tend to have a higher gain than the element (21) beng even higher when the alignment is bad Hence, interactions of this system are difficult to avord flso, notice that the interactions may be very sensitive to small variations of the alignment angle, since $\tan \phi$ increases linearly with small variations of $\phi$ from zero whereas, $\cos \phi$ is not that sensitive regarding these variations

Unfortunately, achieung perfect alignment is not easy, specially if the plant directions change considerably with frequency, as discussed in [37] The pendulum system changes direction in the frequencr range from 1 to $10 \mathrm{rad} / \mathrm{sec}$ as shown in Table 91 This shows that the system will tend to have large peaks on $S_{o}$ and $T_{o}$ within this range Indeed, during the design of several controllers for this plant,
the system always presented high peaks on these functions within this range Figure 91 shows the variation of the plant/controller alignment with respect to frequency when using the controller obtained with the weights of Equation 843 This shows that alignment is not easily achieved when the direction of the plant varıes considerably

| Frequency $(w)$ | 01 | 1 | 5 | 10 | 100 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Direction | $\left(\begin{array}{c}-1 \\ 0\end{array} \mathbf{0 0 0 9}\right)$ | $\binom{-0996}{0}$ | $\left(\begin{array}{c}-088 \\ 0779 \\ 0779\end{array}\right)$ | $\binom{-043}{09}$ | $\binom{-0345}{0938}$ |

Table 91 Frequency vs direction of the plant


Figure 91 Frquency vs plant/controller alignment

### 9.4 Discussion

It is shown from a MIMO point of view that the pendulum system has strong limitations imposed by RHP poles As is well known, these limitations cannot be avorded, no matter what control design approach is used In fact, several control design methodologies were used to design controllers for the pendulum, among
these are $\mathrm{LQR}, \mathcal{H}_{2}$ using the approaches of Chapter $8, \mathcal{H}_{2}$ using the Robust Control Toolbox [30], one-loop-at-a-tıme (Chapter 6) and with all of them these limitations were noticeable

Also, it is shown that the relation between the sensitivity functions at the input and output depend on the plant/controller alignment But this rases important questions How choose the weights so that a 'good" alggnment is achieved' Is it possible to use alignment as a measure of system quality, since it clearly varies with scaling, and with the choice of units for the two system outputs?

## Chapter 10

## Discussion and Conclusions

In this thesis some multivariable design approaches were presented The inverted pendulum was used as an application example It is a non-linear unstable plant characteristics that make it useful for analyzing design methods and trade-offs in control systems design

Several different approaches were discussed The first two approaches were based on one-loop-at-a-tıme SISO design The second one was better because it was designed tahing into consideration the inherent limitations and trade-offs in the system The third approach was based on a non-linear method Gain Scheduling which was combined with the one-loop-at-a-time technique The fourth was a full 2-norm-optımızation MIMO approach Among all controllers implemented the Gain Scheduled (GS) controller gave the best performance for this specific system The author beheres that the reason for this is that this method tahes into consideration some nonlinearities of the plant One of the most attractive advantages of the GS approach is its simplicity compared with other design methods for non-linear systems since in the design stage it mahes use of linear system theory

The importance of analysing the fundamental limitations that evist in any system was also discussed, since these limitations were found to give more insight and gudelines on how to improve the performance of the final closed-loop

Also, a multivariable $\mathcal{H}_{2}$ optımization approach was studied The method presented in this thesis is based on a frequency domain approach This feature makes
it more transparent in the sense of analysing and interpreting the algorithm, since all the steps are based on linear algebra unlike many other algorithms which depend on the solution of a Riccati equation The algorithm given in [25] is one of the most popular methods for solving the $\mathcal{H}_{2}$ problem, but it is based on several assumptions and conditions that the plant has to obey, 1 e stability and detectability of some state space matrices and the choice of the weighting matris $W_{s}$ is restricted to strictly proper transfer functions The only condition that the algorithm presented here has to obey is that the matrices $\Lambda$ and $B_{12}$ are stricth proper Furthermore, the weight $W_{s}$ can be biproper as long as $\Lambda$ and $B_{12}$ are strictly proper This gives more flevibilits in the choice of the weights However the main disadvantage with this algorithm is that the implementation is not eass in cases were the plant is complex or with high order In those cases serious numerical difficulties were encountered flso commercially avanlable software (1 e Robust Control Toolbox [30]) was used to design $\mathcal{H}_{2}$ controllers It uses a state-space approach It was slightly less fleuble since it has some restrictions on the plants and weights to which it can be applied Once these restrictions were fulfilled, this software presented no numerical problems However, it has the disadrantage that the set of possible weights was reduced In general, the results were broadly similar to the author's frequencr domain software
ts mentioned above, the GS approach was found to be very effective for the pendulum system since it it deals with non-linearities of the plant, which is an important characteristic of this system The $\mathcal{H}_{2}$ MIMO approach was taken because it was expected to give better results than the one-loop-at-a-time approach since it can deal rigourously with multivariable aspects such as interactions or coupling In practice the designed $\mathcal{H}_{2}$ controllers stabilized the system, but the performance was not very good The conclusion is that the impact of non-linearities outweighed the benefits of a full MIMO optimization design For future work, the combination of $\mathcal{H}_{2}$ and Gain Scheduling would be an obvious direction forward

The $\mathcal{H}_{2}$ approach is still a useful tool for designing multivariable systems However, it relies on the proper choice of weights This task is much more difficult when the plant presents high interactions or strong limitations, specially those
coming from RHP poles or zeros The real theoretical problems seem to be how to select good weights and how to treat non-linearities using $\mathcal{H}_{2}$ control One reason for this is that the benefits that would be expected from a full MIMO optımızatıon-based desıgn may not be realized in practice because of the difficulties in weight selection Thus, it would be desirable to study in more depth the relation of the weighting functions to some properties of the closed-loop system, such as the relation of weights to plant/controller alignment and/or the relation with respect to some stability margins tlso, it would be desirable to have more theoretical methods and algorithms for the GS approach, since most of the ex1sting literature is based on ad hoc methods or approaches that are not easy to apply
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