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AN INVESTIGATION INTO GLOTTAL
WAVEFORM BASED SPEECH CODING

C.J. BLEAKLEY

ABSTRACT

Coding of voiced speech by extraction of the glottal waveform has shown promise 1n improving
the efficiency of speech coding systems This thesis describes an mvestigation 1nto the performance of
such a system

The effect of reverberation on the radiation impedance at the lips 1s shown to be neghgible under
normal conditions Also, the accuracy of the Image Method for adding artificial reverberation to
anechoic speech recordings 1s established

A new algonthm, Pre-emphasised Maximum Likelihood Epoch Detection (PMLED), for Glottal
Closure Instant detection 1s proposed The algorithm 1s tested on natural speech and 1s shown to be both
accurate and robust

Two techmques for glottal waveform estimation, Closed Phase Inverse Filtering (CPIF) and
Iterattve Adapuve Inverse Filtering (IAIF), are compared In tandem with an LF model fitting
procedure, both techniques display a lmgh degree of accuracy However, IAIF 1s found to be shghtly
more robust.

Based on these results, a Glottal Excited Linear Predicive (GELP) coding system for voiced
speech 1s proposed and tested Using a differential LF parameter quantisation scheme, the system
achieves speech quality similar to that of US Federal Standard 1016 CELP at a lower mean bit rate

while incurning no extra delay



CHAPTER 1

INTRODUCTION

1.1 AIMS OF THE THESIS

Glottal waveform processing has shown promise 1n mncreasing the efficiency of speech coders
[Hedelin, 1984, 1986}, improving the naturalness of speech synthesisers [Rosenberg, 1971, Holmes,
1973] and increasing the accuracy of recogmtion systems [Blomberg, 1991] This thesis aums to
mvesugate the performance of existing techmques and proposes new methods for glottal waveform
processing In particular, the thesis focuses on the applicauon of glottal processing techniques to the
problem of low bit rate speech coding

To thus end, four main studies have been undertaken Firstly, models for representing the effects
of reverberaugn on the recorded speech signal are wnvestigated This study 1S made with special
reference to the mmpact of reverberation on the accuracy of glottal waveform esumation by nverse
filtering Secondly, an improved method for 1dentfication of the Glottal Closure Instant (GCI) from the
speech signal 1s proposed and tested Thirdly, two algonthms for glottal estumation, Closed Phase
Inverse Filtering (CPIF) [Berouu, 1976, Wong et al , 1979, Deller, 1981] and Iterauve Adapuve Inverse
Filtering [Alku, 1992a,b,c], are evaluated Fourthly, a Glottal waveform Excited Linear Prediction
(GELP) coding system for voiced speech 1s developed The performance of the system, in comparison
with that of three standard conventional coders, 1s assessed experumentally

It 1s behieved that the research described herein will aid system developers 1n algorithm selecuon
and will give direction to future research in the area Although the thests focuses on techniques for
speech coding, the results of the mvesugation are, nevertheless, of relevance to the related areas of

speech synthesis and recognition

12 PLAN OF THE THESIS
The thests contains eight chapters and three appendices Broadly speaking, Chapters two and
three provide background matenal concerming speech coding and glottal processing, Chapters four

through seven present origsal research wnto glottal processing and Chapter eight concludes the thesis

Chapter 2 Background Theory

This chapter presents an overview of the pnnciples of speech coding It 1s intended to provide a
context for the research descnbed tn the remainder of the thesis Three main topics are covered - the
physiology of the human speech production system, models for the system and techniques for speech
coding

The anatomy of the speech production system 1s described briefly and the physiological processes
mvolved in generaung speech are expiained Modelling the system 1s discussed with special reference to

the source-filter theory and the Linear Predicuon vocal tract model Current speech coding techniques



are detailed, together with the standards based upon them Lastly, the state of the art in speech coding 1s

]
assessed, focusing on methods for low bt rate transmission

Chapter 3 Focal Theory

Theory directly concerned with glottal waveform based speech coding 1s dealt with in Chapter 3
The chapter covers five areas - the fundamentais of glottal processing, methods for glottal waveform
estunation, models for the voice source, techmques for determiming the GCI and a summary of glottal
processing applications

The prninciples and assumptions underlying glottal processing are examuned The two main
approaches to glottal waveform esumaton, inverse filtering and joint source-tract esiumation, are studied
with reference to the hiterature Sumilarly, dynamic and flow models for the voice source are reviewed
Methods for idenuficanon of the GCI are considered in three sub-secuons These cover
electroglottography, epoch detection and closed phase detecuon Lastly, the application of glottal
processing techniques to the problems of speech synthesis, recogmion and coding 18 descnibed In

particular, the literature regarding glottal based speech coding 1s reviewed 1n detail

Chapter 4 Reverberation Modelling

Chapter 4 studies models for representing the effects of reverberauon on speech recordings made
m a typical room Two effects are considered - the vanation of the radiation impedance at the lips and
the inclusion of sound reflections in the signal received at the microphone

The vanauon of the lip radiation impedance 1s studied by developing theory for predicting the
effect of reverberaton on the radiation impedance at a vibrating piston set i an infinite baffle The
theory 1s confirmed by companng the results of Monte Carlo simulations with measurements of the
radiation mmpedance vanation at a loudspeaker The venfied theory 1s applied to the problem of
predicting the lip radiaton impedance vanation which occurs 1n normal enclosures

Reverberant speech material can be generated by convolving anechoic speech signals with typical
room inpulse responses One convenient method for creaung these responses 1s the Image Method of
Allen and Berkley [Allen and Berkley, 1979] The accuracy of the Image Method 1s studied by
companng artficially generated room umpulse responses with measured responses The Image Method

1s employed throughout the remainder of the thesis for the generauon of reverberant speech matenial

Chapter 5 Glottal Closure Detection

A new and improved method for GCI identification 1s proposed in Chapter 5 The nadequacies of
the previous method, Maximum Likehhood Epoch Detection (MLED) [Cheng and O'Shaughnessy,
1989], are illustrated and the ncreased rehability of the new system, Pre-emphasised Maximum
Likelihood Epoch Detection (PMLED), 1s established The performance of the new techmque 1s
evaluated across a vanety of speech matenal, both male and female, and assessed under condizons of

noise and reverberation



Chapter 6 Glottal Waveform Extraction

The performance of two exisung aigonthms for glottal waveform estimation, CPIF and IAIF, 1s
evaluated in Chapter 6 The two methods are tested in conjunction with an LF model [Fant et al , 1985]
fitung procedure for glottal waveform parametentsauon The accuracy and robustness of the techmques
are assessed m experuments mnvolving the processmng of voiced speech recorded by subjects of both sexes
under noisy and reverberant condiions The LF parameters extracted in this way are compared with the

results of previously published studies and are discussed 1n this context.

Chapter 7 Glottal Excited Speech Coding

Chapter 7 proposes a GELP coding system and evaluates 1ts performance compared with that of
three standard conventional coders

The GELP system models voiced speech as an LF glotial waveform excitauon applied to a Linear
Predicuon vocal tract filter The GELP encoder detects the GCI by the new PMLED method and
esumates the glottal excitation during voiced speech by mnverse filtering The LF model 1s fitted to the
esumated waveform and the LP synthesis filter 1s determined by an ARX procedure [Astrom and
Eykhoff, 1971] Two configurations of the coder are tested - one using CPIF and the other employmng
IAIF A vanable rate quantusation scheme is developed whereby the LF parameters are encoded
differentially on a period-by-penod basis

The speech quality, bit rate and robustness provided by the GELP system 1s compared empincally
to those of LPC-10, CELP and GSM The test data used 1n the investigation consists of conunuous all-
voiced male and female speech with added white noise and reverberation The speech quality provided
by the systems 1s evaluated using an objectuve quality measure, the Bark Spectral Distorion (BSD)
{Wang et al, 1992] Lastly, the performance of the GELP system 1s discussed and contrasted to that of
the standard techniques

Chapter 8 Conclusion
A bnef summary of the thesis 1s gtven 1n Chapter 8 Following this, the contributions made by the

invesugauon are assessed and the thesis concludes with a number of suggesuons for future research

Appendices

Three appendices are included at the end of the document The first two are copies of papers
which were wnitten by the author and published dunng the course of thts investigation Although they do
not directly pertain to the main thrust of the thesis, they are relevant and have been included for this
reason The third appendix concerns the capture of the speech test data used in the mvesugation

Appendix A repnnts the paper "The vanation of the hp radiation umpedance 1n a reverberant
enclosure” which was onginally published in the Proceedings of the European Signal Processing
Conference (EUSIPCO) 1994, vol 3, pp 1689-1692

Appendix B reprints the paper "New formulae for predicung the accuracy of acousucal
measurements using the averaged m-sequence correlation technque” which was onginally pubhished 1n

the Journal of the Acoustical Society of America, 1995, vol 97, no 2, pp 1329-1332



Appendix C describes the recording of the speech material and suppiies an explanaton of how

the noisy and reverberant test data was created



CHAPTER 2

BACKGROUND THEORY

21 INTRODUCTION

This chapter presents an overview of the pnnciples and techniques of digital speech coding
Three main elements are considered - the anatomy and physiology of the human speech producuon
system, digital models for that system and techniques for speech coding

The anatomy of the human speech production system 1s described, together with an explanation
of the acoustic processes nvolved in speech production In particular, the two marn types of excitation,
voiced and unvoiced, are detailed

In this context, the source-filter theory of speech production, which underlies most of today's
speech processing systems, 1s presented The main discrete-ume models for the human speech
producuion system are covered Special attention 1s paid to the lossless tube and Linear Predicuon vocal
tract models As will be seen, the Linear Predicuon model 1s the foundatton of the vast majority of low
rate speech coding systems

Finally, the main methods of speech coding are presented, together with the standards based upon
them The present state of the art i speech coding 1s assessed, especially those coding techmques
currently under mvesugation by the speech research community

The chapter 1s divtded 1nto five sections - this introduction, a description of the physiology of the
buman speech production system, a description of the acousuc theory of speech producton, an overview

of speech coding and a conclusion

2.2 PHYSIOLOGY OF THE SPEECH PRODUCTION SYSTEM

For the development of efficient speech processing systems, an understanding of the human
speech production system 1s essential The means by which we generate speech sounds 1s determined by
the anatomy of our vocal mechanmisms In turn, the nature of the sounds generated 1s determined by the
acoustic processes within those mechanisms To explan these 1tems clearly, this section 1s divided into
four sub-sections The first descnbes the anatomy of the speech production system, the second describes
how speech 1s actually produced by the system, the third covers the various types of excitations used in
producing speech sounds and the fourth sub-section fooks in detaul at the voiced excitation

For further informaton see [Fant, 1970, Flanagan, 1972, Ladefoged, 1975, Rabwner and Schafer,
1978, O'Shaughnessy, 1987, Deller et al, 1993)

2.2.1 Anatomy

By defimtion, the speech signal 1s an acousuc sound pressure wave that 1S generated by the

movements of the anatomical structures which make up the human speech production system
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Fig 2 1 shows the anatomy of the human vocal mechanism The organs of the system, that 1s, the
larynx, vocal tract and nasal tract, generﬁté' the speech signal by modulating air flow from the lungs The
largest organ of the system, the vocal tract, has an average length of about 17 cm 1n an adult male and
roughly 14 cm 1n an adult female Movements of the vocal apparatus or articulators (e g the lips,
tongue, jaw, etc ) effect changes 1n the shape of the vocal tract, the cross-secuonal area of which can
vary between zero (closure) and 20 cm? ormore The cross-sectional area of the nasal tract 1s fixed, with
a length of roughly 12 cm 1n an adult male Acoustic coupling between the vocal and nasal tracts 18
controlled by the velum The velum can be opened or closed to permit or prevent sound propagation
through the nasal ract.

A cross-section of the larynx 1s shown in Fig 22 The function of the larynx 1s to provide a
pentodic or voiced excitation 1o the rest of the speech production system It achieves this by repeatedly
opening and closing the vocal folds, altenately permittung and prevenung air flow tnto the vocal tract
The folds themselves are a pair of elastic bands ¢f muscle and mucous membrane that stretch over the
trachea or windpipe from the thyroid cartilage in the front to the arytenoid cartilage at the back The
thyroid cartifage can be seen at the front of the neck and 1s commonly known as the Adam's apple The
cartilage of the larynx is held together by a network of ligaments and membranes that control the
positioning of the vocal folds dunng speech This posittoning determines the setting of the vocal folds,

1¢ open, clesed or vibraung, and the mode of therr vibration, 1 ¢ frequency and uming

2.2.2 Speech Production

To produce speech, air flow from the lungs 1s converted into an excitation signai This signal
excites the acoustic resonances of the vocal tract cavaty and, if the velum 1s open, those of the nasal
cavity The nature of the vocal tract resonances 1s determined by the shape of the cavity Thus, the
resonances can be controlled by the posiioming of the articulators The resonances or formants are
perceived by the listener as high concentrauons of acoustic energy at certain frequencies It 1s by the
pattern of these formants that the listener determines the phonetic content of the utterance So, for
example, the vowel [1] of the word "he" can be disinguished from the vowel [&] of the word "had"
because thewr formant patterns are different In tum, the formant patterns for the two vowels differ
because they are generated using dissimilar vocal tract configurauons The [1] sound 1s produced by a
high tongue positon at the front of the mouth, while the [&] sound 1s generated using a low tongue
position Note that the International Phonetic Alphabet (IPA) symbols used herein represent a speaker of
Bntsh English

The nasal cawity, 1f acoustically coupled to the vocal tract, ntroduces anti-resonances into the
speech signal This 1s perceived by the hstener as nasalisation and leads to a specific class of speech
sounds, known as the nasals (e g {m] and [n])

In summary, the speaker provides lingwisic information to the hstener by controlling the

excitation to, and the position of, the articulators of the speech production system



2.2 3 Excaitation Types

There are two fundamental excitauon types, voiced and unvoiced, and three lesser types, mixed,
whasper and plosive

Voiced sounds are produced by forcing atr through the larynx or glotus The tension in the vocal
cords 1s adjusted so that oscillations are set up and maintatned This periodic interruption of the air flow
from the lungs results 1n quasi-pertodic puffs of air that excite the vocal tract This process is known as
phonation and occurs dunng all vowels and some consonants (e g [w], [1] and [m])

Unvoiced sounds are formed by forcing atr through a constricuon in the vocal tract This causes
wmrbulence 1n the air flow, which 1s perceived by the listener as a "hissing” or noisy sound Unvoiced
excitation 1s used for all the fricatives (e g [s] and [f])

The two fundamental excitations can be combined to produce a mixed excitation This mvolves
sumultaneous use of the voiced and unvoiced excitations, leading to a class of sounds known as the
voiced fricatives (¢ g {z])

A whisper 1s created by forcing ar through a partually open glottis to excite an otherwise
normally articulated utterance The air flow constricuon at the glotus creates a turbulent or noisy
excitation which replaces the normal voiced excitauon to give a glottal fricauve A related form of
voicing 1s the breathy voice type This occurs durning voiced speech when the glotis undergoes
mcomplete closure Thus, a hissing excitaton 1s produced duning what would normally be the closed
phase

Plosive sounds are produced by closing the vocal tract completely, allowing air pressure to build
up behind the closure and suddenly releasing 1t Plosives can be further categonised based on whether the
sound following them 1s voiced or unvoiced For example, the sound [t] 1s an unvoiced plosive, while [b]

from "boot” 1s a voiced plosive

2.2.4 Voice Production

The myoelastic/acrodynamic theory of phonation descnbes how the voiced excitation 1s generated
[van den Berg et al , 1957, van den Berg, 1958] The process 1s tllustrated by the sequence of laryngeal
cross-sections 1n Fig 2 3 Imually, the vocal cords are closed and air pressure builds up below the larynx
due to the contraction of the lungs (Fig 2 3 (a)) This pressure forces the cords apart (Fig 2 3 (b) and
(c)) and air flows through the sht-like opening (Fig 2 3 (d)) Due to the giottal constriction, the air flow
has a large velocity As a result of the Bemoulls effect, a negative pressure 1s generated This force
coupled with the elastic tension of the cords, pulls the folds back together again (Fig 2 3 (e)) The glotts
15 again closed (Fig 2 3 (f)) and, as before, air pressure builds up below the vocal folds (Fig 2 3 (a)) In
thrs way, vocal fold vibration 1s set-up and mamntained The air flow increases and decreases pertodically
mn sympathy with the opening and closing vocal folds

The rate and iming of vocal fold vibration 1s controlled by the tension and spreading of the vocal
cords plus the air pressure 1n the lungs The fundamental frequency of the vibration les, typically n the
range 50-250 Hz for an adult male and 120-500 Hz for an adult female [Deller et al , 1993] The timing

of the vibration affects the overall shape of the glottal volume velocity waveform This includes the skew
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Fig 2 3 Sequence of cross-sections of the larynx llustrating a complete glottal cycle
[after Deller et al , 1993]

of the pulse, the rate of glottal opening, the rate of closure, the maximum flow and the ratto of the glottal
closed phase to open phase In combination, these factors control the excitauon waveform and provide
the listener with informatuon on the speaker's meaning, identity and emouonal state [Cummings and
Clements, 1990, 1992, Childers and Lee, 1991]

2.3 MODELLING SPEECH PRODUCTION

For effecuve machine processing of speech, mathematical models of the speech producuon
systems must be developed These models attempt to represent the speech production process in an
accurate and efficient manner allowing for automatic synthesis, recogmtion and coding

The section 1s sphit into four sub-secttons In the first, the basic acoustic theory of speech
production, which 1s the comerstone of most speech processing systems, 15 descnbed In the remaining
three sub-sections, the main components of most speech production models are detailed These are the

excitanon, vocal tract and hip radiation models

2 3 1 Acoustic Theory of Speech Production

As can be seen from the previous section, the human speech productzon mechanism 1s a complex
system incorporaung a large number of component parts To fully represent such a system would
require a large set of equations descnbing the physical process of air propagation within the vocal
mechamsm [Sondhi, 1974] Such a umversal theory would require the characterisation of such elements

as the ume-varymng vocal tract shape, the ime-varying vocal folds, nasal coupling, subglottal coupling,



viscous fnicuon, heat conduction, wall loss and low-viscosity compressible fluid mechanics Such a
theory has not yet emerged

The most commonly used approximation to the speech production system 1s the so-called source-
filter theory [Fant, 1970] In this, the excitation signal, the vocal tract filter (incorporating the effects of
nasalisation) and the lip radiation function are constdered to be separable hnear systems which are
short-ume nvanant. Thus, in the z-domain, the speech pressure signal S(z) can be calculated from the
volume velocity excitation G(2), the vocal tract filter H(z) and the lip radiation R(z)

S(Z)=G(Z)H(Z)R(Z) @21

The model assumes that there 1s no coupling between the sub-systems and that there ts planar
sound propagation within the vocal tract Neither of these assumptions 1s, i fact, vaiid for the real
speech productuon process [Teager and Teager, 1990] However, the simphficatons which they allow
have facilitated the development of computationally feasible techmques for speech modelling, coding
and synthesis In general, systems built on the source-filter theory have shown good performance in

everyday applicauons

2.3.2 Exatation Modelling *

The two fundamental types of excitation, voiced and unvoiced, are generally represented using
models of the excitation waveforms

In the case of the voiced excitauon, the quasi-pentodic glottal sagnal has been represented by very
sumple and very complex models The sumplest model 1s a train of umpulses at the fundamentai period of
phonation [Tremain, 1982] More accurate models, such as the LF model, parametenise the glottal
waveshape and reproduce the uming detals of the glottal excitation as well as the pitch period
[Rosenberg, 1971, Fant et al, 1985] Still more complex models attempt to sunulate the movement of
the vocal cords and the fluid flow through them, often including vocal tract and subglottal coupling
effects [Ishizaka and Flanagan, 1972, Ananthapadmanabha and Fant, 1982, Titze, 1989) Studies 1n
speech perception suggest that accurate modelling of voiced speech 1s crucial for natural sounding
coding and synthesis systems [Borden and Hamns, 1980]

The turbulent unvoiced excitation 1s most commonly represented by a white noise source with
controllable gain Since the human ear 1s insensiuve to the details of the unvoiced excitation, this sumple
model 1s effecuve for synthesising unvoiced speech

The remaming excitations, mixed, plosive and whisper, are frequently ignored 1n the speech
production model When they are inciuded, they are normally represented by a combinauon of the

voiced and unvoiced excitatons

2.3 3 Vocal Tract Modelling

One of the most intuitive vocal tract representations 1s the lossless tube model [Chiba and
Kajiyama, 1941, Dunn, 1950, Stevens and House, 1955, 1961, Fant, 1970, Lindbolm and Sundberg
1971} In thss, the vocal tract 1s considered as a sernies of concatenated lossless acoustc tubes, see Fig
24 The cross-sectonal areas of these tubes are chosen so as to approximate the cross-section of the real

vocal tract Assuming that one-dimensional planar propagauon of sound occurs within the tract, an

10
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and Schafer, 1978, Deller et al, 1993] ,The assumptions and approxumations intrinsic to the model are

more than made up for by its flexibility and computational tractability

2.3 4 Lip Radiation Modelling

The volume flow signal at the lips 1s radiated 1n the form of an acoustic pressure wave At low
frequencies, the radiaung area of the mouth can be assumed to have a velocity distibution that 1s
uniform and co-phasic [Flanagan, 1972] Therefore, the radiaung area 1s roughly equivalent to a
vibrating piston set in a baffle corresponding to the head

The most accurate representation of the lip radiation function 1s the piston 1n a sphernical baffle
model [Morse and Ingard, 1962] Unfortunately, the mathematical expression for this funcuon 1s
complex and cannot be expressed 1n closed form More commonly used are the first terms of the series
expansion for the radiation 1umpedance of a piston 1n an nfinite baffle (Flanagan, 1972]

The gross effect of the radiation funcuon s to apply a +6 dB/octave emphasis to the flow signal at
the lips In the digital domain, this can be represented by a first order differentuation

R(z)=1-apz! @5

where 2y~ 09 Although more complex z-domain models, in which the radiation funcuon depends on
the lip area do exist [Laiwne, 1982], the sunple differentation model 1s by far the most common

Frequently i studies of the glottal excttation, the differenuation effects of the lip radiauon
function are apphed directly to the glottal volume velocity signal [Fant et al, 1985] This entails
representing the glottal excitauon by the differentiated volume velocity and removing the radiation
functuon altogether In this study, the differentiated glottal volume velocity signal 1s referred to as the

glottal excitation or glottal waveform

2.4 SPEECH CODING

Due to world-wide demand for advanced telecommunication systems, speech coding remains an
area of intense research acuwity [Jayant, 1990, Gersho, 1994, Rabner, 1994] The continuing goal of
this research 1s to transmiat high quality speech at a low bat rate

Coding systems mumprove the efficiency, and hence reduce the cost, of speech transmisston and
storage However, coding ncurs extra costs, tn terms of the once-off purchase of the encoding and
decoding units The two main applications for speech coding are voice messaging, where disk space
must be conserved, and cellular telephony, where bandwidth must be conserved Today's commercial
coding systems range from low complexity, high bit rate waveform coders to high complexity, low bit
rate vocoders Some of the most common systems are described below

Virtually all speech coding systems are lossy, that s, the decoded speech waveform 1s not the
same as the encoded waveform The key to efficient coding 1s to preserve only the sound information
which 1s perceptually important to the listener As well as this, coders are optumised so as to reproduce
high quatity speech Other sounds, such as music, need not be so well represented Nevertheless the

coding process should under no circumstances ntroduce annoying artefacts
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Natural Mu-law ADPCM LD- GSM CELP LPC
Speech PCM CELP 10e

Fig 2 6 Histogram of Mean Opinuon Scores achieved by standard speech coding systems
[after Rabiner, 1994]

Speech coding systems generally operate at a sampling frequency of 8 kHz This allows the
reproduction of speech within the telephone bandwidth of 200 Hz - 3 4 kHz This bandwidth contains
the first four formants and 18 sausfactory for the transmassion of speech

Systems are normally assessed in terms of thewr transmission rate and speech quality Sumple
objecuve quality measures, such as the Signal to Noise Rauo (SNR), show poor performance tn
predicung the quality of the coded speech [Quackenbush et al, 1988] For coding purposes, 1t 1s not
important that the re-synthesised waveform matches the oniginal signal What is important 1s that the re-
synthesised speech sounds hike the ortginal To this end, subjective quahty measures such as the Mean
Opimion Score (MOS), are more effective n assessing the quality of a coding system The Mean Opinion
Score 15 a subjective evaluation of speech quality based on listening tests [IEEE, 1969] In these tests,
subjects are asked to rate coder performance as 1 (bad), 2 (poor), 3 (fawr), 4 (good) or 5 (excellent) The
mean rating 1s taken as the MOS The MOS of some of the coding systems described 1n this section are
shownmmFig 26

Recent, more complex objecve quality measures, such as the Bark Spectral Distortion [Wang et
al, 1992], which model the properues of the human auditory system, have shown promise m predicing
the quality of speech coders However, these measures have not yet been widely used due to the lack of

standards Doubtless, an accurate standard for objective quality assessment will eventually emerge

2.4.1 Waveform Coders

Waveform coders transmit speech data by encoding the speech waveform on a samplie-by-sampie
basis Although numerous waveform coding schemes have been proposed, the two most common
approaches are Pulse Code Modulatton (PCM) and Adaptive Differential Pulse Code Modulauon
(ADPCM)
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The sumplest of these systems 1s PCM In this, the amplitude of the speech waveform 1s sampled
at 8 kHz and the level 1s quantised to an 8 bit integer I\ion-umform quantisation (or companding) 1s
commonly used to umprove the quality of PCM The Telecommunications Standardisation Sector of the
International Telecommumcatnon Union (ITU-T) defined a PCM standard in 1972 [Jayant, 1990) This
standard provides high quality speech 4 3 MOS at a transmusston rate of 64 kb/s

Adaptive Differenual PCM achieves quality comparable to that of PCM at a lower rate by
exploiing some of the redundancies in the speech signal ADPCM uses a Linear Predicuon filter to
predict the next sample from previous samples The coefficients of the Linear Predictor are calculated by
the autocorrelanon method apphied over a block of samples The autocorrelation method determines the
Linear Prediction coefficients which give the mimmum mean squared error in predicting the speech
signal from previous samples The coefficients obtatned are quantused and transmitted to the receuver,
together with the difference between the actual signal and the predicted signal The overall ransmission
rate of the system 1s lower than PCM because, relauve to the raw speech signal, the difference signal has
a reduced dynamic range and so requires fewer bits for transmission The ITU-T standard for ADPCM 1s
G 721 [Jayant, 1990] Setn 1984, 1t has been rated as providing a MOS of 4 1 at 32 kb/s

2.4.2 Vocoders

Vocoders, or voice coders, attempt to charactense speech 1n terms of a speech production model
This requires frame-by-frame analysis of the speech signal and extractton of the parameters of the
model In general, low rate vocoders 1gnore the details of the speech waveform and reproduce the
perceptually important short-term spectral magnitude information The most common forms of vocoder
in use today uuhse a Linear Prediction vocal tract filter and a waveform excitauon model, as shown 1n
Fig 27 Four of the major coder types are described below - LPC-10, Residual Excited Linear Prediction
(RELP), Mulupuise LPC (MP-LPC), Regular Pulse Excuaton (RPE) and Code Excited Linear
Prediction (CELP)

LPC-10 1s based on an extremely sumplisttc model of the speech production system The system
makes a decision as to whether a frame of speech 1s voiced or unvoiced In the case of voiced speech, an
umpulse tram at the pitch penod 15 used to excite a 10th order Linear Prediction filter This filter
represents not only the vocal tract, but also the spectral contribution of the glottal excitauon For
unvoiced speech, a white noise excitauon 1s applied to a 4th order filter The system operates at a very
low but rate but produces poor quality speech The system 1s particularly susceptble to voicing decision
and putch errors These errors cause considerable distortion of the speech signal and lead, m part, to the
poor subjecuve quality raung for the system In additton, duning voiced regions the re-synthesised
speech has a "buzzy" or synthetic quality due, 1n part, to the use of an mmpulse excitauon The U S
Federal Standard 1015 LPC-10e developed 1n the mid-70s, achieves a MOS of 2 5 at 2 4 kb/s [Tremain,
1982]

Multipuise LPC [Atal and Remde, 1982] introduced two key features into speech coding systems
- analysis-by-synthesis and perceptually weighted error measures The basic MP-LPC system uses an LP
filter, calculated by conventional methods over a frame of speech samples A number of candidate

mulupulse excitations are passed through the LP filter to re-synthesise the speech signal The difference
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Fig 27 Generalised schematc diagram of a Linear Predictive speech coding system
[after Rabiner and Schafer, 1978]

between the re-synthesised and onginal signals 1s calculated and appited to a perceptual weightng filter
Thas filter de-emphasises errors at frequencies which are present 1n the speech signal and emphasises
errors at frequencies which are lacking n the speech signal Thus, errors which would be heard by a
human listener are emphasised and those masked from a listener by the speech signal uwself are de-
emphasised The energy of the perceptually weighted error signal 1s mmmmised by iterattvely adjustng
the mulupulse excitation The overall process of selecting the best excitatuon by re-synthesising the
speech signal and companng 1t to the onginal 1s referred to as analysis-by-synthesis The analysis-by-
synthests approach avoids the need for hard decisions, such as voicing or pitch, and ensures good quality
speech under most conditons The multipulse excitaton 1s normally a sparse sequence of pulses
separated by zeros This leads 0 a low overall transmission rate for the system An MP-LPC algorithm
at 9 6 kb/s was recently adopted as a standard for aviauon satellite communications [Gersho, 1994]

Inspired by MP-LPC, Reguiar Pulse Excitation coding uses regularly spaced pulse patterns for the
excitation to a conventional LP filter The RPE sub-system operates in combination with a Long Term
Prediction sub-system which removes redundancy in the speech signal due to the siowly changing pitch
pertod RPE-LTP-LP was selected in 1988 as the standard for digital cellular telephony by the Global
System for Mobile telecommunications (GSM) sub-commuttee of the European Telecommunications
Standards Institute (ETST) [ETSI, 1989] The system achieves a MOS of 3 8 at a transmission rate of 13
kb/s [Rabiner, 1994)

Currently, the most important form of vocoding system 1s CELP This approach uses a
conventional LP synthesis filter excited by innovation sequences from a stochastic and an adaptive
codebook. The stochastic codebook contains sparse random puilse sequences, while the adaptive
codebook holds ume lagged versions of previous excitauons Each codebook 1s exhaustively searched to
find the two entnies which minimise the perceptual error between the re-synthesised speech and the
ongmal The opumum codebook indices and gains, together with the quantised LP coefficients, are
wransmutted to the recewver The search procedure 1s highly computanonally expensive - a CELP encoder
requires roughly 30 MIPS {Rabiner, 1994] CELP systems achieve good quality speech at a low bit rate
Standardised CELP coders include the U S Federal Standard 1016, daung from 1989, which attains a
quality rating of 3 0 MOS at 4 8 kb/s [Campbell et al , 1991]
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The principles of CELP have been further developed to produce ITU-T standard G 728, Low
Delay CELP [ITU, 1993] Standardised in 1991, the system achieves high quality speech MOS 4 0 at a
medium rate 16 kb/s with a coding delay comparable to that of ADPCM The system uses only a
stochasuc codebook, and achieves a low transmission rate by backward adapuon of the gain and LP
synthesis filter As in conventional CELP, an exhaustuve codebook search with a perceptually wetghted
error cnterion 1s employed This makes LD-CELP extremely computauonally complex - a LD-CELP
encoder needs approximately S0 MIPS [Rabiner, 1994]

Note that the GSM standard and the US Federal Standards 1015 LPC-10e and 1016 CELP are

described 1n more detail in Section 74 1

2 4 3 State of the Art

In recent years, developments 1n speech coding bave been driven by two main factors Firstly, the
availahlity of low cost, high speed Digital Signal Processors (DSPs) has allowed the implementation of
mcreasingly complex coding algorithms Secondly, mproved knowledge of the human speech
production and auditory mechamsms has allowed the removal of further redundancy from the speech
signal Essentially, systems no longer atlocate bandwidih 1o sounds which cannot be produced by the
speaker or which cannot be heard by the hstener The current state of the art can be summarised by
examumng the performance achtevable at a given transmission rate

The quality of a good connection 1n the Plain Old Telephone System (POTS), 1e toll quality, can
now be achieved at 16 kb/s with LD-CELP G 728 The coder offers low delay and high quality speech

Speech coding at around 8 kb/s 1s currently under standardisation To this end, CELP type
systems are under invesugation for the balf-rate GSM, North Amencan half-rate digital cellular and
ITU-T standards [Gersho, 1994]

At 4-6 kbfs, the best CELP algonthms mtroduce noticeable coding noise, although ntelligibility,
naturalness and identfiability of the speaker's voice are retained The quality at this rate 1s often referred
to as digual cellular

At 2-3 kb/s the performance of CELP 1s further degraded, the speech quality becoming noisy and
"hoarse” The quality at these rates 1s descnbed as communications quality, that is, the speech 1s
intelligible but distorted Research 1s currently under way to develop algonthms which provide better
quality at these rates Amongst the most promising algonthms are Sinuso;idal, Mixed-Excitation,
Prototype Waveform Interpolation (PWT) and Glottal Excited Linear Prediction (GELP)

Sinusoidal coders operate by parametensing the short-term spectrum of the speech signal
[Hedelin, 1981, Almerda and Tribolet, 1982, Marques et al , 1990, McAulay and Quatuen, 1986, 1992,
Brandstem et al, 1990, Nishiguch: et al , 1993] In particular, voiced speech is modelled as a sum of
sinusoids whose frequencies and phases are controlled so as to track the evolving short-term spectra of
the speech Sinusoidal systems suffer from some of the analysis errors typical of LPC-10 but, in general,
provide cleaner speech than CELP at low rates However, Sinusoid systems incur a long coding delay

Mixed-Excitauon coders are based on the LPC-10 system, but replace the binary voicing decision
with a mixed unpulse and white noise excitation [McCree and Barnwell 1992 1993] Separate voicing

decistons are made for each sub-band of the speech signal This reduces the seventy of voicing errors
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CHAPTER 3

FOCAL THEORY

31 INTRODUCTION

This chapter presents a survey of research that has been conducted i the area of glottal waveform
processing The principles underlyimng glottal processing are considered, as well as techmques for glottal
waveform estimation and modelling Methods for identifying the Glottal Closure Instant (GCI) from the
speech signal are descibed In addition, systems employing glottal processing techniques for speech
recogmuon, synthesis and coding are detaled

The chapter 1s orgamised as follows Section two covers the prnciples and assumptions
underlying glottal processing Secuon three descnbes techmques that have been developed for
esttmating the glottal waveform from voiced speech The fourth section examines the vanous models
which have been proposed for representing the vorce source The associated problem of GCI detection 1s
covered 1n the fifth section Section six describes how glottal processing techniques have been applied 1n

the areas of speech recognition, synthests and coding Section seven concludes the chapter

3.2 FUNDAMENTALS OF GLOTTAL WAVEFORM PROCESSING

Glottal waveform processing 1s based on the source-filter theory of speech production [Fant,
1970] This theory supposes that the human speech production system conststs of three separable linear
sub-systems - a glottal excttation, a vocal tract filter and a bp radiation funcuon Although this
representation of the speech production system has been used extensively and fruitfully in speech
processing, the assumptions underlying 1t are incorrect Lineanty requires planar airflow within the
vocal tract. Direct measurements of flow within the tract suggest that this does not always occur [Teager
and Teager, 1990] Separability requires that the glottal waveform 1s unaffected by the vocal tract
configuraion Measurements show that the giottal flow waveform is skewed, relative to the glottal
opening area, due to the vocal tract load [Rothenberg, 1973, Rothenberg and Zahonan, 1977,
Ananthapadmanabha and Fant, 1982] In addition, coupling between the vocal tract and the subglottal
system increases formant damping during the glottal open phase, particularly for the first formant
[Lindgvist, 1964, Fant, 1979, Knshnamurthy, 1992] This mamfests itself as a formant nipple
supenmposed on the open phase of the glottal flow waveform denived by mverse filtering
[Ananthapadmanabha and Fant, 1982, Fant, 1986, Krshnamurthy and Childers 1986] The
assumptions of lmearity and separabiity are however effecuve 1n simphfying the speech production
model and facilitate the use of computationally efficient algorithms

Assuming that the source-filter theory 1s vahd, the problem of glottal esumation reduces to
separaung the effects of the glottal excitauon from those of the lip radiation funcuion and the vocal tract
filter Generally, the lhp radiatton function is considered to approxumate a sumple first order

differentation As such, 1ts effects can be easidy cancelled by an integranon step or they can be
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incorporated into the glottal model Hence, the differentiated glottal volume velocity 1s often used in
place of the glottal volume velocity Unfz)nunately, the mfluence of the glottal excitation 1s difficult to
separate from the effects of the vocal tract filter The vocal tract filter 1s highly vanable, for example
formant frequencies change dramaucally according to the vocal tract configuration Also, the filter 1s
tume-varyimng, due to the movement of the articulators and due to subglottal coupiing Duning non-nasal
speech, an all-pole Linear Prediction filter 1s effecuve in modelling the tract [Makhoul, 1975] However,
duning nasal speech, a pole-zero filter 1s more appropnate [Steightz and Dickinson, 1977, Atal and
Schroeder, 1978, Fujisaki and Ljungqvist, 1987, Lobo and Ainsworth, 1992] In most systems an all-
pole model 1s used, regardless of whether the segment 1$ nasal or non-nasal

As well as the problem of source-tract deconvolution, careful consideration must be given to the
recording channel [Holmes, 1975, Markel and Gray, 1976] Since the glottal waveform contains
significant low frequency components, the recording must be of high quality Also, since a composite
waveform 18 to be extracted, the signal must not be phase distorted In general, glottal extracton
requires the use of FM or digital recording equipment together with phase linear macrophones and anti-
aliasing filters Although a number of techniques have been proposed to correct phase distortions in the
recording process [Veeneman and BeMent, 1985, Hedelin, 1988], these factors remain obstacles to the

widespread applicatuon of glotial processing techniques

3.3 GLOTTAL WAVEFORM ESTIMATION

Clinical mspection of the larynx has provided a great deal of information on the physiology of the
voice source Methods, such as stroboscopy [Hertegdrd and Gauffin, 1995], high-speed cinematography
[Flanagan, 1958], ultrasound [Hamlet and Reid, 1972] and photoglottography [Hanson et al , 1990],
have all played an important part in extending our knowledge of phonauon Also, techmques for making
acoustic measurements, both within the vocal tract [Cranen and Boves, 1988] and at the lips
[Rothenberg, 1970, 1973, Sondhi, 1975], have provided information on the arrflow through the vocal
cords Unfortunately, these methods, while very accurate, are mvasive and are unsuitable for everyday
speech processing applicauons What 1s required 1s an algonthm that provides accurate glottal waveform
estimation from the speech signal alone Furthermore, the algorithm must be robust to noise and
distortion

Algonthms for esumating the glottai waveform from the speech signal fall into two main
categones - wverse filtering algonthms and joint source-tract esumation algorithms Inverse filtering
algonthms attempt to retnieve the giottal excitatton by esumating the vocal tract filter and applytng its
mverse to the speech signal Joint source-tract esiumation algonthms attempt to determune the glottal
excitation and the vocal tract filter by matching re-synthesised speech to the onginal

This secton consists of two sub-sections The first descnbes nverse filtering algorithms and the

second details methods for joint source-tract esumation
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3 3.1 Inverse Filtering
Inverse filtering mvolves using the mverse of an esumated vocal tract filter H’(z) and lip

radiation functon L’(z) to cancel the formant structure of the speech signal S(z) and so obtamn an
esumate of the glottal excitauon G'(z)

oo S(2)
G (Z)_ H'(Z)L'(Z) @3 1

An example of the inverse filtering process is shownin Fig 3 1

The earliest inverse filtening systems consisted of an electrical filter network which was manually
adjusted to cancel the vocal tract resonances [Miller, 1957, Mathews et al, 1961, Holmes, 1962,
Lindgvist, 1965] The operator tuned the wnverse filter to produce mimmum formant npple durning the
closed phase of the glottal waveform esumate Later studies used Digital Signal Processing techniques,
including automatic formant tracking, to expedite the process [de Veth et al, 1989, Krishnamurthy,
1992] While the manual methods produce good results, they are slow and are restncted to clear modal
voicing durning which the formants are clearly defined Obviously, the technmique 1s very labour intensive,
which may be satisfactory for basic research, but 1s unsutable for most speech processing applicauons

The earliest method for automatic vocal tract filter esumation was Closed Phase Inverse Filtening
(CPIF) [Berouts, 1976, Berouu et al, 1977, Wong et al, 1979, Hunt et al, 1978] This techmque
assumes that the speech signal observed durning the glottal closed phase 1s due solely to the freely
decaying vocal tract resonances Thus, LP analysis performed over the closed phase should idenufy the
vocal tract filter alone, excluding any glottal excitauon This vocal tract filter estunate can then be used
to recover the glottal excitation by inverse filtering of the speech signal

Unfortunately, closed phase analysis may not provide accurate vocal tract transfer function
esttmates for several reasons Firstly, nasal coupling may introduce zeros nto the vocal tract transfer
funcuon This 1s difficult to account for using normal all-pole LP analysis Secondly, the glotus may not
close completely Thus, excitaton will occur during the "closed” phase and, as a result, the vocal tract
estmate will be naccurate [Hunt et al, 1978, Larar et al, 1985] Thurdly, even if the glottis closes
completely, there 1s evidence to suggest that some excitauon of the vocal tract often occurs due to
verucal motuon of the vocal folds [Holmes, 1976, Cranen and Boves, 1988] In the case of modal non-
nasal voiced speech these effects are generally assumed to be negligible A fourth problem with CPIF 15
that the closed phase may be too short to allow accurate LP analysts This 1s particularly evident for high
pitched female voices since dertving LP filters from intervals shorter than | 5 ms gives erratic results A
number of remedial methods have been demonstrated whereby successive glottal cycles can be combined
to allow more accurate LP analysis [Farts and Tumothy, 1974, Chan and Brookes, 1989, Lu et al , 1990]
The fifth and final problem with CPIF 1s that 1t 1s frequently difficult to automaucally 1denufy the closed
phase Inaccurate closed phase 1dentfication leads to the inclusion of glottal effects in the vocal tract
filter and causes poor glottal waveform estimation

Regardless of these problems, CPIF has produced good quality results in a number of
investigations In particular, Krishnamurthy and Childers have reported that closed phase covarance
analysis provides very accurate formant tracking [Knshnamurthy and Childers, 1986] Also, Veeneman

and BeMent have noted that CPIF can provide reliable glottal waveform esumates for both normal and
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Fig 31 Inverse filtening analysis (a) speech signal, male vowel [e], (b) waveform of

Jormant F1, (c) waveform of formant F2, (d) waveform of formant F3, (e¢) waveform of

Jormant F4, (f) double differennated glottal volume velocuty, (g) differentiated glottal
volume velocity, (h) glottal volume velocity [after Hess, 1983]

pathological speakers [Veeneman and BeMent, 1985] However, it must be noted that both
investigauons used mgh quality speech recordings and an electroglottograph for precise idenufication of
the closed phase

Another approach to inverse filtering 1s to attribute certain spectral characteristics of the speech
signal to the glottal exaitanon Once 1dentified, these charactenstics can be removed from the speech
signal, leaving behind an esumate of the vocal tract filter The earliest example of this kind of technique
was published by Miller and Mathews [Miler and Mathews, 1963] They attnibuted the zeros of the
speech spectrum to the glottal excitation and attnbuted the poles to the vocal tract resonances Although
they published some interesting results, the method 1s not generally apphlicable as, for example, nasat
coupling introduces zeros nto the vocal tract filter

In more successful work, Alku has proposed Pitch Synchronous Iterative Adapuve Inverse
Filtering (IAIF) [Alku, 1992b] Developed from asynchronous and non-iterative versions [Alku and
Lane, 1989a,b, Alku, 1990a,b, 1991, 1992a], the technique operates by attnbuting the gross spectral
envelope of the speech signal to the glottal excitauon A low order all-pole LP analysis 1s used to capture
the spectral envelope of the speech signal The speech signal 1s mverse filtered by this 1mtial glottal
esumate The vocal tract filter 1s then obtaned by applying high order all-pole LP analysis to the mnverse
filtered speech This vocal tract filter esumate 1s used to inverse filter the original speech signal to gtve
the first glottal waveform esimate Low order LP analysss 1s performed on the glottal waveform estimate
and the inverse filtering process 1s repeated to give a second, more accurate, glottal waveform The pitch

synchronous version of the algonthm carnies out this procedure twice - once pitch asynchronously, to
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determine the glottal pulse end-points and once more, pitch synchronously, to obtan a precise glotal
waveform estmate

Alku has reported that the method works well for male and female speech, both synthetic and
natural The only problems he notes are 1n processing the vowel [i], dunng which the algorithm fails to
fully cancel the first formant. The method 1s fully automatic and, in contrast to CPIF, does not require
accurate g priort identification of the closed phase The performance of the algorithm has not been
mndependently assessed and the robustess of the procedure 1s unknown A simlar nverse filtering
procedure has also been proposed by Benitez, Galvez, Rubio and Diaz [Bemtez et al , 1992]

In recent years, several other techniques for mverse filtering have been proposed using the
conventional LP residual (Matau$ek and Batalov, 1980], the complex cepstrum [Yegnanarayana, 1981]
and Higher Order Staustics [Chen and Chi, 1993] However, manual, closed phase and spectral
allocation nverse filtering remain the most effecuve tn terms of glottal waveform esumauon and

formant tracking

3.3 2 Joint Source-Tract Eshmation

In recent years, due to the mtroduction of fast and wmexpensive Digital Signal Processors,
computationally complex iterative optimisation algonthms have been designed and applied 1n all areas
of speech research This approach bas also been taken 1n the field of voice source estmation A pumber
of aigonthms for jomt esumation of the glottal waveform and vocal tract filter have been proposed In
general, the algonthms proceed as follows The vocal tract filter 1s imtialised, based on, say,
conventional LP analysis Inverse filtering 1s performed and a glottal waveform model 1s fitted to the
output. Iterauve jomt opumisation of the glottal waveform model G’(z) and vocal tract filter H’(z) then
takes place This optumisation procedure 1s usually based on the now familiar analysis-by-synthesis
technique and often makes use of a subjectuve error criterion Ulumately, the glottal and vocal tract
parameters which minumise the error between the re-synthesised speech $'(z) and the ongmal, are
stored or transmutted and processing continues to the next frame

$'(2)=G'()H'(2)L'(2) 32)

One of the earliest pieces of research on this topic was camed out by Takasugi [Takasugi, 1971]
Since then similar systems have been proposed by other researchers Milenkovic used a polynomial
glottal waveform to excite an all-pole LP vocal tract filter [Milenkovic, 1986, Thomson, 1992] Also,
some studies have been made using a glottal excitation, combined with a pole-zero vocal tract filter, for
the synthesising nasals [Fupisaki and Ljungqvist, 1987, Lobo and Ainsworth, 1992] To ecase the
computational burden of iterauve optimisation, efficient numencal methods were developed by [saksson
and Millnert [Isaksson and Milnert, 1989]

Basing their work on articulatory modelhing of the speech production system, Schroeter et al
{Schroeter et al , 1987] devised a system whereby the results of an acoustc analysis of the speech signal
were used to look up a linked code-book of vocal tract configurations and acoustic parameters These
acoustc parameters were then used to perform inverse filtening before parameter re-opumisaton

Another approach to simultaneous estimation of the glottal source and vocal tract parameters has
been suggested by Krishnamurthy [Knshnamurthy, 1990, 1992] He used a sum-of-exponentals
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representauon for a glottal excited LP speech producuon model The method shows promise but uses a
large number of parameters and requires accurate closed and open phase identufication by means of an
EGG

An ARX formulaton of the speech production model has been used for sumultaneous source-tract
esumatuon by Cheng and O'Shaughnessy [Cheng and O'Shaughnessy, 1993] A glottal model consisting
of a number of polynomial functions 1s used to excite an all-pole filter The parameters of the glottai
model and vocal tract filter are determined by a least-mean-square method which minimises the mean
error between the re-synthesised and onginal speech The accuracy of the glottal waveform estimation 1s
unclear but the system 1s said to produce natural sounding speech

While jomnt esumation methods can provide high quality results, their usefulness for glottal flow
determinauon 1s hmited Unlike mverse filtening algonthms which estimate the glottal excitation
directly, source-tract methods are hmuted by the accuracy of their glottal model This lumitation 1s less of
a problem for speech coding systems which aim to produce good sounding specch regardless of the
accuracy of the model However, for these apphcations the high computational complexity of the

algonthms remains a problem

3.4 GLOTTAL MODELS
Models representing the voice source can be divided 1into two categonies - dynamic models, which
capture the movement of the vocal folds, and flow models, which parametense the air flow from the

glotts nto the vocal tract Models from these categones are detailed 1n the next two sub-sections

3 41 Dynamic Models

The earhest dynamic model for the voice source was proposed by Flanagan and Landgraf
[Flanagan and Landgraf, 1968] This model represents the vocal cords as an acoustic-mechamcal
oscilator wheremn each cord 1s described by a single sprung mass The control parameters are the
subglottal lung pressure, vocal cord tension, rest opentng, vocal tract shape and nasal coupling The
model was later elaborated to incorporate more physiological processes, leading to the development of
the two mass model of Ishizaka and Flanagan [Ishizaka and Flanagan, 1972, Flanagan et al, 1975,
Lucero, 1993]

Later, a glottal model based on the contact area of the vocal folds was developed by Titze [Tutze,
1984, 1989] This work dealt pnmanly with the modelling of the three-dunensional glottis using
kinematic parameters simlar to those employed 1n articulatory vocal tract models In recent years,
computational approaches have been used to study glottal dynamics, including finite element sumulation
of the flow through the glotits using the Navier-Stokes compressible viscous fluid flow model
(Liljencrants, 1991, Ijam et al 1992, N1 and Altpour, 1993, Guo and Scherer, 1993]

Dynamic models are much more computationally complex than flow models Ideally, however,
they are more accurate since they directly model the funcuon of the human larynx This facilitates the

inclusion of source-tract interacuon effects in the overall speech production model
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Unfortunately, dynamic models are difficult to use n speech processing because they employ
parameters which are not easily measured Although some attempts have been made to calculate the
glottal area funcuon from the glottal flow [Rothenberg and Zahonn, 1977], the movement of the vocal
cords can generally only be determined by invasive methods Thus, dynamic models are unsuitable for
speech coding and recognition applicatons They have, however, been used with some success mn speech

synthesis systems [Ishizaka and Flanagan, 1972, Allen and Strong, 1985, Miller et al , 1988]

3 4 2 Glottal Flow Models

Flow models attempt to represent the waveform of the glottal airflow 1nto the vocal tract Usually,
the parameters of flow models are determined by ume-domain fitung to the glottal waveform denved by
mverse filtering or joint source-tract esumation Flow models are defined either 1in terms of the glottal
volume velocity or the differentiated glottal volume velocity The latter formulaton sumplifies the overall
speech producton model since 1t mcorporates the lip radiation effects The major types of model are
polynomual, cosinusoidal and unpulse excited filter

Today, the most commonly used glottal waveform model 1s the LF model [Fant et al , 1985] The
differentiated volume velocity version of the model consists of a cosmnusoidal open phase with
exponentually growing amphitude, followed by an exponential return phase In analysis expenuments, the
model has been shown to capture the main details of the glottal excitauon {Jansen et al, 1991] In
addition, the LF model has been successful in speech research [Gobl, 1988, Karlsson, 1988] and speech
synthesis applications [Childers et al, 1987, Carlson et al , 1990, Childers and Lee, 1991] One of the
advantages of the LF model 1s 1ts flexbility, that 1s, 1t allows the parameterisation of a large range of
glottal wave shapes In particular, the inclusion of a controllable return phase has been determined as
essential for good quahity re-synthesis [Fupisaki and Lyunggvist, 1986] The model only requires four
independent parameters which can be specified in forms suitable for analysis or synthesis One of the
main disadvantages of the model 1s that automauc fiting of the LF waveform requires iterauve
optimisation [Riegelsberger and Knshnamurthy, 1993]

The first polynomial and cosinusoidal models were developed by Rosenberg [Rosenberg, 1971])
He tested listener preferences to six volume velocity models 1n speech synthesis experiments Since that
tume, a plethora of polynomial and cosinusoidal models bave been proposed, see Fig 3 2 [Takasug,
1971 Fant, 1979b, 1982, Rothenberg, 1981, Anathapadmanabha, 1982, Hedelin, 1984, Fujisaki and
Ljunggvist, 1986, Pnice, 1989, Klatt and Klatt, 1990, Cummings and Clements, 1992, Lobo and
Amsworth, 19921

In a development of the polynomial model, Milenkovic has suggested using the sum of a number
of component polynomal functions [Milenkovic, 1986] The idea has been further developed by other
authors and 1t appears that the best structure for the model 1s either the sum of four to ten low order
polynomial basis functions {Thomson 1992 Milenkovic 1993, Cheng and O'Shaughnessy, 1993], or a
singie high order polynomial [Childers and Hu, 1994] In synthesis experiments the method has proven
successful {Childers and Hu, 1994] Although fitung the model 1s less computatonally expensive than

matching the LF model, the technique requires a greater number of parameters
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Another flow model has been proposed by Schoentgen {Schoentgen, 1988, 1989, 1990, 1992a,b]
In a senes of papers, he developed the idea of glottal waveform modelling via nonlinear Volterra
shaping functions dniven by a costnusoidal signal The nonlinear shaping functions can be calculated
over a small number of reference glottal cycles The long-term glottal excitation can then be generated
by controlling the pitch and amplhitude of the dnving signal Schoentgen has reported that the method
accurately tracks the output of the two-mass model and glottal waveforms esimated from natural male
speech The method shows promse for coding apphcauons due to its low update rate However, the
current formulauon requires a large number of parameters Furthermore, the reliability of the model in
capturing the details of phonation across all voices and voicing types has yet to be established

Much less precise glottal models bave been employed by a number of researchers Alku and Laine

proposed the use of Lagrange nterpolation between five reference points [Alku and Lame, 1989ab]



Similarly, Bemitz, Galvez, Rubio and Diaz used spline iterpolation between reference points [Benitz et
al, 1992] Leung et al have used a mulupulse approxmmation to the glottal waveform [Leung et al,
1990]

An unpulse excited filter model has been used 1n several investigations [Matauek and Batalov,
1980, Deller, 1983, Alku, 1990b, 1991, Scordiis and Gowdy, 1990] This representation has the
advantages of requining few parameters, and being easy to implement The LP filter models the spectral
magnitude contribution of the glottal excitaton but loses a great deal of phase informauon Contrary to
the commonly accepted notion that the human ear 1s phase deaf, a number of studies have commented
on the fact that preserving the uming details of the glottal excitaton 1s umportant for high quality
synthests [Flanagan, 1958, Wong and Markel, 1978, Childers et al , 1987] These filter models lose the
glottal uming detatls and so generally provide lower quality re-synthesis than the polynomial and
cosmnusoidal models

Overall, glottal flow modelling by waveform matching has been the most successful means of
incorporating voiced excitations 1n speech processing systems Currendy, polynomial and cosinusordal
representatons dommate In general, system designers are faced with a trade-off between the
computationally expenstve but low dumenstonal LF model and the polynomial models Alternauvely,
coarse glottal waveform models, such as spline interpolaten or filter modelling, are computationally

mexpensive and robust, but are imprecise

3.5 GLOTTAL CLOSURE DETECTION

Accurate reproduction of the pitch contour 1s essential for generating ligh quality speech Over
the years, this requirement has led to the development of a large number of pitch detecuon algorithms
{Hess, 1983] Aside from techmques which employ special apparatus, pitch detection algorithms fall mto
two categonies - those that detect the periodicity of the speech signal and those that identify the Glottal
Closure Instant (GCI) Although idenufication of the GCI 1s the more difficult approach, 1t has the
advantage of preserving the pitch micro-melody which carmes phonemic, lingmistic and speaker
mformation Also, accurate GCI 1denufication 1s a necessity for automatic glottal waveform estimation
by Closed Phase Inverse Filtering

This section, which 1s divided 1nto three sub-sections, describes methods for detecuon of the GCI
In the first sub-section, the most effecuve non-mvasive techmque for GCI denufication
electroglottography (EGQG), 1s descnbed Although himated to research and medical applications, the
techmque 1s important because 1t 1s the standard by which other pitch detection algonthms are assessed
The second sub-section detals algonthms for GCI identfication from the speech signal by epoch
detection The third sub-section covers algonthms for GCI idenufication from the speech signal by

closed phase detection
3 5.1 Electroglottography
The electroglottograph (or electrolaryngograph) remasns the most accurate non-intrustve method

for determining the GCI Invented by Fabre [Fabre, 1957] in the late fifties, the EGG has had extensive
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