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Abstract

Negative ion research is stimulated by the need for high power and high density neutral beams for neutral beam heating systems to be used in proposed nuclear fusion reactors. Extensive research has been carried out on the enhancement of the production of negative ions from hydrogen/deuterium discharges. The negative ion sources used at present are being investigated in order to optimise current densities of H/D⁻ for future fusion machines.

In this thesis low pressure radio frequency (RF) hydrogen plasmas are investigated and compared to filament driven hydrogen plasmas to understand further the physics in the two different modes, and to investigate the proposal of the utilisation of an RF volume ion source in the application of neutral beam injection (NBI) systems for the proposed nuclear fusion reactors of the future.

Tuned Langmuir probes are used as a diagnostic method to measure different plasma parameters as a function of pressure and power. The spatial variations of these parameters are examined within the bulk plasma, and the effect of an applied magnetic field investigated.

The temporal filter concept is examined with a view to enhancing negative ion generation in the afterglow of an RF temporally modulated discharge. It is proposed that by modulating the RF discharge, the dominant destructive mechanism, collisional detachment (CD), will become negligible and the dominant production mechanism, dissociative attachment (DA), will be optimised, hence allowing optimum production of negative ions in the volume ion source.

A laser photodetachment technique was used to determine negative ion densities in temporally resolved filament generated and radio frequency powered hydrogen plasmas, and experimental data compared to theoretically modelled results.

In an effort to enhance negative ion production, the addition of argon to the hydrogen discharge was examined. All plasma parameters were investigated and an increase in negative ion density observed. A model of the reaction rates for production and destruction in the discharge lead to a possible explanation for the increase detected.
Langmuir probe measurements and laser photodetachment results are presented which show that the enhanced production of H\(^+\) density which is achieved with a temporally modulated filament driven discharge is also achievable in a temporally modulated radio frequency hydrogen plasma.
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Chapter One

Introduction to Plasma Physics Research

1.0 Introduction

Thermonuclear reactions have been taking place in the universe since its creation in the presumed cosmic "big bang" of some 15 billion years ago. Significant reactions have taken place on earth, however, only since November 1952 when the first fusion or hydrogen bomb was exploded. The high temperatures needed to sustain the thermonuclear reactions in the fusion bomb are provided by a fission bomb as a trigger.[1]

A sustained and controlled thermonuclear power source - a fusion reactor - is proving much more difficult to achieve. The goal, however, is being vigorously pursued because many see the fusion reactor as the ultimate power source of the future, at least as far as the generation of electricity is concerned.[2]

Negative ion research is in part inspired by this objective. Proposed nuclear fusion reactors may require the neutralisation of charged particle beams with currents of several amps and energies up to 1MeV. Negative rather than positive ions are envisaged for this purpose due to their neutralisation efficiency at the high energies that the next generation of reactors will require.

Over the years, the development of low-pressure plasma physics has found other important applications in the semiconductor industry. Radio frequency generated discharges are the principal type used in the plasma processing industry, in etching and sputtering applications [3, 4, 5, 6], as they do not have some of the disadvantages associated with DC discharges, as e.g. limited cathode lifetime.
As a result of the applications to the semiconductor industry, a significant amount of research has been carried out to investigate power input to the etch rates [7,8], energy transfer to the wafers [9,10], and the positive and negative ions formed [11].

The field of plasma physics has developed very rapidly due to the aforementioned applications. The intention of this chapter is to introduce the concept of plasma physics and its role in thermonuclear fusion as a solution to the energy crisis.

1.1 Nuclear Fusion

The attractiveness of fusion over fission is easily understood. Fusion, unlike its fission counterpart, does not necessarily produce long lived radioactive isotopes and therefore would greatly reduce the problem of the large quantities of radioactive waste currently being produced by fission reactors.[12] Also the fuel, deuterium, would be very cheap, widely available, and most importantly virtually limitless. It has been estimated that there is enough deuterium in the oceans of the world to provide energy at the current rate of usage for 1000 million years!

In nuclear fusion, two nuclei combine to form a heavier one whose binding energy per nucleon is greater. The difference in binding energies is liberated in the process. To bring about a nuclear fusion reaction, the initial nuclei must be moving rapidly when they collide to overcome their electrical repulsion. Nuclear fusion is the source of energy in the sun and stars, where the high temperatures in the interiors mean that nuclei there have sufficiently high velocities and the high pressures and large volumes mean that nuclear collisions occur frequently. In the operation of a hydrogen bomb, a fission bomb is first detonated to produce the high pressure and temperature necessary for fusion reactions to occur. The problem in constructing a fusion reactor for controlled energy production is to contain a sufficiently hot and dense mixture of suitable isotopes for long enough to produce a net energy output.
The least difficult to achieve reaction for terrestrial use appears to be the deuteron-triton reaction,

\[ ^2D^+ + ^3T^+ \rightarrow He^{2+}(3.53 MeV) + n(14.06 MeV) \text{(D-T)}, \]

Equation 1.1

The cross-section for this fusion reaction is appreciable only for incident energies above 10 keV. One route to establish controlled nuclear fusion on earth is to create a dense and well-confined plasma in which the thermal energies are in the 10 keV range. The problem of heating and containing such a plasma is responsible for the rapid growth in the science of plasma physics since the early 1950's.

There are two main solutions proposed for this problem, inertially confined fusion and magnetically confined fusion. The latter consists of an extremely hot and dense plasma confined by magnetic fields where the most popular configuration is the doughnut shaped TOKAMAK.[13]

1.2 The TOKAMAK

TOKAMAK, a Russian acronym for "toroidal magnetic chamber" refers to a thermonuclear fusion device, first developed in the USSR. It is thought to be a promising way of achieving a self-sustaining thermonuclear fusion reaction.

In a TOKAMAK the charged particles that make up the hot plasma are confined by a particular magnetic field configuration to the geometry of a doughnut or torus. As Fig. 1.1 suggests, the confining magnetic sheath of helical lines of force, of which only one is shown in this schematic, spiral around the plasma "doughnut". The magnetic forces acting
on the moving charges of the plasma keep the hot plasma from touching the walls of the vacuum chamber.

Fig. 1.1 Representation of TOKAMAK for Use in Neutral Beam Injection (NBI).

The helical magnetic field is the resultant of two component fields; the toroidal field component \( B_t \) is generated by a current \( i_P \) in windings that wrap around the toroidal vacuum chamber. The so-called poloidal field component generated by a toroidal current \( i_t \) that is induced in the plasma itself by an alternating current in the windings of the transformer-magnet arrangement (not shown). This induced toroidal current is also used to heat the plasma ohmically up to a temperature limited by the electrical conductivity increasing with temperature. Additional heating may be provided by firing one or more beams of energetic neutral particles into the plasma, neutral beam injection (NBI) or by electromagnetic wave heating.[14] There are three main forms of wave heating:
electron cyclotron resonance heating (ECRH): An electromagnetic wave is coupled into the plasma at a frequency identical to the electron cyclotron resonance frequency, (around 200GHz, for the magnetic fields typically applied). By this means the energy of the electrons can be increased resulting in a higher plasma temperature.

Lower hybrid resonance heating (LHRH): The frequency (~2 GHz) of these electromagnetic waves is such that they will not penetrate to the axis of the fusion plasma.

Ion cyclotron resonance heating (ICRH): This method involves coupling of an electromagnetic wave to the plasma, but in this case the frequency is equal to that of the ion cyclotron resonance frequency or higher harmonics, (applied frequency range 35 - 100 MHz). Coupling of ICRH power turns out to increase the ion temperature.[15]

1.3 Neutral Beam Injection Heating

The basis of neutral beam injection is straightforward. Fast high power neutrals are injected into a magnetically confined plasma. These neutrals penetrate the plasma unaffected by the magnetic field, and deposit their energy through collisions with the ionised gas. This transfer of energy results in the heating up of the fusion plasma. The neutral beams with the energy, power and collimation required for these injection systems are only achievable through the neutralisation of high power positive or negative ions beams. [16]

Dense, high-energy ion beams are generally produced at low energy by electron attachment in or ionisation of a source gas. They are extracted and accelerated most frequently in an electrostatic field. These beams are then passed through a neutraliser usually a gas or plasma target and the resultant neutral beam is used to heat the fusion plasma. The neutrals
being used are hydrogen or deuterium, and so most of the research is being carried out on these sources.

1.4 Negative Ions versus Positive Ions

The proposed fusion reactors require the neutralisation of charged particle beams of currents of several amperes and energies of 1 MeV. To produce an energetic beam for neutral beam injection the ions must be accelerated to the required energies. Positive ions prove to be not suitable for this operation, which is explained in the following graph Fig. 1.2. [17]

![Graphical Representation of Neutralisation Efficiency versus Energy](image)

Fig. 1.2 Graphical Representation of Neutralisation Efficiency versus Energy (at optimum gas target density).

Even though it is easier to produce a high current beam of positive deuterium ions than negative deuterium ions, from the graph it can be seen that at 1 MeV the positive deuterium
ions are not efficiently neutralised. At these high energies the neutralisation drops away dramatically, so for the proposed nuclear fusion reactors the neutralisation would be too small to be seriously considered. With 60% the neutralisation efficiency of the negative ions at these high energies is much better.

The conversion rate of D\(^+\) ions as a function of gas target density is redrawn in Fig. 1.3 using the corrected cross sections of [18]. It can be seen that for 1 MeV particles the optimum neutralisation of \(~60\%\) is obtained at a gas target thickness of \(n \times 1 \sim 10^{20} \text{ m}^2\).

As much as a good conversion is welcome for neutralisation as much it is undesirable in the extraction and accelerator region, where electron stripping may lead to substantial beam losses and undue electron power loads. It should be noted that stripping can "happen" relatively easily, as the electron affinity of D\(^+\) is only 0.75 eV. It is therefore essential to keep the pressure in those regions as low as possible, e.g. by operating the negative ion source at very low pressure.
Thus the need for high power low-pressure negative ion sources for NBI becomes apparent. It is thought e.g. that the ITER tokamak may require NBI powers of up to 100MW. This means a negative ion current of 150 A, if conventional gas neutralisers are used.

Two different mechanisms for the production of negative ions for NBI are being explored. These are volume production and surface conversion.

1.5 **Surface Conversion Sources**

Surface conversion sources have been under investigation as a source of production for negative ions[19,20]. In these sources the negative ions are produced on the surface of a metal target. Electrons of energy of ~0.75 eV are required to populate the affinity level of the hydrogen atom. Electrons like these are found in the conduction bands of metals in the

---

**Fig. 1.3** *Conversion of D' Ions as a Function of D₂ Gas Target Density*[18]
form of electron gas. The work function of the metal determines the bonding strength of the electrons, typically 2 - 5 eV. When an atom is brought close to the surface of a metal the affinity level drops and broadens as the attractive interaction of the energy levels in the metal become stronger. When the electron states of the metal are equal or above the affinity level of the hydrogen atom, charge transfer can occur, hence resulting in a negative ion. A positive ion approaching the surface can easily become neutralised as the ionisation potential is usually far below the metal electron levels. The surface ionisation potential depends on the metallic surface work function, increasing as the work function decreases. This effect is used to generate negative ions by scattering a positive ion beam from a low work function metal target. The incident beam is neutralised and the hydrogen atom has the possibility of being ionised in the reflected beam. Beam currents have been already been shown with a negative ion formation probability of up to 60 %. [21].

A typical surface conversion source consists of a plasma chamber in which the low work function metal target is situated. The plasma is brought into contact with the target, which is negatively biased w.r.t. the plasma. The target attracts the positive ions, which can then be either reflected from or embedded into the surface. The incoming proton beam could also sputter adsorbed particles off the target and the beam of backscattered or sputtered atoms can be ionised to form negative hydrogen ions. Because the target is negatively biased, the negative ions produced are repelled away from the target into the extractor region.

One of the advantages of the surface conversion sources is the fact that the process is dependent on the density of atoms rather than on the density of molecules, this source then can operate without the need of high background gas pressures. The disadvantage of this type of source however lies in the fact that the ions produced are generated by the process of sputtering or backscattering, and because the temperature is quite high the extracted beam is more divergent than one generated by a volume production source (see below).
1.6 Caesiated Sources

Most of the work carried out on caesiated sources was concentrated on the use of the surface conversion sources explained in Section 1.5 above. [22,23]. Since then however the addition of caesium to a volume ion source (see below) has been investigated, and it has been found that the caesiated sources have the effect of enhancing the negative ion density in the source.

There are a number of ways in which the Cs is thought to increase the H\(^+\) density in the volume ion source. [24] Because Cs has a high ionisation rate at low electron energies in comparison to hydrogen, the Cs is more easily ionised and therefore there is an increased plasma density. The Cs ions can also drift more easily than the hydrogen through the magnetic fields that separate the driver from the extractor regions of the source, and therefore the electron density in the extractor region will increase. Increasing the electron density in this region will result in the increased production of H\(^+\) through increased dissociative attachment of slow thermal electrons to hydrogen molecules. This is explained in greater detail in Section 1.7.

In addition to this the Cs atoms may further cool the electrons in the extraction region through collisions and therefore there is a possibility of the Cs reacting with H\(^+\), resulting in the enhanced density of vibrational levels which are then available for \(\text{H}^-\) production.[24]

In surface conversion sources, the Cs is adsorbed onto the target surface. This lowers the work function of the target, which increases the probability of the transfer of charge from the metallic surface to the hydrogen atoms near the surface. It has been reported that the addition of Cs can give enhancements of a factor of four to the negative ion density and also reduce the operating pressure of the source.[25]. The disadvantage of caesiated sources
however is that the Cs may reach the accelerator region and therefore can cause voltage breakdown when extracting and accelerating the ion beam.

1.7 Volume Production of Negative Ions

The existence of negative ions in a plasma was established long ago; around 1959.[26] Positive hydrogen and deuterium ions are easily extracted form a multicusp ion source. On reversing the extraction potentials, electrons and negative ions present in the source may be extracted. It was shown by Bacal et al. [27] that large densities of negative hydrogen ions exist in a hydrogen discharge or so called volume source. The possibilities of extracting high densities of negative hydrogen ions from a volume ions source for neutral beam heating applications has been shown by Holmes [28] Leung et al. [29], and Hiskes and Karo.[30]. Improvements have been made to this system since this observation, and the ratio of electrons to negative ions has been greatly reduced giving a subsequent larger negative ion current yield.[31,32]

It is generally accepted that the dominant production mechanism of negative hydrogen ions in these sources is a two step process.[33,34] The hydrogen molecule is brought to a vibrationally excited state by an energetic electron [35,36] and the ions produced by dissociative attachment of a slow electron to this vibrationally excited molecule [37]. The processes used in the formation of the H⁺ in a volume ion source are explained here.

Several processes can result in the formation of H⁺ in volume ion sources, i.e. dissociative attachment of low energy electrons to metastable molecules [38], and polar dissociation of molecules by fast electrons.
**Dissociative Attachment (DA)** of slow thermal electrons to molecular hydrogen results in the formation of negative hydrogen ions. This process can be seen in the following equation:[38]

\[ H_2 + e^- \rightarrow H^- (\Pi_u) \rightarrow H^- + H(2p) \]  

*Equation 1.2*

Polar dissociation by fast energetic electrons also results in the formation of negative ions:

\[ H_2 + e_p \rightarrow H^- + H^+ + e^- \]  

*Equation 1.3*

It appears that the dominant process for the production of these ions is DA of slow, low energy thermal electrons to highly vibrationally excited molecules, \( H_2(v^*) \).

\[ e^- + H_2(v^* > 3) \rightarrow H_2^- \rightarrow H^- + H^+ \]  

*Equation 1.4*

which requires a two stage process. Initially the ground state hydrogen molecule must be excited to a vibrationally excited state, where then the attachment of slow electrons produce a negative hydrogen ion.

This excitation to a vibrationally excited level can happen in one of two ways, the e-V process, where a thermal electron and a vibrationally excited level of hydrogen combine as follows:[39,40]

\[ e^- + H_2(v^* > 3) \rightarrow H_2^- (v^* < 3) + e^- \]  

*Equation 1.5*

The problem with this method is that the vibrational levels populated are predominantly < level 3 and from equation (3) above it is seen that the population of higher levels is required.[41]
The second method is the E-V process where energetic electrons excite the ground state hydrogen molecule to an electronically excited singlet state.

\[ H_2(v^* = 0) + e_p \rightarrow e^- + H_2^*(B^1 \sum u^+) \]  \hspace{1cm} \textit{Equation 1.6}

These electronically excited states then radiate back to a vibrationally excited state due to the Frank Condon principle, by the following equation:[38]

\[ H_2^*(B^1 \sum u^+) \rightarrow H_2(v^*) + hv \]  \hspace{1cm} \textit{Equation 1.7}

There are also other methods of generating vibrationally excited states, one is the recombination of atom on the walls,

\[ H^+ + H^- \rightarrow H_2(v^*) \]  \hspace{1cm} \textit{Equation 1.8}

and the other is the Auger de-excitation of molecular ions on the walls:[42]

\[ H_2(3\Pi_u) \rightarrow H_2(v^*) \]  \hspace{1cm} \textit{Equation 1.9}

It is generally accepted that the dominant negative hydrogen ion production mechanism is that a fast energetic electron excites a ground state hydrogen molecule to an electronically excited state, in the singlet method. This state then decays radiatively due to the Frank Condon principle and that DA of a slow thermal electron to this state will then produce a negative hydrogen ion.
There are limitations to this model, in positive ion generation, the ion is produced as a direct result of energetic electrons, and therefore the positive ion density increases as a function of the plasma temperature and density.

\[ H_2 + e_f \rightarrow H^+_2 + 2e \]  \hspace{1cm} \text{Equation 1.10}

However, in negative ion production this is not the case. A major loss mechanism to negative hydrogen ions is \textit{collisional detachment (CD)} by fast electrons [43]

\[ e_f + H^- \rightarrow H + 2e \]  \hspace{1cm} \text{Equation 1.11}

electrons of energies greater than 3 eV can destroy the negative ion.

Therefore, although fast energetic electrons are required to produce the vibrationally excited state, they would also destroy the negative ions generated. It is for this reason that a lot of study is carried out on magnetic filtering.

1.8 Magnetic Filtering

The limitations described above in the formation of H' have been overcome successfully by two main methods, the tandem source [44,45] and the hybrid source [46]. Both of these sources work on the concept of separating the ion source chamber into two separate regions. In the first region a hot, dense plasma is contained, typical \( kT_e > 2 \text{ eV} \). In this region the excitation of vibrational levels occurs via the E-V process described above. The second region contains a cooler plasma, typical \( kT_e < 1 \text{ eV} \). Here the disassociative attachment results in the production of negative ion production. The two regions are separated by a magnetic field. The first region is called the driver region and the second region, which contains the cooler plasma, is called the extraction region. The effect of the magnetic field in between is the prevention of the energetic electrons from passing into the extraction
region, but the vibrationally excited levels and the cooler, slower electrons and the ions drift through [47].

The use of such filters has been proven successful on positive ion sources [48]. Ehlers et al. showed enhanced proton yield from a positive ion source by only allowing low energy electrons to drift through to the extraction region of the ion source. This resulted in a more quiescent plasma near the extraction electrode. Leung et al. [48] also showed that the filter increased the negative ion current extracted and also decreased the electron current extracted. The tandem source and the hybrid source are each described here.

1.9 The Tandem Source

The tandem source uses the principle of magnetic filtering to enhance the production of $H^+$.

![Fig. 1.4 Schematic of the Tandem Source.](image)

Fig. 1.4 Schematic of the Tandem Source.

The schematic of the tandem source above shows the layout of the source and the separation into the extraction and driver regions. The magnetic filter used to produce this
separation can be achieved in several ways. Mullan and Graham [44] used a filter field created by breaking the geometry of a multipole field on two opposite sides of the chamber. Leung et al. produced the same effect using a rod filter, where permanent magnets were placed in rods in the chamber. The driver region is at the front of the chamber where the filaments are heated. The plasma in this region is hot and dense, with temperatures typically of $kT_e > 2$ eV. The electron energy distribution function (EEDF) is non-maxwellian with a fast electron tail as shown by Hopkins et al. [50]. In this region there are high numbers of fast hot electrons. Here the excitation of vibrational states occurs by means of the E-V process. Once these vibrationally excited states are produced they can then drift through the magnetic filter field produced into the extraction region of the chamber. Negative ions can be produced in the driver region; these too can drift through the magnetic field into the extraction region. The number of H produced is obviously of low density as the rate of dissociative attachment will be low due to the number of hot electrons, and also then the rate of collisional detachment will be very high. The rate of DA in this region can be as low as $1 \times 10^8$ cm$^3$/s in a $kT_e = 2$ eV discharge.

The extraction region contains a much cooler plasma, typical temperatures, $kT_e < 1$ eV. The fast electrons are retained in the driver region of the chamber due to the magnetic field. Hopkins et al. have shown here that the EEDF collected in this region would have a maxwellian shape and no fast electron tail. In this region the negative ions can be produced by the dissociative attachment process of the low energy electrons to the vibrationally excited states produced in the driver region. In the cooler plasma the DA process is enhanced and can be optimised for temperature less than 1 eV, the reaction rate for DA in this region can reach a peak of $2.8 \times 10^8$ cm$^3$/s due to the low electron temperature. This then results in an enhanced H production. The reaction rate for the collisional detachment rate in this region can be an order lower than that of the driver region, meaning that the H produced has little chance of being destroyed. It has been shown that CD is the main loss mechanism [43] in a volume ion source and hence this order of magnitude difference between the driver and the extractor can have a dramatic effect on the H production in the
chamber. Leung, Bacal and Ehlers have reported increases form \(2\mu\text{A}\) to \(23\mu\text{A}\) by the use of a strong magnetic filter dividing the chamber.[51]

1.10 The Hybrid Source

The hybrid source also uses the concept of magnetic filtering to enhance the production mechanisms required to generate \(\text{H}^+\).

![Schematic of the Hybrid Source Configuration](image)

Fig. 1.5 Schematic of the Hybrid Source Configuration (extraction plane out of the paper).

The schematic above shows the chamber configuration of the hybrid source. Bacal [46] uses such a source successfully to optimise the production mechanism of \(\text{H}^+\). In this system the chamber is not divided in two as such. The filaments are mounted inside multicusp fields achieved by mounting a series of permanent magnets with alternating poles facing the plasma. This effectively acts the same as the tandem source. The region inside the cusps, where the filaments are, is the driver region, and the main area in the centre of the chamber.
acts as the extraction region. The cusp fields at the wall act as the magnetic filter preventing hot, energetic electrons to drift from the production region into the extraction region. As in the tandem source, the cusp fields enhance electron confinement and therefore the plasma densities.

Hopkins et al. [51] have shown that the EEDF's collected in the regions close to the heated filaments have a fast-electron component in the distribution. On moving further into the central chamber this fast-electron component disappears. Having filtered out the hot electrons the rate of CD in the main part of the chamber will have greatly reduced, and now the main destruction mechanism is mutual neutralisation (MN) of the H with positive ions and associative detachment (AD) of the H with electrons. In the central region typical temperatures are $kT_e < 1$ eV, Bacal [46] has reported high densities and a high proportion of H$^-$.

In both of the previously described sources, the same concept was used to enhance the production of the H$^-$. The two-stage process of H$^-$ formation, E-V followed by DA, were separated up into two separate regions where conditions were specified and optimised for each specific reaction. The separation of the regions by the magnetic filed allowed the spatial control of the EEDF and the temperature, $kT_e$ in the chamber. Control of the EEDF and the electron temperature can be achieved by varying the plasma parameters, gas density or discharge current, the effectiveness of the magnetic field is basically that it allows two distinct plasma regimes to co-exist in the one chamber under the same operating conditions. What is achieved is a hot, dense plasma exhibiting a non-maxwellian EEDF with a fast-electron tail, existing in the same chamber as a colder plasma exhibiting a maxwellian distribution, both plasmas however are not segregated when considering the other plasma parameters. The vibrationally excited states and the thermal electrons and ions can drift between both regions and are not distinct to either one.
The effectiveness of separating the chamber into two regions, one for each process of the production mechanism is the essence of both the hybrid and the tandem source. Control of the EEDF and the electron temperatures in two different regimes can also be achieved temporally, where the two regions are separated by time rather than space, i.e. temporal filtering. The concept of temporal filtering is explored in Chapter 4.

1.11 Filament Driven Volume Ion Sources

In the volume ion source, which is a hot cathode discharge, the filaments frequently made of tungsten act as the cathode, while the chamber walls act as the anode. The tungsten filaments are heated and biased typically between 50 and 100 V negative with respect to the anode. The electrons emitted by thermionic emission are accelerated towards the (anode) walls. The walls have permanent magnets affixed in an arrangement known as a multicusp configuration. This means that each magnet alternately faces north or south towards the inside of the chamber. It is because of this configuration that the name magnetic multicusp source originates. The result is that a magnetic field is generated which extends into the chamber near the anode surface.

It is thought that the field has the effect of confining the primary electrons, which are emitted from the filaments due to thermionic emission, in the discharge. This in effect increases the characteristic length of the source and reduces the effective anode loss area.

Buzzi et al. [53] have shown that the increase in the plasma density is due to the reflections of the primary electrons by the magnetic wall. They also showed the difference in the travel length of the primary electrons with and without the magnets affixed. Without the magnets the distance travelled by the primaries is the same as the filament to wall distance, while the distance is increased quite substantially by the magnets. The background gas becomes ionised as these fast electrons are accelerated towards the anode. For efficient operation the
mean free path of the primaries must be comparable to the characteristic length of the source or else the electrons may be lost to the walls. It may be concluded that the effective increase in the source length caused by the magnetic confinement adds considerably to the efficient operations of the source.

1.12 RF Driven Volume Ion Sources
RF driven discharge can operate in one of two modes, capacitive or inductive. The mode of interest for this work is an inductive discharge where the discharge is electrodeless, i.e. the power is coupled to the discharge via a helically wound antenna. The flow of RF current through the antenna gives rise to a time-varying electromagnetic field in the area surrounding the antenna. This altering electromagnetic field then results in the ionisation of the surrounding gas forming the discharge and also gives rise to an induced current in the plasma, which heats the discharge. The method of operation is similar to that of a transformer. A number of different configurations are utilised, some sources use an internal antenna housed in a quartz tube in the discharge while others use an external antenna to the source.

1.13 Outline of Proposed Research
Filament driven negative ion sources have been investigated extensively as a means of enhanced production of negative hydrogen ions for use in the application of negative ions for NBI systems for future TOKAMAK’s. Filaments have a limited operational lifetime and for high power continuous operation in a radiation environment, as required for future negative ion sources, a source with reliable and sustainable long life is required. RF is an obvious choice for such a source. However, RF driven discharges have a higher electron temperature and therefore a high optimum operating pressure. The temporal filtering of such a source is of much interest as large enhancements may be expected at the low
operating pressures required. The concept of a temporally filtered filament driven volume ion source for low pressure, high power operation has been investigated in the past [54]. Negative ion densities are seen to increase dramatically in the post-discharge of low-pressure plasma.

The purpose of this thesis is to present an experimental study of low-pressure filament driven (DC) and RF inductively coupled plasma (ICP) discharges and to compare the operational efficiency of both sources in the production of negative hydrogen ions. Both sources are temporally modulated to determine the negative ion densities in the afterglow. The diagnostics utilised in this work include a Langmuir probe and a laser photodetachment technique.

An in-depth characterisation of both the RF and DC systems was carried out, operating in both continuous and pulsed modes, these results are presented in Chapter 4. Radial and fixed position measurements were taken at various powers and pressures and the effect of the application of an applied external magnetic filed was also determined with respect to improving plasma density.

The negative ion densities in the continuous and pulsed DC discharge were determined by the use of the laser photodetachment technique and compared to results measured in the afterglow of a pulsed RF ICP discharge. The production and destruction mechanisms for negative ion generation in the afterglow of an RF ICP discharge was modelled to interpret the measured data. These results are presented in Chapter 5.

In an effort to increase the production of negative ions in both volume ion sources the effect of addition of argon to a hydrogen discharge was investigated in Chapter 6. Previous reports have indicated an increase in negative ion densities in an argon seeded discharge.[55]
Collaborative work performed on other systems is also presented in this chapter. An enhancement in negative ion densities was recorded in the discharges with an admixture of argon and a possible explanation for this increase given.

Finally, an overall discussion and conclusion of the comparative results from this project are made. There is still much research to be carried out in this field and some proposed areas for improving understanding in these sources suggested.
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Chapter Two

Basic Plasma Theory

2.0 Introduction

This chapter will go through the basic theory of plasmas and provide an understanding of the processes within the plasma and the important characteristic behaviour in the discharge. An outline of the operation of RF inductively coupled plasmas; their heating mechanisms and modes of operation are also discussed.

2.1 Definition of a Plasma

Although a large percentage of the universe, said to be ~99% [1, 2], is quoted as being in the plasma state, the Earth is one small corner of the universe where plasma state is very rare. The reason for this is explained by the Saha equation given below:

\[
\frac{n_i}{n_n} = 2.4 \times 10^{21} \frac{T^{3/2}}{n_i} e^{\frac{U_i}{kT}}
\]

Equation 2.1

this equation dictates the amount of ionisation to expect in a gas in thermal equilibrium. where \(n_n\) is the gas density, \(U_i\) is the ionisation potential of the gas, \(T\) is the temperature and \(k\) the Boltzmann constant. A plasma is then specifically defined as a quasineutral gas of charged and neutral particles which exhibit collective behaviour.

Quasineutrality is the term used to imply that the density of the positive charges is approximately equal to that of the negative charges. Since both type charges coexist in the gas, coulombic forces exist between the particles. Elements of force exerted on a particle will effect not only the immediate particles in the immediate field but other particles further away. This is the condition of collective behaviour, where motions depend not only on a local region but also on regions further away.
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Within a plasma there exists a range of particles with different velocities and therefore different energies. The distribution of the velocities is statistically said to be a Maxwellian distribution which is given by the following equation.

$$f(v) = A \exp \left[ -\frac{mv^2}{2kT} \right]$$  \hspace{1cm} Equation 2.2

where, $A$ is a constant defined by the following equation:

$$A = n \left( \frac{m}{2\pi nkT} \right)^{1/2}$$  \hspace{1cm} Equation 2.3

and $f \, dv$ is the number of particles per m$^3$ with velocities ranging between $v$ and $v + dv$. The density of the particles is given as the sum over all the available velocities,

$$n = \int_{-\infty}^{\infty} f(v) \, dv$$  \hspace{1cm} Equation 2.4

The temperature then is the term used to characterise the energy of the particles in a maxwellian distribution. The average energy of the particles in the plasma can then be determined from equations 2.2 and 2.4 above.

$$E_{av} = \frac{\int_{-\infty}^{\infty} \sqrt{2} \, m \, v^2 \, f(v) \, dv}{\int_{-\infty}^{\infty} f(v) \, dv}$$  \hspace{1cm} Equation 2.5

the average energy in the one-dimension equals $\sqrt{2} \, kT$, for three dimensions this is extended giving an average energy value equal to $\frac{3}{2} \, kT$. As the temperature and energy are closely related the temperature in plasmas is is often given "somewhat casually" in electron-volts, eV.
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Having seen that there are different velocity distributions in the plasma it must also be noted that there are also different temperatures. The electrons and the ions can have different temperatures. The electrons absorb energy from the field generating them but cannot share this energy efficiently with the heavier particles. When a fast electron collides with a slow atom in an elastic collision, only a small part of the electron energy is transferred to the atom. This makes heat conduction from the electrons to the ions or neutrals very poor. The electrons then remain hot while the ions and neutrals remain roughly at room temperature. This is one of the main advantages of using plasmas as this non-equilibrium of temperature leads to the fact that high temperature chemistry can happen at a low physical temperature.

2.2 Plasma Parameters

The plasma parameters are attributes, which allow a specific discharge to be characterised and compared with other discharges. These characteristics arise from the interacting charged and uncharged particles which make up the plasma. A plasma is said to be quasi neutral, i.e. it is assumed that there are equal numbers of positively- and negatively-charged particles. Because of this quasi-neutrality, the discharge is also said to be field-free. This concept is best explained by use of Debye shielding, which is introduced in the following section. The most important plasma parameters, which define the discharge state, are the electron and ion densities, as it is the presence of these particles which make the discharge.

2.3 Debye Shielding

A fundamental characteristic of the behaviour of a plasma is its ability to shield out electric potentials that are applied to it. When a charged conductor is placed inside a plasma, it exerts an attractive and a repulsive force on oppositely and like charged particles, respectively. The oppositely charged particles generate a region around the conductor which cancels out the electric field around the conductor, preventing the conductor field penetrating into the quasi-neutral plasma. This shielding is known as Debye shielding and the depth of the imbalance around the conductor is known as the Debye length. The
approximate thickness of the charge cloud, the Debye length, is computed from a solution to Poisson's equation,

\[ \nabla^2 \Phi = -\frac{e}{\varepsilon_0} (n_i - n_e), \quad \text{Equation 2.6} \]

First, it is possible to determine the electrostatic potential \( \Phi \), that is due to the conductor charge, \( Q \). Using Boltzmann's equation [1],

\[ n(E) = n_0 \exp\left(\frac{-E}{kT}\right), \quad \text{Equation 2.7} \]

where \( k \) is Boltzmann's constant, the potential, \( \Phi \), that is produced by the conductor charge, \( Q \), that attracts the electrons and repels the ions can be described, as shown below,

\[ n_e = n_0 \exp\left(\frac{e\Phi}{kT}\right), \quad \text{Equation 2.8} \]

\[ n_i = n_0 \exp\left(-\frac{e\Phi}{kT}\right), \quad \text{Equation 2.9} \]

the charge density, \( \rho_s \), can now be given by,

\[ \rho_s = e(n_i - n_e) = -2en_0 \sinh\left(\frac{e\Phi}{kT}\right), \quad \text{Equation 2.10} \]

where, \( \sinh(x) = \frac{1}{2}(e^x - e^{-x}) \).

Knowing from Poisson's equation that,

\[ \nabla E = \frac{\rho_s}{\varepsilon_0} \quad \text{and} \quad E = -\nabla \Phi, \quad \text{Equation 2.11} \]
following through gives,

$$\nabla^2 \Phi = -\frac{\rho_e}{\varepsilon_0},$$  \hspace{1cm}  \textit{Equation 2.12}

substituting this result back into \textit{Equation 2.10} gives,

$$\nabla^2 \Phi = \frac{2n_e e}{\varepsilon_0} \sinh \left( \frac{e\Phi}{kT} \right),$$  \hspace{1cm}  \textit{Equation 2.13}

near the edge of the shielding cloud, and beyond, the electrostatic energy, $e\Phi$, associated with the charge from the conductor, $Q$, is much less than the electron thermal energy, $kT$.

Approximating $\sinh(e\Phi/kT) \approx e\Phi/kT$, allows \textit{Equation 2.13}, to become,

$$\nabla^2 \Phi = \frac{2}{\lambda_D^2} \Phi,$$  \hspace{1cm}  \textit{Equation 2.14}

$\lambda_D$, is defined as the Debye length given by,

$$\lambda_D = \left[ \frac{\varepsilon_0 kT_e}{e^2 n_e} \right]^{1/2},$$  \hspace{1cm}  \textit{Equation 2.15}

From the above equation it can be seen that as the density is increased, $\lambda_D$ decreases. This is as expected since each layer of plasma would contain more electrons. As $kT_e$ increases, then so does $\lambda_D$. Without thermal agitation, the charge cloud would collapse into an infinitely thin layer. It is the electron temperature that is used to define $\lambda_D$, as the electrons being so much lighter than the ions are more mobile, and it is the electrons that then generally do the shielding by moving to create a surplus or deficit of negative charge. The plasma approximation demands that the number of charged particles within a Debye sphere (a sphere of one Debye length in radius) must be substantially greater than one:
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\[ N_D \gg 1 \]

Also, to preserve the quasi-neutrality property of the plasma, the plasma size must be much greater than the Debye sphere:

\[ L \gg \lambda_D. \]

When the plasma is not subjected to external forces, it is made up of the interactions of the charged particles inside moving about due to their own thermal velocities. When a force is applied or the plasma is perturbed in some way the plasma tries to compensate and preserve its quasi-neutrality and field free conditions. The rate that a plasma can react to these changes is related to the plasma frequency, which is described next.

### 2.4 Plasma Frequency

If a plasma is perturbed, the separation of positive ions and negative electrons will generate an electric field, \( E \). This electric field will give rise to a restoring force, \( F_r \), which works at returning the particles to their equilibrium position. In a collisionless regime, this force, \( F_r \), is given by

\[
F_r = m_e \frac{d^2 x}{dt^2} = -eE = -\frac{n_e e^2 x}{\varepsilon_0}
\]

Equation 2.16

where, \( m_e \) is the mass of the electron, \( e \) is the electronic charge, \( \varepsilon_0 \) is the permittivity of free space and \( x \) is the displacement of the electrons.

When the electron reaches its original position it has a finite velocity and continues past its position until its kinetic energy goes to zero, generating a new electric field, and hence a new restoring force. Thus the electron oscillates around its position. The frequency of this oscillation can be deduced by substituting the equation for simple harmonic motion into \( Equation \ 2.16 \), deriving the electron-plasma frequency as
Substituting the electron density and mass for the ion density and mass, generates a similar equation for the ion-plasma frequency. As the ion mass is much greater than the electron mass, the electron-plasma frequency is greater than the ion-plasma frequency, and hence it is usually the electron-plasma frequency that is quoted for a particular plasma.

2.5 Processes within a Plasma

When a plasma has been generated by whatever means, it must sustain itself until the power is removed. Since the plasma is made up of many different particles, positively and negatively charged particles and neutrals, collisions are then going to occur between them, many get lost to the walls and some recombine. An outline of some of the processes that may occur in the plasma are given here.

2.5.1 Collisions

A number of different collisions take place within the plasma, both elastic and inelastic collisions, where the particles undergo different processes, with each of the processes having a different effect and frequency in the plasma. To establish the frequency at which these collisions occur, we return to the concept of the mean free path.

As mentioned earlier, there are a number of particle velocities within the discharge, the velocity distribution. Therefore there is also a distribution of free path lengths, which is the distance that a particle travels before colliding. This is the mean free path and is given by:

\[
\lambda_n = \frac{1}{\sum_n \frac{1}{N_n \sigma_n}} \quad \text{Equation 2.18}
\]

where \( N_n \) is the number of particles of species \( n \) per \( m^3 \), and \( \sigma_n \) is the cross-sectional area for collisions between electrons and particles of species, \( n \). The time, therefore, between the collisions for a particle travelling at a velocity \( u \) can be evaluated to be

\[
\tau = \frac{\lambda_n}{u} \quad \text{Chapter 2, Page 36}
\]
the frequency, $\nu$, between the collisions is then the reciprocal of the mean time, $\tau$.

If the velocity distribution governing the electrons is said to be maxwellian then the total collision frequency must be summed over all the velocities and therefore is given as

$$\nu = N_n \overline{\sigma u}$$  \hspace{1cm} Equation 2.20

The types of collisions that can occur include electron-impact collisions with neutral atoms, ion-neutral collisions, metastable collisions and many others. The outcome of these collisions can result in ionisation, recombination, excitation or relaxation of the particles. By combining these production and loss mechanisms, the plasma is maintained.

2.5.2 Ionisation

Electron impact ionisation is the most important mechanism by which the plasmas studied here are maintained. A free electron collides with a neutral atom removing an electron, producing a charged particle and two electrons. These two electrons can be accelerated within the plasma by the electric field or with the oscillating sheath if an RF plasma and then acquire sufficient energy to go on to ionise more neutrals in collisions. The minimum energy required to ionise a neutral is called the ionisation energy.

2.5.3 Enhanced Ionisation

In this process electrons can attain ionising potential in weak electric fields. If an electron undergoes an elastic collision at the appropriate time with respect to the phase of the applied field it may increase its energy. The electron collides with a neutral, reversing its direction at the same time as the field changes direction. By this increase in energy an RF plasma can be sustained for much smaller electric fields than for DC plasmas.
2.5.4 Excitation and Relaxation

Excitation is the process where an electron, bombarding a neutral, transfers its energy to a bound electron in the atom resulting in the jumping of that bound electron to a higher state in the atom. Relaxation is the opposite process where the excited electron drops back from the higher level to a lower energy level and emits a photon of light equal to the difference between the two energy levels. Optical emission spectroscopy uses this emission of light to detect the presence of various atoms.

The three main electron loss mechanisms in RF plasmas are recombination, diffusion and attachment [3, 4, 5]. In the following sections theses three mechanisms are described individually and their relevance to the plasmas studied in this thesis examined.

2.5.5 Recombination

Recombination occurs when an ion and electron collide, particularly at relatively low velocities and combine to form a neutral atom. Due to energy and momentum conservation requirements a third body is required in the recombination process. This third body can be a gas atom, the chamber wall, another electron or even an emitted photon. If the third body is an emitted photon, the process is called radiative recombination. If the third body is another particle, this recombination process is known as three-body recombination. The process of recombination can also occur when a negative and a positive ion collide, exchanging an electron and forming a neutral atom. The electron loss rate for a quasi neutral plasma is given by

\[ \frac{dn}{dt} = -\alpha n^2 \quad \text{Equation 2.21} \]

where, \( \alpha \), is known as the recombination coefficient and has units cm\(^3\)/s. The solution is found to be

\[ \frac{1}{n} = \frac{1}{n_0} + \alpha t \quad \text{Equation 2.22} \]
where \( n_0 \) is the initial density distribution. After the density has fallen far below its initial value, it falls of in a reciprocal manner as is shown in the following equation.

\[
n \propto \frac{1}{ct}
\]

**Equation 2.23**

### 2.5.6 Diffusion

When the density of charged particles in a plasma is relatively low, the differently charged particles can diffuse independently of each other. This sort of diffusion is known as free diffusion. The electrons being lighter than the ions, have a higher mobility and therefore diffuse more quickly than the ions. If however, the charged particles densities are not so low, a space charge is generated as a result of the separation of the differently charged particles, resulting in a field called the ambipolar field. This field then prevents the further departure from charge neutrality. The field results in slowing down the fast moving electrons and speeding up the slower moving ions. The transition from free to ambipolar diffusion is gradual.

Ambipolar diffusion cannot exist when the number of neutral particles is so low that the collisions between ions and electrons exceed the collisions with the neutrals, i.e. when the ionisation rate is high. Hence there are two different transitions that separate the three different regimes of diffusion. This is illustrated in Fig. 2.1 below.[4]
Densities decay exponentially in diffusion dominated discharges. The different loss processes can be distinguished between by observing the spatial dependence of the electron densities. In the diffusion process, the spatial distribution of the electron density results in a maximum in the centre of the discharge, while in the recombination and attachment processes a uniform density profile results. [5]

In a steady state plasma both electrons and ions must diffuse at the same rate, with an effective diffusion co-efficient given by:

\[ D_a = D_i \left(1 + \frac{T_e}{T_i}\right) \]  

where \( D_i \) is the diffusion co-efficient for the ions alone and \( D_a \) is the ambipolar diffusion co-efficient.

2.5.7 Attachment

Another important loss mechanism in electronegative plasmas is electron attachment. In this process the electronegative atoms or molecules capture electrons, resulting in the
formation of negative ions. The electron loss rate for this process is given by the following equation:

\[
\frac{dn_e}{dt} = -v_a n_e = -h v_e n_e
\]

Equation 2.25

where, \( v_a \) is the collision frequency for attachment, \( v_e \) is the electron-neutral collision frequency and \( h \) is the co-efficient for attachment. Attachment resulting in negative ion formation may occur by different processes such as, radiative attachment, dissociative attachment and three-body attachment, similar to the recombination processes mentioned earlier. [5]

2.6 Radio Frequency (RF) Inductively Coupled Plasmas

The radio frequency inductively coupled plasma (ICP) is an electrodeless type of discharge in which the RF power is coupled to the plasma by means of an induction coil which acts like the primary coil in a transformer and the plasma is analogous to the secondary coil in the transformer. For this reason these plasmas are often referred to as transformer coupled plasmas (TCP’s). The discharge sources currently being studied utilize a number of different coil configurations including the planer coil [6] and the extended coil. ICP’s operate at frequencies below the self resonant frequency of the coil typically at 13.56 MHz where the inequality \( \omega < \omega_p \) holds true in the electron density and temperature range in which the source is generally operated in (\( \omega_p \) is the plasma frequency and \( \omega \) is the RF driving frequency).

Radio frequency inductive discharges offer advantages over capacitive RF discharges. The ICP is capable of achieving high plasma densities at lower pressure and lower power. In an ICP the power is coupled through a dielectric window so the plasma is not in contact with a powered electrode. Since the power transfer in the inductive discharge is non-capacitive, low voltages are achieved across all plasma sheaths and the ion acceleration energy is low. The ion energy can be controlled in processing applications by placing the substrate on an electrode, which can be biased by a separate radio frequency power source. This enables the independent control of ion flux and ion bombardment energies [7]. This is important
since a number of modern industrial plasma processes require a high ion flux density which is uniform over a large area. Therefore it is necessary to have a collisionless dense plasma \(n_e > 10^{11}\text{cm}^{-3}\) [8]. This is not possible with the capacitive systems currently being used in the industry.

The ICP source under consideration in this project is of the internal antenna type. This type of geometry, while not widely used in material processing applications, is under consideration as for ion sources in fusion experiments [9] and also for lighting applications [10].

2.6.1 The Inductively Coupled Plasma (ICP)

The ICP works on the basis that an azimuthal electric field is induced in the chamber according to Faraday’s law, due to the time varying magnetic field generated by the radio frequency coil current.

\[
\nabla \times \mathbf{E} = -\frac{d\mathbf{B}}{dt}\]

Equation 2.26

This azimuthal electric field penetrates the plasma falling off over a characteristic length \(\delta\) called the skin depth. This phenomenon arises due to the generation of eddy currents which occur whenever an alternating current flows through a conductor, these eddy currents, by Lenz’s principle, act to decrease the magnitude of \(\mathbf{E}\). Within this distance from the surface of the plasma, power is transferred from the electric field to the electrons by collisional (ohmic) heating and by a collisionless mechanism whereby the electrons gain energy by interacting with the electric field. Ampere’s law determines the electric current in the plasma

\[
\nabla \times \mathbf{B} = \mu_0 \mathbf{J} + \mu_0 \varepsilon_0 \frac{d\mathbf{E}}{dt}\]

Equation 2.27

If the plasma frequency is large compared to the driving frequency the displacement current can be neglected in Ampere’s law [11], giving;
\[ \nabla \times \mathbf{B} = \mu_0 \mathbf{J} \quad \text{Equation 2.28} \]

and

\[ J(r) = \mu_0^{-1} \left( \frac{dB_x(r)}{dr} - \frac{dB_z(r)}{dz} \right) \quad \text{Equation 2.29} \]

where \( j_0 \) is the azimuthal current density. The power dissipated in the plasma is given by

\[ P(r) = E_0 (r) J_0 (r) \cos \phi_{EJ} \quad \text{Equation 2.30} \]

where \( \phi_{EJ} \) is the phase difference between \( E_0 \) and \( J_0 \).

Power is supplied to the ICP from an RF power supply generally the output impedance of the source is 50 \( \Omega \). The maximum power theorem states that for maximum power transfer to occur in an AC circuit the load impedance must be equal to the complex conjugate of the source impedance. Since the antenna has an inductive and resistive component to its impedance and the source has a purely resistive impedance, a matching network must be added to the radio frequency supply in order to achieve maximum power transfer from the RF source to the antenna. The RF power supplied to the antenna can be expressed as

\[ P_{\text{ant}} = VI \cos \phi_a \quad \text{Equation 2.31} \]

Where \( V \) and \( I \) are the antenna rms current and voltage respectively and \( \phi_a \) is the phase difference between them.

The electron inertia inductance follows from the plasma conductivity formula [12]
\[ \sigma = \frac{e^2 n_e}{m(v - j\omega)} \quad \text{Equation 2.32} \]

where \( e \) is the electronic charge \( m \) is the electron mass \( v \) is the electron collision frequency, \( L_e \) is the imaginary part of the plasma impedance and is related to the plasma resistance by

\[ L_e = \frac{j\omega R_2}{v} \quad \text{Equation 2.33} \]

### 2.6.2 Heating Mechanisms in an ICP

In a cold plasma, i.e. where the electron thermal motion is negligible, the coupling between the current density \( J \) and the RF electric field \( E \) is local and given by Ohm's law \( J = \sigma E \). This is known as the normal skin effect and in such a case energy transfer to the electrons in the plasma can only occur by ohmic heating. This heating mechanism results from electron neutral collisions which breaks the regularity of the motion of the electrons leading to a net gain in the energy of the electrons. However if the electron neutral collision frequency is much less than the RF period then the plasma is cold and collisionless. In this case an electron will sample the electric field at one location in space and since the field has a harmonic time variation it averages to zero and any energy gained in one half of the RF cycle will be lost in the other half. Thus there will be no net energy gain for the electrons. In the case where the thermal motion of the electrons is significant, i.e. if an electron can traverse the skin depth in a time less than an RF period, the electron samples the field along some trajectory over which the field will, in general, not average to zero. Electrons may therefore gain energy from the electric field. This power absorption mechanism is known as the warm plasma effect. A direct consequence of the warm plasma effect is that the electric field at one point in the plasma can affect the current at all other points and at all other times later in the plasma. Therefore the local relation \( J = \sigma E(r) \) dose not apply and instead the relation is non local and given by

\[ J = \int_{r,t} \Sigma(r)E(r,t)drdt \quad \text{Equation 2.34} \]
where $\Sigma(r)$ is the spatially distributed conductivity. The RF current diffusion due to the thermal motion of the electrons is responsible for the anomalous skin effect [13].

2.6.3 **Operation Modes in an ICP**

When a radio frequency current passes through the induction coil of an ICP, the current, by Faraday’s law, induces an oscillating electric field which is capable of maintaining the discharge in the metal chamber. The power deposition and heating mechanisms relating to this model are described in section 2.6.2. But in practical plasma chambers a large RF potential difference (several kilovolts) exists, between the ends of the induction coil and between the adjoining loops of the coil in the case of multi-turn coil, in order to drive the RF current required to maintain the discharge. This potential difference gives rise to electrostatic fields in addition to the induced electric field, the electrostatic fields allow for the possibility capacitive coupling mechanism which could also sustain the discharge.

The two power coupling mechanisms always coexist in practical ICP chambers although it is possible to limit the effect of capacitive coupling by placing a Faraday shield between the antenna and the dielectric window [14]. The two power coupling mechanisms are responsible for the operation of the discharge in two distinct modes [15], a low power mode, in which capacitive coupling dominates, generally referred to as the E mode and a high power mode in which inductive coupling dominates. This mode is referred to as the H mode. The E mode is characterized by a low luminosity and a low electron density ($10^8$-$10^{10}$ cm$^{-3}$). A high luminosity and a high electron density ($10^{11}$-$10^{12}$ cm$^{-3}$) characterize the H mode. It is generally found that, as the RF power is increased from zero, the gas breakdown to an E mode discharge occurs at a well defined, pressure dependent point. As the power is increased further the discharge changes abruptly, again at a well defined, pressure dependent point, to the H mode regime. Reducing the power will cause the reverse transition (from H to E mode) to take place although generally not at the same power as the E to H mode transition.

2.7 **Summary**

The basic theory of plasma has been reviewed. Various processes within the plasma have also been highlighted for the benefit of understanding the results presented in Chapters 4 –
6. The theory of RF ICP has been discussed with respect to the operation modes and heating mechanisms in the discharge.
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Chapter Three

Diagnostic Tools

3.0 Introduction

The purpose of this chapter is to describe the experimental system used, the Deuterium Negative Ion Source Experiment (DENISE). Two different modes of operation were employed, a DC filament driven discharge and an RF inductively coupled discharge. Both system set-ups are described here. The different diagnostic tools used in the course of this work are also introduced. Each diagnostic is introduced, its theory of operation and purpose to this work explained in detail. The diagnostics used included a Langmuir probe and a fast injection probe; both used to determine various plasma parameters and electron energy distribution functions (EEDF’s). A laser photodetachment technique is used to determine negative ion densities. Each diagnostic has its own specific theory, which is explained in detail in this chapter.

3.1 The DENISE Experimental System

A photograph of the DENISE system is shown below in Fig. 3.1. The main elements of the DENISE experimental system consist of an ion source body, a large vacuum chamber (base pressure $10^{-5}$ mbar provided by turbo pumps) which houses the extraction region and an attached collector region, the Faraday cup. The original apparatus [1] was modified so as to facilitate easier access to both the ion source and the extraction region for diagnostic purposes. For the experimental work discussed in this thesis, the region of interest is focussed mainly on the volume ion source. The DENISE system is PC interfaced to allow automated control and monitoring of the pumping system, the gas and water flow and the power. The automated system is set-up so as to facilitate both manual and computer control of the parameters, and is run with watchdog lines to maintain safety.
3.2 The Volume Ion Source

The new ion source designed for the DENISE system is externally modified from the original source [2]. The source body was built by Caburn-MDC. It is a water-cooled double-walled cylindrical vacuum chamber, of diameter 20.0 cm and length of 31.2 cm. There are three probe ports located on top of the chamber. Four additional ports, two on either side are provided at the midline for other diagnostics. This source was built so it would facilitate both filament and RF driven discharges, with minimum inconvenience for change-over.

3.2.1 The DC Volume Ion Source

The DC plasma is heated by a series of tungsten filaments located at the front of the source on a stainless steel endplate on the cylindrical system. The configuration is shown below in Fig. 2.3. This plate has 8 high power electrical feed-throughs rated to 100 V and 100 A which allow the connection of up to four filaments. The filaments are made of tungsten wire of diameter 1 mm and are approximately 120 mm in length. These filaments may be connected to operate in series or parallel. The plate has water-cooling channels, and the electrical feed-throughs are also water-cooled to prevent any damage to the ceramic isolation supports.
The discharge (duration typically 100 ms per shot) occurs between the filaments, the cathode and the chamber walls, the anode. A discharge of 70 V is generally applied between the filaments and the wall.

Power to the filaments is supplied with a Wayne-Kerr AP20-80 power supply unit. The source was operated by biasing the filaments negative to –70 V with respect to the anode using a Wayne-Kerr AP 70-30 power supply unit.
3.2.2 Pulsing the DC Source

The experimental set up is the same as described previously for the continuous discharge. However in order to modulate the discharge the discharge voltage is pulsed so as to generate an on-period and an off period, the discharge and post-discharge respectively. The discharge voltage can be modulated up to 10 kHz using a square-wave signal from a signal generator. This square-wave signal supplies a trigger for the diagnostics. A delay generator is used to determine the exact time in the discharge and post-discharge at which the diagnostics are triggered. The delay generator used is a Stanford Research Systems DG535 digital pulse generator.

3.2.3 The Extraction System

The plasma electrode, made of stainless-steel, is a 3 mm thick plate with an aperture of 8 mm diameter. This extraction system is illustrated in Fig 3.4. The extraction electrode is mounted 3 mm behind the plasma electrode, and also has an aperture of 8 mm diameter. This electrode can be biased up to 8 kV with respect to the plasma electrode. The extraction electrode is 12 mm thick and is made up of two separate plates, with magnets arranged in an octopole arrangement which act as a filter to electrons, preventing them from reaching the detector. The magnetic field strength measured in this region is approx. $B > 1000$ G. The two plates are connected by a 10 kΩ resistor. Arriving electrons at the second plate cause the potential to become negative with respect to the first plate and also help to suppress further electron collection. Behind the second plate an end plate is mounted and 30 mm behind this the Faraday cups are
mounted. There are 6 Faraday cups which are isolated from each other by means of ceramic strips, allowing for beam profile measurements. Extraction voltage and acceleration voltage can be up to 25 kV.

Fig. 3.4 Schematic of Ion Source and Extraction Chamber.

3.3 The RF Volume Ion Source

Fig. 3.5 The RF Ion Source.

The RF experimental system is an ICP with an internal antenna positioned along the axis of the cylindrical discharge chamber. A schematic of this system is seen above in
Fig. 3.5. A second stainless steel endplate exists which is designed to hold the RF antenna vacuum feed-through. The antenna consists of helically wound water-cooled copper tubing with eleven turns. The antenna is driven by a 13.56 MHz RF power supply capable of generating up to 3.5 kW.

To generate the power to the plasma the problem of feeding the power from the RF generator to the discharge needs to be overcome. A circuit that transfers maximum power to the plasma has been applied by the use of an automatic matching network.

3.3.1 The Antenna

The antenna consists of 2mm diameter copper tubing wrapped in the form of a coil with 11 turns, with an inner diameter of 3.5 cm, and a length of approx. 6 cm. The resistance of the coil is measured to be 2 Ω and the inductance found to be 2 μH in a CW inductive mode.

The antenna sits in the centre of the volume ion source chamber, see Fig. 3.5. It is housed in a quartz tube of thickness 4 mm, which keeps the antenna from direct contact with the plasma, and also keeps it at atmospheric pressure therefore reducing the possibility of arcing. Quartz glass is used as it is a good insulator and would not be heated by the induced electric field from the antenna. The antenna is water cooled through the inner diameter of the copper tubing which is done to prevent damage and also to minimise changes to the antenna resistance.

3.3.2 Pulsing the RF Ion Source

The probe used in this work is a Scientific Systems SmartProbe [3] and is operated within the pulsed discharge in boxcar mode. The RF power supply in use allows for pulsing of the discharge with a frequency of up to 1 MHz. The modulation frequency of the discharge is sent through delay electronics to produce an external trigger to the SmartProbe system and therefore data of an I-V characteristic and EEDF can be collected at a specific point in the pulse train of the discharge or afterglow. A schematic of the set-up is shown here in Fig. 3.6.
The pulsing of the RF generator is controlled by a LABVIEW® programme. This programme allows forward power to be set, pulse length to be determined and the modulation frequency to be decided. Fig. 3.7 below shows the graphics user interface (GUI) for this programme.

Fig. 3.7 GUI for RF Pulsing Control.
3.3.3 The Bird Power Meter

A directional power meter, BIRD Model 43, is used to measure the RF power. It has a power range of 1 W to 1 kW and a frequency range of 0.45 MHz to 2300 MHz. The meter allows both forward and reverse sensing of powers by means of a rotatable element. The element contains a loop that detects the magnetic field in the nearby section of the RF current carrier. A potential difference appears across the loop proportional to the current in the carrier and the mutual inductance between the loop and the current carrier.

The voltage seen by the meter is the voltage across the resistor R and the voltage across the inductor with mutual inductance M with the RF line.

\[ \text{probe} = j \omega CRV \pm j \omega MI \quad \text{Equation 3.1} \]

The values are chosen so that they satisfy the equation:

\[ CR = \frac{M}{Z_0} \quad \text{Equation 3.2} \]

Where \( Z_0 \) is the characteristic impedance of the line carrying the RF current, which is 50 \( \Omega \). The equation for the probe voltage now becomes

\[ \text{probe} = j \omega M \left( \frac{V}{Z_0} \pm I \right) \quad \text{Equation 3.3} \]

The sum of the forward and reflected voltages gives the voltage at any point on the transmission line. The current is given by:

\[ I = \frac{V_r}{Z_0} \frac{V_f}{Z_0} \quad \text{Equation 3.4} \]

Thus the voltage on the probe when in the forward direction and the voltage when rotated by 80° are then given by the following equations respectively:

\[ \text{probe} = \frac{j2 \omega MV_f}{Z_0} \quad \text{Equation 3.5} \]

3.4 Langmuir Probe

The Langmuir Probe is commonly regarded as one of the most important and versatile plasma diagnostic tools, due to its simplicity of design and in-situ measurements, providing local information of the various plasma parameters. Because of its ability to measure the various parameters over a wide range of experimental conditions and to measure the electron energy spectrum, the probe is regarded as one of the superior
plasma diagnostic techniques. The parameters measured include electron density, ion density, electron temperature, plasma potential, floating potential and the electron energy distribution function. The probe diagnostic consists of placing a conductor into a plasma, applying a voltage and measuring the resulting current drawn. The resultant plot is that of an I-V characteristic of the plasma. The theory of probes is reasonably well established, allowing it to become the very popular tool that it now is [5], [6], [7]. The probe used in this work is a Scientific Systems SmartProbe [8]. It is a cylindrical probe, so it may easily be employed in both radial and spatial measurements, and has a small surface area so as to minimise disturbance to the plasma.

When the probe is biased, the sheath that surrounds it increases in width, and so the particle collection changes from being radial to orbit motion limited. When this happens all particles entering the sheath are not collected [9]. The Laframboise theory is used to account for the expansion of the sheath with biasing of the probe [10]. As this theory does not take collisions into account it only holds valid for low pressure discharges or small sheaths. This theory is described in this section in detail.

3.4.1 Probe Theory

A typical I-V probe characteristic is shown here in Fig. 3.8.
Fig. 3.8 Example of a Typical Langmuir Probe I-V Characteristic.

The characteristic can be broken down into three sections, as illustrated. In region A, the probe is biased strongly negative with respect to the plasma, therefore repelling all contributing electrons and attracting only positive ions. The current collected here is the ion saturation current, $I_{\text{sat}}$, and is expressed as

$$I_{\text{sat}} = \frac{1}{4} n_0 e A \bar{u}_s$$  \hspace{1cm} \text{Equation 3.6}

where, $A$ is the probe sheath area, $n_0$ is the ion density and $\bar{u}_s$ the ion acoustic velocity, or Bohm velocity [8], given by:

$$\bar{u}_s = \left( \frac{kT_e}{m_i} \right)^{\frac{1}{2}}$$  \hspace{1cm} \text{Equation 3.7}

This velocity is defined as the minimum velocity required by the ions to enter the sheath.
In region B, the probe bias is becoming more positive. This is known as the electron retardation region. As the bias is made less negative, fast electrons start to be collected. At a certain probe bias the flux of electrons and ions equal each other and the net collected current is zero. The potential is known as the floating potential, $V_f$. As the probe bias becomes more positive, the probe starts collecting the faster electrons which are able to overcome the retarding potential. As the bias increases the slower electrons of the velocity distribution are collected.

In conjunction with this, the thickness of the ion sheath decreases. The density of the electrons in this ion sheath is governed by Boltzmann's Law [9]

$$n_e = n_{e(0)} \exp \left( \frac{eV_p}{kT} \right)$$  \hspace{1cm} \text{Equation 3.8}

where $n_{e(0)}$ is the electron density in the plasma, $V_p$ is the plasma potential, and $T$ the temperature in Kelvin. The random current at the sheath edge, like that for the ions saturation current equation Eqn.3.1, is given by

$$I_{e(0)} = -\frac{1}{4} n_e e A \bar{u}_e$$  \hspace{1cm} \text{Equation 3.9}

In this equation $\bar{u}_e$ is the average electron velocity, calculated from the Maxwell-Boltzmann velocity distribution and found to be

$$\bar{u}_e = \left( \frac{8kT_e}{\pi m} \right)^{1/2}$$  \hspace{1cm} \text{Equation 3.10}

The total collected current in region B of retarding potential is then [6], [10],

$$I_{\text{probe}} = I_{\text{ion}} + I_{e(0)} \exp \left( \frac{eV_p}{kT_e} \right)$$  \hspace{1cm} \text{Equation 3.11}

On increasing the probe voltage further, a potential is reached where there is no sheath around the probe tip. Here the probe is at the same potential as the plasma and hence is called the plasma potential and denoted by $V_p$. With no sheath around the probe tip...
electrons and ions migrate to the tip by their own thermal velocities. Electrons being lighter than ions have a higher mobility and hence the current collected at this potential is electron-dominated.

In region C, the probe bias is increased further, becoming more positive. The ions are not collected due to the fact that they can not overcome the potential drop within the sheath around the probe. The current collected is just electrons, and this region is called the electron saturation region. The current collected by the probe here is given by

$$I_{\text{sat}} = -\frac{1}{4} n_e(0) e A \bar{v}_e$$  \hspace{1cm} \text{Equation 3.12}

From the above analysis it can be seen that much can be deduced about the plasma parameters by means of the probe. However this analysis only holds true for low pressure plasmas where,

$$r_p < \lambda \quad \text{and} \quad \lambda_d < \lambda$$  \hspace{1cm} \text{Equation 3.13}

where $r_p$ is the probe radius, $\lambda$ the electron collisional mean free path, and $\lambda_d$ the Debye length which is given by:

$$\lambda_d = \left( \frac{e_0 k T_e}{e^2 n_e} \right)^{1/2}$$  \hspace{1cm} \text{Equation 3.14}

Other assumptions are also made, these include [10][11]:

- That the plasma is assumed infinite, homogeneous and quasineutral in the absence of a probe.
- That all charged particles striking the probe are assumed to be absorbed.
- That no magnetic fields are present.
- That velocity distributions for both electrons and ions are assumed to be Maxwellian distributions.
- That electrons and ions of temperatures $T_e$ and $T_i$, hold the condition that $T_e >> T_i$. 

Chapter 3– Page 60
It is recognised that the above assumptions do not always hold true and some discussion of this is included in this text.

It is obvious from the above probe theory that the acquisition of an I-V characteristic provides a lot of information about the plasma, but in order to determine specific plasma parameters further analysis is required. This is explained in the following section.

3.4.2 Determination of Plasma Parameters

In order to reduce perturbation to the plasma by the probe a cylindrical, small area probe is used. This also has the advantage of having a definitive theory describing the behaviour of the sheath [5], [7]. Once the sheath behaviour, and therefore the ion current expansion is known, the ion density, $n_+$, can be determined. Using a small area probe also has the advantage of reducing the depletion of low energy electrons, which is beneficial for low-density plasmas or weak magnetic fields [5]. The probe theory used in analysing the characteristic is that of Laframboise [7].

The expansion of ion current to the probe may be described as a function of applied voltage, $V$, as shown here:

$$\frac{I_+}{I_{n+}}(V) = f\left(\frac{r_p}{\lambda_d}, \chi\right), \quad V < V_p \quad \text{Equation 3.15}$$

$$\frac{I_e}{I_{n+}}(V) = F\left(\frac{r_p}{\lambda_d}, \chi\right), \quad V > V_p \quad \text{Equation 3.16}$$

where $\chi$ is the non-dimensional probe voltage, $I_{n+}$ is the thermal ion current and $I_{n+}$ is the thermal electron current. These are given as

$$\chi = \left(\frac{e(V - V_p)}{kT_e}\right) \quad \text{Equation 3.17}$$

$$I_{n+} = n_i r_e \left(\frac{2\pi kT_e}{m_i}\right)^{1/2} \quad \text{Equation 3.18}$$
The function \( f\left( \frac{r_p}{\lambda_d}, \chi \right) \) is the expansion factor as calculated by Laframboise in the zero ion temperature limit \( T_i < T_e \). \( n_i \) and \( n_e \) are the ion and electron densities, respectively, and \( r_p \) the probe radius. The function \( f \) is derived from numerical fits to Laframboise curves where the ion and electron thermal currents are used as scaling factors [10].

On examining the above equations it is seen that a knowledge of some of the plasma parameters is required to use the above theory. A value for the plasma potential, \( V_p \), the electron temperature, \( kT_e \), and the Debye length, \( \lambda_d \), are needed. To overcome this iteration is required. An I-V probe characteristic is taken, and using simple Langmuir theory \( V_p \), \( kT_e \) and \( \lambda_d \) are estimated [5]. A value for the plasma potential is easily calculated by determining the first derivative of the I-V and the slope of the exponential section produces a value for \( kT_e \). Determination of \( \chi(V) \) then provides the most suitable value for \( \frac{r_p}{\lambda_d} \) by fitting the observed current, \( I(\chi) \), to the theoretical predictions of Laframboise [12]. This fit takes place at a very negative voltage where no fast electrons are included in the collected current.

Calculations of the other plasma parameters, the floating potential, \( V_f \), the electron and ion densities, \( n_e \) and \( n_i \) respectively, can now be made from the approximations already made of \( V_p \), \( kT_e \) and \( \frac{r_p}{\lambda_d} \cdot n_e \) The ion density is found by combining \( Equation \ 3.14 \) and \( 3.17 \) and the electron density is found by combining \( Equation \ 3.15 \) and \( 3.18 \) such that

\[
I_{in} = n_i r_p e^{\left( \frac{2\pi kT_e}{m_e} \right)^\chi} \quad \text{Equation 3.19}
\]

\[
n_i = \frac{I_s(\chi)}{er_p \left( \frac{2\pi kT_e}{m_e} \right)^\chi f\left( \frac{r_p}{\lambda_d}, \chi \right)}, \chi < 0 \quad \text{Equation 3.20}
\]
where \( I_e(\chi) \) is the current measured at a very negative voltage to remove any contribution from electrons, and \( I_e(\chi) \) is the current measured at some positive potential with respect to the plasma potential, \( V_p \). It has been found that the determination of the plasma potential from the first derivative of the I-V characteristic yields a value for the maximum that always occurs below the point of saturation. It can be corrected by means of the intersecting slope method. This new value for \( V_p \) is then determined by the following equation,

\[
V_p = V_{\text{max}} + kT_e \ln \left( \frac{I_{\text{sat}}}{I_{\max}} \right)
\]

Equation 3.22

where \( V_{\text{max}} \) and \( I_{\text{max}} \) are the voltage and current, respectively, at the maximum of the first derivative and \( I_{\text{sat}} \) is the electron saturation current.

A new value for the electron temperature, \( T_e \), is then calculated from the new value of the electron current as shown here,

\[
I_e(\chi) = I_{\text{max}}(\chi) - I_e(\chi)
\]

Equation 3.23

Figures 3.9(a) and 3.9(b) below show the characteristic I-V's and EEDF's measured by the SmartProbe.
Fig. 3.9(a) Typical I-V Characteristic Collected by the SmartProbe.

Fig. 3.9(b) Typical EEDF Collected by the SmartProbe.

3.4.3 Determination of the Electron Energy Distribution

The electron energy distribution function (EEDF) provides fundamental and important information about the plasma, how it is heated and how it is sustained. It is also necessary in calculating the rate coefficients for ionisation and excitation. Calculating the integral over the EEDF provides values for both the electron density, $n_e$, and the reaction cross-sections, $\langle \sigma v \rangle$, as shown here,
Here, \( f(\varepsilon) \) is the normalised EEDF, \( \sigma \) is the reaction cross-section, and \( u \) is the electron velocity. The second derivative of the I-V probe characteristic is proportional to the EEDF provided it is isotropic [13], giving,

\[
n(\varepsilon) = n_e f(\varepsilon) = \frac{2}{eA} \frac{d^2 e}{dV^2} \left( \frac{2me}{e} \right)^{1/2}
\]

Equation 3.25

where the energy, \( \varepsilon = V - V_p \).

So by differentiating the probe current twice with respect to the probe bias the EEDF is obtained.

### 3.5 Laser Photodetachment Technique

One of the most successful methods of measuring negative hydrogen ion densities to date is that of photodetachment by a pulsed laser [16, 17]. Other methods such as mass spectroscopy [18] and Langmuir probes [19, 20] have been used to carry out measurements of \( \text{H}^- \) in the discharge. The photodetachment technique described here is used to spatially resolve the \( \text{H}^- \) density throughout the discharge, and therefore give a better insight into the behaviour of the plasma.

The photodetachment reaction is a light-matter interaction where a photon is used to remove an electron from a negative ion when the photon energy is greater than the electron-hydrogen ion binding energy, \( E = 0.75 \text{ eV} \). This reaction equation is shown in equation 3.26

\[
\text{H}^- + hv \rightarrow \text{H} + e^-
\]

Equation 3.26

In the 1950's, experiments using a well-collimated beam of light from a carbon arc lamp to detach electrons from the negative ions in the beam path were carried out by Branscomb [21].
In the experiments carried out and described here in this work, a laser pulse beam is used to detach the electron, making the technique more versatile and simpler. Detaching an electron from the negative ion obviously results in an increase in the electron density, which may then be detected by the Langmuir probe described earlier. The probe must be located in the light-plasma interaction volume.

A Nd-YAG laser can be used for the photodetachment because the photon energy of 1.1 eV is enough to detach the electron as required, and yet not result in photoionisation, photoemission or photodetachment of other species.

The fraction of negative ions in the beam path detached by a pulse of laser light can be determined by the following equation, *Equation 3.27*. [16].

\[
\frac{\Delta n^-}{n^-} = 1 - \exp \left[ -\frac{E \cdot \sigma^{ph}}{A \cdot h \cdot v} \right] \tag{3.27}
\]

where \( A \) is the cross-sectional area of the laser beam, \( E \) is the laser beam Energy, \( h \) is Planck's constant, \( v \) is the frequency of the laser light and \( \sigma^{ph} \) is the cross-section for photodetachment at the photon energy being used, in this case it is \(3.6 \times 10^{-17} \text{ cm}^2\) [22]. If the laser energy is large enough to saturate the photodetachment signal then the cross-section becomes insignificant. The negative ion density to the probe can then be estimated by *Equation 3.28* [23, 24] Once the signal is saturated this density is proportional to the amplitude of the photodetachment signal, \( \Delta I_e \). \( H^+ \) values may then be determined once the electron density and continuous current to the probe is known.

\[
\frac{n^-}{n_e} = \frac{\Delta n_e}{n_e} = \frac{\Delta I_e}{I_e} \tag{3.28}
\]

### 3.5.1 Experimental Set-up and Apparatus for Laser Photodetachment Technique

The experimental set-up of the laser photodetachment measurement tool requires the orientation of the detecting probe to be co-axial to the laser beam path. The configuration is shown in Fig. 3.10
The probe used consists of a tungsten wire of diameter 1 mm and length 10 mm, supported by a ceramic sleeve and housed in a quartz tube inserted to the chamber with a Wilson Seal, thus allowing movement of the probe in the spatial plane co-axial to the beam path.

It is important to note that the ceramic sleeve did not touch the tungsten wire and therefore the surface area of the probe was not altered by deposition of carbon or other contaminants.

The laser pulse is generated by a spectron SL400 pulsed Nd:YAG laser, capable of delivering 300 mJ, with a pulse length of 9 ns. It was operated at its fundamental mode at 1064 nm, as the photodetachment cross-section at this wavelength is near its maximum[22]. This laser pulse is aligned with a HeNe CW laser at 632.8 nm. The DC electron current signal generated from the plasma electrons is filtered from the AC signal generated by the collected electrons due to the photodetachment by means of the circuit shown in Fig. 3.11. The signal is captured on a fast-recording oscilloscope.
Fig. 3.11 Electrical Circuit for photodetachment probe

3.5.2 Determination of Optimum Operating Conditions for Photodetachment Measurements.

A typical photodetachment characteristic signal, as shown in Fig. 3.10, is collected with the above apparatus. As the laser light enters the interaction volume the hydrogen ions are dissociated as indicated in Equation 3.26, creating electrons and hydrogen atoms. The increase in electrons does not initially lead to a change of charge density in the region as the numbers of positive and negative particles is not affected by the photodetachment reaction, and no potential difference exists between the interaction region and the bulk plasma.

The positively biased Langmuir probe collects the detached electrons. These collected electrons cause a potential difference across the 1 kΩ resistor, giving a drop in the potential until a minimum is reached. This potential is proportional to the total extracted electron current, $\Delta I_\text{e}$. A flux imbalance occurs between the detached electrons leaving the interaction region and the negative ions entering this region. The reason for this is that the electrons leaving are more energetic and mobile than the negative ions entering, thus a charge imbalance results, causing a positive potential as the negative charges are depleted. This then leads to the generation of an electric field, accelerating negative charges into the reaction region.
As stated previously, the electron-hydrogen binding energy, or electron affinity of hydrogen is 0.754 eV, the photon energy is 1.2 eV. This results in the photodetached electrons having an energy of 0.455 eV. The electron energy distribution evolves quickly to a near-maxwellian distribution, so a Boltzmann relation may be applied, as in Equation 3.29.

\[
\Delta V = \left( \frac{kT_e}{e} \right) \ln \left( \frac{n_e + \Delta n_e}{n_e} \right) \quad \text{Equation 3.29}
\]

The electrons in the bulk are denoted by \( n_e \), the photodetached electrons given by \( \Delta n_e \) in the reaction area and \( kT_e \) is the electron temperature.

As the characteristic signal goes from the minimum back to its equilibrium value, the flux of negative ions into the volume exceeds the positive ion flux, and so a negative potential develops, generating an electric field which then accelerates the electrons out of the reaction region and pulls the positive ions in.

![PhotoDetachment Signal in Hydrogen Discharge](image)

Fig. 3.12 Typical Photodetachment Signal.

As mentioned previously, \textit{Equation 3.27} gives the fraction of negative ions detached for a given energy.
\[ \frac{\Delta n^-}{n^-} = 1 - \exp\left[ -\frac{E}{A} \cdot \frac{\sigma_{ph}}{h \cdot v} \right] \]

Equation 3.30

An experimental plot to characterise the variation of the photodetachment signal with the laser energy is carried out. This is then compared with the theoretical value obtained by calculations with Equation 3.27. This experimental versus theoretical plot is shown in Fig. 3.13. Correlation between the theoretical and experimental curves ensures that the detached signal is indeed a negative ion effect.

![Theoretical and Experimental Dependence of Photodetachment Current on Laser Energy.](image)

Fig 3.13 Theoretical and Experimental Dependence of Photodetachment Current on Laser Energy.

As can be seen from the above diagram, the correlation between the two curves is quite good. The curve can be broken down into three regions. In the first region the photodetachment signal rises. This is due to the increasing number of negative ions undergoing photodetachment as the laser energy is increased. In the second region, between 45 mJ and 65 mJ, the signal saturates. This happens when all the negative ions in the interaction volume are being photodetached, and all the electrons are being collected. In region three, there is a further increase in the signal. This increase is not in fact due to further photodetachment. As the laser light rises above this level, the light...
begins to interact with the tungsten tip, causing ablation of the tip. Electrons emitted by 
this interaction are then also collected, causing the increased signal observed.

The assumption that all the negative ions detached are negative hydrogen ions also 
holds valid, as any other ions that may be detected in the signal would be mainly due to 
oxygen. Species such as O^-, O_2^-, OH^-, may be detached at the energy being used, but the 
photodetachment cross-sections, $\sigma_{ph}$, for these are orders less than for H^- [21].

To determine the optimum operating voltage at which to bias the Langmuir probe, a 
photodetachment signal variation with probe voltage is plotted in Fig. 3.14. This 
eliminates the possibility of probe voltage effects on the measured signal. Fig 3.14 
shows an increase in photodetachment signal with increasing probe voltage. This signal 
saturates at about 45 V. It is at this voltage that all further photodetachment 
measurements are taken with the Langmuir probe.

![Graph](image)

**Fig. 3.14 Photodetachment Dependence on Probe Voltage.**

To determine the effect of modification of the beam diameter, therefore varying the 
cross-sectional area, A, in *Equation 3.27*, various apertures were constructed and placed 
in the laser beam path. Aperture diameters of 3 mm, 5 mm, 8 mm and 12 mm were 
constructed and tested. It was found that the signal saturated with the 8 mm aperture
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diameter beam. All further photodetachment measurements were taken with this beam diameter.

Finally the photodetachment technique was tested on an argon discharge which generates no negative ions. This eliminated the possibility of effects due to positive ions or electrons.

3.6 Summary

A description of the filament driven and RF ICP volume ion sources under investigation on the DENISE system has been presented. The diagnostics used are the Langmuir probe and a laser photodetachment technique, both of which have been described in detail in this chapter. Using these diagnostic techniques, both sources can be characterised, revealing much information about the plasmas generated and information on negative ion densities determined when operating in continuous and pulsed modes.
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Chapter Four

Plasma Parameter Measurements

4.0  Introduction
This chapter is devoted to the presentation and discussion of Langmuir probe measurements carried out in H₂ discharges on both the RF and DC systems described previously in Chapter Two. Determination of the plasma parameters, the electron density, ion density, electron temperature, plasma potential, floating potential and EEDF's are carried out in a CW mode of operation of both the filament generated and RF generated plasmas. The applied magnetic field is modelled and examined, and its effects, in particular, on the spatial dependence of the electron densities and temperatures investigated.
The concept of temporal filtering is examined, and the effect of pulsing the discharge investigated with respect to the plasma parameters. These values were determined over a range of pressures and powers.
Having generated both types of plasmas in the same system, the discharges are examined without any geometrical complications. The parameters measured are presented and discussed here.

4.1  Experimental Apparatus
The probe configuration consists of a small tungsten wire, 0.18 mm diameter and 10 mm in length, supported in a ceramic tube. It can be moved radially in the ion source chamber.
The operation of this probe has been described previously in Section 3.4. In short, a voltage varying between -95 V to 95 V is applied to the probe and the current drawn is measured.
The resultant current and voltage points are plotted giving the characteristic I-V curves. These characteristics can be spatially and temporally resolved throughout the discharge.
The I-V characteristics are then analysed as explained previously, Section 3.4, to determine the plasma parameters.
4.2 Measurement of Plasma Parameters in the DC Ion Source

Typical I-V characteristics are shown in Fig. 4.1 and Fig. 4.2. Fig 4.1 shows the increase in current collected by the probe for a 10 mTorr H$_2$ discharge in a filament driven discharge when the discharge current is increased. Fig. 4.2 shows electron density variation for 0.5 A to 3.5 A discharge currents at 10 mTorr, with a discharge potential of 70 V, taken 15 cm from the front plate in the centre of the discharge. The electron density is seen to increase linearly with the increasing discharge current. More importantly, Fig. 4.3 shows the effect of increased pressure on the electron density and the electron temperature.

![I-V Characteristics for Different Discharge Currents in a 10 mTorr Hydrogen Discharge.](image)

Fig. 4.1 I-V Characteristics for Different Discharge Currents in a 10 mTorr Hydrogen Discharge.
Fig. 4.2 Electron Density Variation with Discharge Current for a 10 mTorr, 70 V Discharge

Fig. 4.3 Variation in Electron Density and Electron Temperature with Pressure in a 1 A Discharge.
As can be seen from the above graph in Fig. 4.3, the electron density increases with increasing pressure. This is due to the fact that there is an increased number of ionising collisions between electrons and neutral molecules as the neutral molecule density increases. This is easily observable from the following equations.

The gas density can be computed directly from the filling pressure, where

\[ n_g = 3.5 \times 10^{13} \text{molecules/cm}^3 \text{ per mTorr} \]

The primary electron density is given by

\[ n_p = \frac{I_d}{eV} \left[ \frac{1}{n_g \langle \sigma, u_p \rangle} + \frac{1}{\tau_w} \right] \]  
\text{Equation 4.1}

where, \( I_d \) is the discharge current, \( V \) is the volume of the discharge, \( n_g \langle \sigma, u_p \rangle \), is the loss rate due to inelastic collisions, \( \tau_m \) and \( \tau_w \) is the characteristic loss time due to wall collisions.

For low source pressure, where losses to the wall dominate, i.e. \( \tau_w < \tau_m \), \( n_p \) is proportional to the discharge current and can be approximated to

\[ n_p = \frac{I_d}{eV} \tau_w \]  
\text{Equation 4.2}

Therefore it is possible to determine the value of \( \tau_w \) by plotting \( n_p \) against \( I_d \). As the pressure is increased, \( \tau_m \) begins to dominate over \( \tau_w \). In this region the density and EEDF of the primaries are dependent on \( n_g \). As \( n_g \) increases, \( n_p \) decreases, and as the mean free path for collisions becomes smaller the primary electron energy decreases to lower energies resulting in an increase in the bulk electron density, \( n_e \). The bulk electron density can be computed by,


\[ n_e = n_g n_p \langle \sigma_{\text{ion}} u_p \rangle \tau_e \]

Equation 4.3

or in terms of the discharge current and pressure,

\[
\frac{n_e}{eV} = \frac{I_d n_g \langle \sigma_{\text{ion}} u_p \rangle \tau_e}{n_g \langle \sigma_e u_p \rangle + \frac{1}{\tau_w}}
\]

Equation 4.4

where \( \tau_e \) is the characteristic loss time for electrons.

The electron temperature also falls rapidly with increasing pressure. This decrease is due to the increasing density of neutral molecules. As the ionisation rate increases, the electrons undergo more collisions therefore transferring their energy to the ions and neutrals and hence lowering the electron temperature.

A radial scan of the electron temperature and density show the effect of the magnetic field distribution on the radial profile of the discharge. As can be seen in Fig. 4.4 the electron density rises slowly until at 3 cm from the chamber wall and then falls rapidly on moving closer to the grounded chamber wall. The decrease in the electron density in this region of the plasma is due to the sheath at the chamber wall and also the confining effect of the magnetic field. The applied field has the effect of confining the hot electrons in the centre of the discharge.

The electron temperature is also seen to fall on approaching the grounded wall from the centre of the discharge. This again is an effect of the confining field of the permanent magnets placed on the outer walls of the chamber. As only the colder, slower electrons can traverse the magnetic field the overall electron temperature is lower in this region.
Fig. 4.4 Variation of Electron Temperature and Electron Density with Radial Position in the Source for a 70V, 1 A, 5 mTorr Discharge. (note: center of discharge at 12 cm on x-axis.)

4.3 EEDF Measurements in the DC Ion Source

Electron energy distribution functions were determined also by use of the Langmuir probe technique described earlier. Fig. 4.5 below shows the EEDF collected for a 5 mTorr hydrogen discharge with a discharge current of 1.5 A and a discharge voltage of 70 V.

The EEDF shows a strong bi-maxwellian tendency, which can be considered as the sum of two different maxwellian distributions given by the following equation:

\[ f(v) = n \left( \frac{m}{2\pi kT_v} \right)^{3/2} \exp \left( -\frac{mv^2}{2kT_v} \right) \]

Equation 4.5

Each of the distributions is characterised by a different electron temperature, \( T_1 \) and \( T_2 \). The two different temperatures correspond to a colder distribution of electrons and a hotter distribution of electrons. On the graph shown in Fig. 4.5 the value of the two different temperatures are calculated. This is done by fitting a line to each component of the graph.
with a natural logarithmic scale. The temperature is then determined by calculating the slope of the line, where the slope is the reciprocal of the temperature.

![EEDF Measurements](image)

**Fig. 4.5** EEDF Measurements in a 5 mTorr, 1.5 A discharge.

In this discharge (5 mTorr, 1.5 A) the colder distribution is calculated to have an electron temperature of 0.97 eV as $T_1$ and the hotter distribution, $T_2$, is calculated to have an electron temperature of 6.56 eV. The electron density in each distribution can also be calculated by integrating under each separate distribution. This then leads to the determination of the ratio for the density of the hot to cold electrons. In the discharge above, the cold distribution has an electron density of about $2 \times 10^{11}$ cm$^3$ and the hot distribution has an electron density of approximately $1.3 \times 10^9$ cm$^3$. The ratio of densities is found to be 30:1 for the "cold to hot" ratio.

### 4.4 Measurement of Plasma Parameters in the RF Ion Source

Typical I-V characteristics are shown in Fig.4.6 from the discharges generated in the RF ion source. These characteristics are collected from a plasma source without the permanent Co-Sm magnets on the outer wall of the source. To determine the effect of the magnetic
field on the discharge, all the source plasma parameters were first measured without an external field and then re-determined when the magnetic field was re-applied.

Fig. 4.6 Variation of I-V Characteristics Collected in the RF Ion Source as a Function of Pressure (RF Power 550 W).

The variation in the electron density as a function of the source pressure and the source RF power is shown in the following graph in Fig. 4.7. From this graph the transition from the capacitive (E-mode) to the inductive mode (H-mode) can be clearly seen. The transition is seen from the increase in the electron density, approximately a factor of 10 increase. This transition occurs however only at pressures above 30 mTorr. For the powers used, it was not possible to generate the inductive discharge for pressures below 30 mTorr.
Fig. 4.7 Variation of the Electron Density with RF Power and Pressure.

The electron density increases with increasing gas pressures as there are more neutrals available for ionisation.

The variation in the electron temperature with pressure can be seen in the following graph in Fig. 4.8 below.
As can be seen in Fig. 4.8, on transition from the E-mode to the H-mode the electron temperature decreases dramatically.

Fig. 4.9 shows the EEDF's collected and their variation with pressure. The distributions show little variation with pressure. The profile obtained at 20 mTorr is different as the discharge has not transversed to the inductive mode and remains capacitive.
Multicusp-like geometries have been proposed and studied since the early days of fusion research, when cusp and picket fence geometries were proposed and analysed. The initial motivation was a search for magnetic field configurations with "good" curvature, i.e. the radius of curvature is antiparallel to the pressure gradient rather than parallel. Magnetic fields are often used to both confine and increase ionisation within the discharge. In multicusp ion sources, fast electrons are prevented from recombining with the chamber walls by a strong multipole arranged magnetic field.

Electrons travelling with velocity \( u \) parallel to the field will be unaffected since the product of \( u \times B \) will be equal to zero. However electrons ravelling at an angle, \( \theta \), will be subject to a force perpendicular to the field. This force is determined by

\[
F_\perp = Beu \sin \theta \quad \text{Equation 4.6}
\]
If the electron makes no collisions it will move with circular motion around the magnetic field with a radius of

\[ r = \frac{m_e u \sin \theta}{Be} \quad \text{Equation 4.7} \]

combining this motion with its velocity, \( u \cos \theta \), parallel to the magnetic field results in helical motion of the electron. This effect serves to increase the electron mean free path, m.f.p., and therefore decrease the net velocity of the electrons towards the walls, thus decreasing the rate of recombination losses. The other advantage of increasing the m.f.p. is that there is more ionisation and excitation of the neutrals through the increased collisions which, in turn, allows the operating pressure of the system to be reduced. This section serves to examine experimental results on the effect of the application of a multipole field to a low pressure RF hydrogen generated plasma, in particular the effect on the density and electron temperature.

4.5.1 Experimental Setup

![Magnetic Field Configuration of the Ion Source](image)

Fig. 4.10 Magnetic Field Configuration of the Ion Source.
The magnetic field configuration is shown in Fig. 4.10 above. Twelve Sm-Co bar magnets were aligned around the outside of the ion source chamber. The twelve magnets were evenly spaced around the circumference of the chamber. The multipole field was generated by facing the bar magnets alternatively north and south towards the plasma giving the multipole cusp geometry. A Hall effect magnetometer was used to measure the magnetic field strength within the chamber and the tuned Langmuir probe described previously used to measure the plasma parameters and the EEDF's. The Larmor radius of the electrons was verified to be greater than the probe radius allowing for the validity of the probe analysis. The plasmas investigated were generated in the RF ion source chamber that was described previously in Chapter Two. The field strength was found to be $B > 500$G. The magnetic field generated by the externally aligned permanent bar magnets was modeled with the POISSON and SUPERFISH programs. These were the main solver programs used out of a collection of codes for calculating static magnetic and electric fields or radio-frequency electromagnetic fields in either 2-D Cartesian coordinates or axially symmetric cylindrical coordinates. The programs generate a triangular mesh fitted to the boundaries of different materials in the problem geometry. [2, 3]

The resultant magnetic multipole cusp geometry modeled from the POISSON/SUPERFISH programs are shown here in Figs. 4.11. Listings of the source code used to model the magnetic field geometry are given in Appendix A.
Fig. 4.11 Model of Magnetic Field Generated by the POISSON-SUPERFISH Programme for one Quadrant of the Ion Source Chamber.

In Fig. 4.11 the magnetic fields are shown for the second quadrant of the cylindrical ion source. A photograph of a hydrogen plasma generated in the RF powered source illustrates the effect of the magnetic field. The cusps generated by the modeled code can be readily seen from this photograph shown in Fig. 4.12. The photograph Fig. 4.13 illustrates the shape of the discharge when a magnetic field is not applied.
Fig. 4.12 Photograph of a D$_2$ ICP with External Magnetic Field Applied Generating a Multicusp Geometry.

Fig. 4.13 Photograph of a H$_2$ ICP without External Magnetic Field.
4.6 Plasma Parameter Measurements in a Magnetically Confined RF Discharge.

The effect of the magnetic field on the discharge is quite significant as can be seen from the following results. A dramatic increase in the electron density can be seen in the electron density when compared to the same discharge with no applied field. This can be seen in Fig. 4.14 below.

![Hydrogen Plasma with magnetic Field.](image)

**Fig. 4.14 Variation in Electron Density with Source Pressure in a Magnetically Confined Discharge.**

From this graph it can be seen that the electron density values have increased. In the case of the 80 mTorr discharge the electron density increases from $3 \times 10^9$ cm$^{-3}$ when there was no magnetic confining field to $6.8 \times 10^{10}$ cm$^{-3}$ when the field was applied. This is an increase in density of a factor of 2. For the 40 mTorr discharge the density rises from $1.7 \times 10^9$ cm$^{-3}$ to $4.42 \times 10^{10}$ cm$^{-3}$. For the 20 mTorr discharge the increase is from $3.7 \times 10^9$ cm$^{-3}$ to $4.7 \times 10^{10}$ cm$^{-3}$. 

*Chapter 4 - Page 91*
As can be seen, it now was possible to generate an inductive discharge under 30 mTorr when the confining field was applied. This was not the case previously and the plasma remained capacitive. From the above graph it is also obvious that the transition from capacitive to inductive occurred at about 400 W, while when there was no external field the transition occurred over a range of powers, i.e. from 450 for 100 mTorr up to 750 W for the lower pressure of 30 mTorr. Hence it can be said that the effect of the magnetic field results in requiring lower powers to generate an inductive discharge. The transition between E and H modes is seen as a function of power in the following graph when a magnetic field is applied, Fig. 4.15

![Graph showing transition between E and H modes as a function of power with an external magnetic field.](image)

**Fig.4.15** Transition Between E and H Modes as a Function of Power with an External Magnetic Field.

### 4.6.1 Radial Measurements

The magnetic field also alters the radial profile of the electron temperature and the electron distribution. In the center of the discharge there are a lot of hot electrons but on moving towards the chamber walls, only the slow, cooler electrons may traverse the magnetic field into the strong field regions. This is clearly visible in the following Fig. 4.16. The fall-off
in the electron density on approaching the wall can be seen in this graph. The hot energetic electrons are confined in the center of the discharge and the cooler electrons traverse the field into the high field regions. The effect of the magnetic filed on the ion density is also illustrated in Fig. 4.16: the ion density follows the electron density until approximately 40 mm from the antenna cover, where an increase is observed. It is assumed that the ion density should follow the decay of the electron density and that the difference is due to magnetic field effects on the probe, resulting in an overestimation of the ion density.

![Graph showing electron and ion density](image)

**Fig. 4.16**  
Radial Variation of Particle Densities in a 3 mTorr 1200 W Hydrogen Discharge with Magnetic Confinement.

A radial variation of the EEDF collected in this discharge is also shown below in Fig. 4.17. A ratio of hot / cold electrons is estimated and plotted in Fig. 4.18. Hot electrons were taken to be approximately 18 eV and cold electrons about 6 eV. The variation in this ratio as a function of the radial position from the antenna is shown.
Fig. 4.17  Variation of EEDF with Radial Distance in the Source with a Magnetic Confining Field (1200 W, 50 mTorr discharge).

Fig. 4.18  Radial Variation of the Ratio of Hot to Cold Electrons in a 3 mTorr, 1200W Discharge with External Confining Magnetic Field.
4.7 Pulsed Plasma Parameter Measurements

As discussed previously in Chapter One, it has been found that the main destruction mechanism of negative ions is caused by fast, energetic electrons in the electron detachment reaction, which is found to have a reaction rate of approx. $10^{16} \text{ cm}^2$. [4, 5, 6]

In order to suppress the energetic electrons which can destroy the H, the discharge was temporally pulsed. An outline of the concept of a temporal filter is discussed here.

When the power to a discharge is turned off, the fast electron density has been shown to decay away in less than 1 $\mu s$ [7]. This is due to the short confinement time of fast electrons [8]. However, the vibrationally excited molecules have a relatively long life time and are destroyed only after several wall collisions [9] which means that they survive well into the post-discharge. It has also been presented that the thermal electrons survive well into the post-discharge, typically 30 $\mu s$. [8] This leads to the conclusion that $H^-$ can be produced even in the post discharge. A pulsed discharge can be compared to the tandem source, where the discharge is divided into two distinct regimes, the driver region is when the plasma is on and the extraction region is when the discharge is off.

It has been shown that for low pressure discharges, with a filter field placed close to the plasma electrode, that during the discharge the conditions are similar to that in a tandem driver region. [7]. There are two populations of electrons, a thermal group (~90 %) and a high energy group (~10 %). The E-V process takes place, but because of the high energy electrons and the rate coefficient for CD, given as $1.8\times10^{-7} \text{ cm}^3/\text{s}$, there are a lot of losses to the negative ion density. Because the electron temperature is high the DA rate coefficient is quite low, given as $1.3\times10^8 \text{ cm}^3/\text{s}$. These conditions are similar to those described in Chapter One for the tandem driver region. When using a temporal filter the on period can be termed as the driver region of the cycle.

When the discharge is switched off, the extraction period of the cycle comes into play. Hopkins et al have shown that the EEDF have cooled significantly, $kT_e = 0.44 \text{ eV}$ after 50 $\mu s$ into the post-discharge. The fast electrons disappear and the EEDF becomes maxwellian. In this temporal area the electron density does not decay significantly and assuming that the vibrational states have a long lifetime as shown by Lefebvre to be
typically 1ms [10]. The population of the vibrationally excited molecules is similar to that of the steady state discharge, the production of H is expected to continue in the post-discharge. Having no fast electron the main destruction mechanism of CD will decrease dramatically. The rate coefficient for DA increases with decreases kT_e and reaches a peak of 2.9*10^{-8} cm^3/s in the post-discharge. Therefore an increase in the density of negative ions is expected to be detected. The temporal filter operates in much the same way as the tandem source except the filter is produced by pulsing the discharge on and off rather than by the application of a magnetic confining filter field.

The temporal filter can be operated more efficiently at lower pressures than the tandem source, especially at lower pressures where the electron temperatures are very high in this region and therefore the cooler post-discharge will result in larger enhancements in the negative ion yield. The temporal filter also gives control over the EEDF’s.

Fig. 4.19 Control of the Time Averaged EEDF by Variation of the Duty Cycle [11].
Fig 4.19 above shows the EEDF for a typical continuous discharge [11]. As the duty cycle is decreased from 100% to lower percentage “on times”, the high energy part of the time averaged EEDF will decay away almost linearly, while the low energy portion will increase as the bulk electrons become even more predominant. Thus by variation of the modulation frequency and the duty cycle the appropriate time averaged EEDF can be chosen for the parameter régime required.

4.7.1 Temporally Modulated RF Discharge Plasma Parameter Measurements

In this section the RF, 13.56 MHz discharge is power pulsed at high frequencies, up to 5 kHz, leading to the determination of the plasma parameters by use of a Langmuir probe. Electron temperatures, densities and EEDF's are investigated in both the discharge and the afterglow. It is found that a relatively high particle density, \(10^9\) cm\(^{-3}\) is sustained in the afterglow, while the electron temperature decreases dramatically, <1 eV, on switching off of the RF power. EEDF's collected thermalize in a maxwellian distribution even in the late afterglow. These measurements were collected by the use of the Langmuir probe discussed in Chapter Three.

4.7.2 Experimental Set-up

The probe used in this work is a Scientific Systems SmartProbe[12]. The probe is operated within the pulsed discharge in boxcar mode. The RF power supply in use allows for pulsing of the discharge with a frequency of up to 1 MHz. The modulation frequency of the discharge is sent through delay electronics to produce an external trigger to the SmartProbe system and therefore I-V characteristics and EEDF's can be collected at a specific point in the pulse train of the discharge or afterglow.

Some care needs to be taken when using electrostatic probes in pulsed plasmas, in particular during the post discharge. The Debye length increases as the time in the afterglow increases. In the studies presented here, the electron density drops from \(10^{11}\) cm\(^{-3}\) at the beginning of the post-discharge to about \(10^9\) cm\(^{-3}\) in the late afterglow. At the same time the electron temperature decreases from 5 eV to 0.5 eV. From this the Debye length can be determined and it is found that it varied from \(4.4 \times 10^{-7}\) m up to \(3.5 \times 10^{-6}\) m in the early afterglow. This indicates a limit of validity for the probe measurement in the afterglow when working on a pulsed plasma at 20 mTorr.
In this study the probe is placed 2 cm from the quartz tube. The variation of the electron density and electron temperature during the discharge and the post discharge are plotted as a function of time and shown in Fig. 4.20.

![Variation in Electron Density and Electron Temperature in the Discharge and Post-Discharge of a 1500 W, 20 mTorr H₂ Plasma (200 μs pulse).](image)

Fig. 4.20. Variation in the Electron Density and Electron Temperature in the Discharge and Post-Discharge of a 1500 W, 20 mTorr H₂ Plasma (200 μs pulse).

It is observed that the electron density in the discharge régime reaches a stationary value, about 10 μs after the discharge breakdown. This is independent of the applied power.

Under these experimental conditions, 20 mTorr, 50% duty cycle, 5 KHz pulsed discharge, with powers ranging form 1 kW to 2 kW, the stationary values ranges from $1 \times 10^{11}$ cm$^{-3}$ up to $1.8 \times 10^{11}$ cm$^{-3}$ and increases with increasing applied forward power. The variation of the electron density in the afterglow is shown in Fig. 4.21.
The main electron loss process at this pressure is ambipolar diffusion. In this case the electron density decay in the afterglow can be written as:

$$n_e(t) = \frac{n_{e(0)}}{\alpha n_{e(0)}t} \quad \text{Equation 4.8}$$

where $n_{e(0)}$ is the electron density at the beginning of the afterglow and $\alpha$ is the decay coefficient, the ambipolar diffusion coefficient. The variation of electron density with time in the afterglow is confirmed by a linear plot of the logarithm of the electron density versus time from which the decay coefficient can be evaluated. It is found to be $\sim 100 \mu s$. Doing the same with data measured in higher power discharges under the same conditions give the same values. This can be seen in the following graph in Fig.4.22.
H₂ RF Discharge, \( T_d = T_{pd} = 200 \, \mu \text{secs} \), Pressure 20 mTorr.

The floating potential \( V_f \) can be obtained by simply measuring the potential reached by the probe when no external polarization is applied to it. During the discharge régime, the measure of the floating potential yielded the time needed for the plasma to reach a stationary state and gives information about the stability of the discharge. During the post-discharge the variation of \( V_f \) with time leads to the determination of the real afterglow duration, that can be defined as the time during which charged species remain in the gas phase, that is when the \( V_f \) does not reach zero.

Fig. 4.22 Logarithmic Plot of Electron Density in the Afterglow as a Function of Time in a 1500 W, 20 mTorr, 200 \( \mu \)s Pulse.
Fig. 4.23 Variation of Floating Potential with Time in the Discharge and Post-Discharge of a 20 mTorr, 200μs Pulse Train

From the measurements carried out on $V_f$, Fig. 4.23, we can see ~20 μs stability time required for discharge breakdown. The plasma is then stabilized for the duration of the discharge but once into the afterglow the floating potential becomes positive and never seem to go to zero. This confirms what we said earlier about the plasma not actually turning off at this frequency.

4.7.3 Determination of the EEDF in the RF Temporally Modulated Discharge

Figs. 4.24 and 4.25 below show the EEDF's collected in a 1000 W discharge at 20 mTorr, in a 20 μs pulse train. In Fig. 4.24 the EEDF's are shown as a function of time in the post-discharge. Fig. 4.25 below this shows the EEDF collected in the discharge, in the first 100 μs of the pulse train.

Temporally modulating the discharge then has the effect of allowing control over the EEDF. This is achieved by having an "on" period of a hot plasma, followed by having a
cooler discharge, the post discharge, in the "off" period. This results in having a time averaged EEDF that can be changed simply by changing the pulse duration and duty cycle of the pulse. Fig. 4.26 below shows the variation in the EEDF with the alteration of the duty cycle.

![Graph showing EEDF variation with duty cycle](image)

**Fig. 4.24** EEDF's Collected at Different Times in the Post-Discharge in a 1000 W Discharge with a Pulse Train of 200 $\mu$s at 20 mTorr.
Fig. 4.25  EEDF Collected in the Discharge of a 1000 W, 20 mTorr, 200 $\mu$s Pulse Train

Fig. 4.26  Variation in EEDF Profile with Change in Duty Cycle for a 200 $\mu$s Pulse Train (1500 W, 20 mTorr discharge).
This can be seen in the following graphs also, where the effect of the variation of the duty cycle is investigated with respect to the electron density and the electron temperature, Figs. 4.27 and Fig. 4.28.

Fig. 4.27 Variation of Electron Density with Duty Cycle in the Afterglow
4.8 Conclusion

The DC and RF discharges were characterised with the use of a Langmuir probe. All plasma parameters were determined over a range of pressures and powers when operating both systems in continuous modes. It was seen that the application of an external magnetic field greatly increased the efficiency of the RF ion source, allowing higher plasma density for lower source pressures.

The magnetic field in the source was modeled with the use of the POISSONSUPERFISH programme. Radial measurements were determined in the plasma with a magnetic field applied and the effect of the applied field on the plasma densities determined.

The concept of temporal modulation was examined, to determine the effect of pulsing the discharge on the plasma parameters. The SmartProbe operated in boxcar mode served as an excellent tool in the acquisition of all plasma parameters in the discharge and in the afterglow. Information on the electron densities and temperatures, the floating potential and EEDF's in the modulated discharge was collected. Relatively high electron densities were found in the afterglow and low electron temperatures. It was concluded that the decrease in the electron temperature would serve to effectively increase the reaction rate for
DA in the afterglow and hence lead to an increased yield of negative ion production in the post-discharge. The determination of the negative ion yield was carried out in the following Chapter 5.
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Chapter Five

Negative Ion Measurements

5.0 Introduction

In Chapter 4 both RF and DC ion sources were temporally modulated and the plasma parameters determined in the discharge and the post-discharge. A decrease in the electron temperature is observed for relatively high electron density. It has been presented that these plasma conditions are favourable for the enhanced production of negative ions. This chapter serves to investigate negative ion densities in the discharges.

Several methods have been used to allow negative ion measurements to be carried out in a discharge, e.g. Langmuir probes [1, 2] and mass spectrometry [3]. However, one of the most successful methods to date is that of photodetachment of the negative ions by a pulsed laser [4, 5]. This technique is used to temporally resolve the H density in the filament driven discharge when operated in continuous mode or temporally modulated mode and to compare with measurements carried out on a temporally resolved RF discharge. The results of such temporal measurements in both pulse modulated discharges are presented in this chapter.

A theoretical model of the expected negative ion density in the post-discharge is presented and compared to the experimental results.

5.1 Negative Ion Measurements on the DC Source

The negative ion densities were determined by the use of the laser photodetachment technique described previously in Chapter Three, section 3.2. The set-up is shown here in Fig. 5.1. It was determined in the previous section that the electron density increased as a function of power and pressure. All the discharges measured in this section were generated below 10 mTorr, with a discharge voltage constant at 70 V. Fig. 5.2 below shows the increase in electron density occurring as a function of increased discharge current from 0.2 A up to 3 A.
Fig. 5.1 Schematic of Photodetachment Setup for the DC Ion Source.

Fig. 5.2 Electron Density Variation with Discharge Current for a Hydrogen Discharge.
In the following graph, Fig. 5.3, the increase in electron density is seen as a function of the neutral gas density. The pressure ranges from 1 mTorr to 10 mTorr. The increase in electron density ranges from $1.2 \times 10^{10}$ cm$^{-3}$ to $8 \times 10^{10}$ cm$^{-3}$. As before the discharge voltage is kept constant at 70 V.

By measuring the DC electron current, $I_{ec}$, in the plasma, and the AC current, $I_{ac}$, generated by the photodetachment technique the following graph is attained for a 1 A discharge. This can be seen in Fig. 5.4. Previous publications have shown that the dependence of the photodetachment signal in the source is highly dependent on the pressure. [6, 7] As can be seen from this graph, the DC electron current rises with increasing pressure. This is as expected as it corresponds to the increase in the electron density seen previously in Fig. 5.2. However the AC current is seen to rise rapidly from 0.1 mA to reach a plateau at 0.35 mA before decreasing as the pressure is further increased above 8 mTorr. This pressure plateau represents the optimum conditions for negative ion production taking into consideration the two stage process assumed as the major production mechanism [8], i.e. excitation of the
vibrational levels, E-V process and the subsequent dissociative attachment by thermal electrons to produce the negative hydrogen ions (see Chapter One).

Fig. 5.4 DC and AC Currents from 1 A Hydrogen Discharges with Varying Pressure (discharge voltage 70 V).

As explained previously in Chapter three, the AC current, \( I_{\text{ac}} \), collected from the photodetachment event is directly proportional to the negative ion density, and the DC current, \( I_{\text{dc}} \), collected is directly proportional to the electron density. Therefore the ratio of \( I_{\text{ac}}/I_{\text{dc}} \) yields the ratio of \( n/n_e \). The variation of the negative ion density to the electron density ratio is calculated and graphed in Fig. 5.5
Fig. 5.5  Variation of $n/n_e$ with Pressure for 1 A Hydrogen Discharges (discharge voltage 70 V).

The ratio of densities is seen to increase rapidly until the pressure reaches 4 mTorr, after this, the decrease is steady with increasing pressure. Having now determined the ratio it is possible to determine the actual value for the negative ion density. Knowing the electron density in the discharge plotted in Fig. 5.2 above, the absolute value for the negative ions is obtained. The density of negative ions is then plotted as a function of the increasing pressure and this is shown in Fig. 5.6 below.
Negative Ion Densities Measured in a 1 A and 2 A Hydrogen Discharge at Various Pressures (discharge voltage 70 V).

5.1.1 Negative Ion Measurements as a Function of Discharge Current

As seen previously the electron density increases with increasing discharge current. This can be seen in the following graph. In the hydrogen discharge shown above in Fig. 5.2 the characteristic increase is plotted as a function of current. The dependence of the ratio of the negative ion density to the electron density is then plotted as before by monitoring the DC current in the discharge and the AC current due to the photodetachment event. The ratio is shown in Fig. 5.5.

Knowing the ratio as before the negative ion density absolute value could be determined. The dependence of the negative ion density on the discharge current and pressure was shown for a 1 A discharge and a 2 A discharge. The plot shows the optimum conditions at 10 mTorr for a 2 A discharge, but for a 1 A discharge the optimum occurs at 7 mTorr. This change in the pressure plateau can be explained by the difference in the electron temperatures of the 1 A and 2 A discharges. The temperature in the 2 A discharge will be higher than that of the 1 A discharge and therefore a higher pressure is required for...
optimisation of the production of the negative ions. It is because of this high pressure maximum plateau that can limit the use of volume ion sources for neutral beam heating, as negative accelerators will require lower pressure operating conditions. [9]

5.2 Time Resolved Photodetachment Measurements on the DC Source.

It has been shown [9, 10, 11] that an increase in negative ion density can be obtained by time modulation of low pressure, high power volume ion sources in the post-discharge. These experiments were repeated here and verified. As explained previously in Chapter One, the main production mechanism for negative hydrogen ions is that of dissociative attachment of highly vibrationally excited hydrogen molecules. The main destruction mechanism is that of electron detachment by hot electrons. As stated previously, the main solution to this problem, to avoid the destruction of the ions is to divide the chamber into two different regions, the driver regions and the extraction region. This method results in the suppression of the fast electrons, and the reduction of the destruction mechanism. The solution being explored here relies on the same principle. That is the enhancement of the production process by means of suppressing the fast electrons, however instead of the spatial separation as a solution, this technique utilises a temporal solution.

By temporally modulating the discharge, i.e. switching the discharge on and off, it has been proposed that the high lying vibrational state population of H₂, with vibrational levels >5, will survive a number of wall collisions [12].

In the post-discharge the fast electrons disappear and the electron temperature falls dramatically. By reducing or suppressing the fast electrons, the main destruction mechanism is reduced, and therefore the negative ion density increases the lifetime of the vibrationally excited hydrogen molecules which is longer than that of the fast electrons. Hence the negative ions are continued to be produced until the slow electrons disappear.

The results of these measurements are shown here. Fig. 5.7 shows a plot of the photodetachment signal variation with time in the discharge and the post-discharge régimes. The pressure is 1 mTorr and the discharge is 1 A. The pulse duration is 2 ms and the repetition rate 10 Hz. The probe was situated in the centre of the discharge. The steady
state signal is $2.2 \times 10^{-4}$ A. When the discharge is switched off, at $0 \mu s$, the photodetachment signal increases to $3 \times 10^{-4}$ A in approximately $17 \mu s$ rise time.

**Fig. 5.7** Time Resolved Photodetachment Signal in the Discharge and Post Discharge Régimes (pressure 1 mTorr, discharge current 1 A).

**Fig. 5.8** Time Resolved Negative Ion Density in the Discharge and Post Discharge Régimes (pressure 1 mTorr, discharge current = 1 A).
The negative ion densities calculated and plotted above in Fig. 5.8 are given by:

\[ n^- = n_e \times \frac{I_{se}}{I_{dc}} \]

Equation 5.1

The electron current collected by the probe is given by:

\[ I = \frac{n_e e u_e A}{4} \]

Equation 5.2

Where the average electron velocity is given by:

\[ u_e = \left( \frac{8kT_e}{\pi m_e} \right)^{1/2} \]

Equation 5.3

Therefore,

\[ n^- = \frac{1}{(kT_e)^{3/2}} \]

Equation 5.4

This shows that while the electron flux in the post-discharge increases, the electron temperature decreases in the post-discharge. This increase in flux represents a sharp increase in the negative ion density as shown in Fig. 5.8. The importance of the two graphs shown above, Fig. 5.7 and Fig. 5.8 lies in the fact that an enhanced negative ion density is indeed found in the post-discharge at low pressures.

It must be noted that a double peak is observed in the afterglow of the negative ion density profile. In an effort to understand this "double-peak" a basic model of the reactions taking place, DA, CD and EV, are modelled with respect to variation of the plasma parameters in the afterglow. This is discussed in Section 5.6.

5.2.1 Pressure Dependence of the Time Resolved Photodetachment Signal

Fig. 5.9 below shows the measured time resolved negative ion densities in the discharge and the post-discharge régimes as a function of pressure in a 1 A, 70 V discharge. The probe is in the centre of the chamber for these results. It can be seen that at lower pressures the post-discharge peak in the negative ion density is larger than in the steady state. At 1 mTorr the negative ion density increased from the steady-state value of 1.8 \( \times 10^4 \) cm\(^{-3} \) to 2.6 \( \times 10^{-4} \) cm\(^{-3} \) in the post-discharge, whereas at 10 mTorr the steady-state value for the
density of the negative ions was $3.6 \times 10^4$ cm$^{-3}$ and the increase in the post-discharge only brought the density to $3.8 \times 10^4$ cm$^{-3}$. Increasing the pressure reduces the magnitude of the increase seen in the post-discharge.

![Graph showing Negative Ion Density vs. Time](image)

**Fig. 5.9** Time Resolved Negative Ion Densities for Different Source Pressures (discharge current 1 A).

### 5.2.2 Current Dependence of the Time Resolved Photodetachment Signal

Shown below are the peak photodetachment signals in the post-discharge, $I_{\text{ac}}(\text{peak})$, and the photodetachment signals in the discharge, $I_{\text{ac}}(\text{cw})$, for two different discharge currents, Fig 5.10(a) and Fig 5.10(b). From these graphs it is evident that the post-discharge peak to continuous peak ratio variation with pressure is dependent on the discharge current. From Fig 5.10(a) it can be seen that the ratio at the lower discharge current of 1 A, for the 4 mTorr plasma is very small and tending towards unity. In Fig 5.10(b) at 3 A the peak/DC ratio goes to zero again but at higher pressures.
Fig. 5.10(a)  Photodetachment Signals as a Function of Pressure Taken at the Peak and during the Discharge (discharge current 1 A).

Fig. 5.10(b)  Photodetachment Signals as a Function of Pressure Taken at the Peak and during the Discharge (discharge current 3 A).
5.3 Spatial Dependence of the Temporally Resolved Photodetachment Signal

Previous experiments have reported the dependence of the ion source parameters on where the measurements have been taken within the discharge. Knowledge of the spatial dependence of the pulsed discharge is important as further insights into the processes occurring with temporal modulation can be gained. The radial dependence of the negative ion density is discussed here for the DC ion source on DENISE.

5.3.1 Radial Dependence of the Photodetachment Signals

The probe was aligned with the Nd:YAG laser as shown in Fig. 5.1. This configuration allowed for the probe to be moved across the radius of the chamber, 15cm from the front plate. Photodetachment measurements were taken in a 1 mTorr discharge, with a discharge current of 1 A and discharge voltage of 70 V. The centre of the discharge is referred to as being at 0 cm. The following graph, Fig. 5.12 shows the variation in the photodetachment signal on moving the probe from the centre outwards towards the wall.

In the centre of the discharge at 0 cm, the signal current in the discharge is measured to be 1 x 10^-4 A. Moving the probe towards the wall shows an increase in the measured photodetachment signal until about 6 cm from the wall where it is measured to be 3 x 10^4 A. Moving closer to the wall the signal starts to fall off. The peak value for the photodetachment shows a similar trend, increasing from 7 x 10^4 A at the centre to 8.7 x 10^-4 A at 4 cm from the wall and then falling off dramatically. The ratio of the peak to continuous photodetachment signal in the centre of the chamber is found to be 7. But while moving towards the wall the ratio falls off until it reaches unity at 8 cm from the centre (or 2 cm from the wall). This can be explained by considering the permanent magnetic field arranged on the chamber walls. This field prevents the hot, primary electrons from reaching the walls and confines them into the centre of the plasma. This spatial dependence was shown previously in Chapter 4, Fig. 4.5.

The electron temperature in the centre of the plasma is hot, and this temperature decreases as the wall is approached in the magnetic filed region. This suggests that the centre of the plasma is where the molecules become excited, while in the magnetic field region only the vibrationally excited levels exist, where it is cooler allowing for a higher production level.
of negative ions at the wall. The ratio of the peak to continuous photodetachment signal indicates that this is actually what is happening.

The reaction rate of the dissociative attachment process increases as the electron temperature decreases resulting in the increased production of the negative ions on moving towards the wall. Therefore the losses due to the fast electrons are decreased, the collisional detachment reaction rate is diminished. The reduction in the ratio of the peak to continuous photodetachment signal indicated a reduction in the loss process and a cooler electron temperature at the wall results in a less dramatic increase in the negative ion density in the post-discharge. The fall in the negative ion density at the walls is due to a low electron density in the cusps.

Fig. 5.11 Photodetachment Signals from Peak and Continuous Discharge as a Function of the Radial Position in the Chamber (discharge current 1 A, pressure 1 mTorr).
5.4 Negative Ion Measurements on the RF Source

The laser photodetachment technique was set up as described previously for the RF ion source on DENISE. The schematic of the set-up is shown in Fig. 5.13. The alignment of the laser is set up as previously described. The front plate of the ion source is changed so that it now provides a port to install the quartz tube, which houses the copper antenna. The power supply units are changed over to use the RF generator described in Chapter Two.

![Schematic of Photodetachment Set-Up on the RF Ion Source.](image)

As previously, a plot of the electron density as a function of power is obtained. A typical plot is shown below in Fig. 5.14. This graph shows the variation in the electron density with increasing power as measured by the output of the RF power supply and forward power measured by the Bird meter. When the power is below ~1250 W, the discharge is still in the E-mode or capacitive mode and the electron densities in this region are quite low, typically $10^7 \text{ cm}^3 / 10^8 \text{ cm}^3$. On increase of the input power the discharge moves from capacitive to inductive H-mode and the electron density increases dramatically to $10^{10} \text{ cm}^3 - 10^{11} \text{ cm}^3$. The input power is varied between 200 and 2800 W. In the following graph Fig. 5.14 the increase in the electron density is shown as a function of the neutral gas
density. The pressure ranges from 10 mTorr to 50 mTorr. The increase in the electron
density ranges from $10^{10}$ cm$^{-3}$ to $10^{11}$ cm$^{-3}$.

The laser photodetachment technique cannot be carried out on these plasmas as the
generation frequency is 13.56 MHz, therefore the time is $1/f = 73$ nsecs. The
photodetachment even takes place in at nearly the same period. For this reason another
solution to determining the negative ion densities in RF driven discharges was required.
The solution chosen was to use the temporally resolved photodetachment technique and
therefore determine the negative ion density in the afterglow of the discharge. This
solution was chosen because of the effectiveness of temporal modulation seen on the DC
source described in the previous section.

Fig. 5.13. Electron Density Variation with Input Power for a Hydrogen Discharge
at 10 mTorr.
5.5 Temporally Modulated Photodetachment Measurements on the RF Ion Source

In an effort to measure the negative hydrogen densities in the RF source, the RF input power was temporally modulated as described previously in Chapter 4. In the post-discharge the electron temperature falls dramatically. In the following graph, Fig. 5.16, the dramatic drop in electron temperature can be seen from approx. 4.5 eV to approx. 0.5 eV in a 1500 W discharge at 20 mTorr, with a pulse train of 200 μs and 50% duty cycle.

The decrease in electron temperature happens instantaneously with the "switch-off" of the plasma. The electron density is also shown in this graph and as explained previously the density falls off due to ambipolar diffusion in the source. By reducing the electron temperature in the source in the post-discharge, the main destruction mechanism is also reduced, and the negative ions are continued to be produced until the slow electrons disappear, when the discharge is switched back on. The results of these measurements are shown here.

Fig. 5.14 Electron Density Variation as a Function of Power for Various Pressures.
Fig. 5.15  Variation of Electron Density and Temperature in a 1500 W RF Hydrogen Discharge at 20 mTorr Pulsed at 200 μs with a 50 % Duty Cycle.

In order to get an idea of the efficiency of negative ion production in both the RF and the DC source.
discharges of similar electron densities at the same pressures are compared. Looking at the two previous graphs in Figs. 5.13 and Fig. 5.16 it can be seen that the density of electrons in the RF discharge at 1500 W is comparable to the density of electrons in the DC discharge at 1.5 A discharge current when both plasmas have a source pressure of 10 mTorr.

A plot of the negative ion density found in a 10 mTorr H$_2$ discharge generated in the RF source is shown below, Fig. 5.18. The input power is measured to be 1500 W, the pulse train is 200 $\mu$s and the duty cycle is 50%. The electron density is shown here as a function of time in the afterglow of the discharge, where 0 $\mu$s is the switch-off time of the input power.
Fig. 5.17  Negative Ion Density Measured as a Function of Time in the Afterglow of a 1500 W H₂ discharge (200 μs pulse train with 50% duty cycle).

The double peak in the negative ion density yield seen in the post-discharge of the DC plasma is also observable in the afterglow of the RF discharge. The profiles of both density functions with time are similar. The decay rates are very alike.

The density of negative ions in the afterglow of the RF discharge is found to be slightly less than that found in the afterglow of the DC discharge with comparable electron density. A graph showing the collected negative ion densities as a function of time in each afterglow is shown below in Fig. 5.19.
It is surprising that the negative ion yield from the RF discharge is less than that of the DC discharge. Although the powers and pressures investigated here are not relative to the powers and pressures required for the ITER NBI systems, investigations on the small sources used here can lead to further experimentation on the more relevant sources.

In another series of experiments the duty cycle was altered to increase the "ontime" of the discharge and decrease the "off-time". The cycle was set at 75 %, allowing a discharge duration of 150 $\mu$s and an afterglow of 50 $\mu$s. A plot of the measured negative ion density is shown below in Fig. 5.20. The conditions are the same as for the previous figures, the pressure is set at 10 mTorr and the RF forward power is 1500 W. The density of negative ions is shown as a function of time in the afterglow, where 0 $\mu$s is the beginning of the afterglow, when the forward power is turned off. A slight increase in ion density is measured in the 200 $\mu$s pulse train modulated at 75% duty cycle. An initial increase of 0.4 is observable in the beginning of the afterglow, but after 30 $\mu$s into the post-discharge the negative ion density falls below the measured ion density for the 50 % duty cycle and the density falls rapidly then to near zero.
As seen in the filament driven discharge, it is believed that the reaction rate of the dissociative attachment process increases as the electron temperature decreases when the forward RF power is turned off. The electron temperature for the 75% Duty cycle in the afterglow is found to be approximately 0.7 eV and is measured at 0.5 eV for the 50% duty cycle. The reaction rate for the dissociative attachment process, calculated by Wadehra and Bardsley [13] at an electron temperature of 0.5 eV is approximately 2.5 cm³s⁻¹, and the reaction rate at 0.7 eV is approximately 3.25 cm³s⁻¹. This increased reaction rate for the process of disassociative attachment results in the slight increase seen in the negative ions produced at the two different duty cycles.

5.6 Modeling the Negative Ion Density in the Afterglow of the RF Discharge.

In an effort to model the negative ion densities in the post discharge of an RF plasma, a number of assumptions were made. It was assumed that the dominant mechanism for the production of negative ions was dissociative attachment, allowing the negative ion density in a steady state discharge to be determined by:

![Graph showing negative ion density as a function of time for different duty cycles]
where \( n \) is the negative ion density, \( n_e \) the plasma density, \( n'' \) is the density of vibrationally excited molecules and \( <\sigma_{DA}u_e> \) is the reaction rate for dissociative attachment of electrons to \( \text{H}_2(v'') \).

The decay of \( n \) in the steady state discharge can be determined by the following equation:

\[
\frac{dn}{dt} = \frac{V}{L} + n_e <\sigma_{CD}u_e> + n_i <\sigma_{MN}u_i> \tag{Equation 5.6}
\]

from left to right these terms represent the loss terms due to wall collisions, collisions with fast electrons in the electron detachment reaction, collisions with positive ions respectively.

As seen in Equation 5.5, the negative ion density is dependent on the density of vibrationally excited molecules, assuming that the predominant process for negative ion production is DA. Therefore the dependence of the vibrational states on the temporal behaviour of the discharge must also be determined when the plasma is pulsed. The assumption here is that the predominant process of the vibrational excitation of molecules is by fast electron ionisation through the singlet states. This assumption is valid for high density discharges. In the steady state the density is determined by

\[
n'' = n_g n_e <\sigma_{EV}u_e> \tag{Equation 5.7}
\]

where \( n_g \) is the gas density and \( <\sigma_{EV}u_e> \) is the reaction rate coefficient for vibrational excitation through the EV process.

The loss of \( \text{H}_2(v'') \) is determined by the following equation:

\[
t'' = \frac{V''}{L''} n_e + n_e <\sigma_{MN}u_e> + n_i <\sigma_{DA}u_i> \tag{Equation 5.8}
\]
where from left to right the terms represent losses to the wall, mutual neutralisation (MN) and losses by DA.

In the post-discharge the vibrational density will decay with a loss time of 1 ms [14].

5.6.1 Calculation of the Rate Coefficients.

The velocity distribution of the particles in the discharge can be expressed by:

\[ f(u) = 4\pi nu^2 \left( \frac{m}{2\pi kT} \right)^{\frac{3}{2}} e^{-\frac{mu^2}{2kT}} \]  \hspace{1cm} \text{Equation 5.9}

In the post-discharge the distributions are Maxwellian so this can be used to determine the reaction rate coefficients \( <P(u)> \).

\[ <P(u)> = \frac{1}{n} \int_0^\infty P(u)f(u)du \] \hspace{1cm} \text{Equation 5.10}

Thus for a maxwellian distribution the collisional rate is given by,

\[ <\sigma(u)> = \frac{1}{n} \int_0^\infty \sigma(u)nuf(u)du \] \hspace{1cm} \text{Equation 5.11}

Thus,

\[ <\sigma(u)> = 4\pi \left( \frac{m}{2\pi kT} \right)^{\frac{3}{2}} \int_0^\infty u^3 \sigma(u)e^{-\frac{mu^2}{2kT}} du \] \hspace{1cm} \text{Equation 5.12}

Usually the cross sections are expressed in terms of the energy rather than the velocity so the energy distribution has to be determined by,

\[ f(\varepsilon) = \frac{2\sqrt{\varepsilon}}{\sqrt{\pi(kT)^{3/2}}} e^{-\frac{\varepsilon}{kT}} \] \hspace{1cm} \text{Equation 5.13}
where the energy distribution function is normalised such that,

\[ \int_{0}^{\infty} f(\varepsilon) d\varepsilon = 1 \]  

Equation 5.14

and from this the reaction rate coefficient can be defined by:

\[ < \sigma(u) > = 8 \frac{\pi}{\sqrt{m}} \left( \frac{1}{2\pi kT} \right)^{3/2} \int_{0}^{\infty} \varepsilon f(\varepsilon) e^{\frac{\varepsilon}{kT}} d\varepsilon \]  

Equation 5.15

Using the energy distribution function and the appropriate cross section the reaction rate coefficient for any process of interest can be determined.

Using the above Equations the H\textsuperscript{+} density can be modeled in the afterglow of the pulsed RF discharge. The following process was used:

\[ \frac{dn}{dt} = \text{production} - \text{loss} \]  

Equation 5.16

where, the production rate is given by Equation 5.5 above and the loss rate is given by Equation 5.6.

In the steady state discharge, \( \frac{dn}{dt} = 0 \), therefore the density can be calculated from the following equation:

\[ n_{t} = \frac{\text{production}}{\text{loss}} \]  

Equation 5.17

which yields the following equation:

\[ n_{t} = \frac{n_{e} n^{n} < \sigma_{DA} u >}{(b'' u'' / I'') + n_{e} < \sigma_{DA} u_e > + n_{e} < \sigma_{MN} u_e >} \]  

Equation 5.18
In the temporally modulated discharge the negative ion density changes with time, \( \frac{dn_-}{dt} \) is not equal to zero. This means that the density equation produces the following equation:

\[
dn_- = n_e n'' < \sigma_{DA} u > \, \text{d}t - (u'' / b'' l'') + ne < \sigma_{CD} u_e > + n_e < \sigma_{MN} u_e > \, \text{d}t
\]

Equation 5.19

Using plasma parameters determined by the Langmuir probe in a temporally modulated discharge at 20 mTorr and 1500 W, a plot of the negative ion density expected was calculated. These densities are plotted as a function of time in the afterglow of an RF discharge in Fig. 5.21.

The reaction rates for the above equations were calculated using the cross sections given in Appendix B.

\[\text{Fig. 5.20 Modelled Negative Ion Densities in the Afterglow of a 20 mTorr H}_2\text{ RF Discharge (power 1500 W, duty cycle 50%, pulse train 200 \(\mu\)s).}\]
From Fig. 5.21 it can be seen that the double peak observed in the afterglow of the experimental data is also present in the model. Alterations in the plasma parameters in the afterglow lead to the alterations in the yielded negative ion density. The profile of the temporal density agrees qualitatively very well with experimental results.

5.7 Conclusions

In this chapter the photodetachment technique was used to determine the negative ion densities in the DC and RF volume ion sources on DENISE. The DC source was operated in both continuous and temporally resolved modes of operation. The results shown here verify the enhancement in negative ion densities in the post-discharge. Spatial dependence studies show a strong increase in density in the centre of the source.

The RF source was operated in pulsed mode and negative ion densities were determined as a function of the time in the afterglow. Comparison between the RF and the DC data show that the DC source produces a higher density of negative ions than the RF ion source when modulated at the same duty cycle.

Further it was seen that the density of negative ions in the source could be increased with modulation of the discharge at different duty cycles. This increase is due to the change in electron temperature which then in turn alters the reaction rate for the main production mechanism of negative ions, dissociative attachment.

A double peak in the negative ion density is observed in the afterglow of both the RF and DC discharges in the experimental data. In an effort to determine the validity of these results, the negative ion density in the afterglow of the RF discharge was modeled. The characteristic double peak was again observed in good qualitative agreement with the measurements.

It can be concluded from this chapter that the RF ion source operates relatively efficiently as a volume production source. However, the "RF specific" lower H yield compared to a DC discharge in comparable plasma conditions is unexpected and deserves further investigation.
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Chapter Six

Argon Seeding of Volume Negative Ion Sources

6.0 Introduction

It has been found that the addition of argon in a negative ion source can have the effect of much improving the negative hydrogen ion density. The extracted negative ion current for multicusp volume ion sources was shown to increase with the addition of argon or xenon at low pressures [1, 2]. These increased extracted currents were, however, found in the extraction region where the extraction system had been optimised for the particular gas system. In an effort to enhance negative ion production in continuous wave DC and RF volume ion sources, small amounts of argon gas were added to the hydrogen discharge and the effect of the admixture on the plasma parameters was investigated. The observations were interpreted in terms of changes of electron temperature and density caused by the addition. A number of different systems were used to carry out this investigation, two different RF sources and two filament driven sources.

The RF sources investigated were the DENISE RF source described previously and a volume ion source on the BATMAN (BAvarian Test MAchine for Negative ions) located at the Institute for Plasma Physics (IPP) in Garching, Germany. The main differences between the two RF sources is the antenna geometry. The BATMAN type III source considered has an external antenna configuration, while the antenna on the DENISE RF system is housed in a quartz tube located in the centre of the discharge chamber, as described previously in Chapter Three.

The DC sources investigated were the filament driven source described previously on the DENISE system and the filament driven discharge source on the MANTIS (Multi Ampere NegaTive Ion Stand) source located at CEA, Cadarache. Descriptions of these sources are given here.
6.1 The KAMABOKO Source on MANTIS

The experimental system used in CEA Cadarache consists of an ion source, the KAMABOKO source, and a large cylindrical stainless steel chamber housing an accelerator, extractor and neutralizer system, the MANTIS system. The KAMABOKO source was developed by the Japan Atomic Energy Research Institute (JAERI) and currently resides at CEA-Cadarache for long pulse (1000 s) deuterium testing on the MANTIS test bed.

The KAMABOKO source has been described in detail in [3], a brief description is given here. It is a 30 litre semi cylindrical chamber of machined oxygen free copper. The plasma is powered via 12 tungsten filaments mounted on water cooled feedthroughs. Efficient confinement is achieved by 16 magnetic line cusps generated by Sm-Co magnets arranged longitudinally in machined channels on the outside of the chamber. The source is cooled by countersunk lines also on the outside of the source and situated next to the magnetic channels. Typically, 70 kW of arc power are injected into the source to create a plasma with density of $10^{12}$ cm$^{-3}$ and an electron temperature of about 5 eV [4].

The extraction area is a rectangular plane measuring 250 x 340 mm cut into the side of the cylinder. A magnetic filter of up to 1800 G cm is achieved by placing magnets (additional to the line cusps) along the sides of the opening. The plasma grid has 45 holes, of 14 mm diameter each. These are arranged in a 7 x 7 matrix, excluding the 4 outer holes which are used for alignment of the three-stage acceleration system. The plasma grid is electrically and thermally isolated. Extracted beams of H$^+$ or D$^+$ are accelerated up to energies of 30 keV [4].

6.2 The RF Ion Source on BATMAN

The BATMAN type III system has a compact design with an external antenna and a Faraday screen integrated in the copper source body. The advantage of this compact source is that investigations of different magnetic field configurations and modifications of the RF antenna can be easily carried out. The source has a vacuum-tight, self supporting Faraday shield made of copper. RF power of up to 100 kW at a frequency of 1 MHz can be coupled to the external coil with six turns. The extraction system has
three grids with a matrix of 4x12 holes of 11 mm diameter, arranged in an area of a 6x20 cm² and is mounted inside a modified PINI (Positive Ion Neutral Injector used at JET, the Joint European Torus) extraction structure. In order to reduce the electron current, a magnetic filter field is generated by two rows of Co-Sm permanent magnets placed close to the edge of the extraction area. The strength of the magnetic filter parallel to the plasma grid, integrated in the perpendicular direction to the plasma grid is 700 G cm. For the purpose of biasing the plasma grid with respect to the source, the front cover plate and the source body are connected to each other and isolated against the plasma grid. A fast-injection Langmuir probe is mounted at the centre of the backplate. [5]

The operation range on this source is limited to pressures > 0.5 Pa, as otherwise the ion current is below the detection limit. A schematic of the type III source is shown below in Fig. 6.1, together with the type II predecessor in which the function of the Faraday screen and the vacuum boundary are still separated.

![Schematic diagram of BATMAN Type III and II RF Ion Sources in Garching.](image)

**Fig. 6.1** BATMAN Type III and II RF Ion Sources in Garching.

### 6.3 DENISE RF and DC Multicusp Ion Sources

The plasma sources from the DENISE system have been described in detail in Chapter Three. In brief the DC source is a filament driven discharge which is magnetically
confined. The RF source utilises an internal coil housed in a quartz tube to couple power to the plasma.

6.4 Diagnostics

On the DENISE ion sources plasma parameter measurements were carried out with the use of the Scientific Systems SmartProbe Langmuir probe technique [6], as described previously. Previous measurements were also carried out on this source to determine the negative ion densities with the use of the laser photodetachment technique described in detail in Chapter Three. This is the technique of Bacal and Hamilton [7] in which laser beam photons remove the attached electron form the negative hydrogen ions. It was shown that an increase in negative ion densities was apparent for low pressure mixtures of hydrogen and argon.[8]

The plasma parameters of the KAMABOKO source and the BATMAN ion sources were measured by a Scientific Systems fast- injection Langmuir probe technique. The theory of operation and analysis of this probe is the same as the one described earlier in Section 3.1. The main difference in these probes lies in the fact that the fast- injection probe is a modified SmartProbe on an automatic linear drive (ALD) which allows for a spatial scan of the whole source to be acquired in milliseconds. A modification to the electronics also allows for the collection of currents up to 2 A which is required in these hot plasma ion sources. This SmartSoft system allows for the acquisition of both temporal and spatial scans.

6.5 Plasma Parameters on the RF and DC Ion Sources in a Hydrogen/Argon Discharge

Increased percentages of Ar were added to a pure hydrogen discharge on the DC and RF ion sources on DENISE. In the DC filament driven source the overall source pressure was kept constant at 2 mTorr. The discharge voltage was kept at 70 V. Fig. 6.2 shows the increase in electron density as a function of increasing added percentages of Ar to the H₂ discharge for different discharge currents. A graph of the electron temperature as a function of the percentage addition of Ar is plotted in Fig. 6.3 below. It can be seen that the electron temperature drops with the increasing amount of Ar in the gas mixture.
Fig. 6.2 Variation in Electron Density with Addition of Ar.

Fig. 6.3 Variation in Electron Temperature with Addition of Argon.

The increase in the electron density collected by the probe with increased percentage addition of Ar to the plasma is expected as it reflects the lower ionization cross-section of hydrogen in comparison with argon.
The decrease in electron temperature is also expected as the mass of the Ar atom is 40 amu while that of the hydrogen atom is 1 amu. As the electron density increases the number of collisions also increases therefore reducing the overall electron temperature. In Fig. 6.4 and 6.5 a similar trend is seen in the RF source, the increased electron density and the decreased electron temperature.

Fig. 6.4 Variation in Electron Density as a Function of Power with Increasing Ar Percentage.
6.6 EEDF Results on the DC Ion Source on DENISE

Examination of the EEDF in the low pressure, 2 mTorr, pure hydrogen DC discharge with 1.5 A discharge current and 70 V discharge voltage, shows strongly bi-maxwellian distributions, Fig. 6.6. This bi-maxwellian can be considered as the sum of two maxwellian distributions, which can be characterised by different electron temperatures, \( T_e \) \(_{\text{cold}}\) and \( T_e \) \(_{\text{hot}}\). This can be seen in the following equation, Equation 6.1

\[
f(u) = n \left( \frac{m}{2\pi k T_e} \right)^{3/2} \exp \left( -\frac{mu^2}{2kT_e} \right)
\]

Equation 6.1

A calculated value for both \( T_e \) \(_{\text{cold}}\) and \( T_e \) \(_{\text{hot}}\) can be obtained by fitting a component on a graph of the EEDF with a natural logarithmic scale. The temperature that each line represents can be evaluated from the slopes of the lines using a slope of \(-1/T\). In the case of Fig. 6.2 the colder distribution of electrons have a temperature of \( T_e \) \(_{\text{cold}}\) = 1.04 eV and the hotter distribution corresponds to an electron temperature of \( T_e \) \(_{\text{hot}}\) = 3.36 eV. Getting the integral under each distribution results in the determination of the electron density of each population which also leads to the ratio of hot to cold electrons. For the
graph of the EEDF in Fig. 6.5 it was found that the colder distribution has an electron density of $6.31 \times 10^9 \text{ cm}^{-3}$ and the hotter distribution a density of $4.42 \times 10^8 \text{ cm}^{-3}$. The ratio of the densities then is determined to be approximately 14:1, which shows a lower population of hot electrons in the distribution.

Fig. 6.6: Graph of Electron Energy Distribution Function (EEDF) for a 70 V, 1.5 A Hydrogen Discharge at 2 mTorr.

Electron energy distribution functions of a mixture of argon and hydrogen were then examined. The total fill pressure was always kept constant, in this case at 2 mTorr, with partial pressures of argon at 10 %, 20 %, 50 %, 80 % and 100 % of the total pressure. On addition of argon to this discharge it was noted that the density of hot electrons decreased. The temperatures of the hot and cold electrons were again calculated as for the previous distribution, and the densities found by integrating under each component distribution. Figs. 6.7 to 6.10 illustrate the effect of the argon on the hydrogen discharge. In Fig 6.7, the EEDF of a 2 mTorr hydrogen plasma with a partial pressure of 10 % argon with a discharge current of 1.5 A and 70 V is shown. The EEDF still maintains the bi-maxwellian distribution function, however on calculation of the densities of the hot and cold electrons it can be seen that the ratios have changed slightly. The two different temperature regimes were identified and determined. $T_{\text{e, cold}}$ was found to be 1.15 eV and $T_{\text{e, hot}}$ 3.21 eV. Not much of a temperature difference is
seen. However on calculation of the densities, $n_{e\text{ cold}}$ was found to be $7.3 \times 10^8$ cm$^{-3}$ and $n_{e\text{ hot}} = 4.10 \times 10^8$ cm$^{-3}$. The ratio in this case is then $\sim 18 : 1$, which means that there are 18 times more cold electrons than hot electrons in the plasma.

![Graph of Electron Energy Distribution Function (EEDF) for a 2 mTorr, 70 V, 1.5 A, Hydrogen Discharge with 10% Argon Added.](image)

**Fig. 6.7** Graph of Electron Energy Distribution Function (EEDF) for a 2 mTorr, 70 V, 1.5 A, Hydrogen Discharge with 10% Argon Added.

On increasing the percentage of added argon from a partial pressure of 10 % to 50 %, the ratio of cold to hot electrons is seen to change dramatically. The density of cold electrons has increased significantly, and the ratio of cold to hot electrons is calculated to be 58 : 1. This can be seen in Fig. 6.8 below.
Increasing the argon percentage added to the hydrogen discharge to 80 % as shown below in Fig. 6.9 again cools the plasma down significantly and the distribution ratio of cold to hot electrons becomes 100:1. The density of cold electrons is calculated to be $2.23 \times 10^{10}$ cm$^{-3}$ and the density of hot electrons in the distribution is calculated to be $2.23 \times 10^8$ cm$^{-3}$. However on examining the EEDF's with increasing percentage compositions of argon in the hydrogen discharge it is clear that the distributions are becoming less and less bi-maxwellian until at 100% Ar with 0% hydrogen the distribution returns to the characteristic maxwellian shape. This can be seen below in Fig 6.10.

The transition from bi-maxwellian to maxwellian is illustrated clearly when comparing the EEDF's collected from pure hydrogen and pure Ar discharges. This is shown in Fig. 6.11.
Fig 6.9  Electron Energy Distribution Function (EEDF) for a 2 mTorr, 70 V, 1.5 A, Hydrogen Plasma with 80 % Argon Added.

Fig. 6.10  Electron Energy Distribution Function (EEDF) for a 2 mTorr, 70 V, 1.5 A, Argon Plasma with 0 % Hydrogen Added.
6.7 Plasma Parameter Measurements on the BATMAN Type III RF Ion Source

As with the experiments on the DENISE system in DCU, a similar experiment was carried out on the RF ion source on the BATMAN system in IPP Garching. The probe used in this case was a fast-injection probe described earlier. A temporal scan was collected in a 7 mTorr hydrogen discharge at 70 kW. After 600 ms a percentage of argon was injected into the source. The overall source pressure therefore had increased. It was not possible to keep the pressure constant and vary the mixtures of the two gases on this system. Figures 6.12(a) and (b) below show that the addition of 14 % Ar after 600 ms into a 7 mTorr hydrogen discharge had an immediate effect on the increase of the electron density. This increase could be an effect of the argon but it cannot be excluded that it is just a consequence of the overall increase in the source pressure reflecting the increase in neutrals in the chamber undergoing collisions. On addition of 16 % argon to a 7 Torr hydrogen discharge the source pressure has increased to approximately 8 mTorr.

Fig. 6.11 Comparison of EEDF's Collected in Pure Hydrogen and Pure Argon Discharges (the bi-maxwellian observable in the hydrogen discharge is not seen in the argon discharge).
Fig. 6.12(a) Increased Ion Density upon Addition of Ar at 600 ms.

Fig. 6.12(b) Increased Electron Density upon Addition of Ar at 600 ms.
6.8 Plasma Parameter Measurements on the MANTIS System

The following two graphs shown in Fig. 6.13 and 6.14 below, show the effect of Ar addition to a hydrogen filament driven discharge on the KAMABOKO ion source on MANTIS. The increased electron density due to the lower ionisation energy of argon is not observable in this source. Also the decrease in electron temperature is not seen. This source was operated at lower pressures than any of the other sources investigated. It is thought that the optimisation effect observable in the other sources is not evident here as the source is so well confined and already operating at its optimum.

Fig. 6.13  Electron and Ion Densities as a Function of Ar Admixture.
As stated previously the processes that lead to the production of negative ion in the hydrogen discharge rely heavily on dissociative attachment to vibrationally excited hydrogen molecules.

\[ e^- + H_2(v'' > 3) \rightarrow H^- \rightarrow H^- + H^+ \]  \hspace{1cm} \text{Equation 6.2}

The vibrationally excited hydrogen molecules are a result of a 2-step process, which involves the excitation of the hydrogen atom in the ground state to an excited electronic state, followed by the radiative decay to the vibrationally excited level of the ground state, this process has been explained in Chapter One.

In an attempt to enhance the production rate of negative hydrogen ions, the above reactions were utilised to alter the plasma conditions favourably. As can be seen from the Langmuir probe measurements which determined the plasma parameters shown in the different systems investigated, the effect of the addition of the noble gas argon to the hydrogen discharge altered conditions favourably by increasing the electron density and decreasing the electron temperature. Previously reported work has shown an increase in negative ion beam extraction in large multicusp sources with the addition of argon and xenon at low pressures. [2, 3]

Fig. 6.14  Plasma Potential and Electron Temperature as a Function of Ar Admixture.
6.9 Negative Ion Measurements in H/Ar Discharges

In an effort to determine the effect of the addition of Ar to the H\textsubscript{2} discharge, negative ion yield measurements were made by use of the laser photodetachment technique. These results are shown below for the DC ion source on DENISE. There are no negative ion measurements carried out on the MANTIS or BATMAN systems as these systems did not facilitate this diagnostic. Fig. 6.15 shows the \( n_{-}/n_{e} \) ratio as a function of the percentage Ar added into a 2 mTorr discharge. As before the total pressure was kept constant at all times in this experiment at 2 mTorr. Fig. 6.16 shows the calculated negative ion densities for this discharge.

![Graph of \( n_{-}/n_{e} \) Ratio as a Function of Added Percentages of Argon.](Ref:2mtorrH2Ar_%ar)

Fig. 6.15 \( n_{-}/n_{e} \) Ratio as a Function of Added Percentages of Argon.
With low percentage additions of Ar to the 2 mTorr hydrogen discharge it can be seen that the negative ion density is enhanced. Addition of up to 20% Ar shows a significant increase in the densities measured.

The threshold for the production of excited vibrational states of H$_2$ is 12.4 eV. Therefore the electrons which are required for the production of the vibrationally excited H$_2$ are not affected significantly by the addition of argon. However, the DA process which is the main process for the production of H' has an increasing cross-section and decreasing threshold with increasing $v$. Wadhera et al have shown that the cross-section near threshold increases by five orders of magnitude between $v = 0$ and $v = 7$ while the threshold energy decreases from 3.75 eV to less than 1 eV [9].

This leads to the conclusion then that the DA process which is responsible for the production of the H- is largely dependent on variation in the electron temperature. The effective DA rate is given by the following equation when ignoring rotational level excitation.

![Graph showing measured negative ion densities with increased added percentages of argon.](image-url)
\[ \langle \sigma u \rangle_{\text{eff}} = \frac{N_0}{N} \langle \sigma_0 u \rangle + \frac{N_1}{N} \langle \sigma_1 u \rangle + \frac{N_2}{N} \langle \sigma_2 u \rangle + \ldots + \frac{N_n}{N} \langle \sigma_n u \rangle \quad \text{Equation 6.3} \]

where \( \sigma_n \) is the DA cross-section for the \( n^{\text{th}} \) vibrational level, and its population density is given by \( N_n \) and \( N \) is the population density of the molecular hydrogen.

Fig. 6.17 shows the reaction rate of DA as a function of the electron temperature for the vibrational state of \( v'' = 5 \). The reaction rate coefficient values were obtained by fitting to cross-sections calculated by Wadehra and Bardsley [5]. A listing of the cross-sections used is shown in Appendix C.

Also in this plot is the reaction rate for the electron detachment process which is the dominant loss mechanism. The reaction rates were calculated using the cross-sections published by Bailey et al. The rate coefficients are calculated in both cases, DA and CD processes by the method explained previously in Chapter 5.

![Fig. 6.17 Reaction Rates for DA and ED as a Function of Electron Temperature.](image-url)
From this graph Fig. 6.16 is can be seen that the best condition of DA occurs slightly above 1 eV. Also from this graph it can be seen that the loss process of electron detachment increases when temperatures above 1 eV are reached.

It is suggested that the effect that the argon has on the production of negative ion in the hydrogen discharge is due to the increased electron density, as the argon is more easily ionized than the hydrogen and also because of the fact that the electron temperature has been lowered to a range where the DA process is optimized and the electron detachment process is at a minimum.

When the source pressure is increased, the effect on the electron density and the electron temperature is very small and therefore little increase in the negative ion production mechanism is observable.

6.10 Conclusion

Adding argon to a hydrogen discharge in the DENISE sources it is found that the effect on the plasma parameters is an increase of the electron density and a decrease of the electron temperature. It is suggested that the increase in the electron density is due to the lower ionization potential of argon than that of hydrogen. The increase in the negative ion density resulting at low pressures for low admixtures of argon and hydrogen is thought to be due to this increased electron density and decreased electron temperature which provides optimum conditions for the main production mechanism of DA and low reaction rates for electron detachment.

Unfortunately, the above explanation can not directly be applied to the results obtained from the type III source on BATMAN as the effect is disturbed by a non-constant total pressure. However, meanwhile the existence of a substantial enhancement due to argon (plus caesium) admixture has been clearly demonstrated on BATMAN using a different type of RF source. This source operates very reliably and has the potential for long pulse operation. Current densities up to 15 mA/cm² could be extracted at a source pressure of 0.65 Pa. By pure volume production 9 mA/cm² current density at the same pressure level has been achieved with the addition of Ar to the source operating gas. [10]. Recently 19 mA/cm² has been reported as extracted from this source. [11].
Why the "argon effect", i.e. the electron density increase and the electron temperature decrease thought responsible for an enhanced negative ion yield, is not observed in the KAMABOKO source on MANTIS remains unexplained for the time being.
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Conclusion and Future Work

Summary and Conclusion

A comprehensive investigation of negative ion production in multicusp ion sources of interest for neutral beam heating applications in proposed nuclear fusion reactors has been conducted using different diagnostic methods. The main diagnostics used in this work were the Langmuir probe and the laser photodetachment technique. Discharges in an RF ion source and a filament driven ion source were compared using the same discharge chamber.

Both ion sources were characterized by the use of the Langmuir probe technique to evaluate plasma parameters. Determination of the plasma parameters, the electron temperature, ion density, plasma potential, floating potential and electron energy distribution functions were carried out in both continuous and temporally modulated modes of operation of both ion sources. The effect of the application of an external applied magnetic field was studied and the magnetic field modeled. An increased efficiency was found by the application of such a field and its effect in particular on the radial dependence of the electron densities and temperatures was investigated.

The concept of a temporal filter was examined with a view to increase the negative ion yield from the afterglow of a temporally modulated RF discharge. The effect of temporal modulation on the plasma parameters was investigated. Information on the electron densities and temperature, floating potentials and EEDF's in the modulated discharge were collected. Power dependence and duty cycle were examined and it was found that the EEDF of the discharge could be controlled by modulating the frequency and the duty cycle. With greater control of the EEDF in the discharge it was proposed that also greater control of the production mechanisms and destruction mechanisms for negative hydrogen ions may be achieved. In the afterglow of the pulsed discharge a significant decrease in electron temperature was observed for relatively high electron densities. These characteristics are ideal for the production of negative ions, as the main destruction mechanism CD is no longer dominant in the afterglow and is practically negligible. The main production mechanism of DA is at an optimum at these low electron temperatures.
The negative ion densities were then determined by use of the laser photodetachment technique. The data collected verified the enhancement in negative ion densities in the post discharge of a filament driven discharge. Spatial dependence studies indicated a strong increase in density in the center of the discharge. The RF ion source was examined in pulsed mode of operation and negative ion densities were determined as a function of time in the afterglow. Comparison between the RF and filament driven discharges shows that the DC discharge of the same plasma density modulated at the same duty cycle produces a higher density of negative ions than the RF ion source. It was also seen that the density of negative ions in the source could be increased with modulation of the discharge at different duty cycles. The reaction rates for the production and destruction mechanisms of H' were determined and a model of the processes acting in the production of negative ions written. The negative ion density was calculated for the afterglow of a 20 mTorr H₂ plasma, the density profile being in good qualitative agreement with the experimental data.

Having determined the negative ion densities in both volume ion sources in pure hydrogen, the addition of argon to the discharge was then investigated. On addition of argon to a hydrogen discharge it was found that the effect on the plasma parameters was an increase in the electron density in the discharge and a decrease in the electron temperature. It is suggested that the increase in electron density is due to the lower ionisation energy of argon compared to hydrogen. Negative ion densities were then determined from a hydrogen discharge with an admixture of Argon and an increase in negative ion density was determined. The increase is thought to be due to the lowering of the electron temperature providing optimum conditions for the main production mechanism of disasssociative attachment and resulting in low reaction rates for electron detachment, the assumed main destruction mechanism for H'. Plasma parameters were determined on both RF and filament discharges of the DENISE system on the filament driven Japanese KAMABOKO ion source at Cadarache and on the type III RF ion source of the BATMAN experiment in Garching.

In conclusion, the RF ion source has been shown to operate efficiently as a volume ion source with the application of a magnetic confining field to a temporally modulated discharge. However, the "generation specific" effect that the RF driven discharge yields
less negative ions than a filament driven one at the same plasma density is unexpected and deserves further investigation.

Admixtures of argon prove successful in enhancing the negative ion yield in some sources. From the point of view of NBI application this is very important as it could eliminate the need of caesium seeded ion sources which add to the complexity of the systems. While the explanation for the enhancement being due to the (observed) increase in electron density and decreased electron temperature appears plausible for the DENISE sources it remains unexplained why a similar effect is not observed in the KAMABOKO source on MANTIS.

**Future Work**

The next stage for the development of this work is the investigation into the extraction of a negative ion beam from the RF temporally filtered discharge. This could not be performed on the DENISE system due to an operational malfunction of the cryopump resulting in a source pressure that was too high to efficiently extract an ion beam due to beam stripping. Some measurements on the extraction of this system were attempted [1]. Initial investigations into the design of different antenna was also carried out and comparisons in electron densities determined on changing the number of turns on the antenna, and on coating the antenna with a film of gold. [2] It is thought that the efficiency of the source could be increased by the use of different antenna designs. Much work needs to be carried out in this area and an investigation of the skin dept on such coils by use of a B.DOT probe would be an area of interest.

An advanced negative ion measurement technique based on cavity ring-down spectroscopy is proposed to determine negative ion densities in the RF discharge. This technique relies on monitoring the time decay of a laser pulse signal which undergoes multiple passes through the chamber. The degree of interaction between the laser pulse and the plasma is determined from the ring-down time of the pulse. This is considered an accurate technique and has been used for H\(^{-}\) diagnostics with great success [3, 4, 5].
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Appendix A
Modelling the magnetic Field with the POISSON/SUPERFISH Programme
(Structure Code.)
Bucket Confining Magnet Structure 3 of 12 magnets DC filament source geometry

&reg kprob=0,dx=.25, dy=.25, mode=0,nbslo=0,
xmin=-15.0,xmax=15.0,icylin=0
ymin=-15.0,ymax=15.0, &

&po x= -15.0,y= -15.0 &
&po x= -15.0,y= 15.00 &
&po x= 15.00,y= 15.00 &
&po x= 15.00,y= -15.0 &
&po x= -15.0,y= -15.0 &

&reg mat=2,mshape=1,mtid=1 &
&po r=9, theta=356.82 &
&po r=10, theta=356.82 &
&po r=10, theta=3.18 &
&po r=9.0 ,theta=3.18 &
&po r=9.0 ,theta=356.82 &

&reg mat=3,mshape=1,mtid=2 &
&po r=9,theta= 26.82 &
&po r=10,theta=26.82 &
&po r=10,theta=33.18 &
&po r=9,theta=33.18 &
&po r=9,theta= 26.82 &

&reg mat=4,mshape=1,mtid=3 &
&po r=9,theta= 56.82 &
&po r=10,theta=56.82 &
&po r=10,theta=63.18 &
&po r=9,theta=63.18 &
&po r=9,theta= 56.82 &

&reg mat=5, mshape=1, mtid=4 &
&po r=9,theta= 86.82 &
&po r=10 ,theta=86.82 &
&po r=10,theta=93.18 &
&po r=9,theta=93.18 &
&po r=9 ,theta=86.82 &

&reg mat=6, mshape=1, mtid=5 &
&po r=9,theta= 116.82 &
&po r=10 ,theta=116.82 &
&po r=10,theta=123.18 &
&po r=9,theta= 123.18 &
&po r=9 ,theta=116.82 &

&reg mat=7, mshape=1, mtid=6 &
\%po r=9, theta= 146.82 &
\%po r=10, theta= 146.82 &
\%po r=10, theta= 153.18 &
\%po r=9, theta=153.18 &
\%po r=9, theta=146.82 &

\%reg mat=8, mshape=1, mtid=7 &
\%po r=9, theta= 176.82 &
\%po r=10, theta= 176.82 &
\%po r=10, theta= 183.18 &
\%po r=9, theta=183.18 &
\%po r=9, theta=176.82 &

\%reg mat=9, mshape=1, mtid=3 &
\%po r=9, theta= 206.82 &
\%po r=10, theta= 206.82 &
\%po r=10, theta= 213.18 &
\%po r=9, theta=213.18 &
\%po r=9, theta=206.82 &

\%reg mat=10, mshape=1, mtid=2 &
\%po r=9, theta= 236.82 &
\%po r=10, theta= 236.82 &
\%po r=10, theta= 243.18 &
\%po r=9, theta=243.18 &
\%po r=9, theta=236.82 &

\%reg mat=11, mshape=1, mtid=8 &
\%po r=9, theta= 266.82 &
\%po r=10, theta= 266.82 &
\%po r=10, theta= 273.18 &
\%po r=9, theta=273.18 &
\%po r=9, theta=266.82 &

\%reg mat=12, mshape=1, mtid=6 &
\%po r=9, theta= 296.82 &
\%po r=10, theta= 296.82 &
\%po r=10, theta= 303.18 &
\%po r=9, theta=303.18 &
\%po r=9, theta=296.82 &

\%reg mat=13, mshape=1, mtid=5 &
\%po r=9, theta= 326.82 &
\%po r=10, theta= 326.82 &
\%po r=10, theta= 333.18 &
\%po r=9, theta=333.18 &
\%po r=9, theta=326.82 &

&mt mtid=1
<table>
<thead>
<tr>
<th>MTID</th>
<th>AEASY</th>
<th>GAMPER</th>
<th>HCEPT</th>
<th>BCEPT</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>210.0</td>
<td>1</td>
<td>-10800</td>
<td>11600</td>
</tr>
<tr>
<td>3</td>
<td>60.0</td>
<td>1</td>
<td>-10800</td>
<td>11600</td>
</tr>
<tr>
<td>4</td>
<td>270.0</td>
<td>1</td>
<td>-10800</td>
<td>11600</td>
</tr>
<tr>
<td>5</td>
<td>120.0</td>
<td>1</td>
<td>-10800</td>
<td>11600</td>
</tr>
<tr>
<td>6</td>
<td>330.0</td>
<td>1</td>
<td>-10800</td>
<td>11600</td>
</tr>
<tr>
<td>7</td>
<td>180.0</td>
<td>1</td>
<td>-10800</td>
<td>11600</td>
</tr>
<tr>
<td>8</td>
<td>90.0</td>
<td>1</td>
<td>-10800</td>
<td>11600</td>
</tr>
</tbody>
</table>
Cross-Sections used to determine the rate coefficients for the different processes.

Dissociative Attachment Reaction.

\[ e + H_2 \rightarrow H + H^- \]
Ref: Wadehra'79

<table>
<thead>
<tr>
<th>Energy</th>
<th>Cross-section</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.72</td>
<td>0</td>
</tr>
<tr>
<td>3.75</td>
<td>3.00E-21</td>
</tr>
<tr>
<td>4.00</td>
<td>2.00E-21</td>
</tr>
<tr>
<td>4.37</td>
<td>1.00E-21</td>
</tr>
<tr>
<td>4.42</td>
<td>9.00E-22</td>
</tr>
<tr>
<td>4.50</td>
<td>8.00E-22</td>
</tr>
<tr>
<td>4.57</td>
<td>7.00E-22</td>
</tr>
<tr>
<td>4.64</td>
<td>6.00E-22</td>
</tr>
<tr>
<td>4.71</td>
<td>5.00E-22</td>
</tr>
<tr>
<td>4.81</td>
<td>4.00E-22</td>
</tr>
<tr>
<td>5.21</td>
<td>0</td>
</tr>
</tbody>
</table>

\[ e + H_2_{v1} \rightarrow H + H^- \]
Ref: Wadehra'79

<table>
<thead>
<tr>
<th>Energy</th>
<th>Cross-section</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.2</td>
<td>0</td>
</tr>
<tr>
<td>3.25</td>
<td>8.34E-20</td>
</tr>
<tr>
<td>3.32</td>
<td>8.00E-20</td>
</tr>
<tr>
<td>3.4</td>
<td>7.00E-20</td>
</tr>
<tr>
<td>3.48</td>
<td>6.00E-20</td>
</tr>
<tr>
<td>3.58</td>
<td>5.00E-20</td>
</tr>
<tr>
<td>3.7</td>
<td>4.00E-20</td>
</tr>
<tr>
<td>3.86</td>
<td>3.00E-20</td>
</tr>
<tr>
<td>4.05</td>
<td>2.00E-20</td>
</tr>
<tr>
<td>4.35</td>
<td>1.00E-20</td>
</tr>
<tr>
<td>4.45</td>
<td>8.00E-21</td>
</tr>
<tr>
<td>4.65</td>
<td>5.00E-21</td>
</tr>
<tr>
<td>4.85</td>
<td>3.00E-21</td>
</tr>
<tr>
<td>5</td>
<td>2.00E-21</td>
</tr>
<tr>
<td>5.3</td>
<td>0</td>
</tr>
</tbody>
</table>

\[ e + H_2_{v2} \rightarrow H + H^- \]
Ref: Wadehra'79

<table>
<thead>
<tr>
<th>Energy</th>
<th>Cross-section</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.74</td>
<td>0</td>
</tr>
<tr>
<td>2.75</td>
<td>1.05E-18</td>
</tr>
<tr>
<td>2.875</td>
<td>9.00E-19</td>
</tr>
<tr>
<td>2.94</td>
<td>8.00E-19</td>
</tr>
<tr>
<td>3</td>
<td>7.00E-19</td>
</tr>
<tr>
<td>3.08</td>
<td>6.00E-19</td>
</tr>
<tr>
<td>3.21</td>
<td>5.00E-19</td>
</tr>
<tr>
<td>3.42</td>
<td>3.00E-19</td>
</tr>
<tr>
<td>3.6</td>
<td>2.00E-19</td>
</tr>
<tr>
<td>3.9</td>
<td>1.00E-19</td>
</tr>
<tr>
<td>4</td>
<td>8.00E-20</td>
</tr>
<tr>
<td>4.15</td>
<td>6.00E-20</td>
</tr>
<tr>
<td>4.3</td>
<td>4.00E-20</td>
</tr>
<tr>
<td>4.6</td>
<td>2.00E-20</td>
</tr>
<tr>
<td>4.88</td>
<td>1.00E-20</td>
</tr>
<tr>
<td>5.16</td>
<td>0</td>
</tr>
</tbody>
</table>

\[ e + H_2_{v3} \rightarrow H + H^- \]
Ref: Wadehra'79

<table>
<thead>
<tr>
<th>Energy</th>
<th>Cross-section</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.25</td>
<td>0</td>
</tr>
<tr>
<td>2.26</td>
<td>7.45E-18</td>
</tr>
<tr>
<td>2.424</td>
<td>6.00E-18</td>
</tr>
<tr>
<td>2.64</td>
<td>4.00E-18</td>
</tr>
<tr>
<td>2.95</td>
<td>2.00E-18</td>
</tr>
<tr>
<td>3.3</td>
<td>1.00E-18</td>
</tr>
<tr>
<td>3.34</td>
<td>9.00E-19</td>
</tr>
<tr>
<td>3.45</td>
<td>7.00E-19</td>
</tr>
<tr>
<td>3.6</td>
<td>5.00E-19</td>
</tr>
<tr>
<td>3.8</td>
<td>3.00E-19</td>
</tr>
<tr>
<td>3.96</td>
<td>2.00E-19</td>
</tr>
<tr>
<td>4.25</td>
<td>1.00E-19</td>
</tr>
<tr>
<td>4.38</td>
<td>8.00E-20</td>
</tr>
<tr>
<td>4.5</td>
<td>6.00E-20</td>
</tr>
<tr>
<td>4.66</td>
<td>4.00E-20</td>
</tr>
<tr>
<td>4.95</td>
<td>2.00E-20</td>
</tr>
<tr>
<td>5.24</td>
<td>0</td>
</tr>
</tbody>
</table>
\[ e + H_2 \rightarrow H^+ + H^- \]

**Ref:** Wadehra'79

<table>
<thead>
<tr>
<th>Energy</th>
<th>Cross-section</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.82</td>
<td>0</td>
</tr>
<tr>
<td>1.85</td>
<td>3.20E-17</td>
</tr>
<tr>
<td>2</td>
<td>2.32E-17</td>
</tr>
<tr>
<td>2.15</td>
<td>2.00E-17</td>
</tr>
<tr>
<td>2.45</td>
<td>1.00E-17</td>
</tr>
<tr>
<td>2.57</td>
<td>8.00E-18</td>
</tr>
<tr>
<td>2.7</td>
<td>6.00E-18</td>
</tr>
<tr>
<td>2.9</td>
<td>4.00E-18</td>
</tr>
<tr>
<td>3.2</td>
<td>2.00E-18</td>
</tr>
<tr>
<td>3.54</td>
<td>1.00E-18</td>
</tr>
<tr>
<td>3.6</td>
<td>9.00E-19</td>
</tr>
<tr>
<td>3.68</td>
<td>7.00E-19</td>
</tr>
<tr>
<td>3.8</td>
<td>5.00E-19</td>
</tr>
<tr>
<td>4</td>
<td>3.00E-19</td>
</tr>
<tr>
<td>4.18</td>
<td>2.00E-19</td>
</tr>
<tr>
<td>4.5</td>
<td>1.00E-19</td>
</tr>
<tr>
<td>4.6</td>
<td>8.00E-20</td>
</tr>
<tr>
<td>4.75</td>
<td>6.00E-20</td>
</tr>
<tr>
<td>4.95</td>
<td>4.00E-20</td>
</tr>
<tr>
<td>5.35</td>
<td>0</td>
</tr>
</tbody>
</table>

\[ e + H_2 \rightarrow H^++ H \]

**Ref:** Bailey'90

<table>
<thead>
<tr>
<th>Energy</th>
<th>Cross-section</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.373</td>
<td>0</td>
</tr>
<tr>
<td>1.408</td>
<td>1.05E-16</td>
</tr>
<tr>
<td>1.613</td>
<td>8.00E-17</td>
</tr>
<tr>
<td>1.768</td>
<td>6.00E-17</td>
</tr>
<tr>
<td>1.901</td>
<td>4.00E-17</td>
</tr>
<tr>
<td>2.331</td>
<td>2.00E-17</td>
</tr>
<tr>
<td>2.676</td>
<td>1.00E-17</td>
</tr>
<tr>
<td>2.78</td>
<td>8.00E-18</td>
</tr>
<tr>
<td>2.9</td>
<td>6.00E-18</td>
</tr>
<tr>
<td>3.09</td>
<td>4.00E-18</td>
</tr>
<tr>
<td>3.32</td>
<td>2.00E-18</td>
</tr>
<tr>
<td>3.74</td>
<td>1.00E-18</td>
</tr>
<tr>
<td>3.86</td>
<td>8.00E-19</td>
</tr>
<tr>
<td>3.97</td>
<td>6.00E-19</td>
</tr>
<tr>
<td>4.14</td>
<td>4.00E-19</td>
</tr>
<tr>
<td>4.36</td>
<td>2.00E-19</td>
</tr>
<tr>
<td>4.64</td>
<td>1.00E-19</td>
</tr>
<tr>
<td>4.75</td>
<td>8.00E-20</td>
</tr>
<tr>
<td>4.86</td>
<td>6.00E-20</td>
</tr>
<tr>
<td>5.03</td>
<td>4.00E-20</td>
</tr>
</tbody>
</table>

\[ e + H_2 \rightarrow H^- + H \]

**Ref:** Bailey'90

<table>
<thead>
<tr>
<th>Energy</th>
<th>Cross-section</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.687</td>
<td>0</td>
</tr>
<tr>
<td>0.69</td>
<td>4.31E-16</td>
</tr>
<tr>
<td>0.754</td>
<td>4.00E-16</td>
</tr>
<tr>
<td>1.127</td>
<td>2.00E-16</td>
</tr>
<tr>
<td>1.493</td>
<td>1.00E-16</td>
</tr>
<tr>
<td>1.61</td>
<td>8.00E-17</td>
</tr>
<tr>
<td>1.77</td>
<td>6.00E-17</td>
</tr>
<tr>
<td>1.9</td>
<td>4.00E-17</td>
</tr>
<tr>
<td>2.33</td>
<td>2.00E-17</td>
</tr>
<tr>
<td>2.68</td>
<td>1.00E-17</td>
</tr>
<tr>
<td>2.78</td>
<td>8.00E-18</td>
</tr>
<tr>
<td>2.9</td>
<td>6.00E-18</td>
</tr>
<tr>
<td>3.09</td>
<td>4.00E-18</td>
</tr>
<tr>
<td>3.32</td>
<td>2.00E-18</td>
</tr>
<tr>
<td>3.74</td>
<td>1.00E-18</td>
</tr>
<tr>
<td>3.86</td>
<td>8.00E-19</td>
</tr>
<tr>
<td>3.97</td>
<td>6.00E-19</td>
</tr>
<tr>
<td>4.14</td>
<td>4.00E-19</td>
</tr>
<tr>
<td>4.36</td>
<td>2.00E-19</td>
</tr>
<tr>
<td>4.64</td>
<td>1.00E-19</td>
</tr>
<tr>
<td>4.75</td>
<td>8.00E-20</td>
</tr>
<tr>
<td>4.86</td>
<td>6.00E-20</td>
</tr>
<tr>
<td>5.03</td>
<td>4.00E-20</td>
</tr>
</tbody>
</table>

*Appendix B – Page 3*
\[ e + \text{H}_2 \rightarrow \text{H}^- + \text{H} \]
Ref: Bailey'90

<table>
<thead>
<tr>
<th>Energy</th>
<th>Cross-section</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.356</td>
<td>0</td>
</tr>
<tr>
<td>0.359</td>
<td>3.39E-16</td>
</tr>
<tr>
<td>0.697</td>
<td>2.00E-16</td>
</tr>
<tr>
<td>1.056</td>
<td>1.00E-16</td>
</tr>
<tr>
<td>1.19</td>
<td>8.00E-17</td>
</tr>
<tr>
<td>1.34</td>
<td>6.00E-17</td>
</tr>
<tr>
<td>1.55</td>
<td>4.00E-17</td>
</tr>
<tr>
<td>1.96</td>
<td>2.00E-17</td>
</tr>
<tr>
<td>2.32</td>
<td>1.00E-17</td>
</tr>
<tr>
<td>2.42</td>
<td>8.00E-18</td>
</tr>
<tr>
<td>2.55</td>
<td>6.00E-18</td>
</tr>
<tr>
<td>2.75</td>
<td>4.00E-18</td>
</tr>
<tr>
<td>3.13</td>
<td>2.00E-18</td>
</tr>
<tr>
<td>3.45</td>
<td>1.00E-18</td>
</tr>
<tr>
<td>3.58</td>
<td>8.00E-19</td>
</tr>
<tr>
<td>3.66</td>
<td>6.00E-19</td>
</tr>
<tr>
<td>3.86</td>
<td>4.00E-19</td>
</tr>
<tr>
<td>4.14</td>
<td>2.00E-19</td>
</tr>
<tr>
<td>4.46</td>
<td>1.00E-19</td>
</tr>
<tr>
<td>4.53</td>
<td>8.00E-20</td>
</tr>
<tr>
<td>4.68</td>
<td>6.00E-20</td>
</tr>
<tr>
<td>4.85</td>
<td>4.00E-20</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Energy</th>
<th>Cross-section</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.109</td>
<td>0</td>
</tr>
<tr>
<td>0.1127</td>
<td>4.64E-16</td>
</tr>
<tr>
<td>0.204</td>
<td>4.00E-16</td>
</tr>
<tr>
<td>0.563</td>
<td>2.00E-16</td>
</tr>
<tr>
<td>0.92</td>
<td>1.00E-16</td>
</tr>
<tr>
<td>1.05</td>
<td>8.00E-17</td>
</tr>
<tr>
<td>1.19</td>
<td>6.00E-17</td>
</tr>
<tr>
<td>1.345</td>
<td>4.00E-17</td>
</tr>
<tr>
<td>1.7</td>
<td>2.00E-17</td>
</tr>
<tr>
<td>2.06</td>
<td>1.00E-17</td>
</tr>
<tr>
<td>2.24</td>
<td>8.00E-18</td>
</tr>
<tr>
<td>2.4</td>
<td>6.00E-18</td>
</tr>
<tr>
<td>2.61</td>
<td>4.00E-18</td>
</tr>
<tr>
<td>2.96</td>
<td>2.00E-18</td>
</tr>
<tr>
<td>3.3</td>
<td>1.00E-18</td>
</tr>
<tr>
<td>3.34</td>
<td>9.00E-19</td>
</tr>
<tr>
<td>3.45</td>
<td>7.00E-19</td>
</tr>
<tr>
<td>3.6</td>
<td>5.00E-19</td>
</tr>
<tr>
<td>3.8</td>
<td>3.00E-19</td>
</tr>
<tr>
<td>3.96</td>
<td>2.00E-19</td>
</tr>
<tr>
<td>4.25</td>
<td>1.00E-19</td>
</tr>
<tr>
<td>4.38</td>
<td>8.00E-20</td>
</tr>
<tr>
<td>4.5</td>
<td>6.00E-20</td>
</tr>
<tr>
<td>4.66</td>
<td>4.00E-20</td>
</tr>
<tr>
<td>4.95</td>
<td>2.00E-20</td>
</tr>
<tr>
<td>5.24</td>
<td>0</td>
</tr>
</tbody>
</table>

Electron Detachment process.

\[ e + \text{H}^- \rightarrow e + e + \text{H} \]
Ref: Takayanagi'78

<table>
<thead>
<tr>
<th>Energy</th>
<th>Cross-section</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.75</td>
<td>0</td>
</tr>
<tr>
<td>0.9</td>
<td>2.00E-17</td>
</tr>
<tr>
<td>1</td>
<td>5.00E-17</td>
</tr>
<tr>
<td>1.2</td>
<td>6.00E-17</td>
</tr>
<tr>
<td>1.5</td>
<td>1.15E-16</td>
</tr>
<tr>
<td>2</td>
<td>1.25E-16</td>
</tr>
<tr>
<td>2.5</td>
<td>2.00E-16</td>
</tr>
<tr>
<td>3</td>
<td>3.00E-16</td>
</tr>
<tr>
<td>4</td>
<td>5.00E-16</td>
</tr>
<tr>
<td>5</td>
<td>8.00E-16</td>
</tr>
<tr>
<td>6</td>
<td>1.20E-15</td>
</tr>
<tr>
<td>7</td>
<td>2.00E-15</td>
</tr>
<tr>
<td>8</td>
<td>2.35E-15</td>
</tr>
<tr>
<td>9</td>
<td>3.00E-15</td>
</tr>
<tr>
<td>10</td>
<td>3.24E-15</td>
</tr>
</tbody>
</table>
### E-V Process

\[ e + H_2 \rightarrow e + H_2 \_v1 \]

Ref: Hiskes'92

<table>
<thead>
<tr>
<th>Energy</th>
<th>Cross-section</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>3.59E-15</td>
</tr>
<tr>
<td>20</td>
<td>3.50E-15</td>
</tr>
<tr>
<td>25</td>
<td>3.28E-15</td>
</tr>
<tr>
<td>30</td>
<td>3.22E-15</td>
</tr>
<tr>
<td>40</td>
<td>3.00E-15</td>
</tr>
<tr>
<td>50</td>
<td>2.63E-15</td>
</tr>
<tr>
<td>60</td>
<td>2.44E-15</td>
</tr>
<tr>
<td>70</td>
<td>2.18E-15</td>
</tr>
<tr>
<td>80</td>
<td>2.03E-15</td>
</tr>
<tr>
<td>90</td>
<td>1.88E-15</td>
</tr>
<tr>
<td>100</td>
<td>1.68E-15</td>
</tr>
<tr>
<td>200</td>
<td>1.04E-15</td>
</tr>
<tr>
<td>300</td>
<td>7.00E-16</td>
</tr>
<tr>
<td>400</td>
<td>5.49E-16</td>
</tr>
<tr>
<td>500</td>
<td>4.40E-16</td>
</tr>
<tr>
<td>600</td>
<td>3.65E-16</td>
</tr>
<tr>
<td>700</td>
<td>3.15E-16</td>
</tr>
<tr>
<td>800</td>
<td>2.66E-16</td>
</tr>
<tr>
<td>900</td>
<td>2.43E-16</td>
</tr>
<tr>
<td>1000</td>
<td>2.25E-16</td>
</tr>
</tbody>
</table>
### e + H₂ → e + H₂_v2

Ref: Hiskes'92

<table>
<thead>
<tr>
<th>Energy</th>
<th>Cross-section</th>
</tr>
</thead>
<tbody>
<tr>
<td>15.1</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>2.87E-18</td>
</tr>
<tr>
<td>2.09E+01</td>
<td>3.42E-18</td>
</tr>
<tr>
<td>2.63E+01</td>
<td>4.25E-18</td>
</tr>
<tr>
<td>3.26E+01</td>
<td>4.99E-18</td>
</tr>
<tr>
<td>4.00E+01</td>
<td>5.52E-18</td>
</tr>
<tr>
<td>4.63E+01</td>
<td>5.81E-18</td>
</tr>
<tr>
<td>5.26E+01</td>
<td>5.73E-18</td>
</tr>
<tr>
<td>6.00E+01</td>
<td>5.66E-18</td>
</tr>
<tr>
<td>6.63E+01</td>
<td>5.53E-18</td>
</tr>
<tr>
<td>7.26E+01</td>
<td>5.42E-18</td>
</tr>
<tr>
<td>8.00E+01</td>
<td>5.24E-18</td>
</tr>
<tr>
<td>8.63E+01</td>
<td>5.12E-18</td>
</tr>
<tr>
<td>9.26E+01</td>
<td>4.88E-18</td>
</tr>
<tr>
<td>1.00E+02</td>
<td>4.85E-18</td>
</tr>
<tr>
<td>1.06E+02</td>
<td>4.72E-18</td>
</tr>
<tr>
<td>1.13E+02</td>
<td>4.61E-18</td>
</tr>
<tr>
<td>1.19E+02</td>
<td>4.54E-18</td>
</tr>
<tr>
<td>1.20E+02</td>
<td>4.48E-18</td>
</tr>
<tr>
<td>1.91E+02</td>
<td>0</td>
</tr>
</tbody>
</table>

### e + H₂ → e + H₂_v3

Ref: Hiskes'92

<table>
<thead>
<tr>
<th>Energy</th>
<th>Cross-section</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.51E+01</td>
<td>0</td>
</tr>
<tr>
<td>2.00E+01</td>
<td>2.87E-18</td>
</tr>
<tr>
<td>2.09E+01</td>
<td>3.42E-18</td>
</tr>
<tr>
<td>2.63E+01</td>
<td>4.25E-18</td>
</tr>
<tr>
<td>3.26E+01</td>
<td>4.99E-18</td>
</tr>
<tr>
<td>4.00E+01</td>
<td>5.52E-18</td>
</tr>
<tr>
<td>4.63E+01</td>
<td>5.81E-18</td>
</tr>
<tr>
<td>5.26E+01</td>
<td>5.73E-18</td>
</tr>
<tr>
<td>6.00E+01</td>
<td>5.66E-18</td>
</tr>
<tr>
<td>6.63E+01</td>
<td>5.53E-18</td>
</tr>
<tr>
<td>7.26E+01</td>
<td>5.42E-18</td>
</tr>
<tr>
<td>8.00E+01</td>
<td>5.24E-18</td>
</tr>
<tr>
<td>8.63E+01</td>
<td>5.12E-18</td>
</tr>
<tr>
<td>9.26E+01</td>
<td>4.88E-18</td>
</tr>
<tr>
<td>1.00E+02</td>
<td>4.85E-18</td>
</tr>
<tr>
<td>1.06E+02</td>
<td>4.72E-18</td>
</tr>
<tr>
<td>1.13E+02</td>
<td>4.61E-18</td>
</tr>
<tr>
<td>1.19E+02</td>
<td>4.54E-18</td>
</tr>
<tr>
<td>1.20E+02</td>
<td>4.48E-18</td>
</tr>
<tr>
<td>1.91E+02</td>
<td>0</td>
</tr>
</tbody>
</table>

### e + H₂ → e + H₂_v4

Ref: Hiskes'92

<table>
<thead>
<tr>
<th>Energy</th>
<th>Cross-section</th>
</tr>
</thead>
<tbody>
<tr>
<td>15.1</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>2.87E-18</td>
</tr>
<tr>
<td>2.09E+01</td>
<td>3.42E-18</td>
</tr>
<tr>
<td>2.63E+01</td>
<td>4.25E-18</td>
</tr>
<tr>
<td>3.26E+01</td>
<td>4.99E-18</td>
</tr>
<tr>
<td>4.00E+01</td>
<td>5.52E-18</td>
</tr>
<tr>
<td>4.63E+01</td>
<td>5.81E-18</td>
</tr>
<tr>
<td>5.26E+01</td>
<td>5.73E-18</td>
</tr>
<tr>
<td>6.00E+01</td>
<td>5.66E-18</td>
</tr>
<tr>
<td>6.63E+01</td>
<td>5.53E-18</td>
</tr>
<tr>
<td>7.26E+01</td>
<td>5.42E-18</td>
</tr>
<tr>
<td>8.00E+01</td>
<td>5.24E-18</td>
</tr>
<tr>
<td>8.63E+01</td>
<td>5.12E-18</td>
</tr>
<tr>
<td>9.26E+01</td>
<td>4.88E-18</td>
</tr>
<tr>
<td>1.00E+02</td>
<td>4.85E-18</td>
</tr>
<tr>
<td>1.06E+02</td>
<td>4.72E-18</td>
</tr>
<tr>
<td>1.13E+02</td>
<td>4.61E-18</td>
</tr>
<tr>
<td>1.19E+02</td>
<td>4.54E-18</td>
</tr>
<tr>
<td>1.20E+02</td>
<td>4.48E-18</td>
</tr>
<tr>
<td>1.91E+02</td>
<td>0</td>
</tr>
</tbody>
</table>

### e + H₂ → e + H₂_v5

Ref: Hiskes'92

<table>
<thead>
<tr>
<th>Energy</th>
<th>Cross-section</th>
</tr>
</thead>
<tbody>
<tr>
<td>15.1</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>2.70E-18</td>
</tr>
<tr>
<td>2.09E+01</td>
<td>3.22E-18</td>
</tr>
<tr>
<td>2.63E+01</td>
<td>4.03E-18</td>
</tr>
<tr>
<td>3.26E+01</td>
<td>4.76E-18</td>
</tr>
<tr>
<td>4.00E+01</td>
<td>5.36E-18</td>
</tr>
<tr>
<td>4.63E+01</td>
<td>5.39E-18</td>
</tr>
<tr>
<td>5.26E+01</td>
<td>5.40E-18</td>
</tr>
<tr>
<td>6.00E+01</td>
<td>5.35E-18</td>
</tr>
<tr>
<td>6.63E+01</td>
<td>5.24E-18</td>
</tr>
<tr>
<td>7.26E+01</td>
<td>5.13E-18</td>
</tr>
<tr>
<td>8.00E+01</td>
<td>4.97E-18</td>
</tr>
<tr>
<td>8.63E+01</td>
<td>4.85E-18</td>
</tr>
<tr>
<td>9.26E+01</td>
<td>4.73E-18</td>
</tr>
<tr>
<td>1.00E+02</td>
<td>4.60E-18</td>
</tr>
<tr>
<td>1.06E+02</td>
<td>4.48E-18</td>
</tr>
<tr>
<td>1.13E+02</td>
<td>4.37E-18</td>
</tr>
<tr>
<td>1.19E+02</td>
<td>4.28E-18</td>
</tr>
<tr>
<td>1.20E+02</td>
<td>4.26E-18</td>
</tr>
<tr>
<td>1.91E+02</td>
<td>0</td>
</tr>
</tbody>
</table>
$e + H_2 \rightarrow e + H_2$ \text{(v6)}

Ref: Hiskes'92

\begin{center}
\begin{tabular}{|c|c|}
\hline
Energy & Cross-section \\
\hline
14.95 & 0 \\
20 & 2.38E-18 \\
2.09E+01 & 2.82E-18 \\
2.63E+01 & 3.54E-18 \\
3.26E+01 & 4.18E-18 \\
4.00E+01 & 4.59E-18 \\
4.63E+01 & 4.72E-18 \\
5.26E+01 & 4.75E-18 \\
6.00E+01 & 4.71E-18 \\
6.63E+01 & 4.61E-18 \\
7.26E+01 & 4.50E-18 \\
8.00E+01 & 4.38E-18 \\
8.63E+01 & 4.29E-18 \\
9.26E+01 & 4.17E-18 \\
1.00E+02 & 4.06E-18 \\
1.06E+02 & 3.97E-18 \\
1.13E+02 & 3.87E-18 \\
1.19E+02 & 3.81E-18 \\
1.20E+02 & 3.76E-18 \\
1.95E+02 & 0 \\
\hline
\end{tabular}
\end{center}

$e + H_2 \rightarrow e + H_2$ \text{(v7)}

Ref: Hiskes'92

\begin{center}
\begin{tabular}{|c|c|}
\hline
Energy & Cross-section \\
\hline
14.2 & 0 \\
20 & 2.22E-18 \\
20.94 & 2.58E-18 \\
26.28 & 3.22E-18 \\
32.56 & 3.84E-18 \\
40 & 4.25E-18 \\
46.28 & 4.38E-18 \\
52.56 & 4.40E-18 \\
60 & 4.37E-18 \\
66.28 & 4.29E-18 \\
72.56 & 4.20E-18 \\
80 & 4.10E-18 \\
86.28 & 3.99E-18 \\
92.56 & 3.91E-18 \\
100 & 3.78E-18 \\
106.28 & 3.70E-18 \\
112.56 & 3.61E-18 \\
119.06 & 3.54E-18 \\
120 & 3.51E-18 \\
237 & 0 \\
\hline
\end{tabular}
\end{center}

$e + H_2 \rightarrow e + H_2$ \text{(v8)}

Ref: Hiskes'92

\begin{center}
\begin{tabular}{|c|c|}
\hline
Energy & Cross-section \\
\hline
15.4 & 0 \\
20 & 1.59E-18 \\
20.94 & 1.92E-18 \\
26.28 & 2.37E-18 \\
32.56 & 2.77E-18 \\
40 & 3.04E-18 \\
46.28 & 3.14E-18 \\
52.56 & 3.17E-18 \\
60 & 3.14E-18 \\
66.28 & 3.10E-18 \\
72.56 & 3.02E-18 \\
80 & 2.95E-18 \\
86.28 & 2.87E-18 \\
92.56 & 2.80E-18 \\
100 & 2.71E-18 \\
106.28 & 2.64E-18 \\
112.56 & 2.55E-18 \\
119.06 & 2.51E-18 \\
120 & 2.47E-18 \\
197 & 0 \\
\hline
\end{tabular}
\end{center}

$e + H_2 \rightarrow e + H_2$ \text{(v9)}

Ref: Hiskes'92

\begin{center}
\begin{tabular}{|c|c|}
\hline
Energy & Cross-section \\
\hline
14.4 & 0 \\
20 & 1.91E-18 \\
2.09E+01 & 2.23E-18 \\
2.63E+01 & 2.81E-18 \\
3.26E+01 & 3.33E-18 \\
4.00E+01 & 3.66E-18 \\
4.63E+01 & 3.79E-18 \\
5.26E+01 & 3.83E-18 \\
6.00E+01 & 3.78E-18 \\
6.63E+01 & 4.15E-18 \\
7.26E+01 & 3.65E-18 \\
8.00E+01 & 3.55E-18 \\
8.63E+01 & 3.46E-18 \\
9.26E+01 & 3.37E-18 \\
1.00E+02 & 3.28E-18 \\
1.06E+02 & 3.20E-18 \\
1.13E+02 & 3.10E-18 \\
1.19E+02 & 3.03E-18 \\
1.20E+02 & 3.00E-18 \\
2.35E+02 & 0 \\
\hline
\end{tabular}
\end{center}
Associative Attachment Process.

\[ \text{H}^- + \text{H} \rightarrow e + \text{H}_2 \]

Ref: Janev'89

<table>
<thead>
<tr>
<th>Energy (eV)</th>
<th>Cross-section (mb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.00E-02</td>
<td>2.04E-15</td>
</tr>
<tr>
<td>2.00E-02</td>
<td>2.09E-15</td>
</tr>
<tr>
<td>3.00E-02</td>
<td>2.12E-15</td>
</tr>
<tr>
<td>4.00E-02</td>
<td>2.14E-15</td>
</tr>
<tr>
<td>5.00E-02</td>
<td>2.15E-15</td>
</tr>
<tr>
<td>6.00E-02</td>
<td>2.16E-15</td>
</tr>
<tr>
<td>7.00E-02</td>
<td>2.17E-15</td>
</tr>
<tr>
<td>8.00E-02</td>
<td>2.17E-15</td>
</tr>
<tr>
<td>9.00E-02</td>
<td>2.17E-15</td>
</tr>
<tr>
<td>1.00E-01</td>
<td>2.17E-15</td>
</tr>
<tr>
<td>1.50E-01</td>
<td>2.16E-15</td>
</tr>
<tr>
<td>2.00E-01</td>
<td>2.15E-15</td>
</tr>
<tr>
<td>2.50E-01</td>
<td>2.14E-15</td>
</tr>
<tr>
<td>3.00E-01</td>
<td>2.13E-15</td>
</tr>
<tr>
<td>3.50E-01</td>
<td>2.13E-15</td>
</tr>
<tr>
<td>4.00E-01</td>
<td>2.13E-15</td>
</tr>
<tr>
<td>0.45</td>
<td>2.13E-15</td>
</tr>
<tr>
<td>0.5</td>
<td>2.13E-15</td>
</tr>
</tbody>
</table>

Mutual Neutralization Process.

\[ \text{H}^+ + \text{H}^- \rightarrow \text{H} + \text{H}^2 \]

Ref: Burnett'90

<table>
<thead>
<tr>
<th>Energy (eV)</th>
<th>Cross-section (mb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>5.83E-14</td>
</tr>
<tr>
<td>2.00E-02</td>
<td>7.47E-14</td>
</tr>
<tr>
<td>3.00E-02</td>
<td>8.31E-14</td>
</tr>
<tr>
<td>4.00E-02</td>
<td>8.75E-14</td>
</tr>
<tr>
<td>5.00E-02</td>
<td>8.97E-14</td>
</tr>
<tr>
<td>6.00E-02</td>
<td>9.06E-14</td>
</tr>
<tr>
<td>7.00E-02</td>
<td>9.07E-14</td>
</tr>
<tr>
<td>8.00E-02</td>
<td>9.03E-14</td>
</tr>
<tr>
<td>9.00E-02</td>
<td>8.96E-14</td>
</tr>
<tr>
<td>1.00E-01</td>
<td>8.87E-14</td>
</tr>
<tr>
<td>1.50E-01</td>
<td>8.37E-14</td>
</tr>
<tr>
<td>2.00E-01</td>
<td>7.89E-14</td>
</tr>
<tr>
<td>2.50E-01</td>
<td>7.51E-14</td>
</tr>
<tr>
<td>3.00E-01</td>
<td>7.18E-14</td>
</tr>
<tr>
<td>3.50E-01</td>
<td>6.88E-14</td>
</tr>
<tr>
<td>4.00E-01</td>
<td>6.65E-14</td>
</tr>
<tr>
<td>4.50E-01</td>
<td>6.45E-14</td>
</tr>
<tr>
<td>5.00E-01</td>
<td>6.28E-14</td>
</tr>
</tbody>
</table>

\[ \text{H}_2^+ + \text{H}^- \rightarrow \text{H}_2 + \text{H} \]

Ref: Eerden'93

<table>
<thead>
<tr>
<th>Energy (eV)</th>
<th>Cross-section (mb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>9.44E-13</td>
</tr>
<tr>
<td>0.02</td>
<td>8.88E-13</td>
</tr>
<tr>
<td>0.03</td>
<td>8.12E-13</td>
</tr>
<tr>
<td>0.04</td>
<td>7.49E-13</td>
</tr>
<tr>
<td>0.05</td>
<td>6.99E-13</td>
</tr>
<tr>
<td>0.06</td>
<td>6.59E-13</td>
</tr>
<tr>
<td>0.07</td>
<td>6.27E-13</td>
</tr>
<tr>
<td>0.08</td>
<td>6.01E-13</td>
</tr>
<tr>
<td>0.09</td>
<td>5.78E-13</td>
</tr>
<tr>
<td>0.1</td>
<td>5.60E-13</td>
</tr>
<tr>
<td>0.15</td>
<td>4.97E-13</td>
</tr>
<tr>
<td>0.15</td>
<td>4.97E-13</td>
</tr>
<tr>
<td>0.2</td>
<td>4.61E-13</td>
</tr>
<tr>
<td>0.25</td>
<td>4.38E-13</td>
</tr>
<tr>
<td>0.3</td>
<td>4.22E-13</td>
</tr>
<tr>
<td>0.35</td>
<td>4.11E-13</td>
</tr>
<tr>
<td>0.4</td>
<td>4.03E-13</td>
</tr>
<tr>
<td>0.45</td>
<td>3.97E-13</td>
</tr>
<tr>
<td>0.5</td>
<td>3.93E-13</td>
</tr>
</tbody>
</table>

Appendix B – Page 8
H3+ + H- ----> H2 + H + H

Ref: Eerden'93

<table>
<thead>
<tr>
<th>Energy</th>
<th>Cross-section</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>8.90E-13</td>
</tr>
<tr>
<td>2.00E-02</td>
<td>8.38E-13</td>
</tr>
<tr>
<td>3.00E-02</td>
<td>7.65E-13</td>
</tr>
<tr>
<td>4.00E-02</td>
<td>7.06E-13</td>
</tr>
<tr>
<td>5.00E-02</td>
<td>6.59E-13</td>
</tr>
<tr>
<td>6.00E-02</td>
<td>6.21E-13</td>
</tr>
<tr>
<td>7.00E-02</td>
<td>5.91E-13</td>
</tr>
<tr>
<td>8.00E-02</td>
<td>5.66E-13</td>
</tr>
<tr>
<td>9.00E-02</td>
<td>5.45E-13</td>
</tr>
<tr>
<td>1.00E-01</td>
<td>5.28E-13</td>
</tr>
<tr>
<td>1.50E-01</td>
<td>4.68E-13</td>
</tr>
<tr>
<td>2.00E-01</td>
<td>4.34E-13</td>
</tr>
<tr>
<td>2.50E-01</td>
<td>4.13E-13</td>
</tr>
<tr>
<td>3.00E-01</td>
<td>3.98E-13</td>
</tr>
<tr>
<td>3.50E-01</td>
<td>3.88E-13</td>
</tr>
<tr>
<td>4.00E-01</td>
<td>3.80E-13</td>
</tr>
<tr>
<td>4.50E-01</td>
<td>3.75E-13</td>
</tr>
<tr>
<td>5.00E-01</td>
<td>3.71E-13</td>
</tr>
</tbody>
</table>