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A Comprehensive Study of Robot Control Algorithms

ABSTRACT

The PUMA 560 Industrial Mampulator 1s presently controlled using a PID control
strategy Robot mampulators are highly coupled, nonhinear mechanical systems designed
to perform specific tasks It 1s the function of any control algonthm to compute the
mput voltages or torques needed to follow a deswred trajectory The PID controller 1s
detuned, so as to cater for vanations 1n system behaviour Thus, the performance of
such a control algonthm 1s poor over the entire operating range of the robot and the
need for more complex control strategies 1s clear

The research presented mn this thesis derives a third order comprehensive dynamic
model for the three pnimary robot joints, using the Euler-Lagrange formulation for the
equatons of motion A simulation package is designed to model this dynamic system
Next, a wide range of different techmques are investgated 1 a simulaton
environment, to observe therr performance on the computer model These control
algonthms range from Fixed Parameter techmques to Adaptive strategies and
Feedforward routnes A set of performance criterna can be used to evaluate these
techniques, and the best algonthm from each section 1s chosen Using the results of an
identificanon performed on the robot, each of these control methods i1s apphed to the
resuling time varying model The results here are used to determme the optimal
control strategy for mamnipulator use

Also n thus thesis, a new hardware structure 1s designed and implemented This
structure 18 capable of mmplementing complex control routines with adequately low
sample periods The design uses advanced digital signal processors, which can perform
anthmetic operations quickly
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Introduction

CHAPTER 1

INTRODUCTION

Many people are fascinated by the operation of mechanical devices, particularly
those which mimic human behaviour This fascination seems to have been prevalent
throughout the ages Robots have the same fascination, but the control needed for
robots 1s far more extensive than that needed for simple sequencing machines of old
Not only will a certain sequence have to be carmed out, but its operahon must be
insensitive to charactenisics of the mechamsms In this way the task can be repeatedly
performed with the same precision The framework for achieving this aim i1s provided
by the study of automatic control It 1s the need to rehably and cheaply perform a
wide varnety of tasks that underhes the use of robots The term robotic control s used
to cover not only the control of the mechanisms of the robot, but also the associated
sensory systems and other mechamsms needed to carry out these tasks

To define the term robot, the utlitanian definition given by the Robot Institute of
Amenica 1s used "A robot i1s a reprogrammable, multifunctional mampulator, designed
to move materwals, parts, tools or specialized devices through variable programmed
motions for the performance of a variety of tasks” In order to perform any useful
tasks, the robot must interface with its environment, which may compnse of other
robots, feeding devices, and most 1mportantly, people Robotics 1s the study of not
only the robot 1tself, but also the interfaces between 1t and its surroundings

The past twenty years has seen an increase m the importance of the robot
manipulator This mncrease, for the most part, 1s due to the pressing need for mncreased
productvity and quality end products. Most manufactuning tasks are performed by
special purpose machines designed to perform predetermined functions The inflexibility
of such machmes has made the computer-controlled mampulator a more attractive and
cost effective alternative
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Most commercially available industrial robots are widely used n manufacturning
and assembly tasks such as simple matenal handhing, spot/arc welding, part assembly,
spray pamntng, loading and unloading numencally based machines, in space and
undersea exploration, 1 prostheic arm research, and 1n the handing of dangerous
matenals such as nuclear or chemical waste

1.1 Robot Control Architectures

Robot control systems, hike other large-scale systems, are hierarchial 1n structure
They consist of different levels which perform different tasks The control hierarchy 1s
most often vertical with each upper control level dealing with wider aspects of the
overall system behaviour than the lower levels The higher levels in the hierarchy
commumicate with their next lowest level to transfer any information this levels needs
for decision making The most common of these hierarchial structures 1s a four level
one [1], shown m Fig11

Task
Level 1 Recognition

l ,

Strategic Task

Level 2 Decomposition
Distybuta
istnbution
Level 3 of Tasks
One Degree of
Level 4 Freedom Controller

1
f
!
i
!
{
!
i

Fig.1.1 The Control Hierarchy Structure
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All robots have the two lowest levels, but the upper two levels are specific to
second and third generation robots [1] These robots are capable of sensing therr work
environment and use artificial intelligence means to perform their tasks correctly The
two lower levels may be realized in varous modes, and 1t 1s the size of their
capabihiies which determine the capabilities of the robot system as a whole

The Unmmmation control system 1s an example of a hierarchial control system The
upper level consists of the LSI-11/02 microcomputer which serves as a supervisory
computer, and the lower level consists of six 6503 Rockwell puPs and the other
remammng hardware such as power amplifiers, joint posiion feedback sensors and a
digital-to-analog converter [2] The control algonthm 1s situated in the lower level The
setpoints are downloaded from the upper level Obviously, the performance of the
control routnne effects the performance of the overall robot system

12 The Dynamic Control Problem

In desigming a controller for a specific process a model of that process 1s
required The design techmque uses this model with design specifications to denve a
control equaton The mamn problem n robot control 1s the complexity of the robot
model Robot manipulators belong to a class of large-scale systems which are nonlinear
m nature Robots have a large number of special features which makes the control
problem difficult

Approximate models are usually used to design the simplest possible control
algonthms A lineansed system model 1s frequently used in conjunction with linear
control theory to develop linear controllers In general, these approaches assume
simplified models to be sufficiently accurate approximations of the actual robot
However, this 1s not always the case, since oversimphificatton of the model may have
occurred Control routines such as Opumal and PID control, for example, are based on
the linear, decoupled single-input single-output (SISO) models for each of the three
pnmary joints However, other techmques, such as Computed Torque, which 1s a

multvanable routine, take into account the robot nonlinearities

To achieve robot control at a reasonable price, most robot manufacturers feel 1t 1s
convenient to apply decentralized control This type of control treats the robot as a set
of decoupled subsystems and applies a local controller to each of these subsystems
Such a scheme neglects the effects of dynamic coupling among the different degrees

of freedom of the manipulator In some cases, the coupling of jomts 1s quite large
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and the synthesized controller performance may prove unsatisfactory Vanous methods
[3], over the years, have been used to overcome the coupling effects These methods
include linear and nonlinear self-tuning or adaptive strategies These controllers hope to
overcome the coupling problem by tracking the system nonlineanties and by
compensating for their presence m the control design

To implement such strategies, powerful hardware 1s required Unfortunately robot
manufacturers are reluctant to replace existing controller hardware with a faster, more
expensive alternative Recent developments, however m VLSI technology provide cost
effecuve solunions to the implementanon of such algonthms

1.3 Motivation for Research

This research was undertaken at the Control Technology Research Umt (CTRU)
at Dubhin City Unmversity (DCU) This umt at DCU has m recent years become
mterested m the area of robotics, and n particular the area of robot control For this
reason the CTR U mmuated this project, the aims of which were as follows

1 To develop a new controller hardware structure,

2 To develop and simulate suitable robot control routines and

3 To mmplement these control techmiques using the hardware developed mn 1, to
control an industnial robot

The CTRU at Dublin City Umversity has a PUMA 560 robot arm It consists
of six revolute joints Three relatively large links, which have a likeness to a human
torso, upper arm and forearm, determme the end effector position The positions of
these three hinks are changed using revolute joints which are often referred to as the
Waist, Shoulder and Elbow jomnts The three secondary joints are concemed only with
the position and onentation of the tool which 1s attached to the robot

From a control pomnt of view, the most significant problem lies in the positioning
of the tool, 1e the control of the three pnimary joints Problems anse from the effects
caused by relatively large sizes and masses of these three jomnts These effects take
the form of inertial, centnipetal, coriolis and gravitational coupling, and are responsible,
in the mam part, for the nonlinear nature of the control problem The need for an
accurate dynamic model 1s twofold
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1 It provides insight into the control problem and
2 It enables the designer to fully test controllers mm smmulaton before the

mmplementation layer

This thesis develops a fully tested robot simulator package, which models the actual
robot dynamics This model was developed in conjunction with Jones [7] The design
and simulation of the package 1s outhined in Chapter 2 Later chapters use ttus facility,
as a control design tool, to simulate the response of various control techmques

1.4 Thesis Contributions

The development of the robot simulator 1S not a main topic of this thesis
However, 1t was necessary to develop a robot simulation package to investigate the

performance of control routnes There are two major sections m this thesis

1 The Control Simulation Section and
2 The Hardware Design and Implementation Section

In the control simulation section, a senes of control algonthms 1s developed and
tested using the simulation facility These algonthms can be divided into three sections

1 Fixed Gamn Algonthms
2 Adapuve Control Techmques and
3 Feedforward Strategies

In Chapter 7, the simulation section 1s evaluated under a series of performance critena

The hardware design section 1s also a major contribution of this thesis The upper
and lower levels of the existing Ummation control hardware are replaced with faster
options This new design allows for a more flexible environment, where control
routines can be easilly immplemented on the robot The design 1s user friendly because a
personal computer becomes the upper level of the robot structure
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1.5 Preview of Thesis

The research 1n this thesis 1s organized as follows

Chapter 2 outhines the modelling procedure used to correctly represent the PUMA 560
It then details the computer simulaton of thus model, and gives a series of open-loop
tests which are performed on the model

Chapter 3 deals with two topics, Kinematics and Path Planming The geometrnic solution
to the Forward and Inverse Kinematics problem 1is outlined Several methods of Path
Planning are discussed, in particular the 4-3-4 and the Cubic Spline approaches

Chapter 4 1s concermned with the topic of Fixed Parameter Control Algonthms
Classical techmques such as PID, Lead-Lag and Optimal Control are investigated here,
and theirr suitabihty for mampulator control 1s assessed The newer control method of
Predictive Control 1s also used here, and two versions are tested on the simulator

Chapter 5 deals with Adaptive Control Firstly 1t details the parameter estumation
techmque of Recursive Least Squares Adaptive control techmques are designed and
immplemented These routines range from PID, to MRAC, to Predicuve Control and
finally to the design of a Self-Tuning Regulator These adaptive strategies should
perform better than their fixed parameter versions

Chapter 6 outlmes the techmque of Feedforward Control, with special reference to
Computed Torque Also, the incorporation of feedforward and feedback control 1s
discussed

Chapter 7 evaluates the control routmmes developed in Chapters 4, 5 and 6 Using a
set of performance cntena, these algonthms can be graded and a table of ment
formed

Chapter 8 1s concemed with the development of a new controller hardware structure It
details the shortcomings of the existng controller and deals with the new hardware
design necessary for a more flexible environment. To determine which control
techmque 1s best suited for mampulator use, the results of an identification performed
on the PUMA are used to further evaluate PID, STR and Computed Torque

Chapter 9 summarnizes what was achieved m the research It contains the achievements
and shortcomings of the project.



The PUMA 560 Dynamic Model and Computer Simulator

CHAPTER 2

THE PUMA 560 DYNAMIC MODEL AND COMPUTER SIMULATOR

This chapter 1s concerned with the development and computer simulation of a
dynamic model for the three prnimary jomts of a PUMA 560 mndustnal robot Firstly
the Euler-Lagrangian formulanon of the PUMA 560 equatons of motion, 1s outlined
The motor dynamics for the first three Links, are incorporated into the mampulator
systemequationsusing knowledge of the geanng rattos at each jomt and the
equivalent circuit model of the motors Modelling the motors as first order systems
results 1n a thurd order set of differential equations descnbing the complete PUMA 560
dynamics

The final model has voltage rather than torque as inputs Although this 15 a
comprehensive model for the PUMA 560 robot, no set of equations can ever specify
the dynamics of a plant exactly

In order to facilitate computer simulation of the manipulator model, the set of
third order differential equations are transformed to matnx form, and a state-space
model results This allows for ease and clanty of simulation

Once the model simulator has been developed, several open-loop tests can be
performed These simple tests are a quick method to validate the mamn manipulator
dynamics
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2.1 Developing a Comprehensive Model for the PUMA 560 Robot

For senally connected open-loop kinematic chains [9], the problem of generatng a
comprehensive dynamic model remamns a challenging one Numerous approaches have
been applied to the modeling of robotuc manipulators The most commonly used of
these 1s the Euler-Langrangian (E-L) method

The Euler-Lagrangitan formulation of the second order differential equations of
motion for a mampulator with n degrees of freedom can be wntten in the following
format [4]

n n n
1=1 1=1 k=1
: 21

where,

4, = position of jomnt 1,
F

I; = actuator mertia of joint 1,

torque achng on jomnt 1,

D,, = effecuve coupling of jomnt 1,
Cy; = centnpetal force on 1 due to jomt j,

coupling mertia on 1 jomt due to jont j,

Cyk = comobs force on jont 1 due to jonts ) and k,
Gy
H,

gravity loading of jomt 1,

coefficient of frichon for jomnt 1

The merta, centnpetal, conolis and gravity terms have been idenufied by Bejczy
{51 and are defined as follows

D,, = m,kz,yy
+ m,(k2,xxS52%, + kzzyycz2 + a,2C%2, + 2a,x,C2%2,) +
mo[(k2,xxS2,, + k2,,,C2,, + d2, + a,2C2, + a2 ,C2,,
+ 2a,a,C,C,, + 2x,(a,C,C,, + a,02,,) +
2y d, + 225(a,C,55,; + a,C,8,,)] (2 2)

D,, =m,a,z,5, +
ma[(dyx, + 2y, + a,d,)S,, +

(3,5 + a,d,)S, - d,2,C,,] (2 3)

Dy = mylx,dy + a5y, + 2,d,)S,, - Z,4d,C54] (2.4)
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23

33
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m,(k2,,7 + a%, + 2a,x,) +
m,[(2a,a, + 2a,x,)C, + 2a,z,5, +

2 2 3
kZ2,yy +a%; +a%; + 2a;x,]

m,{(a,x; + a,a,)C,; + a,z,S, +

2a,X, + a2, + k,yy]

my(K2,9y + a2; + 2a,X,)

Cii2 = my(k2,xx - kZ,yy - a2, - 22,x,)C,8, +

C113

C122

C123

C133

C213

C223

m,[k2,4x(C,S, + C,8; - 25,§,§5,,) +
kzazz(zszsssza -G8, - Casa) +
Xx,(-2a,C,S,, + 42a.S,S.5,, +

a,5; - 2a,C,5, - 2a,C,S,) +

25(aC,Ch5 - 2,8,8,5 + 2a,C%,, - a;,) +
a,a,S, - 2a,a,C,S,, - a2,C,§, +
2a2,§,5,5,, - a2,(C,S, + C,5,)]

=my[k2,xx(C,S, + C,§, - 2§,§,5,,) +

kzazz(zszsasza -G8, - Saca) + 7
X,(4a,5,8,S,, - 2a,C,S, - 2a,C,S, -

a,C,5,;) +z,(2a,C2,, + a,C,C,, - a,) +
2a%,5,5,5,5 - 3,3,C,8,, - a%,C,8, - a2,(,S,)

=m,a,z,C, +

my{d,z S,y + (dyx, + a,y, + a,d;)C,,]

=my[d,z,S,, + (dyx, + a,y,; + a,d;)C,,]
=my[d,z,S,, + (dyx,; + a,y, + a,d;)C,,]
= 0 (because of general PUMA geometry)
=m,[(-a,x; - a,a,)S, + a,z,C,]
=my[(-a,x; - a,a,)S; + a,z,C,]

0 (because of general PUMA 560 geometry)

(2°5)

(2 6)

27

(2 8)

(2 9)

(2

(2

(2

(2

(2

(2

(2

10)

11)

12)

13)

14)

15)

16)
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G, = m,g(x, + a,)C, -
m,g(x,C,y +2,5,, +a,C,5 +a,C)) 2 17)
Gs = -m,g(x,C; +2,5,, + a,C,,) (2 18)

The following shorthand notation 1s used above

S, = Sin(q,)
G = Cos(ay
Sy = Sin(q, + qy)
Cy = Cos(q + qp

Usmg Newton’s second law of physics, the following rules apply

Dyy =Dj,

CI_]k = Cikj

Cijk = -Cgj1 for 1.ks)

CIJl =0 for 1y] 2 19)

Consequently this gives the following relationships

D;y =Dy, Dy =Dy, Dy, =Dy,

Ci1i =Cu22=C43,3, =0, Cy 5, =Cy

Ciaa = Ciass Ciaz = Chggs Caay = Coyg,

Ca31 = Carar Ca3z = Coss Cypy = Cyyy,

Ci31 = Cy13s Ciap = Cypyy Cpyy = -Coy s

Carr = -Ciiar Cyy2 = -Chyyy Cyuy = -Chyg
Cs,5=C,,,=0C,,,=0 (2 20)

The quantines x;, y; and z are the Carthesian coordinates of the centre of mass
of joint 1 referenced to the base of the robot. The quantty m; is the mass of jomnt 1
and  k?jyx, k?yy and k?);; are the radu of gyrawon for jont 1 The quantities d
and a, are the hnk twists and the link lengths The values of these geometric and
inertal parameters which relate to the three pnmary joints of the PUMA 560 are
Listed in Table (21) and Table (22) These are the estmates obtamned by Bejczy [5]
He amved at these values by first taking detalled measurements of all link mtemal
components, then calculating their individual moments of mnertta, and later getung the
cumulative effect using the Parallel Axis Theorem, Goldstemn [6]

10
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Table 2.1 PUMA 560 Inertial Parameters

Link Centre of Mass Mass Radius of Gyration

1 Xy Y1 Zy g s?/em  kZxx k?1yy k222
1 0 30 88 3 89 13 21 1816 3 151 93 1811 1
2 -328 0O 20 38 22 8 5957 1355 6 1513 6
3 -204 -137 03 511 151 48 155 23 20 7
Tabl P metric P r

a,(cm) a,(cm) d,(cm) d,(cm)

43 18 1 91 15 05 43 31

From an examination of equation (2 1) one can see that the mputs to this model
are joint torques, while the outputs are jomnt positions, velocities and accelerations The
inputs to the PUMA 560 "are the actuator inputs needed to dnive its DC motors It 1s
therefore necessary to incorporate the actuator dynamics into the overall equations of
motion of the robot. The denvaton of the mampulator model m this fashion was
performed 1 conmjunction with Jones [7] The dc motors used to dnive the first three
jomts of the PUMA 560 are 100Watt permanent magnet direct current servomotors
Figure 21 shows a simple equvalent circmt model for the permanent magnet dc
motor and lists the associated model parameters The model equaton can be denved
using Kiurchoff’s voltage law as follows

V, =R, 1; + L, di, + kS da, (2 21)
dt dt

The torque produced by a dc motor is proportional to the armature current of the dc

motor

F, = ki 1, (2 22)

where F, 1s the torque expenenced at joint 1

The joint posiion be can related to the motor position by the following equation
0 =Ny qy (2 23)

where N; 1s the geanng ratio of jont 1

11
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Substituing equations (2 22), (223) wnto equaton (221) gives the following equation
for jomnt voltage

t
vV, =k} N, da; + (R,F, + L, ¢F, 17k,

(2 24)
The quanuty F, 1s the denvative of the jomnt torque and 1s |
given by
3
F, = 21( Diyqy + Dyyqy ) + Iapq
J:
33
+ L I (Cyjkqy 9k + Ciyk9) 9k + Cyjk4y 9x)
1=1 k=1
+ G, + Hyq, (2 25)
The total model can then be wntten as
e
Vi = ky Ny g + Ry [ Hiq; + G
3 3 3 t
+ X Dy5q + Iqaqy + 2 L Cypkqpax ¥k
J:l _]=1 k=1
3
+L [ G + zl(Dl_]q_] + Dyyqy) + Ia1q,
J:
33 t
+ 1 %lf{ci]kqj ak + Cijkqjak + Cyjxqyax) + Hiq, Yk
J: —4
(2 26)

This 1s the thuird order model equation for each pnmary jomt of the PUMA 560

12
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22 Computer Simulation of the PUMA 560 Robot

The design and computer mplementation of the above mampulator model are
discussed m this section The model 1s transformed into a state-space representation,
with the highest order terms occurring first The lower order terms are calculated using
the Runge-Kutta numernical integration techmque

The smmulator has three nputs (actuator voltage) and 1ts outputs are jomnt
accelerations, velocites and posiions The simulator 1s designed to ad wmn the
evaluation of possible control algonthms and to decide thewr suitabiity for mamipulator
control

To denve the state-space model, it 15 necessary to rewnte the fundamental
manpulator model equation (226) in matnx form The following matnix and vector
notation 1s used 1n thus section, Anderson [8]

LMAT = Diagonal( L,/k!, L,/kl, L /k! )
RMAT = Diagonal( R,/k!, R,/k%, R /kY )
HMAT = Diagonal( H,, H,, H, )

IMAT = Dragonal( I,,, In,, Ia;)

KMAT = Diagonal( N,k%, N,k%, N.k§ )

G = Gravity Vector( G,, G,, G, )

D = matnx which contamns all the effecuve and couplmg inertial terms,

D' = matnx whch contains the centripetal and corolis forces experienced by jomnt 1,
D? = matmx which contains the centnipetal and conolis forces expenenced by jont 2,
D3 = matnx which contains the centripetal and coriolis forces expernienced by jomnt 3

Hence equation (226) can be rewntten as

v, q,
v, = LMAT [ D + IMAT ] dg +
v, Qg

(LMATD+RMAT{D+IMAT}+HMAT +

13
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(d4s 95, q4) D! q,
LMAT | (q5. qq. qo) D2 ] a, | +
(44, 95, q4) D3 g,
[ (q7, qs, qg) D' ] (q4, gqs, qs) D?

( ILMAT | (q7, qs, qQ9) D2 [ + RMAT [ (q4, g5, qs) D2
| (@97, g8, qe) D3 (qa, gs, gs) D3

[ (Q4. Q5. qg) D' ] qq |
+ LMAT (44> 95, q¢) D2 + RMAT HMAT + KMAT] qs
L (q4’ qsv qs) D3 | qS .
+ LMAT G + RMAT G 2 27)

The following quantities are defined to simplify the model equation
1.D =LMAT [ D + IMAT |

2. P(q) =

(LMATD+RMAT{D+IMAT}+HMAT +

(q47 qss qg) D1 q7
LMAT | (94, g5, q¢) D? ] qe | +
(a4, 95, q¢) D3 4,

1

[ (97, g8, q¢) D’ (g4, gqs, gs) D!
( LMAT | (q7, qs, q9) D2 | + RMAT | (qs, qs, qs) D2
| (97, qs, qs) D3 | (q4, gs, qs) D3

F (qu qsv qs) D? q,
+ IMAT | (q,, 95, q5) D? | + RMAT HMAT + KMAT) qs
(q41 q51 qs) D3 3 qS

+ LMAT G + RMAT G

Hence the model equation can be wntten as

\F q,
V2 = D Qg + P(q)
v, q, ..(2.28)

14
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Rearranging one gets

q, v,
219g | =-D"TR(>@ +D' |V,
dq v, (2 29)

The following relanonships apply from the basic laws of physics

q, =4, 9, = 4,
q, = Qs ds = qq
qQ; = Qg dg = (qq

Hence the full ninth order comprehensive model for the first three jomnts of the
PUMA 560 can be wntten as

[ q, ] [ q, ] [0 0 0]
qd, qs 0O 0 O
d, qe o 0 0
q4 q7 0 0 0 V'I
qs = qe + 0 0 O v,
qs qq 0O 0 O v,
q,
Qs -D7Y P(q) D™

L q9 ] L 3 L |

(2.30)
The state vector for the model 1s q € R®

q=1[ a1 92 93 q4 gs qs g7 qs qs JT

Note P(q) 1s a vector whose elements are dependent on the vector q and the
mantpulator parameters,

P(q) € R2.

15
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This vector 1s complex and requires considerable processor ume to compute at each
mterval It 1s very nonlhnear, and the sine and cosine functions are required to
calculate the elements of the inertial, centripetal and conolis matrices Gravity terms

are also a nonlinear element

D 1s a matnx whose elements are dependent upon the vector q and the

mampulator parameters,

D € R3X3
This matnx 1s denived from two static matrices and D, the mertial matnx which 1s

4

dependent on the state vector

To obtain the joint posiions, velocities and acceleraions 1t 1S necessary to apply
some form of numencal integration techmque to solve these differennal equations
From the pont of accuracy, rather than speed of simulation, 1t was decided to use a
classical fourth-order Runge-Kutta algorithm to mtegrate the states in the manipulator
model equation An integraton interval of Smsecs was chosen and gave sufficient
accuracy The next section describes in detail the Runge-Kutta algonthm

The above state-space descnption of the PUMA 560 robot has actuator voltage as
mnputs and jomnt acceleranon, velocity and posiion as states/outputs From the model
descripnon one can see that this model 1s very nonlinear and highly coupled Later
chapters 1n this thesis investgate a wide range of control techmiques and evaluate their
performance on the mampulator model to assess which are suitable for implementation
on an actual robot

2.3 Implementation of 4th Order Runge-Kutta Integraton Technique

Numencal ntegranion techmques mnvolve predicing the system states at tme Kk,
given the states at ume k-1 and the present mputs to the system This section
discusses the Runge-Kutta integration techmque and why 1t was chosen in preference
to other methods

The simplest numencal integration techmque 1s the Euler Method The Euler
Method approximates the curve x = f(t) by a polygon whose slope, at each time t 1s
given by the tangent to the curve x = f(t) at t. It 1s a first order method with a
truncation error per step of order h? Errors occur because the slope of f(t) changes
over the mterval h A better approximaton of the slope, over the interval, will result
in a closer eshmate of the function.

16
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The fourth order Runge-Kutta method provides a closer approximation of the
functions’ slope over each mterval by taking a weighted sum of the slopes about each
point t Truncaton errors in Runge-Kutta numencal methods are of the order of hi*?
Runge-Kutta algonithms have the following desirable properties

the integration 1s self starting,
the step size can easily be changed between iterations,
no denvauve evaluanon is required,

algonthms have good stability charactenstics,

N b W N =

techmque can be applied to nonlinear systems

For the nth order equation written as
x = f(x,t)

X = fi(x;, X5 Xp, D) I¢ign,

the formula for advancing the solution one step 1s

X+ = X + &y + 20, + k) + k)6

where,

Xpr+1 = X(re,) = X (o + (r+Dh)

ki, = (X, r, Xorn  Xnp t)

ki, = hfix,r + 05k,,, Xnr + 05Ky,, treq )
kj; = hfy(x,r + 05k, ,, xur + 05kp,, tr4o s)
ks = hf(x, r + 05k, 5. Xnr + 05k, teay)

For the nth order system with an external input
x = f(x,u,b)

X, = fi(x,, X5, Xp, Uy, ) 1qgn,

the Runge—Kutta algonthm must be altered

17
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If the system has an extenal input then the function must also be differennated
with respect to the mput When the mnput 1s held constant over the interval then the
partial denvatves with respect to the mput will be zero giving no cause for adapting
the standard formula Thus the wmput will be treated lhike a system state and the
following solution applies

x = fi(x,, x,, Xp» U O 1gign,
the formula for advancing the solution one step 1s
Xier = X + Ky, + 20, + Ky,) + ki, )6
where,
Xpr+1 = X{rgq) = Xt + (r+Dh)
kj, = hfiXyp X3 Xpp U t)
k, = hfi(x, r + 05k, ,, Xnr + 05Knys Uprgg 50 40 5)

kg = hi(x,r + 05K, 5, Xpr + 05kn,s Wreg 50 treo 5)
kl4 = hf1()‘1,r + 05k13’ Xn,r + 05kn3v u1,I'+1, tr+1)

When simulating the PUMA 560 model on a PC, a integration interval of Smsecs
was chosen This step size gives sufficient accuracy and also does not over-burden the
processor Larger values of step size are not suitable for simulation purposes because
of a considerable reduction 1n accuracy of the system output at high velocity Also in

a simulation environment model accuracy, rather than simulation speed 1s the prionty

24 The Simphfied Linear Decoupled Joint Models

To design simple hnear controllers for the robot, it 1s usually necessary to have
an approximate hnear model of the system available, to base the design upon

Taking the torque equation (2 1),

J

Ihm~Ms

Dyjq; + 15,9, +
1 J

I~

n
E Cix99k + G, + Hyq,

1 1
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if the coupling and gravity terms are 1gnored then

F,

Ia;q, + Hyq, (2 31)

F,

Ia:1q; + Hiqy (2 32)

Substituning equations (2 31) and (2 32) mto equaton (224) gives

t t
Vi = LiI3:94/7k; + ( RyIa; + LiH, ) q,/k;

e t t
+ (ki Ny ky + RH; ) qp 7k (2 33)

This 1s a linear model for each of three pnmary jomnts of the PUMA 560 robot. It
ignores the nonlinear terms which are present in the comprehensive model, so there 1s

no couplng or gravity terms present It can also be represented by the following
transfer function

Q(s) = b

V(s) s®+a, s?+a,s
where,
q = jomt position,

v = armature voltage,

b=k /(L 1)

a, = (L; H + Ry Igy)/(Ly Iyy)

e t

Computing the coefficients of the transfer function results in the following three
models,

Lin model for Jomnt 1

Q(s) = 687.1058
V(s) $3 + 333 4652 + 11219 455
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Linear model for Joint 2

0(s) = 225.9552
V(s) §3 + 333 47s2 4+ 6380 87s

Lin model for Join

Q(s) = 915,7552
V(s) $3 4+ 333 58s2 + 12853 34s

These model are used extensively in the later control based chapters, when several
different control techniques are investigated on the comprehensive model

25 Open-Loop Model Performance

The open-loop tests consist of supplymng the dynamic model with different sets of
constant mnput voltages to dnve the jonts These tests show the dommant dynamics of
the model and also indicate the level of coupling that exists between jomnts The

effects of gravity can be seen when zero volts 1s applied to each of the joint motors

Test 1a Apply 10, O and O volts to jomnts 1, 2 and 3 respectively (see Fig22a and
Fig 2 2b)

1b Apply 0, 10 and O volts to jomnts 1, 2 and 3 respecuvely (see Fig23a and
Fig 2 3b)

1c Apply O, O and 10 volts to jomts 1, 2 and 3 respectuvely (see Fig24a and
Fig 2 4b)

This senes of tests show the dominant dynamics and coupling between joints

Test 2a Apply 0, 0 and O volts to jomnts 1, 2 and 3 respectively (see Fig2 5a and
Fig 2 5b)
2b Apply Vih, V,nh and V, volts to jomnts 1, 2 and 3 respectively (see
Fig2 6a and Fig 2 6b)
Test 2a. shows the effect of gravity on each joint and test 2b applies the correct
voltage to hold the jomnts mn the zero posiion These voltages were calculated from
the mampulator model, given the robot parameters and the mmtal states
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2.6 Summary

This chapter 1s concemed with the development and computer simulation of a
dynamic model for the three pnmary jomnts of a PUMA 560 industrial robot The
model combines a second order Euler-Lagrangian formulation of the PUMA 560
equanons of mouon with the actuator dynamics In the case of the PUMA 560, a first
order approximation of the permanent magnet D C motor dnve dynamics was chosen,
resulting m a set of third order differential equations for the mampulator

The simulaton of the robot model 1s a man topic of this chapter alsd A
descnption of how to simulate the PUMA 560 m state space format 1s given
Different facihties exist within the simulator package which attempt to make the model
a more reahstic murror of the physical system To denve the system state values, an
mtegratnon techmque 1s requred A fourth order Runge-Kutta numencal ntegration
method was selected for the following reasons

1 small truncation error (of the order of hS),
2 ease of implementabon on a digital computer,
3 suitability for systems with piecewise constant input.

Open-loop tests were performed on the robot model These tests consisted of
applying constants voltages to the three mamn jonts to observe the coupling and the

main dynamics of each joint, 1e integrative action. Also the effect of gravity 1s
shown
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Index to Graphs

O Fig22a Plot of Joint Positions versus Time wuh 10, 0 & 0 volt inputs to the

respective joints
O Fig22b Plot of Joint Velocinies versus Time for the above test

O Fig23a Plot of Joint Positions versus Time with 0, 10 & 0 volt wnputs to the
respective joints

O Fig23b Plot of Joint Velocines versus Time for the above test

O Fig24a Plot of Joint Positions versus Time with 0, 0 & 10 volt inputs to the
respective joints

O Fig24b Plot of Joint Velocities versus Time for the above test

O Tg25a Plot of Joint Positions versus Time with 0, 0 & 0 volt inputs to the
respective joints

O Fg25b Plot of Joint Velocines versus Time for the above test

0O Fg26a Plot of Joint Posinons versus Time with V. poid, Vahold & Vihold volt
inputs to the respective joints

O Fig26b Plot of Joint Velocines versus Time for the above test
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i Ry

L,

+ ®, = motor position
R, = armature
resistance
\A L, = armature
e * inductance
Ky g‘?l C 1, = armature current
kf = voltage constant
kf = torque constant
V, = armature voltage
Fig. 2.1 The Equivalent Circuit Model for a Permanent DC
Motor
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CHAPTER 3

ROBOT ARM KINEMATICS AND MANIPULATOR TRAJECTORY GENERATION

This chapter 1s concemed with the topics of robot kinematics and the generation
of effictent mampulator trajectories These two topics are upper level tasks which are
crucial for implementng real-ime control Kinematics 1s concemed with transforming
joint angles to determine the end-effector position, and also the mverse transform from
hand position to joint angles Path planmng i1s a mathematcal techmque, which jons
the endpomnts of a trajectory using polynomial functions of time to interpolate the
desired path Several techmiques exist for path planning, but only a discussion of the
joint-interpolated trajectory method 1s given

3.1 Kinematics

Robot arm kinematics deals with the analysis of the geometry of motion of a
robot arm with respect to a fixed reference coordinate system as a function of time
without regard for the forces/moments that cause the motion [10] Thus, it deals with
the analytic descniption of the spatial displacement of the robot as a function of time,
in  particular the relations between the joint-vanable space and the position and
onientanon of the end-effector of a robot arm This section addresses two fundamental
questions of interest in robot kinematics [10]

1 For a given manipulator, given the jomt angle vector q(t) = (q,(®), q,(®, qn(t))T
and the geometnic link parameters, where n 1s the number of degrees of freedom, what
1s the positon and onentation of the end-effector of the mampulator with respect to a
reference coordinate system?
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2 Given a desired posiion and onentation of the end-effector of the mampulator and
the geometnic hink parameters with respect 10 a reference coordinate system, can the
manipulator reach the desired prescribed mampulator hand position and onentation?
And if 1t can, how many different mampulator configuranons will satisfy the same
condition?

The first question 1s usually referred to as the direct kinemancs (or forward) problem,
while the second question 1s the inverse kinematics (or arm solution) problem Since
the independent vanables mn a robot arm are the jomnt vanable and a task 1s usually
stated 1n terms of the reference coordinate frame, the inverse kinematics problem 1s
used more frequently

3 1.1 The Direct Kinematcs Problem

The direct kinematics problem can be reduced to finding a transformation matrix
that relates the body-attached coordinate frame to a reference coordinate frame
Denavit-Hartenberg [11] representation results in a 4x4 homogeneous transformation
matnx represenuing each lnk's coordinate system at the joint with respect to the
previous link’s coordinate system Thus, through sequential transformations, the
end-effector expressed in the hand coordinates can be transformed and expressed in the
base coordnates which make up the inertial frame of this dynamic system [12]

An orthonormal cartesian coordmate system (X;, Vi, 7) can be established for
each link at its jomnt axis, where 1 = 12, n (where n = number of degrees of
freedom) plus the base coordinate frame For a six-axis PUMA-like robot arm, seven

coordmate frames exist, (Xo,¥g.Zo)s (X12¥1:Z4)s  (Xg.¥goZg)

Every coordinate frame 1s determmed and established on the basis of three rules
[10]

1 The z,., axis lies along the axis of motion of the 1 jomt
2 The x; axis 1s normal to the z_, axis, and pomnung away from 1it.
3 The y, axis completes the nght-handed coordinate system

The Denavit-Hartenberg [11] representaton of a ngid lnk depends on four
geometnc parameters associated with each link. These four parameters completely

descnibe any revolute or pnsmatic joint. These four parameters are defined as follows
(see Fig31) :
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8, 1s the jont angle from the x,., axis to the x; axis about the z_, axis

d, 1s the distance from the ongmn of the (1-1)th coordinate frame to the intersection of
the z,_, axis with the x, axis along the z_, axis

a, 15 the offset distance from the intersection of the z_, axis with the x; axis to the
ongin of the th frame along the x; axis

o, 1s the offset angle from the z_, axis to the z axis about the x; axis

Once the coordinate system has been established for each Link, a homogeneous
transformation matnx can easily be developed relating the th coordmate frame to the
(1-1)th coordinate frame The homogencous matnx 9T, which specifies the location of
the 1" coordmate frame with respect to the base coordinate system 1s the chain
product of successive coordmate transformation matnces of "' A;, and 1s expressed as

1
°T, =n 1°'A; for 1 =1,2, n
)=1

31
where
[ X Y. % ] = onentation matnix of the 1! coordmate system established at lnk 1
with respect to the base coordinate system It 1s the upper left 3x3 partiioned matnx
of °T,

p; = posion vector which points from the ongin of the base coordinate system to the
ongin of the ith coordinate system It 1s the upper 3x1 partiioned matnx of 9T, The
general coordinate transformation matnx "'A; can be wrtten as

[ cosO, -cosa, s1nd, sina; s1nd, a;cosf, |
s1n@ cosa, cos0 -s1na,; coso a,sind
1 1 1 1 1 1 1
1-1A1 =
0 s1no, cosa, d,
| 0 0 0 1 |
(32)
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Specifically, for 1 = 6, the T matnx, T = °A,, specifies the position and onentation
of the endpomnt of the manipulator with respect to the base coordmnate system This T
matnx 1s often referred to as the Arm Matmx T can be wntten in the form

Xg Ys Zg Ps
T =
0 0 0 1

(3 3)
where
n = normal vector of the hand

s = shding vector of the hand

a = approach vector of the hand
p = posiion vector of the hand It pomts from the ongin of the base coordinate
system to the ongin of the hand coordinate system, which 1s usually located at the

centre pomnt of the fully closed fingers

The direct kinematics soluton of a six-ink mamupulator 1s, therefore, sumply a
matter of calculaung T = °A; by chan muluplying the six !"'A; matnces and
evaluating each element mn the T matnx [10] The direct kinematics solution yields a
unique T matnx for a given q = (q,, q,, qs)T and a given set of coordinate
systems, where q, = 6, for a rotary joint and q = d, for a pnsmatc jont

Having obtained all the coordinate transform matrices "' A; for a robot arm, the
next task 15 to compute T efficiently Let T = T, T, where T, = %A, 'A, 2A, and

T, = A %A %A,

For a PUMA 560 senes robot, T, 1s found to be -

[ C.C,; -3, C,8,, a,C,C, +a,C,C,y ]
- dzs1
S1C23 C, Srsza azS1C2 + aas1C23
T, = + d,C,
'Sza 0 Cza 'azsz'aasza
i 0 0 0 1 ]
(3 4)
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and the T, matmx 1s found to be

[C.CC, -CCS, C.S, d,C.S,
- 8.8, - S.C,
$.CC, -S.CS; SdS. 4SS,

T, =] +CS, +C,C,

-5Cs S, Cs d,C+d,
| 0 0 0 1 |
(35)
The arm matnx T for the PUMA robot arm 1s found to be
T=T,T,
[ ngy  sx ax Px |
| ™ %y ¥y Py
Nz Sy az Pz
| 0 0 0 1 ]
(3 6)

ng = C,[Cy5(C.CsCs - S.8¢) - S,a5:C,] - S,(S,CC, + C.S,)
ny = 8,[C,,(C,CCy - S,55) - §,,5,C¢1 + C,(S,CcC + CSy)
Nz = -5,53(C4CsCq - 8,5¢) - C,,55:C

(37

Sx = C,[-C,5(CaCsS¢ + S.C) + 5,.5.8,] - S,(-S,CcS; + C.C;)
Sy = S,[-C,5(CaCeSe + S,C) + 5;5881 + C,(-5,C48, + C,C¢)
Sz = $53(CLC58, + S,Cg) + C,,5,S,

(3 8)
ag = C,(C,;CS8¢ + 5,,C5) - S$,8.8,
ay = S,(C,,CS; + 5,,C5) + C,S.S,
a; = -§,,C,8; + C,,C, (39
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Px = C,[dg(C5CS5 + 5,,C5) + S,5d, + a,Cy5 + 2,0, -
S,(dS,Ss + d,)
Py = S,[ds(C,,CSs + S,,C5) +S§,,d, + a,C,, +a,C,] +
C,(d S, Ss+ d,)
Pz = 45(C55Cs - §,5C,85) + Cyad, - 2,8,; - 2,5,
(3 10)

This 1s the solution to the direct kinematics problem [10]

312 The Inverse Kinematics Solution

This section represents a geometric approach to solving the mverse kinematics
problem of six-link manipulators with rotary jomnts [10] An algebraic solution exists
for the mverse solution also, [4], [S] and [13], but ambiguity exists m the solution.
Basedon the link coordinate systems and human armm geometry, vanous arm
configurations of a PUMA-likke robot can be idenufied with the assistance of three
configuration ndicators (ARM, ELBOW, and WRIST) - two associated with the
soluton of the first three joints and the other with the last three jomnts For a six-axis
PUMA robot, there are four possible solutions to the first three jomnts and for each of
these four solutions there are two possible solutions to the last three joints These
configuration indicators allow one to determine one soluton from the eight possible
solutions These arm configuration indicators are prespecified by a user for finding the
mverse solution

The solution 1s calculated 1n two stages First, a position vector pomnung from the
shoulder to the wnst 1s denved This 1s used to denve the soluton of each of the
first three joints by looking at the projection of the position vector onto the x_,¥.,
plane The last three jomnts are solved using the calculated joint solution from the first
three jomnts, the onentation submatrices of °T; and ¥'A; (1 = 4,56), and the
projection of the link coordinate frames onto the x_,y., plane [10] From the
geometry, one can easily find the arm solution consistently

Am solution for the first three joints From the kinematcs diagram of the PUMA
robot amn m Fig31, a posiion vector p 1s defined which ponts from the ongm of

the shoulder coordinate system (x,.,y,,z,) to the pomnt where the last three jomnt axes
ntersect as

P=Pe - dga = (px, Py. pz)T (3 11)
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which corresponds to the posiion vector of °T),

[ px | [ C,(a,C, + a,Cy5 + d S,5) - d,S, ]
Py = S,(aC, +a,C,; +d,S,,) +d.C,
| Pz | L d,Cps - 258,; - a8,

(3 12)

Joint 1 solution If the posiion vector p 1s projected onto the x,y, plane, the
following equations are obtaned for solving 0,

r

( px? + py? - d,? Ik

R=(px?+ Py2 )?

sind = py/R

cos® = px/R

s1nfi1 = sin(® - o)

cos01 = cos(® - a) (3 13)

Therefore
6, = tan"'( sind, L0, ¢T
_ cosO,

tan™'( -ARM py( px? + py? - d,2 )1 - pyd, ]
| -ARM px( px2 + py? - d,2 )2 + pyd,

(3 14)
Joint 2 solunom  The positon vector p 1s projected onto the x,y, plane. Four

different arm configurations exist. From table (31), 6, can be expressed in one

equatnon for different arm and elbow configurations using the ARM and ELBOW
indicators as

0, = a + (ARM ELBOW)P (3 15)
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Table 3.1 Arm Configurations for joint 2

Arm Configurations 0, ARM ELBOW  ARM.ELBOW
Left and Above Arm a-B -1 +1 -1
Left and Below Arm o+p -1 -1 +1
Right and Above Arm o+P +1 +1 +1
Right and Below Arm o-p +1 -1 -1

From the arm geometry, one obtains

R= (px® + py? + py7 - dy7 )
( px? + py? - d,? )1

-
1

sino. = -p,/R
cosa = -ARM r/R
cosf = a,?2 + R2 - (d,2 + a,2?)
2a R
sinf = (1 - cos?P )? (3 16)

Gettng the sme and cosine functons of 0,

s1n@, = sin(a + ARM ELBOW B)

cos(a + ARM ELBOVW B) 3 17)

cos0,

Thus, the solution for 9, 1s

0, = tan"[ s1nb, ] L0, gx

cos6,
(3 18)

Jownt 3 solution For jomnt 3, the position vector p 1s projected onto the x,y, plane
From the arm geometry, the following equations are obtaned for 6,

R = ( px? + py? + pz? - d,? )

cosd = a,2 + (d,?2 + a,2) - R?
2a,(d,2 + a,2)?
sind = ARM ELBOW (1 - cos2®)?
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sinf = d,
(d,2 + a,2)?

cosP = l1agl
(d,2 + a,2)% (3 19)

From table (32), 8, can be expressed in one equation for different arm configurations
0, =0 - B (3 20)

Table 3.2 Arm Configurations for joint 3

Arm Configurations 0, ARM ELBOW ARM.ELBOW
Left and Above Arm o-p -1 +1 -1
Left and Below Arm o-p -1 -1 +1
Right and Above Arm o-B +1 +1 +1
Right and Below Arm o-B +1 -1 -1

Agan, obtaiung the smne and cosine functions of 0, gives

sin(¢ - B)
cos(® - PB) (3 21)

s1nb;

cos6,

Thus, the solution for 6, 1s

6, = tan"'( sin@, AL PR
coso,

(3 22)

Am solution for the last three joints Knowing the first three jomt angles, °T,
which 1s used extensively i the soluton of the last three joints, can be evaluated
The solution to the last three joints of a PUMA robot arm can be found by setting
these joints to meet the following cntena

1 Set jont 4 such that a rotation about joint 5 will align the axis of motion of jomnt
6 with the given approach vector

2 Set jomnt 5 to align the axis of motion of jomnt 6 with the approach vector

3 Set jomt 6 to ahgn the given onentanon vector (or shding vector or y,) and
normal vector
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Joint 4 solunon  Staring with the assumption that the vector cross product (z x a)

has a positive sign, define an onentation indicator Q as

0 the degenerate case 1 ¢ z, 1s parallel to a
Q= sy, 1fsy,#0
ny, 1fsy;,=0 (3 23)

The degenerate case happens when the axes of rotation for jomnts 4 and 6 are parallel
Looking at the projection of the coordmnate frame (X,.y,.z,) on the x,y, plane the
following results

sinf, = -M (z, x,)

M(z,y,) (3 24)

cos0,

where x, and y, are the x and y column vectors of °T,, respecuvely, M =
WRIST s1gn(€2)

Thus the solution for ©, with the onentation and WRIST indicators 1s

0, = tan"'[ s1n, -t g0, ¢
coso,
= tan"[ M (C,ay - S,a) ]
M (C,Cy5ax + 5,Cy5ay - S,53z)

(3 25)

If the degenerate case occurs, any convenient value may be chosen for 0, as long as
the onentation of the wrnst 1s satisfied

Jont 5 solunon To find O, the cntenon that abigns the axis of rotation of jomt 6
with the approach vector (or a = z.) 1s used Looking at the projecton of the

coordmate frame (Xg,ys.Z;) on the x,y, plane, 1t can be shown that the followng are
true

s1nfg ax,

-(ay,) (3 26)

cosf,

where x, and y, are the x and y column vectors of 9T, respectively, and a 1s the
approach vector Thus the solution for 6. 1s
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==
w
1l

tan“[ s1nf, } MO,
cosO,

tan-1[ (C,C,,C,-S,S)ax + (S,C23C4+C,S4)ay Clasts ]
CiS,5ax + 5,585,583y + Cy337

(3 27)
If 6. 1s approximately zero, then the degenerate case occurs

Joint 6 solunon The onentanon of the gnpper 1s aligned to ease picking up the
object The cntenon for domng this 1s to set s = y, Looking at the projection of the
hand coordinate frame (n,s,a) on the Xy, plane, 1t can be shown that the following

are true

sinb, = n yg

cosf, = s y; (3 28)

where y. 1s the column vector of °T; and n and s are the normal and shding
vectors of °T, respectuvely Thus, the solution for 6, 1s

tan'[ sinB;
cosO,
tan-l[(-slc4‘c1czss4)nx + (C,C4-5,C,38,)ny + 85,50, ]

(-8,C4-C,Cy 58 )¢ + (C,C4-5,C538,)8y + 5,5,582
(3 29)

98

The above denvation of the inverse kinematics solution of a PUMA robot arm 1s
based on the geometric mterpretation of the posiion of the endpoint of link three and
the hand (or tool) onentaton requrement There 1s one pitfall m the above denvation
for 8, 0, and O, The cntenon for setung the axis of moton of jont five equal to
the cross product of z, and a may not be valid when sin®. 1s approximately zero,
which means ©. 1s approximately zero In thus case, the mampulator becomes
degenerate with both the axis of motion of jonts four and six ahgned In this state,
only the sum of @, and 6, 1s significant.

In summary, there are eight solutions to the inverse kmematics problem of a
six-joint PUMA-like robot arm The first three-jomnts solution (8,, 6,, ©,) position
the arm while the last three-jomnt solunon (0, 6., 6,), provides appropnate onentation
for the hand There are four solutions for the first three-joint solutions - two for the
nght shoulder arm configuration and two for the left shoulder arm configuration
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32 Planning of Manipulator trajectories

Having already discussed the kinemancs of a senal link mampulator, the
generation of suitable trajectories 1s discussed here It 1s assumed that there are no
obstacles in the path which must be traversed (no obstacle constraints) This section
focuses attention on the various trajectory planmung schemes for obstacle-free motion

Trajectory planming schemes generally interpolate or approximate the desired path
by a class of polynomial functions and generate a sequence of tume based control
setpoints for the control of the manipulator from the mmtial location to its destination.
Path endpoints can be specified either m joint coordinates or in cartesian coordinates
However, they are usually specified in cartesian coordinates because it 1S easier to
visuahze the correct end-effector configurations m cartesian coordinates than m jomnt
coordmates

Quite frequently, there exists a number of possible trajectonies between the two
given endpomnts For example, one may want to move the mampulator along a
straight-line path that connects the endpomnts (straight-line trajectory), or to move the
mampulator along a smooth, polynomal trajectory that sansfies the posiion and
onientation constraints at both endpomnts (jownt-interpolated trajectory) In this section
only the latter 1s considered Simple trajectory planmng that specifies path constrants
18 discussed

To servo a mampulator, 1t 1s required that 1ts robot arm’s configuration at both
the mal and final locations must be specified before the motion trajectory 1s planned
In planning a jomt-interpolated motion trajectory for a robot arm, Paul [14] showed
that the following considerations are of interest

1 When picking up an object, the motion of the hand must be directed away from
an object, otherwise the hand may crash into the supporung surface of the object.

2 If the departure velocity (lift-off pomt) 1s specified along the normal vector to the
surface out from the mmnal posiion, and if the hand 1s required to pass through this
posiion, then an admussible departure motion 1s attamned. If the time to reach ths

positon could be specified, then the speed at which the object 1s to be lifted can be
controlled

3 The same set of Lft-off requrements for the arm moton 1s also true for the

set-down pomt of the final positon motion so that the correct approach directhon can
be obtamned and controlled
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4 From the above, one can see that there are four posinons for each arm motion
mtial, Lft-off, set-down and final (see Fig 32)

Posinon Constraints
Initial positon  velocity and acceleraton are given (normally zero)
Lift-off positon continuous motion for intermediate points

Set-down position same as hft-off posinon

a o o ® W

Fmal position velocity and acceleration are given (normally zero)

6 In addition to these constraints, the extrema of all the jomnt trajectormes must be
within the physical and geometric limts

7 Time Considerations

a Imual and final trajectory segments time 1s based on the rate of approach of the
hand to and from the surface and 1s some fixed constant based on the charactenstcs
of the joint motors

b Intermediate pomts or midtrajectory segment ume 15 based on the maximum
velocity and acceleranon of the joints, and the maximum of these times 1s used (1e
the maximum tume of the slowest joint 1s used for normalization)

Based on these considerations, one 1s concerned with selecung a class of polynomial
functions of degree n or less such that the required jomnt position, velocity and
acceleration at these knot pomts (mutial, lft-off, set-down and final position) are
sausfied, and the joint position, velocity and acceleration are contnuous on the entire

trajectory tume interval One approach 1s to specify a seventh-degree polynomial for
each jomnt 1,

q;(t) =a,t7 + a t® + at5 + a,t? + a,t3 + a,t? + a,t + a,
(3 30)

where the unknown coefficients & can be determined from the known positions and
continuity conditons However, the use of such a mgh-degree polynomial to
interpolate the given knot points may not be satsfactory It 1s difficult to find 1ts
extrema and 1t tends to have extraneous motion [10] An alternatve approach 1s to
split the entire jomnt trajectory into several trajectory segments so that the different
mterpolating polynomials of a lower degree can be used to interpolate 1n each
trajectory segment. There are different ways a joint trajectory can be splht, and each
method possesses different properties The most common methods are the following
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1. 4-34 Trajectory Each joint has the following three trajectory segments the first
segment 1s a fourth-degree polynomial specifying the trajectory from the imnal position
to the lft-off posinbon The second trajectory segment (or muidtrajectory segment) 1S a
third-degree polynomial specifying the trajectory from the nft-off to the set-down
posinon The last trajectory segment 1s a fourth-degree polynomial specifying the
trajectory from the set-down position to the final position

2. 3-5-3 Trajectory  Same as the 4-3-4 trajectory, but this uses polynomials of
different degrees for each segment a third-degree polynomial for the first segment, a
fifth-degree polynomial for the second segment, and a third-degree polynomial for the
last segment.

3. 5-Cubic Trajectory  Cubic spine functions of third-degree polynomials for five
trajectory segments are used

In the next sections, a detaded denvaton for generatng 4-3-4 and Cubic Spline
trajectories 1S given Note the calculanon of a 3-5-3 trajectory 1s very similar to the
4-3-4 method

32.1 Calculaton of a 4-34 Trajectory

Smce N jomnt trajectones are to be determined in each trajectory segment, 1t 1s
convenient o ntroduce a nommalized time vanable, t « [0,1], which allows one to
treat the equanons of each segment for each joint angle in the same way, with tme
varymg from t = 0 (mual aume for all trajectory segments) to t = 1 (final time for
all trajectory segments) Let us define the following vanables

t normalized time vanable, t € [0,1]

1 real ume i seconds

T, real tme at the end of the ith trajectory segment
t = T;-7,., real time to travel through the 1 segment

t=1-1,., , Te€e [T;.,,T;] , t e [0,1]
Ty-T1-,4

The trajectory consists of the polynomial sequences, hy(t), which together form the
trajectory for jomt j The polynomial equanons for each joint variable in each
trajectory segment expressed mn normalized time are .
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h,(t) = a,,t%+ a,,t3 +a,,t2+a,,t +a,, (ISt segment)
(3 31)

ho(t) = a,5t3 + a,,t2 + a,,t + a,, (2nd segment)
(3 32)

ha(t) = ap,t4 + ap,t3 + ap,t2 + ap,t + ap, (last segment)
(3 33)

The subscript of each polynomial equation indicates the segment number, and n

indicates the last trajectory segment The unknown coefficient ay mdicates the 1

coefficient for the ) trajectory segment of a jomnt segment The boundary conditions

that this set of jownt trajectory segment polynomials must satisfy are [10]

O 00 ] O W W N

bt ek ek d b
S WL N = O

Imtial position = 8, = O(t,)

Magmitude of mmutial velocity = v, (normally zero)

Magmitude of mmtial acceleration = a, (normally zero)

Lift-off = 8, = 6(t,)

Continuity n position at t, [1e 6(t,”) = 6(t,*)]

Conunuity 1n veloaity at t, [ie  v(t,”) = v(t, )]

Continuity 1n acceleration at t, [ie a(t,”) = a(t,*)]

Set-down position = 0, = 6(t,)

Conunuity n posiion at t, [te  6(t,7) = 6(t,1)]
Continuity 1n velocity at t, [ie  v(t,”) = v(t,*)]
Continuity n acceleration at t, [ie  a(t,”) = a(t,*)]
Final posiion = 8¢ = 0O(t)

Magmtude of final velocity = v (normally zero)
Magnitude of final acceleration = af (normally zero)

The boundary conditions for the 4-3-4 jomnt trajectory are shown mn Fig33 The

first and second denvatives of these polynomial equations with respect to real tume 7
can be wntten as

and

dt
=1 dh(t) = 1 hy(1) (3 34)
t; dt t,

1
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a,;(t) = dz2h,(t) 1t =1,2,n
dt?

=1 dz,(t) = 1 hy(t)
t,2 dt? t,?

(3 35)

For the first trajectory segment, the goverming polynomial equation 1s of fourth degree

h,(t) = a, ,t4 + a,,t3+a,,t2+a,,t+a,,

(3 36)

From equations (336) and (337), 1its first two denvatves with respect to real time

arc

v, (1)

4a,,t3 + 3a,,t2 + 2a,,t + a,,
tl

and

a,(t)

12a,,t2 + 6a,,t + 2a,,

t,?

1 For t = 0 (at the mmtial posiion of this trajectory segment)
conditions at this position leads to

a,, = 0,

Vo = a,,/t,

which gives

a,, =V,

and

ao = 2a,,/t,?

which yields

= 2
d,, = faott

(3 37)

(3 38)

Sausfying the boundary

(3 39)

(3 40)

(3 41)

(3 42)

(3 43)

With these unknowns determined, equation (3 36) can be rewntten as
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hy(® = a, 1% + a,,t3 + (Jagt, Ht2 + (vt )t + 0,
(3 44)

2 For t = 1 (at the final position of thus trajectory segment) At thus position, the
requirements that the mnterpolating polynomial must pass through the position exactly is
relaxed The only requirement here, 1s that the velocity and acceleration at this
posiion have to be continuous with the velocity and acceleration, respectively, at the
beginming of the next trajectory segment The velocity and acceleration at this position

are
v,(1) =4a,, + 3a,, +a,,t,%2 + v,1, (3 45)
I”1
a,(1) = 12a,, + 6a,, + a,t,? (3 46)
t,?

For the second trajectory segment, the governing polynomial equation 1s of the
third degree

ho(t) = a,,t3 + a,,t2 + a,,t + a,,
(3 47)

I For t = 0 (at the hft-off posinon) Using equations (334) and (3 35), the velocity
and acceleration at thus pomnt are, respectively,

a,, =0, (3 48)

vV, = a,,/t, (3 49)
which gives,

a,, = V,t, (3 50)
and

a, = 2a,,/t,? (3 51)

which vields

a,, = $a,t,? (3 52)
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Since the velocity and acceleration at thus posiion must be continuous with the
velocity and acceleraton at the end of the previous trajectory segment respectively, this

gives
h,(0) = h,(1) (3 53)
t2 t1

and
h,(0) = h, (1) (3 54)
t22 l:12

which, respectively leads to

-a,, 4 4a,,+3a,,+a,t,?2 L vt, = ¢ (3 55)
I:2.’ t1 tl t1 tl

and
-2a,, 4+ 12a,, + 6a,, + a,t,2 =g (3 56)
t,? t,? t,? t,?2

2 For t = 1 (at the set-down position) Again the velocity and acceleration at this
posiion must be conunuous with the velocity and acceleration at the beginming of the

next trajectory segment The velocity and acceleration at this posiion are obtamned,
respectively, as

h,(1) =a,, + a,, + a,, + a,, (3 57)
v,(1) = 3a,, + 2a,, + a,, (3 58)
t2
and
a,(1) = 6a,, + 2a,, (3 59)
t.2
2

For the last wajectory segment, the governing polynomial equation 1s of fourth
degree

hp(t) = ap,t® + ap,t3 + ap,t2 + ap,t + ap, (3 60)
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Substituting t = t-1 mnto t n the above equation, the normalhzed time t has been
shifted from t € [0,1] to t € [-1,0] Then equation (3 60) becomes

hp(t) = ap,t* + ap,t® + ap,L2? + ap,L + ap, (3 61)

Using equations (3 34) and (3 35), its first and second order denvatives with respect to
real time are

Vn(l) = 4an4la + 3an312 + 2an21 + an1 (3 62)
tn
and
an(1) = 12ap,t2% + 6ap,t + 2ap, (3 63)
tnz

1 For t = O (at the final position of thus position segment) Sausfying the boundary
conditions at this final position of the trajectory, one obtains

hy (0) = 6¢ (3 64)

Vf = ap,/tp (3 65)
which gives R

an, = Vfty (3 66)
and

af = 2ap,/ty? (3 67)

which yields

an, = 3aftp? (3 68)
2 For t = -1 (at the staring position of this trajectory segment). Satusfying the
boundary conditions at this position, one has, at the set-down posinon .
A
hn('l) = an4 - ana + %aftnz - Vftn + ef = 02(1) (3.69)

and
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hp(-1) = -4ap, + 3ap, - aftp? + vty (3 70)
tn tn
and
hp(-1) = 12ap, - 6ap, + aftn? (3 71)
tn? tn?

The velocity and acceleratton conunuity conditions at thus set-down pomt lead to the
following equations

4ap ,-3ap+aftpy?-vity ¢ 3a,, + 22,, 4 a,, = 0 (3 72)
tn ts ty t,
and
-12ap +6ap,-aftp? 4 6a,, + 2a,, = (3 73)
th? t,? t,?

The difference of joint angles between successive trajectory segments can be found to
be

8, =6, - 6, =h, (1) - h(0) = a,, + a,, + 3a,t,2 + v,t,
(3 74)

8,=0, -0, =h,(1) - h,(0) = a,, +a,, +a,, (3 75)

an = ef - 92 = hn(o) - hn('l) = 'an4 + ana - &aftnz + Vftn
(3 76)

All the unknown coefficients of the trajectory polynomial equatons can be
determmed simultaneously solving equations (355), (356), (372), (373), (374), (375),
and (376) Rewnting these equations in matrix vector notation, one obtans

y=0C (3 77)
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y= (8,-3a,t,2-v,t,, -ayt,-vy, -ag, O,, -aftp+ve,
af, Optiaftp? vety)T
(3 78)
! 1 0 0 0 0 0 ]
3/, 4/t, -1/t, 0 0 0 0
6/t,2 12/t,2 0 -2/t ,2 0 0 0
C= 0 0 1 1 1 0 0
0 0 1/t, 2/t, 3/t -3ty 4/ty
0 0 0 2/t,2 6/t,2 6/tg? -12/tp?
| 0 0 0 0 0 1 -1
(3 79)
and
X = (2,3, 8,4, 85,, 35,, 3,3, 33, an4)T (3 80)
Solution to the problem 1s given by
x =Cly (3 81)

The structure of the matmx C makes 1t easy to compute the unknown coefficients
and the wnverse value of C always exists if the tume mtervals §, 1 = 1, 2, n are
posiuve values Solving equatnon (381), all the coefficients for the polynomial
equations for the joint trajectory segments for jomnt j, are obtamned

The calculation of a 3-5-3 trajectory 1s very sumilar to this solutton, and 1t 1s
trivial to discuss it further

322 The Cubic Sphne techmque

The interpolanon of a given functon by a set of cubic polynomials, preserving
continuity mn the first and second derivatives at the interpolation points is known as
cubic spline functions. The degree of approximation and smoothness that can be
achieved 1s relatively good In general, a spline curve is a polynomial of degree k
with conunuity of denvatuve of order k-1, at the nterpolanon points Cubic splines
offer several advantages First 1t 15 the lowest degree polynomial function that allows
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conunuity 1n velocity and acceleration Secondly, low-degree polynomuals reduce the
effort of computations and the possibility of numencal nstabihties [10]

The general equation of five-cubic polynomials for each joint trajectory segment
18

hy(t) = aj,t® +a;,t2+ay,t +a, J=1,2,3,4,n
(3 82)

with Ty €T X T and t € {0,1] The unknown coefficient ay indicates the 1th
coefficient for joint j trajectory segment and n indicates the last trajectory segment

In using five-cubic polynomial interpolation, one needs to have five trajectory
segments and six mterpolaton pomnts However, from the previous discussion, only four
posions for imterpolation exist. Thus, two extra interpolation points must be selected
to provide enough boundary conditions for solving the unknown coefficients 1n the
polynomial sequences These two extra knot pomts are chosen between lft-off and
set-down positions It 1s not necessary to know these locations exactly The boundary
conditions for a five-cubic jomnt trajectory are shown in Fig34

The first and second denvatives of the polynomials with respect to real time
are given by

vy(t) = hy(t) =3a;,t? + 2a,t + aj, (3 83)
3 3
and
aJ(t) = hJ(t) = 6a13t + 3a]2 (3 84)
ty? ty?

where Y 1s the real time required to travel through the jth trajectory segment. Given
the poswions, velocities and accelerations at the immtial and final posiions, the
polynomual equations for the iutial and final trajectory segments [ h,(t) and hy() 1]
are completely determined Once these polynomial equations are calculated, h,(t), h,(t)
and h,(t) can be determined using the position constramnts and continuity conditions

Because the denvaunon of the solution to the Cubic Spline trajectory 1s similar to
the 4-34 techmque, a detaled discussion of the denmvaton of this techmque 15 not
included, only the soluuon to the problem 1s given here. The coefficients for five

polynomial segments are found using the boundary conditions, posiion constramts and
continuity conditions
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For the first trajectory segment, the goverming polynomial equation 1s

h,(t) = a,,t3 + a, ,t2
where

a,, = 0,

a,, = Vut,

a,, = 4a,t,?

a5 = 8, - voty - fagt,?

+ a,,t + A4

and 61 = 91 - el_.l

(3 85)

(3

86)

For the last trajectory segment, the solution for the unknown coefficients 1s

an, = 8,

an, = 30 - 2vfty + jafgtp?
ap, = -38y + 3vfty - afty?
an; = 8y - vftp + jaftp?

where o, = 6¢ - 0,

(3

Using the solution for the first and last trajectory segments, the
remamng three segments can be found

The solution to these segments 1s given by the following .

a,, = 6,
4, = v, t,

a,, = %a,t,?

Ay, = V,t,

= 2
a;, = ia,t,

a,, = 8,
g9 = Vil

Ay, = 2a,t,?

The a,, coefficient 1s calculated as follows [10] :

It

3,3 = 1,7%%,/D
A5 = L37X,/D

a,, = t,2x,/D

i
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with

x, = k,(u-t,) + k,(t,2-d) - ky[(u-t,)d + t,2(t,-t,)]

(3 92a)
X, = -k, (u+t;) + k,(c-t,2) + k,[(u-t,)c + t,2(u-t,)]

(3 92b)
Xy = k,(u-t,) + k,(d-¢) + k [(t,-t,)c - d(u-t,)]

(3 92¢)
D = u(u-t,)(u-t,) (3 93)

= t, + t, + L, (3 94)
k, =06, -6, - viu - 3a,u? (3 95a)
k, =v, - v, - a,u- ¥a, - au (3 95b)
3
k, =a, - a, (3 95¢)
6

¢ = 3u? - 3ut, + t,? (3 96)
d =3t,2+ 31,0, + 1,2 (3 97)

Five-cubic polynomial equations can be umquely determined to satisfy all the
position constramnts and continuity condittions given the mtial, the hft-off, the set-down,
and the final positions, as well as the time to travel each trajectory §

3.3 Summary

Both direct and mndirect kinemancs are discussed m this chapter The parameters
of robot arm links and jomnts are defined and a 4x4 homogeneous transformation
matrix 1s mtroduced to descnbe the location of a hnk with respect to a fixed
coordinate frame The forward kinematic equations for a six-axis PUMA like robot are
denved

The 1nverse kinematics problem 1s solved using a geometric approach, with the
assistance of three arm configuration indicators (ARM, ELBOW and WRIST) The
vahdity of the forward and mverse kinemancs solution was venfied by computer
simulation The geometric approach, with approprniate modificaion and adjustment, can
be generalized to other simple industrnial robots with rotary joints.
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Robot Arm Kinematics and Mampulator Trajectory Generation

The generanon of efficient trajectonies for mampulator control 1s discussed 1n
detail also Jomt-interpolated trajectones are discussed with special emphasis on the
4-34and the Cubic Spline techmques Software programs were developed to
mmplement the solution to these schemes, so that path generation could be achieved
quickly and efficiently
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PUMA robot arm link coordinate parameters
Jomti | 6, | a a, d, Joint range
1 (9% | -9% 0 0 —160 to + 160
2 0| 0| 4318mm | 14909 mm | -2251045
3 j%) 90[-202mm | 0 -4510 225
4" | ol -9 0 43307 mm | -110t0 170
5 ol 9% 0 0 —100 to 100
6 of o 0 5625 mm | —266 to 266
Fig. i
8. 3.1 Eswblishing link coordinate systems for a PUMA robot
Joimt :
6(ep)
8(z2)
o(ty)
8(r0)

Time

Fig. 3.2 Posmon conditions for a Joint trajectory
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8(ry) = 8(r3)

o or3) = 0(r3)
b(z3) = 6(r3)
T T T =,
! | 8 =,
i E b(r,) = o
oro) = o | i
0(10) = vy | :
8(r0) = ag : |
0r ) = | |
(ry) T | 8(r]) = 8(r7) 1 ]
oro) |-~ | ory) = 00r7) | }
| L e = e | |
| | |
L 1 1 1
Ty =7 a  Realume

hy () hy() ha(1) ha()

|
|
ha()
]
|
|

Fig. 34 Boundary condinons for a 5-cubic joint trajectory
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Fixed Parameter Linear Control Techmques

CHAPTER 4

FIXED PARAMETER LINEAR CONTROL TECHNIQUES

In this chapter several linear control techmques are investgated Each technique 1s
apphed to the nonlinear manipulator model developed m Chapter 2 and evaluated
according to 1ts performance i a smmulaton environment. The techmques presented
here were chosen as a suitable representation of the control methods avaiable i this
area Their sutability for mamnipulator control i1s determmned here, and the most suitable
routine 1s chosen from a set of performance cntena

The results here are also influential 1n later chapters The choice of adaptive
control algonthms 1s determined partally by the performance of their fixed parameter
versions This chapter also gives an wsight mto the difficulty of robot control due to
the hugh degree of nonlineanty present in the system and shows why complex control
algonthms are required for hugh precision accuracy in the control action

The exisitng Unimaton system implements a PID control strategy The control
gamns are detuned to give a stable performance over the full operating range of the
robot

4.1 Digital PID Control Techmques

For many control applications, 1t 1s sufficient to use a standard PID-controller In
this section, different ways to implement digial PID-controllers are discussed, together

with some operational aspects In the continuous time domain, the equatnon for a PID
controller 1s [8]
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u(t) = Kg [ e(t) + 1 jé(t) dt + Tg de(t) ]
T, dt

1 41

where,

Kg = gam factor,

T, = mtegral coefficient,
Tq = differential coefficient

The above equation can be wrntten in the complex frequency domaimn as

G(S) =Kg [ 1+ Tgs+_1 ]

T, s (4 2)

This type of PID-controller 1s called a posinve form because the total output 1S
calculated from the corresponding control equation. If the change in the control signal,
au(k), 1s computed instead, then thus type of controller 1s called a velocity, or
incremental form One drawback of the incremental algonthm 1s that 1t cannot operate
i P- or PD-mode [15]

There are many ways to change the structure of the textbook PID-controller
Fig41 shows the different PID-structures, which can be used m both continuous and
discrete ime The structure in Fig4 1b has the advantage that the controller does not
give a large control signal at step changes 1n the reference signal This 1s the
structure of the controller seen most often in the lterature The ’set-point-on-I-only’
controller m Fig4 1c, 1s less commonly seen. The filter for the denvative part can be
used mn different ways. It 1s also possible to filter all three parts of the controller or

only the proportional and the denvative parts The latter will attenuate high-frequency
measurement noise [15]

The different structures in Fig4 1 can be described using a common form as (see
Fig42)

R(z)U(z) = T(2)Uc(z) - S(z)Y(z) (4 3)

where the interpretanon of the polynomals T and S depends on the structure All
three polynomials are of second order and

R(z) = (z + 8)(z -1) (4 4)

m all cases From Fig 42, the closed-loop system 1s given by
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Y(z) = __BT _ Ug(z) + __AR__ W(z)
AR + BS AR + BS 4 5)

The closed-loop poles can be made the same for all structures This means that all
four controllers can be tuned such that the closed-loop systems get exactly the same
pulse-transfer operator from the process disturbance to the output However, the
polynomial T will depend on the form of the controller, and T will introduce two
zeros m the pulse-transfer operator from u; to y The values of the zeros will depend
on the form of the controller and the polynomials R and S For the forms in Fig4 1a,
Fig41b and Fig41d, T will have two nonzero zeros, while the form m Fig4lc
gives one zero at the ongin and one that 1s nonzero It 1s also possible to get a
polynomial T with two zeros at the ongin This can be achieved using the structure
in Fig4 1c This structure 1s advantageous 1f the method for tuming the parameters 1n
the controller 1s based on pole placement [15]

Tuming Rules The discrete-ime PID-controllers have the advantage that they look and
behave as continuous PID-controllers when the sampling mterval is short. Thus there 1s
no educational problem if a controller 1s redesigned mto digital form, so the same
heunsuc rules for tumng a PID-controller can be used Zeiger and Nicholas [61] gave
two methods for tuming  the transient response method and the ultimate-sensitivity
method The transient response method uses the steepest slope, R, and the delay time,

L, from the umt-step response of the open-loop system The parameters are then
obtained from table (4 1)

P 1/RL
PI 0 9/RL 3L
PID 1 2/RL 2L 3L

In the ulumate sensiivity method, a P-controller 1s used first to control the system
The gamn of the controller, Kpax, and the penod time Tp, when the closed-loop

system 1s on the stability boundary are measured The parameters of the controller are
then obtamned from table (4 2)

54



Fixed Parameter Linear Control Techmques

Kq T, Tq
P $Kmax
PI 0 45Kpax  Tp/1 2
PID 0 6Kpax  Tp/2 Tp/8

The tuning rules above should only be used as a first approximation The final
tuning usually has to be done manually There are also several other methods for
tuning digital PID-controllers Some 1involve a compensation for the length of the
sampling interval, others use a pole placement techmique for determimng the controller
parameters [16]

4.1.1 A PD Control Algorithm

In this section, a Proportionali and Differental Controller 1s discussed No
itegrator 1S present n the control action, but because an integrator 1s contamed n the
robot dynamics, PD-only may prove sufficient. Although a full PID controller will

improve the static accuracy but 1t can often make the overall closed-loop system less
stable

The design here 1s not based on the Zeiger-Nicholas Method of tuming, but on
pole-placement and static accuracy requirements [16]

4.1.1.1 Controller Dertvation

i

In the continuous time domain, the transfer function for a kPD controller 1s given
by

Ge(s) = Kp + K4 s (4 6)

where,
Kp = proportional gan,
K4 = differential gain

Transforming directly to the discrete domain gives

Ge(z) = Kp + Kg (z-1) (4 7)
h z

where h 1s the sampling nterval.
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Hence
3 U(z) = (Kp h + Kq)z - Kg (4 8)
Y(z) h z

Hence, the controller equation 1S given by

u(k) = (Kp h + Kg) e(k) - Kg e(k-1) 4 9)
~ h h

Equation (49) expresses the present control mput in terms of the present and past
error signals Since the robot has integrative action, the control input decays to zero
when the system output reaches its desired posiion The steady state error attamns a
low value to dnive the system Hence PD control 1s only suitable for systems with an
integrator 1n their dynamics, otherwise large steady state errors will result

41.12 Sumulation Results

Recalling the simplified hinear models for the pnmary jomnts from Chapter 2, pole
placement design 1s based on these models Samphng these models using the Zero
Order Hold Method [17] with a samphing interval of five milliseconds gives the
followmng transfer functions °

G,(z) = 9 774x10°6( z2 + 2 74394z + 0 4369 )
(z-1)(z-02282)(z -0 827)

G,(z) = 3 231x10-8( z2 + 2 7618z + 0 4376 )
(z-1)Cz - 02089)( z - 090312 )

G,(z) = 1 3x10°5( z2 + 2 7376z + 0 4365 )
(z-1)Cz-0235 )(z-08)

The design 1s performed on jomt 1 to demonstrate the techmque The results of
the design are shown for joints 2 and 3

The transfer function for a PD controller 1s given by

Gc(z)z(Kph+Kd)[z-Kd/(Kph+Kd)] (4 10)
hz
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Cancelling the pole at 0 827, gives
Kq,/( Kp, h + Kg,) = 0 2282
2> Kp,/Kq, =41 84
To determine control gains, another design specification 1s requred This part of the

design 1s based on the static accuracy requirements The velocity error constant 1S
defined as

Ky = Lim (z-1)Gy 1 (2)

z-1

==

=1 9548x10°2( z2 + 2 74394z + 0 4369 )( Kp1 h + Kq,)
z (z -02282)

l z=1

= 21178 ( Kp, h + Kg, )

By specifying a value for Ky, Kp1 and K4, can be calculated umquely The ratio of
Kp, to Kq, 1s specified by the open-loop pole, which 1s to be cancelled The exact
values depend on the velocity error specificabon but trial and error 1s requred to
attain the desired response

For joints 2 and 3 the followmng ratios for the gains are obtained
szle2 =353 Kp3/Kd3 =49 8

which cancel poles at 090312 and 08006 respectively Using the following set of
gamns

Kp, = 24 Kp.
Ka, =057 Ky,

1

24
0 48

24 Kp,
0679 K4,

results in the control action seen 1n Fig43a and Fig43b These graphs show that the

setthng time 1s long Therefore the proportional gains can be ncreased further (ie.
increase the velocity error constant)

48
0 96

48 Kp2 = 60 Kps
114 K4, =17 Ky,

Kp,
Kq,
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These gains give a fast, overdamped response, with a low statuc error (see Fig44a
and Fig44b) When reference signal i1s a Cubic Spline Tracjectory the PD controller
performs poorly This 1S due to the fact that for a type-1 system (one integrator mn
the open-loop dynamics) the steady state approaches zero for a step nput A steady
state error exists when a type-1 system trnies to track a higher order reference input.
The gans are adjusted to the following values to reduce thus steady state error

84
1 68

Kp1 = 84 sz
K4, 1995 K{q,

84  Kp,
238 Kq,

and a sufficient performance 1s attaned (see Fig4 5a, Fig4 5b and Fig45¢) The peak
error for each jomnt 1s

epks = 012
epk2 = 019
epks = 012

Next an integrator 1s added to the closed-loop system to see 1f the performance will
umprove further

412 A PID Control Algorithm

In this section, the performance of a classical PID-control algomthm on the
manipulator model 1s nvesngated Firstly the controller equation 1s denved The three
gamns are m the forward loop, as shown in Fig4 la These control gans are tuned
firstly using the Zeiger Nicholas Ulumate Sensitivity Method, and later tuned manually

4.12.1 Controller Dervation
The digital form of equation (4 1) 18

k-1
u(k) =Kg [ e(k) +h I e(1-1) +Tg { e(k)-e(k-1)} ]
T, 1=0 h (4 11)

where h 1s the samphing interval
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Transforming mto a recursive equation, equation (4 11) becomes

u(k+1) = Kg e(k) + [ u(k) - Kg(1 + Tq) e(k) + Kg h e(k) +
h T,
+ Kg Tg e(k-1) ] - Kg Tq e(k)

h h

u(k) + Kg (1 + Tq) e(k+1) + Kg (h - 2Tq -1 ) e(k) +

h T, h
Kg Tg e(k-1)
h (4 12)
2 6(2) =U(2) = q, + q,27" + q,27? (4 13)
E(z) 1 -2z
and u(k) = u(k-1) + q.e(k) + q,e(k-1) + q,e(k-2) (4 14)
where
G =Kg [ 1+Tg ]
q1=Kg[ﬂ-2_Td'1]
T, h
q, = Kg Iq (4 15)

This 1s the relauonship between the discrete and analog coefficients

4122 Simulation Results

A proportional controller 1s placed on the robot model and Kpyax (the value of
proportional gamn which causes the closed-loop system to oscilate) i1s found to have
the following values for jonts 1, 2 and 3

Kmax] = 2,000
Kmax 2 = 2;500
Kmax 3 - 2,000
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Tp (the penod of oscillation) 1s measured at the following values

Tp, = 045
Tp, = 055
Tp, = 03

These values of Tpl and Kmax Yield the following control parameter gains

Kg, = 1,200 Ky, = 1,500  Kg, = 1,200
T,,=0225 T,,=0275 T,,=015
Tq, = 0 05625 T4, = 0 06875 Tgq, = 0 0375

The control which results using these gamns 1s shown mn Fig4 6a and Fig4 6b The
results show the closed-loop response 1s fast and underdamped Also the control nputs
are mnally excessively large The closed-loop oscillation 1s undesirable so 1 fine
tuning the algonthm, the proportional gains are decreased shightly The best gains were
found to be

Kg.‘ = 800 ng = 1,000 Kga = 800
T,, =0225 T,,=0275 T,,=015
Tq, = 0 05625 Tq, = 0 06875 Tg, = 0 0375

The results using these control gans are shown in Fig47a and Fig4 7b The response
1s fast and overdamped Because of the I-part of the controller there 1s approximately
zero steady state error

ess' = 25X10-14
ess, = 105x10°12
ess, = 224x10713

Also when the reference signal 1s a Cubic-Spline trajectory, the algonthm can track
this trajectory with a high degree of accuracy (see Figd 8a, Fig48b and Fig4 8c)
The peak error 1s acceptably low for all the three joints

epk, = 0006
epk, = 0011
epks = 0008

The performance of PID greatly outmatches the PD version, mamnly due to the
mntegrator, which eliminates the steady state error
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413 Conclusion on PID-controllers

PID configurauons are easy to implement. Depending on the configuration, two or
three gamns require tuning The control equation 1s a simple difference equation The
properties of PID control techmques can be summarnzed as follows

1 The design 1s relatively simple, and can be based on several methods of tuning

2 The control techmique 1s easy to implement, it requires only the calculation of a
simple difference equation

3 The algonthm 1s suitable for use on mantpulator-type robots and in fact, 1s
presently one of the most commonly used algonthms in industry

4 The full PID network greatly improves the static accuracy over the PD
configuration

The addition of an integrator into the closed-loop system can induce instability but it
considerably improves the accuracy of tracking

42 Frequency Compensators

In thus section the design of three types of compensator using frequency analysis
methods, 1s discussed The three compensators are

1 Lead compensator
2 Lag compensator
3 Lag-Lead compensator

The design sausfies specificanons such as phase margin, error constant and bandwidth
requirements

In general, there are two situations m which compensation 1s required In the first
case, the system 1s absolutely unstable and the compensation 1s required to stabihze 1t
as well as to achieve a specified performance In the second case, the system 1s stable
but the compensaton 1s requred to obtamn the desired performance If the system 1s
type-1 (one pole at zero) or type-0 (no poles at zero), stable operation 1s always
possible if the gamn 1s sufficiently reduced and any of the three compensators, lag,
lead and lag-lead may be used to obtan the desired performance. For type-2 systems
or hgher, lead compensation 1s required becausc only the lead compensator increases

the margin of stabiity [17] Lag compensation also increases the margin of stability
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but at the expense of bandwidth Some systems cannot be stabilised using lead but
most systems can be stabilised using lag

In the previous section the controller was designed based on the discrete model
for each jomt However bode plot design using the pulse transfer funcuon 1s
complicated In order to circumvent this difficulty and to use Bode design techmques,
the following transformation 1s used [18]

z-1

(z-1)
(z+1) (4 16)

=3

Procedure

bilinear
G(s) » zoh - G(z) -» transformation - G(@)

For jomt 1

G,(s) = 687 106
s3 + 333 4685s2 + 11219 46s

G,(z) = 9 774x10°6( z2 + 2 74394z + 0 4369 )
(z-1)(z-02282)(z-02827)

G,(w) = 2 864x10°¢( 02 - 344 6450 - 511810 7 )(@ - 400 )
O ( ®+ 251 356 )( @ + 37 854 )

Looking at the Bode plots of G(s) and G(w), one can see that these plots are
approximately the same Therefore using Bode design methods on G(w), the different
compensators can be designed

42.1 Lead Compensation

Phase Lead Compensanon using Bode Plots proceeds by adjusing the system
error constant to the desired value The phase margin (PM) of the uncompensated
system 1s then checked If 1t 1s found unsausfactory then the lead compensation
techmque 15 apphed to meet the specified PM

In lead compensation the followmng are the effects of nwoducing this
compensaton technmque

62



Fixed Parameter Linear Control Techmques

1 the crossover frequency i1s increased
2 the high frequency end of the Log v Mag. plot 1s rmsed up by a db gamn of
20Log, ,(1/a)

The transfer function for a general phase lead network 1s given by

Ge(s) =1+ at.s a>1,1>0
1+1Ts (4 17)

42.1.1 Phase Lead Design Procedure
The basic design procedure 1s as follows [17]

1 Determine the open-loop gain K to sausfy the specified error constant

2 Use this value of K, draw the bode plot of the uncompensated system and
determme the phase margin of the uncompensated system

3 Determine the phase lead required using the relation

O =g - O, + € (4 18)

where,

g = specified phase margmn

@, = phase margin of fixed part of the system
€ = safety margin

4 Let &y = P,

then

a =1+ si1ndp
1 - si1ndp (4 19)

If &y > 609 then 1t 1s better to use two 1dentical lead networks, each with 300
phase margin, to achueve the required specifications

5 Calculate the gam 10Log,,a provided by the network at @y Next locate the
frequency at which the uncompensated system has a gan of -10Log,,a Ths 1s the
new crossover frequency G; = Op

6 The upper comer frequency

Ocorner = 1 = —1
T 0gsa ..(4 20)
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42.12 Simulation Results
The design 1s performed for joint 1 to demonstrate thus techmique The results of

the design are given for jomnts 2 and 3 Two different sets of specifications are used,
resulting 1n two sets of different controllers

Spectfications

Jomnt 1

a Ky =50, PM = 450
b Kv =25, PM = 600
Joint 2

a Ky =30, PM = 45°
b Kv =15, PM = 600
Jomnt 3

a Ky = 60, PM = 45°
b Kv =20, PM = 609

Design :
1 For a type-1 system, the steady state error for a umit ramp mput 1s

egs = Lim s 1 1

S0 1 + K G(s) $?
= 16 32/K

5 K= 16 32Ky = 800

2 Usmg this value of K, the bode plot 1s drawn (see Fig49a). The PM 1s 35° and
¢ (crossover frequency) = 353 rads/sec

3 @ =45° - 35° + 50 = 150 where a 5° safety margin 1s included
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4 Let @y = P, then

a=1+sindy =1 698

1 - sindp

5 The gamn at oy = 10Log,,a = 23db Thus the new crossover frequency @, 1S
the frequency where the gain 1s -23db From Fig49a, @, = 42 62 rads/sec

6 T=mcva=0018
Thus the transfer function for the lead compensator 1s

K(w) = 800 1 _+ 0.03050
1 + 0 018w

Looking at Fig49b the PM . 45° for K = 800 Thus the specifications have be

met.

To obtan the compensator pulse transfer function, substitute

0o=2 (z-1)
T (z+1)

5 K(z) = 1256 (z - 0.848)
(z - 0 762)

which yields the following controller difference equation for jomnt 1 using specification
a

uck) = 1256 [ e(k) - 0848e(k-1) ] + 0762uc(k-1)
For jomnt 2
uck) = 1147 [ ek) - 091ek-1) ] + 087uc(k-1)
For jomt 3
uck) = 108527 [ e(k) - 094ek-1) ] + 0922uc(k-1)
Fig4 10a, Fig410b and Fig4 10c show the closed-loop response of the manipulator

with the lead compensators above The response has good accuracy charactenstics The
steady state error for each joint 1s
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ess.l = 163)(10-11
1 107x1073
4 8x10°5

€ss2
€ssa

and the peak error 1s

epk1 = 0024
epk2 = 0042
epks = 0024

Repeating the design procedure using specaification b, the controller difference

equanon for joint 1 1s
uck) = 5738 [ e(k) - 0%(k-1) ] + 086uc(k-1)
For jomt 2
uck) = 5426 [ e(k) - 0943ek-1) ]+ 0922uc(k-1)
For jomnt 3
uck) = 3335 [ e(k) - 0906e(k-1) ] + 0822uc(k-1)
Fig411a, Fig411b and Fig4 11c show the closed-loop response of the mampulator

with the lead compensators above The response 1s not as good as before The steady
state error 1s larger for each joint

ess‘ =2 393)‘10—1 1
€gs, = 2218x10°3
6553 =35 OIXIO-S

and the peak error 1s also larger in magmtude

Cpkr = 006
epk, = 01
epks = 003

The controllers designed with the b specificatons have lower values for velocity error
constant Ky, and therefore have larger errors 1n the velocity profiles
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422 Lag Compensation

A Phase-Lag network acts bke a low-pass filter, attenuaung high frequencies The
phase lag nommally occurs at the geometric mean of the corner frequencies It must be
recognized that any phase-lag 1s undesirable at the crossover frequency of the
compensated system Therefore, 1t 1s the attenuaton charactenstuc of the network which
1s exploited for compensation purposes [17]

The transfer function for a general phase lag network 1s given by

Ge(s) = 1.+ at,s a<l,t>0
1+1s (4 22)

422.1 Phase Lag Design Procedure
The basic design procedure 1s as follows [17]

1 Determine the open-loop gain necessary to satsfy the specified error constant
2 Find the frequency wg, at which the uncompensated system makes a phase margin
contribution of

9, =05 + € .(4 23)
where @, 1s measured above the -180° lme Allow for € = 59 to 15° for phase lag
contribution by the network at @,
3 Measure the gain of the uncompensated system at G, and equate 20Log,,a to
-gamn at @c, Hence find a Now the magmitude at @;, = Odb
4 Place the upper comer frequency 1/at one octave to one decade below @,

te 0, = 1 = O, or Oc,
at 2 10 (4 24)

5 Redraw the Bode Plot and check the specifications

422.2 Swunulation Results

Again the design 1s performed for joint 1 to demonstrate this techmque The
results of the design are given for jomnts 2 and 3 Two different sets of specifications
are used, resulting in two sets of different controllers
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Specificatons :
Jont 1

a Ky = 50 , PM = 450
b Ky = 25, PM = 600

Jont 2
a Ky =30, PM = 450
b Ky = 15, PM = 60°
Jont 3
a Ky = 60, PM = 450
b Ky = 20, PM = 600

Design : i
1 For the Ky value, K = 800

2 Usming this value of K, the bode plot 1s drawn (see Fig49a) The PM 1s 45° and
®¢ (crossover frequency) = 2747 rads/sec

3 Include a safety margin of 59, therefore a PM = 50° 1s requured The new
crossover frequency @, = 238 rads/sec At ths frequency

the gamn = 4 754db

2 20Log,,a = -4 754 and a = 0 5785

4 at = ©/10 and T = 0726

Thus the transfer function for the lead compensator 1s

K(w) = 800 1+ 0.4
1 + 0 7260

Looking at Fig412 the PM . 45° for K = 800 Thus the specificatons have be
met.

To obtain the compensator pulse transfer function, substitute
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5 K(z) = 464 (z - 0.98)
(z - 0 99)

which yields the following controller difference equation for jomnt 1 usmng specification

a

uc(k) = 464 [ ek) - 098e(k-1) ] + 09%u(k-1)
For jomt 2

uck) = 6205 [ e®k) - 0991ek-1) ] + 0993uc(k-1)
For jomt 3

uck) = 394 [ e(k) - 0986e(k-1) ] + 0993u;(k-1)

Fig4 13a, Fig413b and Fig4 13c show the closed-loop response of the mampulator
with the lag compensators above The response 1s not as good as the lead controller
designed with the same specifications The steady state error 1s

ess.l = 38x10°7
eSSZ = l 08X10'3
esss = 53x10°5

and the peak error 1s

epk1 = 003
Cpk2 = 006
epks = 003

Repeating the design procedure using specificaion b, the controller difference
equation for joint 1 1s

uck) = 3129 [ ek) - 0991ek-1) ]+ 0993uc(k-1)
For jomt 2

uck) = 3245 [ e(k) - 099de(k-1) ] + 0995u.(k-1)
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For jomnt 3

uck) = 208 [ e(k) - 0992e(k-1) ] + 0993uc(k-1)

Fig4 14a, Fig4 14b and Fig4 14c show the closed-loop response of the mampulator
with the lag compensators above The response 1S not as good as the previous lag
compensator The steady state error 1s larger for each joint

egg, = 233x10°5
2 dx10°3
2 334x1074

Csso

€ss3

and the peak error is also larger in magnitude

epk, = 006
epk, = 012
epks = 012

The controllers designed with the b specifications have lower values for velocity error
constant Ky, and therefore have larger errors in the velocity profiles

423 The Lag-Lead Compensator

For large specified error constant and moderately large bandwidth, it may not be
possible to meet the specifications through either lead or lag compensaton In such
situations lag-lead compensation 1s employed where the lag section supplies part of the

phase margin specification and the lead section supplies the rest of the phase margin
and the desired bandwidth [17]

The transfer function for a general phase lag network 1s given by
Ge(s) = (1 + at, s) (1 + b1, s) a>1 bxgl

1+, 8) (1 +1,5s) 7,,T, >0
Lead Lag ab =1 (4 25)
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423.1 Phase Lag-Lead Design Procedure
The basic design procedure 1s as follows [17]

1 Check the phase margin and bandwidth of the uncompensated system with the
specifications If bw < specified value try lead compensation, but i1f bw > specified
value try lag compensation provided the uncompensated system 1is not absolutely
unstable

2 If lag compensator design results in too low a bandwidth, then a lag-lead network
1s required 1 order to have a faster time response A lag-lead compensator 1s
essentially a band-pass filter

3 Design the lag section to provide some of the phase margin requirements mn the
usual fashion

4 Once the lag compensator has been designed 7, and b are assigned values

5 Because ab = 1, the value for a 1s already calculated Hence T, 1s thie only
parameter t0 be chosen m the lead section design

4232 Simulation Results

Again the design 1s performed for jomt 1 to demonstrate this techmque The
results of the design are given for joints 2 and 3

Spectfications :

Joint 1

Ky = 50 , PM = 4505600

Jomnt 2
Ky = 30 , PM

4595600

Joint 3

Ky = 60 , PM = 450 :

Design :

a Lag
1. For the Ky value, K = 800

2 Using this value of K, the bode plot 1s drawn (see Fig49a) The PM 1s 35° and
thus 109-25° additional phase required
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3 With the lag network, 10° phase (15° for safety) 1s attamed This occurs at @, =
2356 rads/sec The gan at @z, = 49db Thus b = 0568 and T, = 0747 The
transfer function for the lag section 1s

Glag(w) = 1 + 0,424
1+ 0 7470

b. Lead
1 The value for a 1s fixed from the lag section and 1s given by a = 1/b = 176

2 The maximun lead provided by the lead section 1s

sin~'{ a -1
a+1

169

Oy

3 Gan of phase lead at @, (the eventual crossover frequency) = -10Log,,a =
-2 455db

= W, = 293 rads/sec
and T, = @;,s/a = 00257 The transfer functon for the lead compensator 1s

Glead(®) = 1 + 0.0452¢
1 + 0 02570

and the total lag-lead controller 1s

Glag-lead(®) = 800 (1 + 0.4240) (1 + 0.0452@)
(1 +07470) (1 + 0 02570)

Fig4 15 shows the bode plot of the compensated system The PM = 57° and @ =
28 9 rads/sec Therefore the specifications have been fulfilled

To obtain the compensator pulse transfer function, substitute

0=2 (z-1)
T (z+1)

5 Glag-lead(z) = 770 (z - 0.988) (z - 0.895)
(z - 0 993) (z - 0 822)
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This results mn the following controller equations for jomnt 1

uc(k) = 770 [ e(k) - 1 883e(k-1) + 0 884e(k-2) ]+
1 815uc(k-1) - 0 816uc(k-2)

For Jomt 2

uc(k) = 786 3 [ e(k)
1 885uc(k-1)

1 992e(k-1) + 0 922e(k-2) ]+
0 885ug(k-2)

For Jomnt 3

uc(k) = 780 5 [ e(k) - 1 816e(k-1) + 0 82e(k-2) ]+
1 773uc(k-1) - 0 776uc(k-2)

Fig416a, Fig416b and Fig4 16c show the mampulator model closed-loop response
over a specified trajectory using the lag-lead compensator The result 1s encouraging
The static accuracy 18

ess, = 1164x10°8
esg, = 164x1073
essa = 5 09X10'5

and the peak error

epk, = 0035
epk, = 0075
epks; = 003

The specification for jomnt 3 1s different to jont 1 and joint 2 It was found that
too much lag causes overshoot and oscillation 1n the response of joint 3

424 Conclusion on Lag-Lead Performance

Lead compensation results in an increased bandwidth and faster speed of response
For high order systems and systems with large error constants, large leads are required
for compensation, resuling in excessively large bandwidth, which 1s undesirable from a
noise transmission pomnt of view For such a system, lag compensation 1s preferred,

73



Fued Parameter Linear Control Techmques

provided the uncompensated system 1is not absolutely unstable

Lag compensation results m a reduction of the crossover frequency Thus the lag
compensator reduces the system bandwidth (crossover being a rough measure of
bandwidth) and the additional attenuaton of high frequencies mmproves the s/n (signal
to nowse) ratto A drawback of reduced bandwidth 1s that the nse tme t. 1s increased,
since tp o< 1/bw

To overcome the problems of Lead-only compensaton and Lag-only compensation,
Lag-Lead compensation 1s employed for high order systems and for systems with large
error constants Since a full lag compensator will reduce the bandwidth excessively, the
lag-section of the lag-lead compensator must be designed so as to provide partial
compensation only There 1s only one vanable parameter for the lead-section after the
lag-section 1s designed

These frequency domain compensators are similar in form to PID configuranons
PD control 1s simiar to Lead compensation, PI control and Lag compensation are
smmilar and finally, full PID control 1s similar to Lag—Lead compensation. Companng
the results of Lead, Lag and Lag-Lead, a Lead controller gives marginally the best

response of the three Lag compensation 1s not desirable for mampulator use, because
of the increased nse time effect.

43 Optimal Control

Opumal Control 1s well suited to the tracking or regulator control problem, since

optimal control can increase the speed of systems while also reducing oscillatory
behaviour

To design a;\ opimal controller for some process, a scalar valued cost function
J(use,... ), that realistically quantifies all the process factors of importance, is formed
Once one knows the required information about the plant, state equations or transfer
function and the cost function J, 1t 1s the role of optimal control to determme a

control sequence which will achieve the control objecives and simultaneously mimmize
the cost function [19]

Optimal performance 1s defined with respect to some specificaton. The quahty or
goodness of a system 1s represented by selectmg a suitable cost function An optmal
controller 1s then obtamed by mmmizing the selected performance index The most
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frequently employed cost functions are based on error or functions of error, or control

energy or functions of control energy

43.1 Properties of Optumal Control

1 The optimal control problem 1s solved for a particular plant, producing a dedicated
controller

2 The solution to the optimal control problem is designed with respect to a specific
input.

3 It greatly improves the time response

4 Controllers are the same order as the plant.

5 Stability 1s guaranteed

The design of optimal controller can be based on

1 Frequency domain analysis,
2 State Space (ime domain) solution, or
3 The Transfer Function approach

When desigming a controller certain specifications must be met. The quadratic cost
function J 1s of the following form

[T e2t) g +uzt) ¢ Ja (4 26)
0

where q and r are positive constants called weighting factors If q 1s large and r 1s
small, more weight 1s mmposed on the error, hence the controller is designed for the
tracking problem If however r i1s much larger than q, then the controller 1s designed
for power conservation [19]

432 Application to Robotcs

Littleworkhas been done 1n the area of opumal controllers for robotic
mampulators, due mamly to extremely heavy real-ime computatonal load incurred
when attempting to determine control parameters Also mechanical constrants place
severe physical limitanons on manipulator speed [20]

Some 1nterest has centered on the time optimal control of certain robots that do
not. need to perform coordinated motion In this instance the ndividual jonts are
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moved sequentialy m time, and what 15 sought is the sequence of separate joint

motions so that the overall motion 1s mimmized

As the computanonal power of robot controllers increases, optimal control will
become more feasible However 1t will also be necessary for novel mechamcal
structures and matenials to be developed that permit high-performance mampulators to
withstand the extreme stress encountered while optimal control 1s being executed

433 Controller Derivation

The objective here 1s to denve an expression for a Z domain opumal controller
The design of digital ume controllers 1s very similar to the connnuous control design
techmque The design 1s imtiated in the continuous domain and then transformed to
the discrete domain The solution to optumal open loop control 1s found, and then the
optimal output feedback solhuon 1s obtained [19]

The performance cnterion to be mmmmized 1s defined as follows
[ [ ext) q+uxt) r Jat
1]

Q 1s the error weighting matnx,
R 1s the control weighting matnx,
Output Y(s) = W(s) U(s),

Error E(5) = 1(s) - Y(s),

Control mput U(s) = C,(s) E(s),
Plant Transfer Function = W(s),

The gradient function 1s defined as

g=43dl (4 27)
du

Replacing the error e, in the cost function by r - WU, where W(s) 1s the system
transfer function This yields

g=(V'QW+R)YU-WQr (4 28)

and for optmality in the s domain, the transformed optimal gradient function g(s) 1s
analytic in the closed left half plane, 1e g(t) = 0
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The transformed gradient may be obtained as

g(s) = { WI(-s) Q W(-s) + R } U(s) - WI(-s) Q r(s)
: (4 29)

To manipulate the frequency domain gradient opumality condition, the operator

decomposition known as spectral factorisanion 1s required The matnx {WT(-s) Q W(s)
+ R} can be spectrally factored as

YT(-s) Y(s) = WI(-s) Q W(s) + R (4 30)

and also,

YO (-s)71 g(s) + { YE(-5)"" WI(-s5) Q r(s) ).
= Y(s) u(s) - { YT(-s)"" WI(-s) Q 1(s) }4 (4 31)

where { }, imples the enclosed function is analyuc n the closed nght half plane,
and { }. mmples an analytic function n the left half plane

Transforming to the discrete domamn equatons (430) and (431) become
respectively

U(z) = Y- "(z) { YTz 1)1 WI(z"7) zKe Q r(2) ) (4 32)
YI(z-1) Y(z) = WI(z-') Q W(z) +R (4 33)

Define P(z), where

P(z) 1(z) = { Y (2" WT (z7') zKO Q r(2) ),

(4 34)

P(z) r(z)

Y(z) U(z) (4 35)

and Y '(z).P(z) 1s the opumal open-loop controller matnx The optmal closed-loop
matnx 1s found to be

K(z) = Y '(z) P(z) [T - zKo W(z) Y '(z) P(z) ]! (4 36)
Let the plant transfer function

W(z) = 8(z)/o(2), (4.37)
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then,
Y)Y = WIzH) QW@ + R

=d(z-1).d(z)

6(z"') 6(z)

Optimisation 1s done with respect to a step input

3 r(z) =z
z-1

Let F(z) (the optimal open loop controller) be

Fo(z) = Y '(z) P(z)
this gtves

Fo(z) _z. = Y(z)' { oz

z-') ko Q z_ ),

z-1 d(z"') o(z™") z-1

The only part which 1s analytic 1s the DC part (z=1)

Fo(z) = Y(z)7' 81 (KoY, Q
d(1)

The required closed-loop controller 1s given from (4 36) as

K(z)

K(z)
o(1)

For the scalar case

{ Fo(z)™ - z7ko w(z))~

o(z) { d(z).d(1) Q' - z-Ko §(z)

d(z-") d(z) = 8(z"") 6(z) q +0(z" ') o(z) r

d(1) = { 8(1)2.q + 6(1)2 r )}
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The final controller equation 15 as follows

K(z) = o(z).8(1).q
d(z) d(1) - z°Ko §(z) 8(1) g (4 46)

434 Simulatnon Results

Refer to Chapter 2 for the linear decoupled models for the three primary joints
The following controllers are designed for joint 1 using the q and r values shown

1 q =100, r = 00001

K, (z) = 445 86 23 - 222 + 1.2439z - 0.1
z° - 1 458922 + 0 5395z - 0 0702

2 q=100, r =000l

K,,(z) = 273 645 22 - 2 22 + 1,24397 -
z3 - 1 8073z2 + 0 9497z - 0 1385

3 q=1000, r = 0001

K,,(z) = 692 493 z3 - 2 4+ 439z - 1
z3 - 1 5945z2 + 0 6964z - 0 0102

Tests are carned out on the robot simulator using these controllers to find which
give the best results When the best controller 1s found, the same q and r values are
used to design jomnt 2 and 3 controllers The value of r is chosen i proportion to the
sampling mterval, otherwise the closed-loop pole polynomial 1s very sumlar to the
open-loop equation

The velocines of jomnts 2 and 3 are set to sero to keep the jonts locked at
positonzero  The controllers K, ,(z), K,,(z) and K,,(z) are placed on the
manipulator model Supplymng a constant setpomnt to the control loop, the controllers
are evaluated on therr performance, using response time, overshoot and steady state
error as performance cntenna The control 1nputs are bounded between 140 This
restricts the q/r value.

Using K,,(2), (see Fig4.17a and Fig4 17b) the response 1s slow and a large
steady state error exists Using K, ,(z), (see Fig418a and Fig4 18b) the response has
immproved only shightdy from before However K, ,(z) (g=1000, r=0001), (see Fig4 19a
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and Fig4 19b) gives the fastest response with the smallest steady state error Hence
this controller 1s chosen to be the most suitable controller for jomnt 1, giving the best
responses with allowable control nputs

Using these results, ¢ = 1,000 and r = 0001 are the chosen parameter values

K, (z) = 83632 z2 - 2,1121z2 + 1,300z - 0,1887
29 - 1 802722 + 0 936z - 0 0702
K,,(z) = 696 65 z3 - 2,0362z2 + 1,225z - 0.1

z3 - 1 5837z2 + 0 686z - 0 1022

However K,,(z) does not give suitable results Its gan 1s reduced to 695 (the
proportional gain used for the other jomnts) to prevent oscillatory behaviour

Now these best controllers are apphed to track an mput trajectory All three
jomnts are moved through a considerable portion of their range Fig420a, Fig420b
and Fig420c show the control voltage nputs, joint positions and tracking error
respectively Investganon shows the peak error to be as follows

jomt 1 = 02 rads
jont 2 = 012 rads
jomt 3 = 01 rads

Therefore one can conclude that opumum control does not perform as well as PID or
even PD control techmques

435 Conclusion on Optimal Control

An optimal control system 1S a system whose design optimizes (mimmizes or
maximizes) the value of a function chosen as the performance index It differs from
the 1deal case m that the former 1s the best attainable in the presence of physical
constraints whereas the latter may well be an unattainable goal It 1s desirable that the
cntenna for opumal performance ongmate not from a mathematncal but from an
apphicaion pomt of view In general, however, the choice of a performance index
involves a compromise between a meanmngful evaluation of system performance and a
tractable mathematical problem [21]
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The solutton of an optimal control problem 1s to determine the optimal control
sequence u(k) within the class of allowable control mputs This mput u(k) depends on

1 Nature of the performance index,
2 Nature of the constraints,

3 Immnal state or mtal output,

4 Desired state or desired output

In the design method used here, the weighting function

"1 e2t) a + w2y 1 Ja

0

1s mmmumised The constants q and r are chosen depending on which type of control 1s
required The resulting controller mmnimizes thus function

The robot 1s a very complex model, mghly coupled and nonhnear The optimal
controllers designed above are based on three linear decoupled models for the three
pnmary jomts This means a substanbhal approximation i1s made before the optimal
solution 1s applied, and thus in fact defeats the pomnt of finding the optimal solution

Companng the optumal control approach to other control methods, 1ts tracking
performance 1s poor compared to PID control A more complicated approach 1s needed
here, nonhnear optimal control 1s requred which 1s more complex but should improve
the closed-loop performance substantually to justfy its use

44 Predictive Control Methods

The concept of predicve control was ntroduced by Richalet [23] in the late
seventies Predictive controllers are based on a prediction of the future behaviour of
the process to be controlled These predictions are based on a model of the process
that 1s assumed to be available For thus reason predictive controllers are sometimes
denoted internal model controllers Not only simple processes (eg first or second
order without time delay) but also difficult processes (e g processes with a long time
delay, non-mimmum phase and unstable processes) can be controlled by predicuve
controllers without the designer having to take much special precautions Moreover, m
contrast with other control methods, predictive controllers have shown themselves to be
remarkably robust with respect to model mismatch Further, 1t 1s claimed [23] that
predictive controllers are easy to tune, even by people who are not control engineers

81



Fuxed Parameter Linear Control Techmques

The predictive control concept 1s not restricted to lmnear single-input, single-output
(SISO) processes, but can also be applied to linear multi-input, mult-output (MIMO)
processes and to nonlinear SISO processes

Vanous algonthms exist at the present moment but four basic pnnciples are
fundamental to the control concept in each

1 The Intemal Model

2 The Reference Trajectory
3 Algonthmic Control

4 The Self Compensator

The reference trajectory 1s the method used to connect the actual process state to
the desired dynamic setpoint. A Reference Trajectory s mmtiated from the process
output that will tend towards the setpoimnt Cp according to a desired dynamic path,
over a predicton honzon The nature of the reference trajectory 1s open, but usually
chosen as

S¢(1) = a! S (k) + (1-al) Cp 1 =1,2, H
(4 47)
a first order curve with decaying error between 1itself and the set-point

Sy = reference trajectory output,
S, = measured control vanable,
S

o and H are the tuning parameters (H 1s the predicton horizon)

model output,

The match between the Reference Trajectory and the predicted process output 1s to be
looked for, mamnly for controllability reasons, on a particular future honzon called the
Comncidence Honzon

Any mismatch between plant and internal model will result in an error or offset
from the setpoint. A compensation technique compensates for mismatch and corrective
action 1s taken Also a disturbance may be present at the output and the compensation
techmque allows the process output to retum to the setpomnt. In any real life situation
an exact model of a plant 1s not practucal and there will always be some mismatch
present The purpose of the control action 1s to keep the output at a set value, and so
to nulifythe effect of the mismatch or disturbance The speed of the error
compensation depends on the tuning parameters [25].
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44.1 Full State Feedback (Adapted Monoreg Algonthm)

The Monoreg algonthm uses a convolution internal model but 1s adapted here to
a State-Space representation. This algonthm 1s denved in the same fashion but with a
State-Space Model Certain assumptions are made durng the denvauon of ths
algonthm which mhibit the performance shghtly The results section determines the
suitability of thus algonthm for mampulator control apphications

44.1.1 Algonthmic Denvation

The Monoreg control algonthm [24] 1s obtamned by expressing the comncidence, at
the end of the prediction honzon, between the desired increment of the system output
through the reference trajectory and that of the model output, 1€

Sr(H) - Sy(k) = S(k+H) - S(k) (4 48)

where,

S, = measured control vanable,
Sy = reference trajectory output,
S = model output,

H = prediction honzon,

k = present sampling instant.

The general State-Space description of a system can be wrtten as follows

x(k+1)
y(k)

A x(k) + B u(k)
C x(k) (4 49)

The general solution 1s

k-1
y(k) =C [ AK x(0) + I Ak-1+1 B u(1) ] (4 50)
1=0
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Consider the followmng arbitrary state trajectory as k increases (see Fig 4 21)

A
x(4)
x(3)
x(2)
x(1)
x(0) k»
k=0 k=1t k=2 k=3 k=4
k'=0 k'=1 k'=2 k'=3
k"=0 k"=1 =2
Fig421 An Arburary State Trajectory
Now
y(1) = C { A* x(0) + A° B u(0)}

C { A x(0) + B u(0)) (4 51)

Defining a new imnal condition

x'(0) = x(1) withk’ =0

k’-1

y(k) = C [ AK" x(0) + 3 AK'-1+1 B u(1) ] (4 52)
1=0

y(2) =C (Ax(1) +Bu(l)} withk =2, k’= 1

X'(0) = x(1)
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The general expression for y(k) with all the states being measurable 1s

y(k) = C { A x(k-1) + B u(k-1)} (4 53)

At ume t+H (end of the prediction horizon)

k+H-1
y(k+H) = C [ Ak+H x(0) + § Ak+H-1+1 B y(1) ] (4 54)
1=0
eg k=1
H+1-1
y(H+1) = C [ AB+1 x(0) + £ A+1-1+1 B y(1) ]
120 (4 55)
H-1
5 y(H+l) = C [ AH x(1) + T AH-1%1 B u(1+1) ] (4 56)
1=0
H-1
> y(H+2) = C [ AH x(2) + T AH-1+1 B y(142) ] (4 57)
1=
In general
H-1
y(H+k) = C [ AH x(k) + T AH-1%1 B u(1+k) ] (4 58)
1=0

Looking at the summation terms

H-1
T AH-1+1 B y(14k) = AH-1 B u(k) + AH-2 B u(k+1)

1=0 + + B u(k+H-1)

Our control strategy 1s to assume that the mv remans constant over the prediction
honizon 1¢e

u(k) = u(k+1) = u(k+2) = = u(k+H-1) (4 59)

This later leads to restrichons on the performance of the algonmthm with respect to
disturbances on the output
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H-1
T AH-1+1 B u(1+k) = { B + AB + + AH-1 B} u(k)
1=0

Equation (448) can be wrntten 1n state-space terminology
SKH) - Sy = Y(+H) - Y(K)
SiH) - S,k = (1-oH) { Cp - S,M))

y(k+H) - y(k) =C { AH x(k) }+C (B +AB+ +
AH-1 B )} u(k) - C x(k)

(4 60)
Let P=C {B+AB+ + AH-1 B }
= scalar for the SISO case (4 61)
3 (1-al) (Cp-So(k)) =C (AH x(k)) + P u(k) - C x(k)
(4 62)
Thus the mampulated vanable 1s calculated by
u(k) = (1-af) (Cp-S,(k)) - € (AH-1) x(k)
P (4 63)

Two tuming parameters must be chosen, oo and H Tumng 1s done m the Time
Domain.

o = exp(-T/1) 0 <ac<l

where Tt 1s the system tme constant and T 1s the sampling interval For a fast
response with high mtial control inputs use

The equation for u(k) 1s quite sumple, since C(AH-I) and P are constants and can be
evaluated off-line a prion
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4412 Properties

1 The assumption that the setpoint 1s constant over the prediction horizon restricts 1ts
application to regulatory control

2 The robustness follows from trying to dnve the output to the setpoint at the end of
the prediction horizon and not at the next sampling instant.

3 The Pnncipal of Receding Honzon 1s used At the sampling instant k a reference
trajectory 1s 1mtialized from the process output to the setpomnt at the end of the
prediction honzon Using this reference trajectory the controller output 1s calculated
But at the next sampling wnstant k+1 the whole procedure 1s repeated, with a new
reference trajectory being imnialized The predicnon honzon is continually receding mnto
the future [24]

44 1.3 Sumulation Results

To demonstrate the effect o has on the closed-loop response, different values are
used keepng H constant The test 1s done with constant setpomnts With o = 07
convergence takes approximately 12 seconds (see Fig422a and Fig422b) but with o
= 03 the response 1s faster and higher imutial are apphied to the process (see Fig423a
and Fig423b) The optimal tuning parameters are chosen from these tests to be
=07 H =10

Using these values for the tuning parameters, each of the pnmary jomts 1s
controlled over a specfied trajectory (see Fig424a, Fig424b and Fig424c). The
controller performs with good accuracy, giving a peak error for each jomnt of

3v = 003 rads
J2 = 003 rads
J3 = 005 rads

442 Output Feedback Control

This method incorporates predicuve control and a mathematical techmque called
System Inversion The two methods are used together because 1t 1s possible to
generate exact inverse models for nonlinear systems Hence the control of nonlinear
systems 1S possible whenever the inverse model can be generated umquely [22]. Using
this control techmque, no local or global lineansation transformation is necessary for
nonlinear control The imtemal on-line model of the plant m ths techmque 1s an
inverse model, generated quite easily from the approximate linear models for each of
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the robots primary joints

442.1 Algonthmic Denvation

The control equation 1s calculated for a general thuird order model Consider the
following transfer function (22]

G(z) = a, z2 + a, z + a,
z3 +b, z2+b,z+b,
G(z) = Y(z)
U(z)

Calculate the inverse model by cross muluplying and taking the inverse Z transform,
1e converting the transfer function to a difference equation. For the general case
above

a, u(k+2) + a, u(k+l) + a, u(k) = y(k+3) + b, y(k+2)
+ b, y(k+1) + b, y(k)

Isolate the u(k+2) term (4 64)

e u(k+2) = { - a, u(k+l) - a, u(k) + y(k+3) + b, y(k+2)
+ b, y(k+1) + b, y(k)}/a,

(4 65)
If the following assumption 1s made
u(k+2) = u(k+l) = u(k) (4 66)
Then equation becomes
3 u(k) = - { y(k+3) + b, y(k+2) + b, y(k+l)
+ b, y(k)}/(a,+a+a,) (4 67)
If u(k-1) = uk) then .
3 u(k) = { y(k#4) + b, y(k+3) + b, y(k+2)
+ b, y(k+1))}/(a,+a,+a,) (4 68)
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so there 1s no dependence of u(k) on y(k), which means that the algonthm u(k) 1s
dentved only from pomnts on the reference trajectory Also since four nputs (past and
present) have been equated together then H = 4

The vanable y(k) 1s the jomnt posiion at time k A reference trajectory based on
this value of y(k) 1s mtiated to generate the outputs necessary to calculate the control
input. The reference trajectory takes the form of a first order curve

yr(k+1) = al y(k) + (1-al) Cp where Cp = setpoint
(4 69)

The control algonthm presented above 1s open-loop and no compensation takes place
mn the presence of model mismatch or a disturbance on the output. Two types of
compensation techmques are possible The first type assumes that the error over the
prediction homnizon 1s constant, and the other type tmes to fit a first order polynomial
to the future error based on past measurements, using the method of Least Squares
The predicted error 1s then added to each pomnt on the reference trajectory which
adjusts the control mput to compensate for mismatch or disturbances It 1s better to
use the second method of compensaton because 1t can overcome severe mismatch, due
to the structured form of the future error

4422 Properties

1 The assumpuon that the setpoint 1s constant over the prediction honizon restricts its
application to regulatory control but the error compensation techmque helps reduce the
error when tracking varymng setpoints

2 The robusiness follows from trying to dnve the output to the setpoint at the end of
the predicton honzon and not at the next sampling instant.

3 The Pnncipal of Receding Honzon applies also

4 This algonthm 1S not computationally complex The internal model used 1S an
inverse model, a simple linear equattion The most computationally complex part of the
algonthm 1s m computing the coefficients of the first order error polynomial

4423 Simulation Results

Based on the simplified model for the PUMA 560 the following nverse models
result for joint one, two and three respectively

u, (k) = 24471 69( y,(k+4) - 2 0552y, (k+3) +
1 2439y, (k+2) - 0 1887y, (k+1) )
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u,(k) = 73701 39( y,(k+4) - 2 1121y,(k+3) +
1 3003y,(k+2) - 0 1887y,(k+1) }
u (k) = 18428 47( y,(k+4) - 2.0352y,(k+3) +

1 2234y ,(k+2) - 0 1884y,(k+1) }

To find the optimal parameters, firstty multi-joint control with constant setpoints
1s tned For the models denved above the prediction honzon has a value of four This
can be extended if one so desires The value of o has to be chosen to provide a
sufficiently fast response without having too severe control nputs

With o, equal to 095, the response 1s fast, there 1s little overshoot and the static
error 18 low (see Fig4 25a and Fig4 25b) Reducing o4 to 085, undesirable results are
achieved, 1e¢ a large stanc error 1s present (see Fig426a and Fig426b) The value of
o should be close to umty since the sampling frequency is 200Hz. Trying to dnve the
close-loop system too fast, results m unsatisfactory results since the inverse models are
only lnear approximations to the actual system. The best tuning parameters are chosen
to be oy = 095 , H = 4 Tracking a path using these parameters results in a large
peak error (see Fig4 27a, Fig427b and Fig 4 27c)

j1 = 02 rads
12 = 03 rads
313 = 025 rads

443 Conclusion

The revised Monoreg Predictive Control Algonthm performs well 1n the simulation
expennments  Although, this algonthm 1s only for regulatory control and one of its
assumptions that the control mput remams constant over the prediction honzon, it sull
performs well when asked to track a specified path This 1s due to the fact that the
trajectory 1s sampled at intervals of Smsecs, and i that time the setpomnt does not
change very much

This algonthm performs better than PD or Optmal Control Computationally 1t
requires some off-line calculanon before the algonthm 1s imbated The on-line

computaion 1S not very demanding on processor time, therefore this algonthm 1s
suitable for manipulator control
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The second algonthm 1s not computationally complex and it 1s easy to denve the
control law provided a model of the system exists However the performance of this
algonthm on the PUMA 560 model 1s poor, with a large tracking error and poor
static accuracy compared to the previous algonthms This algonthm 1s not swuitable for
high precision manipulator tasks

4.5 Summary

Several fixed parameter control algonthms are presented m this chapter These
algonthms range from the classical controllers, like PID and Optmal Control, to the
modemn control techmque of Predicive Control Frequency Domamn Compensators are
also discussed The performance of each of these algonthms is investigated on the
robot simulator to determine the most suitable controller for manipulator-type robots
Several cntena are used to pick the best algonthm and this 1s discussed in a later
chapter

The tuming of such algonthms 1s as diverse as the algonthms themselves PID
can be tuned using the Zeiger-Nicholas rules or using a Pole-Placement scheme
Lag-Lead configuratons are tuned using the Bode design techmque. Optimal Control
optimizes (minimizes Or maximizes) a cost functon based on the system parameters
for given values of q and r Finally, Predicive Control 1s tuned in the Time Domam
Two parameters determine the closed-loop response and a few simple rules are used to
determine their values

From the results presented mn this chapter, full PID compensation performs better
than the other techmiques It has an extremely low static error due to the integrator m
its acton Also the peak error values recorded when tracking a specified trajectory are
the lowest in magmtude of the controllers presented here The Adapted Monoreg
Algonthm 1s a close second place Its sumplicity is its advantage Lead Compensaton
also performs well but the optimal control techmque does not seem suited for
mamipulator control The assumptions before solving for the optimal controller are the
downfall of thus method However vanations of nonlinear optimal control are currently
under 1nvestigation and the results could prove encouraging. The second Predictive
Control method 1s not suitable for use mn this area The hnear models do not specify
the jont dynamics sufficiently and the algorithm suffers from this maccuracy
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Fixed parameter algonthms suffer from several disadvantages due to their lack of
flexibiity Adaptive controllers, which are discussed n Chapter S, can overcome some
of these problems by continually updating the control gains Using the results from an
identificaton the controller parameters can be denved These gains are continuously
adapted to cater for varymng conditons Because the robot 1s highly nonlinear, 1ts
parameters varymng widely over its operaung range Thus 1t 1s better to varymng the
controller gains also Linear and nonlinear adaptive routines exist but only the linear
techmques are investigated
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o Fig426b Plot of Joint Positions versus Time for Constant Setpoint Demands
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Fig 4 9a Bode Plot of K G(s)
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Fig 4 9b Bode Plot of K(s) G(s)
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Fig 4 12 Bode Plot of K(s) G(s)
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CHAPTER 5

ADAPTIVE CONTROL STRATEGIES

In the last chapter, it 1s assumed that all the robot joints could be represented by
linear models that are fixed with ttme In fact, thus 1s true for virtually every
mampulator controller currently being manufactured A number of robot controllers do
permit the user to specify the load before performing any move operations. Parameters
that give the best (compromise) performance are then downloaded from a table located
m memory This 1s a form of adapuve control, called Gain-Scheduling and has been
used for years in the field of missile guidance [62]

To 1mpf'ove the performance of the robot, the area of adapuve control 1s
mvestigated Dynamically compensatng for mertial load vanation, by constantly
adjusting servo parameters, results in improved operation charactenstics, but safeguards
must be taken In thus chapter, some of the fixed gain controllers. of Chapter 4 are
transformed to adaptive routines to observe the improvements, if any Single-loop
adapuve control schemes are examined here. This type of adaptive controller may also
compensate (to some degree) for interaction between jomnts Before adaptive control is
performed, a suitable parameter 1denuficanon routme 1s requred. Many routines are
available, and these are discussed with reference to the robot Adapuve Control can be
divided mto two classificanons Exphicit control 1s where the plant parameters are
calculated in the recursive 1denufication, n contrast to the imphcit type where the
idenuficanon produces the controller gamns Thus, the control design step has been
avoided (see FigsS 1)

Nonlinear control theory 1s a topic of continued investigation. It i1s by no means
an area of general theones, and nonlinear control methods are very specific in therr
apphcanons. Adaptive control can be used to control nonlinear processes and can be
apphed to a wide vanety of applications.
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Hence, the area of adapuve control 1s concemed with the study and design of
controllers and regulators that adjust to the varying properties of the controlled process
AGC (automanc gain control) in radio, which adjusts the receiver gamn so that 1its
output level is relattvely constant over a wide range of input signal amplitudes, 15 an

example of such an adapuve system

5.1 Idennfication Techmques

The Method of Least Squares 1s the most commonly known idenufication
algonthm Two different types of identificanon are possible

1 Off-line or Batch identification

2 On-line or Recursive 1dentification.

There are two advantages of recursive 1dentification over off-line identificanon One 1s
that the decision of what model structure to use has to be made a prnion, before
staring the recursive identfcaton procedure In the off-line situation different types of
models can be wmed out. The second advantage 1s that, with few exceptions, recursive
methods do not give as good an accuracy of the models as off-ine methods
However, dunng adapuve control, 1t 1s necessary to infer the model at the same time
as the data 1s collected The model 1s then updated at each sample instant when some
new data becomes available [26]

Least Squares 1s the method of identfcation used here. It 1s a flexible routine
and 1t 1s easy to change the number of identified parameters A parameter vector 6 1s
esnmated from the measurements of y(t) Thus estimate 1s chosen by mummizing what
1s left unexplamned by the model, 1e the equation error e(t) Mimmizanon 1s done
with respect to 6 Vanauons on the basic Least Squares algonthm exist. A model 1s
put on the error m Extended Recursive Least Squares. This helps to reduce any bias

that may exist i the presence of non-white noise. These extensions are explamed m
the following sections.

5.1.1 Recursive Least Squares (RLS)

When opumal control theory has been apphed to the construchon of robot
controllers, a common siumphficaion of the above model 1s to assume that the

couphing terms, due to the other jomts, can be neglected [27][28] By assuming this,
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and by assuming that the PUMA 560 system parameters are slowly time-varymng with
neghgible measurement noise, 1t 1s possible to apply the simplest form of RLS to the
identficaton of this robot’s parameters This model can be wrtten as

y(k) = A(qQ M)y(k-1) + B(q M)u(k-1) + e(k) 51

If the parameter vector 6 and the regressor informaton vector ® are defined as

oT

(a-‘s ,an,b1, vbn) (5 2)
and

6T = [ y(k-1), ,y(k-n), u(k-1), ,u(k-n)] (5 3)

then the model can be wntten as
y(k) = 0T 0(k-1) + e(k) (5 4)

The parameter esumation problem 1s to find the estmates of the unknown parameters
which mmimize the loss function

m
E(8,) = E%T 121 (e (k) ]2 (535)

where ¢,(t) 18 the prediction error n the parameters of jomnt 1, and m 1s the number
of parameters being esumated. The prnnciple underlymg Least Squares 1s that by
mimmizing the predicton error 1t 1s possible to mmmize what 1s unexplamned in the

model The soluton to the Least Squares problem 1s furmshed by the following
recursive equations [26]

B (k) = 8, (k-1) + P(k)®(k-1) [ y,(k) - 6T, (k-1)®(k-1)]
(5 6)

P(k) =_1_J P(k-1) . P(k-1ok-DOT(k-DP(k-1) ] (5 7)

m u+ 0l(k-1)P(k-1)0(k-1)

where P is the covanance matnx (2nx2n) of the estimaton errors and L 1S what 1s
known as the forgetung factor The P matnx 1s a posiive defimte measure of the
esimation error and 1ts elements tend to decrease as tme increases It 1s therefore

necessary to iutiahize the elements of this matnx to some large value, to ensure that
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its elements do not tend to zero too rapidly If this occurs equation (S 6) reduces to

and the estimated values become constant before they have converged to a value close
to or equal to the true model parameters An mtal value [29] of 1000 on the
diagonal eler;lents of the P matnx should prevent thus problem occurnng Once the
esumates have reached their true value, the P matnx elements tend to zero As a
resuit, any parameter which dnfts with time mn the system will only be tracked unul
the P elements become zero To overcome thus, [29] suggests the use of a forgetung
factor (u) This factor can be used to account for an exponential decay of past data
in tracking a slow dnft in the system parameters It works by dividing the elements
of the P matnx by a value less than 1 This prevents the elements of P becoming
zero The value of | 1s generally in the region of 095 to 10 A value of u equal to
095 results 1n an esumanon method which 1s capable of tracking time vanance in the
system parameters but whuch fails to converge totally to 1ts true value. To obtamn a
tradeoff between good estmates and time vanance momtonng, [29] suggests the use of
an exponenual forgetnng factor which tends towards a value of 1 as time tends to
mfinity The forgetting factor chosen for this application 1s given by

p(t) = 0 95u(t-1) + 0 95 (5 9)

with u(0) equal to zero

512 Modifed Recursive Least Squares (MRLS)

This method 1s based on the least squares model just descnbed This more
comprehensive autoregressive model can be wntten as

y(k) = A(q")y(k-1) + B(g"u(k-1) + h + e(k) (5 10)

where h 1s a forcing term intended to include the nonhinear effects of torque-dependent

terms. In this case, the parameter esumates and the regressors can be wntten m the
following vector format

6T = (a,, ,ap,b,, ,bg.h,) (5 11)

and,
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o = [ y(k-1), ,y(k-n), u(k-1), ,u(k-n),1]
(5 12)
The autoregressive model can be wntten as
y(k) = 0T d(k-1) + e(t) (5 13)

This 1s the format required, and it 1s possible to apply the loss function of equaton
(55) for mmmzing the prediction error This results 1n the parameters being identfied
by equanons (56) and (57) To ensure that tus estimauon method has the same

ability as the RLS algonthm to track time varying parameters the same forgeting
factor scheme 1s used

5.13 Extended Least Squares

This method attempts to esimate a model for the noise present 1n any system, as

well as the system model itself This model can be wntten in time series form as
follows

y(k) = A(@"")y(k-1) + B(q"")u(k-1) + C(q"")e(k) + d(k)
(5 14)

where C(q"') 1s the polynomual contaiung the parameters of the noise model and d(k)
1s called the loaded disturbance vanable In this case, the parameter estimates and the
regressors can be wntten m the following vector format .

6T = (a,, ,ap,b,, .bp.C,» .cp) (5 15)
and,
o = [ y(k-1), ,y(k-n), u(k-1), ,u(k-n),e(k), .e(k-n+l)]
(5 16)

The autoregressive model can be wntten as

y(k) = 8T &(k-1) + e(t) (5 17)

115



Adaptive Control Strategies

This means that equauons (56) and (57) can be used to update the parameter
esumates of the model Once again the same vanable forgeting factor 1s used to track

parameter varations
5.14 Nonlnear Least Squares

This method attempts t0 esumate a model for the residual as a combinatnon of
linear and nonlinear funcuons It does this by formulaung the autoregressive model

{307 as follows

y(k) = A(q~")y(k-1) + B(q ")u(k-1) + C(q~")e(k) + N(k)
(5 18)

where C(q™') 15 the polynomial contammng the parameters of the noise model and N(k)
1s a nonlinear polynomial defined by

N(k) = n,u2(k-1) + n,u®(k-1) (5 19)

In thus case, the parameter estimates and the regressors can be wntten n the following
vector format

eT = (a-|1 ,an,b1, ,bnvc1v ,Cn,n1,n2) (5-20)
and
of = [ y(k-1), ,y(k-n), u(k-1), ,u(k-1),e(k), ,e(k-n+l),
u?(k-1),u3(k-1)]
(5 21)
The autoregressive model can again be wntten as
y(k) = 6T 0(k-1) + e(t) .(5.22)

5.15 Results
Using the basic RLS algonthm, the parameters of each of the jomnts can be
identified A second order model 1s idenufied for each jomnt. The following results

show the performance, which proves to be satisfactory m a control environment. A
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pseudo-random bimnary sequence (prbs) is used as input to each of the jonts to
sumulate sufficiently the dynamics of the model Fig52a shows the numerator
parameters, while Fig52b shows the denominator coefficients. These resuits are
obtaned with P, = 10,000 and 0 = 09 The results shows that the identifier 15 1n
adaptive mode, 1¢ the parameters converge to thewr values quickly but never actually
settle at a constant level In Fig53a and Fig53b, p = 095 and a slower response 1s
obtained, where there 1s less oscillaon by the parameters about their true values.

The other idennfication techmiques are not investigated in this project. Jones (7],
wasinvolved i the analys;s of this area He concluded that the nonlinear
identificaton technique results mn a loss function lower in magmtude to the other
methods Hence, this method gives the best parameter estimates This 1s because the

model idenufies a linear and a nonlinear part Extended Least Squares also proves to
be a good identification tool

5.1.6 Conclusion

Although Recursive Least Squares 1s the simplest of the algonthms, 1t 1s suitable
for robotic apphcanons Using input/ouput data, a second order model can be idennfied
where four parameters are calculated These parameters are used to calculate the
adapuve controller gams. The choices of forgeting factor and P, influence the
idenufication performance The routine can be tuned for fast or slow parameter
convergence, or can be tuned to deal with highly ttme varymng parameters.

52 Adapuve PID Controllers

In an adapuve PID controller, the control parameters are obtamed using an
idenufierand a control design techmque The design techmque 1s based on
pole-placement in both algonthms presented here Full PID, as observed before, should
perform better than just PD control

52.1 An Adapuve PD Control Algonthm
The algonthm presented here 1s denved from Chapter 4 Pole~Zero cancellation 1s
employed [31] A second order model 1s identfied for the mput/output data. The

identificanon results m four model parameter estimates. No additonal prbs input 1s
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required to ensure successful results
52.1.1 Controller Derwation

From Chapter 4, the transfer function for a PD controller 1s

K(z) = (Kp h+Kg) [ z - Kd/(Kp h + Kq) ] (5 23)
h z

The 1dentified model 1s

Y(z) = b,z +b, = bz + b, (5 24)
U(z) z? + a,z + a, (z - py) (z -Dpy)
where p, = 1 and
p, = -a, + (a,2 - 4&0)% (5 25)
2
Canceiling p, gives
Kd = p, (5 26)
Ko h + Kq
and
Ke - P2 B (5 27)
Kp 1 - p2

An extra design requrement 1s needed to determine the control gains umquely One
can use either phase margin or an error specification as the extra design cntenon.

Proceeding as in Chapter 4, specify Ky to find Kp and K4 From the forward transfer
funconon, Ky 1s found to be

Ky = (b, + by).(Kp.h + Kq)

(5 28)
h

and thus
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K =p, Ky h (5 29)

o

+

(=2
o

52.12 Simulation Results

If Ky = 1/5, for constant setpowmnts, the response 1s shown m Fig54 The
response 1S good, and the static error 1s low,

1

€ssq = 0
g, = 21x1074
| ez = 2x107S

i
)

This 15 a considerable improvement on the fixed gain PD controller Fig55 shows the
response to a vanable reference mnput The peak error for each joint 1s

epk1 = 006
epk, = 006
epks = 008

4

aﬁd agan these figures are lower than in the fixed parameter case. Hence the adaptve
|
al'\gomhm 1s a more efficient control algonthm

I
|
‘:
522 Full Adapuve PID Control

|
|

The fixed parameter PID algonthm 1n  Chapter 4 1s tuned using the
Zéxger~N1cholas Ulumate Sensiivity Method Here, a pole placement techmque is used
to compute the controller parameters [32] In this algonthm a traimng, or learming
penod, 1s used, ;n which the robot parameters are 1idenufied, so that good mmmtal
estumates are obtamned when control commences

v

!

522.1 Controller Dervanion

t

1
i

Consider a single mput single output, discrete, time invanant second order model
for each robot jomnt

i
t

A(z"")Y(z) = z"'B(z"")U(z) (5.30)

119



Adaptive Control Strategies

where
Az =1+ a,27"' + a,z7% and
B(z') = byz' + b,z7? b, %0

Consider the following PID structure, given 1n velocity form

S(z) U(z) = R(z) E(z) (5 31)
where

=(1 -2 (1 +s,z27") (5 32)

R=1+r,+r,27" + 1,272 (5 33)

The error e(k) 1s given by

e(k) = up(k) - y(k) (5 34)
where up(k) 1s the setpoint sequence
Hence the closed-loop system 1s .

(AS + z"'BR) Y(z) = z"'BR Up(z) (5 35)

The PID has four parameters, and it 1s possible to select these parameters to fix the
closed loop poles To posion the closed-loop poles, S and R must satisfy

AS + z7'BR =C (5 36)
where
C=1+c¢27" +¢Ccz72+Cyz2"% + C z74 (5 37)

C 1s the closed-loop pole polynomial chosen by the designer Four simultaneous
equanons result, and solving these give r,, r,, r, and s,

The solution to the design problem 1s as follows

s, = num/den . (5.38)

num = (C,-b,-a,+a;) - (c,+l-a,-b,) b, - b, (a,+c,-b,c,/c,)

b b
o (5 39)
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den = -b, - b, (a,-a,) - b2 a, + (a,-1)

b, b, b,? (5 40)
r, = (C,+1) - (a,+byt+s,) (5 41)
bO
r, =c, +a, - by (a,s,+c,)/b, + (a,-a,) s, (5 42)
b,
r,=C, + a, s, (5 43)

5222 Sumulation Results

The forgetung factor (W) for each jont 1s set to 0995 and P, = 1,000 The
idenuficanon 1s tuned so that large vanations in the controller gamns do not occur
Large parameter vanation causes problems when full PID control 1s used, due to the
sensiivity of the closed-loop system Fig56 shows the simulation results when the
above 1dentificanon tuning 1s used The C pole polynomial i1s chosen to have two
stable poles Thus c, and c, are zero The results show that the adaptive algomthm
does not perform as well as 1ts fixed parameter counterpart, but this algonthm 1s still
switable for lgh precision mampulator tasks The peak error for each joint 1s

epk, = 0006
epk. = 0006
epk 3 =002

and the statuc error 1s very low for each joint.

Using only a self-tumng PID (e the 1denuficanon 1s tumed off after the

leaming period) gives the results in Fig57 The control here i1s similar to fixed gam
PID control

523 Conclusion

The adapuve PD controller 1s a significant improvement on 1ts fixed parameter
counterpart.The staic and peak emor values have lower magmtude, therefore
Justification for the extra algonthmic complexity exists. The control design section 1s
the same for both algonthms.
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The adapuve PID performs well, but 1t is felt that there 1s no justficaton for an
adaptive PID algonthm based on the resuits found here Maybe for widely varying
loads and high speed movement along specified trajectones, the adaptive algonthm
couldbesuitable, but for industmal use, the extra complexity 1S not justified
Operaton over a wide range of conditions (especially load vamnatons encountered In
Pick and Place tasks) should show improved response

5.3 Model Reference Adaptive Control (MRAC)

The Model Reference Adaptive System (MRAS) 1s one of the mam approaches to
adapuve control The desired performance 1s expressed in terms of a reference which
gives the desired response 10 a command signal The system also has an ordinary
feedback loop composed of the process and the regulator The emor 1s the difference
between the outputs of the system and reference model. The regulator has parameters
that are changed based on the error There are thus two loops; an outer loop which
adjusts the parameters n the mner loop, and an mner loop which provides the
ordimary control feedback (see Fig S 8)

There are essentially three basic approaches to the analysis and design of a
MRAS,

1 The Gradient Approach
2. Passivity Theory
3 Lyapunov Functions.

The gradient method 1s used here It 1s important to note that the gradient approach
will not always result in a stable closed-loop system, but the design 1s simpler than
the other methods mentioned This observation mspired the apphicauon of stability

theory Lyapunov’s stability theory and the Passivity theory have been used to modify
the adaptation mechanism

53.1 MRAC : The Concept

For a system with adjustable parameters, the model reference adapuve method
gwves a general approach for adjustng the parameters so that the closed-loop transfer
funcuon will be close to the prescnbed model. This 1s called the Model-Following
problem. One important ’quesuon 1s - how small the error can be made? This depends
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on the model, the system and the command signal If it 1s possible to make the error
equal to zero for all command signals, then Perfect Model-Following 1s achieved
Optnmization methods are natural tools in MRAS design Perfect model-following can
only achieved in 1dealised situations

532 Controller Denivation

This method 1s based on the Independent Joint Control Method of Sensiavity
Analysis [33] (see F1ig59) The mampulator dynamic equation can be wnften as

8p1dp1 + bp1dps + Qpy = (L) (5 44)

where ap and bpl are funcnons of changing coefficients with the operaton
environments of the system The reference model 1s given by

ami9m: + bm9mi + 9mi = (1) (5 45)

The sensiuvity approach 1s based on adjusting the parameters an; and bp, in order to
mimmize a quadratc (or objective) function of the generalized output error,

e(t) = gpu(t) - qp(t) (5 46)
Consider the following error function
t
f(e) = 4.[ (doe + dye + dye )2.dt (5 47)
0

where d;, 1 = 0,1,2 are the weightng factors Let the parameters 3y and by be
adjusted in order to mimimize this mtegral This 1s realized by making small vanations
In ap; and by, such that

ap,(e,t) = -o; 9 [ of(e) ]

at i)apl (5 48)
bpl(e,t) = ‘[31 Q [ ngigl ]

at abp, .(5 49)
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Substituting (547) mnto (548) and (549) using (546) gives

ap;(e,t) = a; (dee; +d,e, +d,ey) [ dy dqpy + d, dgp; + d, dqp, ]

(5 50)

bpy(e.t) = By (dge; + dye; + dyey) [ dy dqpy + d, dqp; + d, dqp; ]

(5 51)
where

anl and anl

are the sensiavity functions of the adjustable system with respect to 3y and bp1
respectively, and oy and 3, are posiuve constants known as the adaptanon gans.

For slow adaptaton (e 3 and bp1 change with slow rate), the adaptation
mechamisms reduce to

ap;(e,t) = a (dsey, + d,ey +d,ey) [ dg uy +d, uy +d,.uy ]
(5.52)

bpi(e.t) =By (dey +dyey +dyey) [ dywy +d, wy +d, W ]

(5 53)

where

Uy =ddp; and W1 = ddp,

and the above assumption (slow adaptive rate) results in the following differennal
equations

aplul + bplul + u, = 'qpl (5.54)
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aplwl + bplwl + Wl = 'qpl (5 55)

The rates of adjustment of the control gains can be calculated from (556) and (557)

Kp,(e,t) = -apl(e,t) Kpl(e,t) (5 56)
apl(e,t)
Kdl(e,t) = bpl(e,[) Kpl(e,t) - apl(e,t) Kdl(e,t)

apl(e,t) (5 57

These equations, (556) and (557), cannot be solved for the sensiivity functions,
and w, because the coefficients apl(e,t) and bpl(e,t) are not available, since they are
functons of the unknown coefficients of the controlled plant and the adjustable
controller gains Two further assumptions are needed

1 The parametric distances (Py = amy - 2p, Py = by - by are very small, apy
apl(e,t), by = bpl(e,t)

2 The output generalized error (¢ = gy - qp) 1s small.

Introducing these two supplementary assumptions mto equations (5 54) and (555) yelds
a set of differentnal equations of the form

amyuy + bpyuy + Uy = -, (5 58)
amlwl + bmlwl + Wl = 'qml (5 59)
and the rates of the adjustment of the control gans are
Kp,(e,t) = -ap,(e,t) Kpl(e,t) (5 60)
amy
K4y (e.t) = bpj(e,t).Kpi(e,t) - ap;(e,t) Kgy(e.t)
am (5 61)
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Hyperstability and Posiavity Concept : Popov’s hyperstability theory 1s used to
determme the coefficients of the adaptation gamn. To formulate the hyperstabihity
problem the generalized error equaton has to be denved Subtracting the manipulator
dynamic equation (544) from the reference model (545) results n the generalized
error equation given by

(amy p2 + by P+ 1) ey = -wy (5 62)

where p = d/dt

and Wl - (apl - aml) qpl + (bpl - bml) qpl
A linear compensator 1s introduced to process the generalized state error
v=De where D=1 d]+d,I ]

The adaptation algonthm can be wrniten as .

bp1(v.t) = -By vy qp, (5 64)
where o,,3, > 0

From the decoupled equations, the control equation 1s given by

up(t) =Kpy(t) [ ry - qpy ] - Kgq,(t) qpy (5 65)
Hence the adaptation mechamism can be wrtten as

apy (v, t) = -o; vy ug(t) = -ap vy [ Kp(t) ( 1y - qpy )

- Kg  (t) apy ]
(5 66)

bpr1(v,t) = -Bi Vi Gpj (5 67)
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The rates of adjustment of the control gains are given by equatons (5 60) and (561)

Kpl(e,t) = -apl(e,t) Kp,(e,t)
am
Kqi(e,t) = bp,(e,t) Kpl(e,t) - ap,(e,t) Kq,(Ce.t)
4mi
53.3 Results

The optimal mutial values of the controller gains are

600
10

Kp1 = 500 sz = 500 Kp3
K4, 30 K4, = 60 Kd,

The position reference model for each joint 1s

Y(5s) = 200
U(s) (s+10) (s+20)

and for velocity

Y(s) = 200s
U(s) (s+10) (s+20)

This model has umity dc gamn and a fast response to command mputs.

Test 1 :
04,8y, = 1x10°5
d, =1
d, =10
d, =0

Fig.5.10 shows the results of thus test The setpoints are constant. The result is good
with a small steady state error for each jomt .

I
o

€ssy <
72x1074

€ss2
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ey = 6X1075

Test 2 :

Using the same controller turung, a vanable trajectory 1s used as the reference
mput. Fig5 11 shows the response The peak error for each jomnt 1s low

Cpk 1 =01

€pk 2 =02

€pk 3 =008
Test 3 :

Use ou,1 = 1x10°5 The reference models are changed to

Y(5) = — 600

U(s) (s+30) (s+20)
and

Y(s) = —— 000s

U(s) (s+30) (s+20)

Agamn, a vanable trajectory 1s used as the reference input. Fig.5 12 shows the
response. The peak error for each jownt 1s low

Cpky = 01
epk2 = 015
epks = 007

This 1s a good response, but not the best result achieved to date

534 Conclusion on MRAC

This version of MRAC 1s based on the MIT rule, known more specifically as
MRAC - the Hyperstabiity Method. It 1s basically an adaptive PD controller with

certain properues. More complicated versions are available which produce better resuits,
1e. The Sensinvity Approach.
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One has to ask the question whether one can jusufy the extra computaton
required to update the controller gans The constants d,, d, and d, are quoted from
(33]

The control parameters change when the positon i1s varying When the posiion
reaches a constant value, the parameters stabiize Maximum parameter vanatons occur
when the jomnt follows the specified path to a new setpoint Larger values of alpha
and beta result in larger changes in the parameters

54 The Self-Tuning Regulator (STR)
Using pole placement an Adaptnve Regulator can be designed The design tnes to
fit the closed-loop system to a specified reference system by correct choice of the

controller parameters The process involves solving a Diophantine equation The order
of the controller parameters 1s also specified by design regulatons [34]

Two different types of conwroller are possible, explict and imphicit types. The
results mn the end of the chapter compare the performances of both types. The

controller structure 1s very smumilar to a PID controller in the design stage (see
Fig 5 13)

54.1 The Explict Method
Explicit adaptive control mncorporates a design stage after the idenufication stage
1s complete. The idenuficauon produces estimates for the plant parameters, and the

control design stage transforms these plant parameters using whatever design technique
1s chosen by the designer

54.1.1 Controller Derwvation
From Fig5 13 the control equation 1s given by
R(z)U(z) = T(z)Uc(z)- S(z)Y(z) (5.68)

and the closed loop system transfer function i1s
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B = BT (5 69)

Am AR + BS
where By, and A are the specified closed-loop polynomials, determined by the
designer R(z) 1s assumed to be momc Equatnon (569) can be solved for the three
unknowns giving,

Bp = BT (5 70)
Ap = AR + BS (5 71)

]

Equation (571) 1s a Diwophannine equanon.

The polynomial B can be divided mto two polynomials B~ contains the unstable plant
zeros, and B* contains the stable zeros

> B =B" Bt (5 72)
Unstable zeros cannot be cancelled.

The solution to the design problem 1s given as follows

T = By (5 73)
Ap = AR* + B"S (5 74)
degS = degA - 1 (5 75)
degR = degAp - degA (5 76)
degAy - degBp > degA - degB (5 77)

The general procedure 1s as follows [34]

1 Select Ay and By, subject to equation (5 77)
2 B =BB* and B, = BBp

3 Solve AR* + BS = Ap

4 Find R = B*R"* and T = Bp*

5

The control law 1s denved as

RU = TU; - SY (5 78)
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Applying this solution to the robot, results in the followmng controller The robot 1s
idennfied as a second order model

Y(z) = K (z -b) (5 79)
U(z) (z - ¢) (z - a)
Choosing the reference model Hy,(z) as
Y(z) =z(1 +p, +p,) (5 80)
Uc(2) 22 + p,z + p,
gives unity dc gan
B=B*B" =(z - b) K (5 81)
and
By = By =2 (1+p, +p,) (5 82)
K K
Also,
degS = degA -1 =1
degR* = degAm - degA =0
The Diophantine equation,
AR* + B-S = Ay
reduces to
(z - ¢c) (z - a) r,+K(sgz+s,)=z2+p,z+p,
(5 83)

Companng coefficients gives the control parameter solutions :

131



Adaptive Control Strategies

-3
I
o)

=]
i

z (1+p, +p,)
K

The controller difference equation 1s
u(k+l) = b u(k) + (1 + p, + p,) uc(k+l) - s y(k+l) - s,y(k)

(5 84)
The basic algonthmic procedure 1s as follows

1 Esttimate K, a, b and ¢
The 1denuficaton 1s configured as follows
[y(k+2) ] = [-y(k+1) -y(k) wu(k+l) u(k)] oT
where
6T = [ -(a+c) ac K -Kb ]
2 Determine B*, B~ and Bp,*
3 Update R, S and T
4 Compute the present control input uck+1)
54.12 Sumulation Results

The reference model parameters are assigned the following values

p, = -14
p, = 049

giving the following transfer function

Hp,(z) = (0 09)
(z - 07)2
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Fig5 14 shows the response to a varying reference input. The peak error 1s low for

each joint
epk, = 0027
epk2 = 0027
epks = 0043

If a faster reference model 1s used

Hp,(z) = z(0 36)
(z - 04)?

the peak error for each jomnt 1s reduced to

epk, = 0006
epk, = 0008
epk; = 0012

which 1s extremely low (see Fig5 15 for this result)

542 An Implcu STR

The 1dea 1n this section 1s to rewnte the process model in such a way that the
control design step 1s no longer needed, 1e. the identficabon now estimates the
controller parameters not the process parameters now By a proper choice of model
structure, the regulator parameters are updated directly and the design calculations are
thus elminated. Implicit can also be called a direct method because the parameters of
the regulator are updated directly

54.2.1 Controller Dertvanion

il

Recall equaton (5 71), the Diophantine equation,

Ap = AR + BS
AR*Y + B-SY = ApY (5 85)
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Since AY = BU, then
BR*U + B~SY = ApY (5 86)

Equation (5 86) can be used as an identuficanon model 1if, and only if, B'=1 If B=1

then BR* = R and
RU + SY = ApY (5 87)

Also T = By
Applying this to the robot

R=ryz +r,
S
Ap =22 +p,z + D,

T =By =2z(1+p, +p,) =1t

§,2 + 8,

From equanon (5 87)
ry, u(k+l) + r, u(k) + s, y(k+l) + s, y(k) =
y(k+2) + p, y(k+1) + p, y(k)

(5 88)

—~

Equation (5 88) can be used to identfy the controller parameters

y = o0l
y = [ y(k+2) + p, y(k+1) + p, y(k) ]

® = [y(k+1) y(k) u(k+l) u(k) ]

and

-
o
i
p—t
+
g=
+
i,
N
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The control law 1s
u(k+1) = [-r; u(k) + (1+p,+p,) uc(k+l) - s, y(k+l) - s, y(k))/r,
(5 89)
The implicit control algonthm 15 as follows

1 Update 0 (the controller parameters)
2 Update the control mput u(k+1)

5422 Simulanon Results

Use Hy,(z) as the reference model Fig516 shows the results with a varying
reference mput. The peak error for each jont 1s

epk, = 01
epk, = 01
epksy = 0013

If Hy,(2) 1s used, jomnt 2 does not follow the specified path. The results here are
good, but not as good as the explicit algonthm

543 Conclusion

From the results obtamed, the explicit algonthm behaves 1n a more robust

fashion It can control the robot joints even when the reference model 1s made
extremely fast,

The parameters dentfied m both cases are different. The explicit algonthm

identifies the process model, but the implicit type identfies the controller parameters
Hence imphicit 1s simpler 1n nature

The reference model can be adjusted so as to reduce the tracking error One
model gave an error as low as the full PID controller Since thus algonthm 1s adaptive
one would expect better results in the case of varying payloads.
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5.5 Adapnve Predicive Control

In Chapter 4, Predicuve Control shows some encouraging results. It 1s hoped that
by ntroducing an idenuficabon rouune, thus umplementing an adaptive algonthm, the
performances of the two previous algonthms improve sufficiently to justufy the use of
adaptive strategies

Predictive Control can be mmplemented as a Gain-Scheduled Algonthm by varying
the tumng parameters, and the gains, over a range of operating pomnts Note that thus
type of adapuive algonthm contans no parameter esumaton techmque Also, to
implement full adaptive control, the parameter estimates are entered 1n the exisung
control routine to determine the controller gamns In these sections vanous adaptive
forms are invesngated, these routmnes are explicit adaptive controi algonthms, 1e a
control design stage 1S not redundant

55.1 The Adapnve Monoreg Algonthm

Incorporaung Recursive Least Squares mnto the Monoreg routine mtroduces
adaptability mto the function The mtemal model used is a state-space model mn
observable form In thus way, the second order model has two states, one of which 1s
jomnt posiion The idenufied model can be wrntten i observable form simply by
entering the correct term directly into the matnces.

55.1.1 Controller Dervation

The robot 1s identified as a second order model in transfer function form °

H,(z) = b, z + b,

z?2 + a, z + a,

The mtemal model 1s
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These model values are entered mto the on-ine nternal model and the control
equaton from Chapter 4 1s used, 1¢ the manipulated vanable 1s calculated by

u(k) = (1-of) (Cp-S,(k)) - € (AH-1) x(k)
P

(5 90)

The term (AH-D) 1s no longer computed off-line before the algonthm is imuated, but
must be computed at each sample instant due to A changing This increases the
computational burden

5512 Simulation Results

Using 04=085 and H,,H,=10 and H, = 5, the response m Fig 517 1s achieved
The peak error for each jomnt 15 low

epk, = 0016
epk, = 0014
epks = 0022

andthealgonthm performs well. However reducing o to 0.1 gives a further
improvement. Fig 5 18 shows the response The peak error for each jomnt 1s reduced to

epks = 001
epk, = 001
epks = 0018

butsomeoscillation 1s present mn the voltage signal, and may be undesirable
dependmng on the application

552 A Gan-Scheduled Predictive Controller

The Monoreg Control Algonthm can be implemented as a Gan-Scheduled
Algonthm The tumng parameters o and H are vaned over the operatng range of the
robot arms. Since the parameters of the robot vary widely as they transgress a
specified trajectory, gain-scheduling 1s employed so as to retune the compensator to the
varymng parameters.
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552.1 The Concept of Gain—Scheduling

For the robot to react to fast changes in the reference signal, 1t 1s proposed to
choose alpha as a small value in 1its allowable range, and to have a short honzon
value Then the term (l-aH) makes a large contnbution to the control action As the
robot reaches the end of the specified trajectory, the tuning parameters are set for
slow movement of the jomnts 1e the setdown pomnt has been reached

Table 51 shows the vanation in the peak error of joint 1 when different tuning
parameters are used

Table 5.1 A Gain-Scheduled Test

o H Peak Error

009 3 0 052

09 20 0 08 Slowest
01 20 0 072

01 10 0 038

01 3 0 01 Fastest

The fastest parameters give the lowest error values, and the slowest parameters give
the largest values mn peak error Table 52 shows the gain-scheduled tumng parameters,
and how they are vaned over the reference signal. The fastest parameters are used m
the begmmng to ensure a low peak error for each jomnt, and these parameters are

conunually changed to slow the response as the deswred position 1s reached, for low
stanc error

Table 5.2 The T p Variati

% Trajectory Time Q H
First 32% 01 3
Next 18% 025 )
Next 14% 04 7
Next 16% 06 10
Next 16% 075 15
Final 4% 09 20
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5522 Sumulanon Results

Using the parameter vanaunon according to Table 52, the resuits are shown in
Fig519 The peak error for each joint 1s

epk, = 001
epk, = 001
epks = 0018

This 1s an improvement on the simple controller in Chapter 4

553 Adapnve Output Feedback Control

The second Predicive Control method can also be transformed into an adaptive
routine The mtemal model 1s denived directly from a transfer function representation
of the model The fixed parameter model did not prove suitable for mamipulator use

Investigation 1s now performed i this secton to determme whether the adapuve
version 1s suitable

553.1 Controller Dertvation
The controller equation 1s as before

u(k) = { y(k+4) + b, y(k+3) + b, y(k+2)
+ b, y(k+l)}/(a,+a,+a,) (5 91)

The parameters from the idennfication can be entered directly into this equation The
algonthm 1s very simple, even though 1t 1s adaptive

5532 Sunulanion Results

From Chapter 4, one found that a value for 0y,=097, or greater, is required,

otherwise undesirable results are obtamned Fig 520 shows the response The peak error
for each joint 1s

epk, = 051
epk2 = 0.53
epks = 022
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This 1s far from opuumal performance If o 1s reduced, a large statc error results on
jont 2

554 Conclusion

The adaptive Monoreg Algonthm 1s a more complex algonthm than 1ts fixed
parameter version in Chapter 4 The identficanon algonthm increases the complexity of
the routine Also, the term (AH-I) must be computed at each sample interval because
the A matnx 1s 1dentfied at each sample interval, and 1ts value is constantly changing
If a long honzon 1s used, the algonthm takes a considerable amount of processor time
for the mamx mampulation The performance of thus algonthm 15 better than the fixed
case The peak errors have been reduced from 03, 03 and 05 to 001, 001 and 008
for joints 1, 2 and 3 respecuvely This 1s indeed a sigmficant reduction n error, thus
Justficanon exists for use of the more comphcated algonthm

One reason for usmg a Gan-Scheduled controller 1s that sudden changes m
desired setpoint can be accommodated by a highly sensiive controller, which can take
fast compensatng actnon. When the controller returns the process output to the
setpoint, low gamns can be switched-in for safe operaton

The adaptive output feedback controller does not extubit the desired features of a
high precision control algonthm Therefore, 1t 1s not very switable for mampulator use.

5.6 Summary

This chapter investngates a wide range of adapuve control algonthms. The area of
Adapuve Control 1s a huge area of research, so a literature survey was required to
determine the areas of imnterest The algonthms chosen here deemed to be a farr
representation of the facihines m this area of control

Adaptive Digital Controllers are an obvious choice The performance of adaptve
PD control 1s encouraging This routine outperforms 1ts fixed parameter counterpart.
Full adaptive PID control does not justify its complexity, based on the results here
Possibly, mn a varying payload situaton, the adapuve routine might excel.
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Model Reference Adapuve Control 1s another major secnon of adaptive control
The method used here 1s based on the Hyperstability Approach where two feedback
gains are updated using an adaptaton mechamsm denved from the error and 1ts
denvauves This type of MRAC does not use an identficaton algonthm The results
here also prove good, even though the controller 1s basically a PD controller

A pole placement algonthm (STR) 1s also used here Two types of thus algomthm
are possible - Explhicit and Imphcit versions The algonthm performs better when used
in Explicit form The design procedure requires the solution of a Diophantine Equation
The algonthm has a feedback and a feedforward section.

Finally, Adapuve Predictve Control 1s employed A Gamn-Scheduled routine is
used to control the robot simulator It performs with a high degree of accuracy Two
other methods are also used An Adapuve Monoreg Algonthm and an Adaptive Output
Feedback Algonthm from Chapter 4 are nvestigated The latter 1s deemed not suitable
for use here The Monoreg algonthm 1s suitable, and 1s one of the best algonthms to
date, but the STR (explicit type) performs with the greatest degree of accuracy mn all
the tests, and 1s chosen as the number one adaptive algonthm.
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Computed Torque and Feedforward Control Algorithms

CHAPTER 6

COMPUTED TORQUE AND FEEDFORWARD CONTROL ALGORITHMS

This chapter 1s concemed with the mvestigation of Feedforward Control
Algonthms, and m particular Computed Torque This control techmique uses an inverse
model of the robot dynamics to compute the control mputs Feedforward Controllers
have several disadvantages and to improve the performance of Computed Torque, an
adaptive PD controller 1s added to the control loop to improve the static accuracy of
the control achon Before the control question 1s addressed, the topic of Feedforward
Control 1s discussed Later m the chapter, the simulation results are presented for
Computed Torque, with and without the feedback PD loop

6.1 Properties of Feedforward Controllers

Feedforward Control 1s also known as Model-Based Control Model-Based Control
1S a scheme m which a computer model of the controlled process 1s used to calculate
control commands Model-Based schemes can be mmplemented on powerful digital
computers, which are capable of mmplementuing these schemes in real-ume Many of
feedforward control methods use Inverse Dynamics, e g Computed Torque, Decoupling
Torque and Resolved Acceleranon Control Computed Torque was the first to be
proposed and it was influential mn other schemes [38]

Feedforward algonthms are very sensitive to unmodelled dynamics which may
result from modeling 1naccuracies or dynamic load vanations This results 1 a static
error 1n the output However feedforward control has the advantage of improved
transient response over feedback control To achieve a fast transient response and low

static error, feedback and feedforward controllers are often combined The control
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N

signal from each 1s added to obtain the total control mput (see Fig6 1) The feedback
control command 1s .v, the extra control signal which 1s required to reduce the static
error (if any)

62 The Computed Torque Method

The Computed Torque method 1s an altenative approach for mampulator control
Its uses an inverse model of the system and dynamically evaluates the torque (or
voltage) required by each servo to track a desired trajectory Computed Torque
algonthms have the advantage of feedforward controllers, 1e fast transient response

Computed Torque 1S a Multivarniable Control Techmique, not like any of the
methods used to date No assumptions are requred m the denvation of the control
algonthm, unhke the linear control methods where the design 1s based on the
simplified single-jomnt models Load vamation can be accounted for, as long as the load
varniation 15 known The next section details the control equation, and it can be seen
that there 1s a large computational burden imposed by this compensator

6.21 Controller Derivation

Recalling from Chapter 2, the comprehensive dynamic model of the PUMA 560
robot

Yy, v,
Ye | = -7V B(y) +D7' | V,
& Vs 6 1)
where V1, V2, V3 are the voltage mputs and,
Y, Yg Yo are the jomnt accelerations
Rearranging, this gives
v, Y,
2 Vo | = B(y) +D7' | y,
Vs Vs (6 2)
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This 1s the control equation The desired reference position 1s not an mput to the
control equation However, the desired rate of change of the jomnt accelerations,

*

* %*
Y7 s ¥Yg 2 Yo

which are mputs to equation (62), are computed using the reference mnput as shown
below

%k

% &
Ya = Ya(k+1) -~ Yi(k)
h (6 3)

* *
Y7 = Ya(k+1) - Ya(k)
h (6 4)

* *
Yy Yz(k+1) - ¥Yz(k)

h (6 5)

Similarly for y, and y, Having computed the desired rate of acceleration, the control

-

equation can be computed

v, y,
5 |V, | =R +D | v
*

Va Ys (6 6)

This control equation requires the computation of the robot’s inverse dynamics, which
involves a considerable number of multuplications and additions [35] This 15 a

computationally complex routine

So in summary, this scheme uses nonlinear feedback to decouple the manipulator
The control torque (or voltage) 1s computed by the inverse dynamics from equation
(6 6), using the commanded acceleration yl*, 1=7,8,9, nstead of the measured
acceleration y;, 1=7,8,9, where * indicates the desired values of the associated variable
[36]

622. Adding an Adaptive Feedback Layer

To mprove the static accuracy of the feedforward controller, a PD controller is
added n the feedback loop An adapuve algorthm 1s chosen due to 1ts superor
performance over 1ts fixed gain counterpart Although the static accuracy of the
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feedforward controller 1s very good, in this sinulation environment there are no
unmodelled dynamics to mtroduce error The error that 1s present 1S due to the
techmque for estimatung the rate of change of acceleraton In practice the 1nverse
manipulator model used mught not contain all the robot’s dynamic elements, and 1t 1s
reasonable to assume 1t doesn’t, and therefore larger static errors will result Hence
feedback control must be employed [37]

Fig61 shows the control loop used here [35] The feedforward section however,
1s not adaptive, only the feedback section The function of the feedback section 1s to
reduce the stanc error, the feedforward section will ensure a low peak error, due to
is fast transient response The outputs of the two controllers are added together to
form the control mput The identificaton uses this mput and the position outputs to
denve the plant estinates The Adaptuive PD algonthm from Chapter 5 1s used, where
a pole-placement design method transforms, the plant estimates to controller gains The
feedback control signal 1s denved from the presemt and past errors

6.2.3 Sumulation Results

Using only a feedforward compensator results m the control action shown m
Fig62 The peak error for each jomnt 1s

epkq1 = 55x10°4
epk2 = 1x10-3
epks = X107

These are the lowest values achieved, thus the computational complexity 1s justified
The static error 1s

egsy = 49x10°5
ess, = 15x1074
esss = 12x10°5

and these values are acceptable The feedforward algonthm thus demonstrates 1ts
superior transient response over the feedback schemes, exhbiting such a low tracking
error

Adding an Adaptive PD controller to the control loop results in the control action

shown mn Fig63 The statuc error for each joint 1s approximately zero, 1€
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€gg, = OX1071?
6852 = SXIO-B

ess, = 1x10°10

The forgeting factor (i) 1s set to 099, and P, 1s set at 1,000 The PD parameters
are tuned to give a velocity error constant (Ky) of 04 Hence the identification 1s
tuned to track slow vanance in the marupulator parameters, so the estumated parameters
do not vary as widely as i Chapter S The only job of the feedback compensator is
to reduce the static error, 1t does not have to track the parameter vanations exactly,
the feedforward compensator has a comprehensive mverse model of the robot and 1s
able to account for the vanations m the mampulator dynamics If Ky 15 increased to
06, this results in a shghtly smaller peak error than before, but there 1s an increase

in the static error mcreases (see Fig64) .

ess.l = 32x10°¢
€gs, = 2x10°5
6553 = 1 9X10’5

The results in Fig6 3 are the best obtamned n this chapter

624 The Effect of Model Mismatch

Feedforward controllers are very sensitive to 1naccuracies 1 the modelled
dynamics Here the effect of model mismatch 1s investigated The contribution of
gravity 1s reduced by a factor of two in the internal model This creates a sizeable
mismatch between the control model and the process model

Fig65 shows the result of this modelling maccuracy when using the computed
torque control techmque A large statnc error of O 1lrads results on jomnt 2 This error
1s proportional to the degree of model mismatch However, when feedback 1s employed
mn comunction with computed torque, the effect of this mismatch 1s neghgible (see
Fig66) These resulis confirm that the most efficient and robust controller 1s the
computed torque algonthm with a feedback loop
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6.3 Summary

This chapter 1s concemed with the topic of feedforward control and especially,
Computed Torque Feedforward control has several advantages over Feedback systems
The most mmportant 1s the improved transient response effect This ments no
explanation when one considers the method of feedforward compensation, no error
measurement 1S Ireqmred to calculate the control mput However, there are also
drawbacks when using feedforward compensation Feedback compensation 1s very
sensiive to modelling inaccuracies, which result in static naccuracies m the controlled

variable

From the above discussion, 1t was decided to use both types of compensators,
Feedforward and Feedback The feedforward section ensures a fast transient response,
1e¢ low peak error, and the feedback section reduces the static error The incorporation
of the two techmiques gives the best results achieved in this thesis Fig61 shows a
block diagram of the control loop Only the feedback section contains an adaptve
layer, the feedforward controller 1s fixed For future improvements, a nonlinear adaptive
identifier could be added to the loop, thus having an adaptive feedforward section also

In the results obtained here, no modelling maccuracies are present An exact
mverse model of the robot simulator dynamics 1s possible In practice, however the
inverse model will not contain all the robot dynamics, and the control results will not
be as good as the above simulation performance But despite this fact, this algorithm
(with the adaptive PD section) 1s considerably better than any other algorithm used It
outperforms all the algonthms m the areas of static accuracy and peak error This
controller 1s more robust and can compensate for model mismatch Also 1t 1s the most
complex of all, but the complexity 1s justified due to 1its superior performance State
of the art processors are able to implement these control schemes with suitable sample
periods
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Index to Graphs

Computed Torque Control Results (Version 1)

0 Fig.6.2a Plot of Control Inputsversus Time for Cubic Spline Tracjectory

Demands.

o Fig.6.2b Plot of Joint Positions versus Time for Cubic Spline Trajectory Demands.

0 Fig.6.2c  Plot of Joint Positional Errors versus Time for Cubic Spline Tracjectory

Demands.

Computed Torque Control Results (Version 2)

0 Fig.6.3a Plot of Control Inputsversus Time for Cubic  Spline Tracjectory
Demands.

0 Fig.6.3b Plot of Joint Positions versus Time for Cubic Spline Trajectory Demands.

0 Fig.6.3c  Plot of Joint Positional Errors versus Time for Cubic Spline Tracjectory
Demands.

0 Fig.6.4a Plot of Control Inputsversus Time for Cubic  Spline Tracjectory
Demands.

0 Fig.6.4b Plot of Joint Positions versus Time for Cubic Spline Trajectory Demands.

0 Fig.6.4c Plot of Joint Positional Errors versus Time for Cubic Spline Tracjectory
Demands.

Mismatch Results

0 Fig.6.5a Plot of Joint Positions versus Time for Cubic Spline Trajectory Demands.

0 Fig.6.5a Plot of Joint Positional Error versus Time for Cubic Spline Trajectory
Demands.
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0 Fig66a Plot of Jomnt Positions versus Time for Cubic Spline Trajectory Demands

0 Fig66b Plot of Jont Posiional Error versus Time for Cubic Spline Trajectory

Demands
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CHAPTER 7

CRITICAL EVALUATION OF THE SIMULATION RESULTS

In this chapter, the simulation results from Chapters 4, 5 and 6 are evaluated
according to a set of performance cntena The results of thus evaluaton are for later
investigation 1mn Chapter 8 A wide range of digital control techmques is presented in
these earlier chapters, so the conclusions here incorporate the performance of most of
the suitable control techruques available

The performance cntena are chosen with complete performance n mind, 1e from
the design stage to the implementation stage The control algonthms are assessed
thoroughly 1n this chapter, and an order of ment table 1s formed

Also included here are the results of each algonthm when a varying payload 1s
introduced The graphs show the error after the payload is mmcreased A peak error and
a static error results, and the algonthms are rated according to how low these errors
are n magmtude The total error introduced by varying the payload, 1s calculated by
adding the error at each sampling interval and multiplying the answer by the product
of the time interval and the sampling interval This gives a measure of the integral of

the error curve and hence one can evaluate the performance from this information

7.1 The Performance Critenia

To determme which control algorithms are the most swtable for mampulator
control, a set of performance cnterna 1s required. A pomts scheme 1s devised, where
each algonthm receives a number according to 1its performance mn each of the
categonies The algonthm with the total highest number of points 1s deemed to be the
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most suitable algonthm for robotic control, but the applications or tasks of the robot
also influence the decision as to what algonthm to use The algonthms can then be
listed m therr order of ment. Some of the performance cntena are weighted, 1e a
good performance 1n one section is worth more pomnts than the same performance in
another section There are six specificanons with which to judge the algonthms, and
these are as follows

Design Complexity
Computational Complexity
Transient Response

Static  Accuracy

Varying Payload Test

A W AW N -

Robustness

Numbers 3, 4 and 5 are the important sections Design complexity 1s not really that
immportant, from an academic pomnt of view A very complex design procedure means
more effort prior to the implementaton of the algonthm, and hence more work for the
designer A complex design procedure 1s not really a downside to any algonthm The
computational complexity can be 1gnored if sufficiently powerful hardware is avalable,
so httle weight 1s given to thus secuon. The varying load test consists of adding an
extra mass to jomnt 3 to simulate the result of picking up a load At t=3, the load-1s
added, and the cubic splhine trajectory 1s continued, to observe the extra tracking error
introduced by thus test. The robustness of each routine 1s measured as the amount of
vanation that 1s permitted in the tumng parameters or control gamns before the
closed-loop system becomes unstable Each performance index has three grades
associated with 1t. These grades are listed below

Design Complexity Computational Complexity

1 Very complex 1 High

2 Medium 2 Medium

3 Relatively Simple 3 Low

Transient Response Static Accuracy

1 good - peak error < 10°2 1 good - error, < 10°°

2 ok - 10°2 < peak error < 10°1 error, ,< 10-°S

3 poor - peak error > 10°°* 2 medium - 10-° < error, < 10°5S

1075 < error, , < 1073
3: poor - error, > 10-S

error, , > 1073
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Varying Load Test Robustness

1 good - error < 0 35 1 very robust
2 ok -035<error<175 2 ok

3 poor - 175 <error <35 3 poor

4 bad - error >3 5

The static accuracy 1s divided mto two specificaton sections, one for jont 1 and the
other for joints 2 and 3 Since there 1s no gravity acing on joint 1, there i1s always
lower static error than for any of the other joints

Table 71 1s a pomnts key to the Performance Table (see Table 72) It allocates a
value for the performance of each algonthm under the grades 1-4,

Grade
Index 1
Design Complexity

Computational Complexity
Transient Response
Static Accuracy

Varying Payload Test

W Hh R AW W
Pt e s e A A RO

N 1 3 1 = =

Robustness

Table 7.1 Points Key

where * indicates a weighted index Using table 71, the next section proceeds to
evaluate each control techmque individually

7.2 Evaluation of the Control Algonthms

Staring with PID techmiques, the fixed parameter and adaptive techmque (both
PD and PID) are relanvely easily designed, only two or three gamns to evaluate (all
grade 3) The adapuve versions are more computationally complex than their fixed
parameter versions (grade 3 for fixed parameter and grade 2 for the adaptive case)
The peak error for a fixed PD algonthm fits into grade 3, but the adaptive algorithms
and the fixed gan PID give a sufficiently low error to ment grade 2 However, for
static accuracy, the fixed PD performs poorly, only grade 3 Its adaptive version 1s a
grade 2 in this category, but full PID (fixed and adaptive) 1s the best in thus respect
(grade 1), the integrator greatly reduces the static error The total error introduced by
varying the payload 1s as follows for the four routines

170



Cnical Evaluation of the Sumulation Results

Fixed
PD PID
€total, = 0 829 total, = 0 066
€total, = 6 7 €total, = 0 148
€totals = 0 721 €totals = 0 0434
(grade 4) (grade 1)
Adaptive
PD PID
€total, = 0 0868 €total, = 0 107
€totalz = 0 735 €total, = 0 285
€totals = 0 11 €totals = 0 35
(grade 2) (grade 1)

The robustness of these PD and PID algonthms 1s grade 2 The controller gains can
be changed without instability occurning immediately PID 1s shghtly less robust than
PD because of the integrator mn the closed-loop The adaptive algonthms are also
grade 2, as long as constraints are placed on the parameter estimates

The frequency domamn compensators are discussed as a single umt, except mn the
categories of transient response, statc accuracy and the varying payload test These
compensators have a farly complex design procedure (grade 2) but the control
equation 1s a simple difference equation, 1e¢ computational complexity 1s grade 3 All
three give grade 2 and 3 in therr transient response and static accuracCy, respectively
However, a lead compensator 1s preferred over the lag. Large lags increase the nse
tume The total error introduced by the varying load 1s .

LEAD LAG LAG-LEAD
€total, = 0 347 €total, = 0 287  eypral, = 0 182
€total, = 3 35 €total, = 1 77 €totalz = 2 45
€totals = 0 189 €totals = 0 273 eyprals = 0 199

(grade 3) (grade 3) (grade 3)

These type of compensators are of medium robustness (grade 2), the specificanons for
the design have a wide allowable range

The optimal design procedure 1s complex (grade 1). It 1s difficult to calculate the
controller transfer functon by the mimmzation of a cost function. However, the

control equaton 1s only a difference equation, very smmple to implement and the
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computational complexity 1s grade 3 The performance is poor, grade 3 in each of the
error secuons The error introduced by the varying load 1s

OPTIMAL
€iotal, = 0 84
€total, = 7 36
€totals = 1 149

(grade 4)

The choice of the specification weights, r and q, 1s wide “ Hence the algonthm 1s very
robust (grade 1), but the performance 15 poor

The Monoreg Predicuve Control Algonthm (predl n table 72) 1s of medium
complexity mn 1ts design stage (grade 2), but the output feedback method (pred2) has a
very simple design procedure (grade 3) The adaptive routines have the same design
complexity as their fixed parameter counterparts In the Monoreg routine, matnx
mampulation takes place In the fixed algonthm, AH s calculated off-ine once, prior
to the control algorithm, hence grade 3 for the fixed Monoreg routine However, for
the adaptuve algonthms, adaptive Monoreg and the gain-scheduled routine, this constant
must be evaluated at each sampling instant, as well as the parameter estimatnon taking
place Hence, these algonthms are of medum complexity (grade 2) The other
predictive controller (both fixed and adaptive) 1s very sumple to implement, both are
grade 3 This algonthm (both fixed and adaptive) performs poorly 1n the error sections
- grade 3 1 both transient response and statc error performance The Monoreg routine
(both fixed and adaptive) and the gain-scheduled routine perform as grade 2 in these
sections The error introduced by the varying load 1s .

Fixed
PRED1 PRED2
€total; = 0 212 €total, = 1 582
€total, = 0 317 €total, = 7 36
€totals = 0 329 €totals = 1 566
(grade 1) (grade 4)
Adaptive
PRED1 PRED2 PRED3
€totals = 0 444 €totals = 0.125  eyoral, = 316
€total, = 0 81 €total, = 0 35 €total, = 11 3
€totals = 0 702 €totals = 0 103 egra1; =39
(grade 2) (grade 1) (grade 4)
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The output feedback routine (both fixed and adaptive) 1s not very robust (grade 3), the
value of o must remamn above 097, or instability occurs The other routine 1s robust
and almost all values of the tuning parameters give closed-loop stability

Model Reference Adaptive Control has a very complicated design procedure (grade
1) and the control loop requires the solution of two differential equanons Hence the
computational complexity 1s grade 2 The peak error 1s comparanvely large (grade 3),
but the static accuracy 1s grade 2 The error introduced by the varymg load 1s

MRAC
€totals = 0 653
€total. = 1 771
€totals = 0 43

(grade 2)

The adaptation constants can be widely vaned giving stable closed-loop results, hence
this 1s a very robust algonthm

The Self Tuning Regulator design requires the solution of a diophantine equation
and the evaluaton of five controller parameters This ments a grade 2 design
complexity Also, the computanonal complexity 1s grade 2 The Explhicat version
(STR1) performs to grade 2 m both peak error and static error requirements The
Implicit algonthm (STR2) also ments grade 2 for static accuracy, but only grade 3 for
its transient response The error introduced by the varying load 1s

STR1 STR2
€total, = 0 0576 €totaly = 0 287
etotal. = 0 209 €total, = 2.86
€totals = 0 1136 €totals; = 0 441

(grade 1) (grade 3)

Theimphcitroutiners not very flextble If a faster reference model 1s used,
undesirable results are obtammed The explicit version 1s fairly robust (grade 2), and
faster reference models do not cause instability

Computed Torque 1s the only feedforward control techmque investigated 1n this
thesis Its design and computational complexity are grade 2 The performance of bbth
algonthms 1s grade 1 in the transient response section The controller with adaptive
feedback loop ments a grade 1 for static accuracy, but the other method ments only
grade 2 The error introduced by the varying load 1s
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CoM1 CcoM2
€total, = 0 0149 €total, = 0 0413
€total, = 0 213 €total. = 0 0497
€totals = 0 0189 €totals = 0 0836

(grade 1) (grade 1)

Both are very robust algonthms (grade 1), the simple Euler approximations for the

acceleranion denvanves give very low peak error values

Table 72 shows the grade achieved by each algonthm in the vanous categones
This number 1s transferred using table 71, to a performance number These are then
added to evaluate the total performance of the algonthms Those on equal points are
further graded by the use of an extra number m brackets beside the pomnts awarded
Computed Torque, from the evaluanon process, 1s deemed to be the most swtable
algonthm for manupulator use However, some simpler algonthms, such as the Self
Tumng Regulator (Explicit version) and the fixed gain PID, are not far behind in their
performance, and offer competitive alternatives Fixed gamn PID 1s the most desirable
routne m the first section of control routines, and the STR (Explicit version) 1s the
most efficient 1n section 2

7.3 Choosing the Best Algonthm

Not all robot controllers are capable of implementng the Computed Torque
control techmique with adequate sampling penods due to limitations n the hardware
being used The Ummation Control hardware, for example, employs six Rockwell
microprocessors  (WPs) [39]. These pPs are not sufficiently powerful to implement the
more complex control routines with low sampling penods (Smsecs) that are required
when controling industnal robots If the control hardware 1s powerful enough, the first
choice of algorthm would be Computed Torque with an adapuve PD feedback layer
Algonthms such as the Monoreg Predicive controller (both fixed parameter and
adapuve versions) and the Self-Tuning Regulator offer competitive options The
applicanon, or daily tasks of the robot, 1s also a key factor when deciding which
routine to use If only simple tasks, such as spray pamnting, are performed by the
robot, then a sumple PD or PID routine 1s sufficient. On the other hand, 1if high
accuracy 1is required when the robot 1s performing high speed PICK and PLACE
operations, then a more complex algonmthm 1s required. Some manufacturers do not
agree with the use of complex schemes, saying the extra cost does not sufficiently
improve the performance of the mampulator However, from the simulation results in
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thuis project, the extra processor burden dramatcally improves the response speed, and
the accuracy of the mampulator 1s also increased The static error in some routines
can be made very low So, m choosing a suitable control routine, the available
hardware, the tasks to be performed by the mampulator, and the performance
specifications have to be considered

When mmplementing these controllers, a sampling perniod of 1-Smsecs 1s required
due to the complexity of the robot model Larger sampling perniods introduce
uncertainty and the controller performance 1s degraded

74 Summary

This chapter reviews and assesses the simulatton results of Chapters 4, 5 and 6
In these chapters three different types of control algonthms are mvestigated Using
different performance indices, the algonthms are evaluated and compared Design,
performance and implementation, are used to assess these algonthms

The results of this evaluaton are shown i Table 72 The most effective routine
1s the Computed Torque method with a PD feedback loop However, this 1s a very
complex routne and requires powerful hardware for its implementanon Competiive
options to ths routne nclude Predicive Control and the Seif Tuning Regulator
Simple fixed gain PID performs surpnsingly well and proves to be a leading control
method One disappoinung routine 1s the MRAC method. For the complexity involved,

it does not justfy the solution of controller differental equations from the performance
achieved
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Index to Grapbs

Results of the Varying Load Test

0O Fig71 Plot of Joint Posional Error versus Time using a PD controller

0O Fig72 Plot of Joint Positional Error versus Time using a PID controller

o Fig73 Plot of Joint Positional E‘?rror versus Time using a Lead controller

O Fig74 Plot of Joint Positional Error versus Time using a Lag controller

O Fig75 Plot of Joint Posutional Error versus Time using a Lag-Lead controller
0o Fig76 Plot of Joint Positional Error versus Time using an Opumal controller

O Kg77 Plot of Joint Posinonal Error versus Tume using the Monoreg Predicitive’

controller

o Fig78 Plot of Joint Posional Error versus Time using an Output-Feedback
controller

o Fg79 Plot of Joint Positional Error versus Time using an Adaptive PD
controller

0 Fg710 Plot of Joint Posional Error versus Time using an Adaptuve PID
controller

0O Fkg711 Plot of Joint Positional Error versus Time using a MRAC controller

O Fg712 Plot of Joint Posinonal Error versus Time using an Explicit STR
controller

0O Fg713 Plot of Joint Posiional Error versus Time using an Implicit STR
controller

O kg714 Plot of Joint Poswional Error versus Time using a Gain-Scheduled
Predicitve controller
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O Fig715 Plot of Joint Positional Error versus Time using the Adaptive Monoreg
controller

oFg716 Plot of Joint Positiwonal Error versus Time using the Adaptive
Output-Feedback controller

O Fg717 Plot of Joint Posional Error versus Time using the Computed Torque
controller

O Fg718 Plot of Joint Positional Error versus Time using the Computed Torque
controller with an Adaptive feedback PD-loop
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Section 1

PD
PID

Lead
Lag

La -
Legd
Optimal

Predi
Pred?2

o s g o,

Section 2

PD
PID

MRAC

STRI1
STR2

Predi
Pred?2
Pred3

0 B e O] >

Section 3

Com-Tort

Com—Tor2

.

Performance Criteria

Varyin Total
Design Computational Tramsient  Static Payloa Points for
Complexity  Complexity Response Accuracy Results Robustness Performance
3 3 3 3 4 2 15
3 3 2 1 1 2 3
2 3 2 3 3 2 17 (1)
2 3 2 3 3 2 17 (3)
2 3 2 3 3 2 17 (2)
1 3 3 3 4 1 13 (1)
2 3 2 2 1 1 28
3 3 3 3 4 3 13 (3)
3 )2 2 2 2 2 23 (2)
3 2 2 1 1 2 29 (2)
| 2 3 2 2 1 18
2 2 2 2 1 2 24
2 2 3 2 3 3 13 (2)
2 2 2 2 2 1 23 (1)
2 2 2 2 1 1 26
3 3 3 3 4 3 13 (4)
2 2 1 2 1 1 29 (1)
2 2 1 1 1 1 32

Table 7.2 Performance Table
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CHAPTER 8

HARDWARE SYSTEM DESIGN AND IMPLEMENTATION

Commercial robot systems are generally restncted mn terms of modifications to
hardware and software for real ume control This may be acceptable in workspaces
where the repetinon of a hmuted sequence of motions 1s all that 1s requred In both
flexible manufacturing and robotic research environments, however, the pnmary
considerations are ease of modification, adaptabihity and programmability These three
charactenstics are essential in order to manufacture a new product for the evaluaton

of a new sensor system or robot control algormthm [7]

Mostcommercialrobots, like the PUMA 560, are sold with a dedicated
programming language, which runs on a dedicated hardware configuration. As a result,
the charactensics mentioned above are not present in the PUMA 560 This necessitates
the design of a new, more flexible, controller for this robot Before designing a new
controller, 1t 1s essential to pomnt out the shortcomings mn the existing controller to
make sure these shortcomings do not reappear in the new controller

In the case of the PUMA 560 industnal robot, a lmited form of task-space
control 1s provided by VAL2 (Victor’s Assembly Language) [40] VAL combines the
features of an operating system and a programming language with the aim of allowing
the user to teach new paths and to control the robot in a vanety of tasks As an
operating system, VAL provides the necessary input/output to control the robot, retrieve
data from the floppy disk and to interact with the user via the terminal or a teaching
pendant. Despite the relative ease of use and its capabilities, the VAL-based system 1s
senously lackmg [11] in terms of flexibiity and expandability, and is devoid of the
ability to implemenung powerful real-ime task space control This can be contributed
to the following reasons

182



Hardware System Design and Implementation

1 VAL was wntten specifically for a PUMA-type manipulator using only if-then
commands, like those found i the BASIC language

2 The operaung system has only an mnterpreter, and has no compiler.

3 The VAL software 1s currently stored in Eproms, which does not enable the user
to examine and modify the software

4 Inverse kinemaucs and path planming software 1s not user accessible, hence new
trajectonies cannot be planned off-line

Several suggestions have been made to allow for large program creation, two
possible alternatives are outhned in Ummanon [41] However in order to gain more
flexibiity and the ability to program in a high level language, 1t 1s necessary to break
away from VAL completely

The Unimation control hardware [39] consists of an LSI-11/02 and six Rockwell
6503 microprocessors each with a digital-to-analog converter (DAC), a current amplifier
and some jomnt posiion feedback sensors The hardware 1s hierarchically arranged The
upper level of the system herarchy consists of the LSI-11/02 mcrocomputer which
serves as a supervisory computer, while the lower level of the hierarchy consists of
the 6503 Rockwell pPs and the remaining hardware just mentioned

The LSI-11/02, or upper level, performs two functions

1 On-line user interaction and subtask scheduling of the user’s VAL commands and

2 Subtask coordination of the six 6503 microprocessors to carry out the command
On-hine mterachon with the user mcludes parsing, nterpreung and decoding VAL
commands, as well as monitoring possible error messages

The lower level of the hardware hierarchy consists of six digital servo boards, an
analog servo board and six power amplifiers The six 6503 pPs, residing on the
digital servo boards with their EPROM and digital-to-analog converter (DAC), are an
integral part of the jomnt controller They commumcate with the LSI-11/02 computer

through a specially designed interface board that routes set-point informaton to each
jomnt controller

This PUMA 560 hardware suffers from some Ilmmitanons These have been
described by Goldenberg [41]

1 Both levels of the controller hierarchy contain only fixed point processors
2 The existing memory m both levels 1s nadequate to support large programs.

3 The instructon speed of the Rockwell 6503 uP and the LSI 11/02 are madequate
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to implement computationally complex control algonthms, and finally,
4 It 1s mpossible to add additonal sensors to the robot, such as vision and tacule

sensors, without a complete redesign of the lower level

From thus list of limitations 1t can be seen that if a more flexible hardware
control structure 1s required, capable of implementing complex real time control, then
the exising Ummaton congoller hardware must be replaced with a more flexible
altemative

8.1 The New Control Hardware Structure

The PUMA 560, because of 1ts two disunct hardware levels, offers what 1s
known as a decentralized control structure Such structures have been widely accepted
[42] by the robotics industry due to ease of implementation and tolerance of failure
The mamn advantage of such a structure 1s that 1t allows for easier implementation of
the control layers discussed in Chapter 1 For this reason, it was decided that the new
hardware structure should be mainly decentrahized, with the possibihty of impiementing
mutivanable control Together with this structure, the new control structure offers the
following

1 Floating point processors to perform mathematcal calculations with high precision
and at high enough speed for real-time control
Interfacing hardware which 1s compatible with the existing Umimation hardware
Software that can be wntten m a single high-level language

2

3

4 A memory capacity suitable for large program storage

5 An abiity to implement multivanable control

6 The ability to provide real ume path planmng

7 The abihty to connect sensory devices through senal, paraliel or bus interfaces
Fnally, on top of all these requrements, the new control structure 1s

economically wviable, and therefore 1s a realistic alternative to the existing control

structure as far as the robot manufacturer 1s concerned

Numerous implementations of the control structure’s upper level, mncluding [43],
[44] and [45], have replaced the existing upper level computer with vanous other
machines {46]. More recent implementatons such as the TUNIS [44] and SIERA [45)
have replaced the exisung upper level with powerful personal computers (PCs) Both
of these systems are capable of offenng the capabilities just mentioned above but at a
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fracuon of the cost For this reason it was decided to use a PC to mmplement the
new upper level [46]

The personal computer chosen was an Intel-based 80386 PC [47] The features
which governed the choice of thus PC included the presence of

A 32-bit architecture (data and addressing)

A clock speed of 20MHz

The ability to add a floating-point coprocessor (80387)
1 megabyte of RAM

An 80 megabyte hard disk and

Seven parallel expansion slots

A A W N

From thus hst of features, it can seen that the new upper level offers a
development and storage environment swuitable for large program generaton. It also
offers a fast execution speed for such programs, even if they contamn floatng-pont
calculations The expansion slots offer the abihity to add extra memory and the ability
to interface with the new lower level

To replace the lower level of the controller architecture, it was again necessary to
choose a processor with high speed floating-pomnt capabiiies A soluton which has
become more popular in recent years 1S to use advanced signal processors (ASPs) to
mmplement this level The reasons for therr nse in populanty include the reduction 1n
operation and development tme which they offer, and recent advances in VLSI
technologies have meant cheaper ASP chips [48]

8.1.1 The ASP Card Features

It was decided to use an ASP configuration to implement the lower level of the
controller because of the reasons above The ASP chosen for this level was the NEC
uPD77230 {49] The pPD77230 can execute anthmetic operations with 32-bit, floating
pont data (8 bits for exponent and 24 bits for mantissa) or 24-bit, fixed-point data at
150ns per mstruction Its mntemal circuitry compnses a multipher (32 x 32 bits), an
ALU (55 bits), an mstruchion ROM (1K by 32 bits) and one pair of data RAM
pomnters (512 words by 32 bit each) The processor itself can be used in either of two
modes: master or slave For this applicanon three PC compatble boards, operating in
master mode, were purchased from LSI [50] By operating i master mode, the
processor’s mnstruction area occupies 8K words by 32 bits of memory In addition, it
allows for 3-stage pipehmng and provides a dedicated data bus for intemal RAM, a
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multiplier and an ALU Such an arrangement makes the processor suitable to process
algonthms 1 which a few operations (such as addition of terms) occur repeatedly
[51] These are the type of operatons that occur mn the more complex control
algonthms such as the computed torque method [52] In [52] 1t was found that a
single wPD77230 was capable of achieving throughput rates of 1,350 setpownts per
second and by uthzing the pipelming nature fully 1t was found that this algonthm
could achieve a throughput of 2,220 setpomnts per second These figures produce
controller samphng of 0740ms and 0450ms respectively These sampling rates are
much faster than the existing controller which implements a much simpler PD control
algonthm These tming statisuics mean that a pPD77230-based lower level 1s well
capable of implementing real-ume control algonthms for robotic control

8.12 The Analog 1/0 Card

The analog boards used, supplied by LSI ([55], each support 4 analog input
channels, two analog output channels and a sample rate umer All of these channels
have 12-bit resoluton The four analog input channels have a fast conversion tume of
Sus, while the two output DACs have a setting time of 3us One of the input
channels present 1s used for reading the feedback potentiometer, while one of the
output channels 1s used to dnve the motor amplifier The reason why there are more
I/O channels than necessary i1s to make the controller more flexible - other sensors
such as vision or tactle sensors can be attached to any jomnt at a later stage if
required

The sample rate umer on this board consists of a 16-bit reloadable up-counter
which 1s clocked by an 8MHz clock. This timer, upon completion of a sample penod,
has the abihity to interrupt both the upper and lower levels of the controller hardware
In the case of the PUMA 560, it must be possible to generate these at intervals of
between 125ns and 30ms These are well within the range of the sampling penods
necessary for real-time control of the PUMA 560

8.13 Interfacing The New Control Hardware To The PUMA 560 Unimaton System

The uPD77230 processor board has a range of 14 nput/output (I/O) parallel
expansion ports Each of these ports uses 16 bit wide data. The man nterfacing
problem was that the wPD77230 board has to have access to both the encoder counter
outputs and the analog board. Here the design here mvolved the use of 74623 [56]
octal bus transceiver chips to allow bidirectional data transfer between the nterface
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boards and the lower level of the control hardware The control lines for determining
the data transfer direction over the new interface are denved by decoding the 14 1O
address lines as shown in Table 82

In addition to the I/O ports the uPD77230 board has a number of digital 1/O
lines which are used to complete the mterface These lines consist of two output lines
and two mput lnes One of the output Imnes, FLAGOUT, 1s used to generate the
BRAKE RELEASE ENABLE SIGNAL, while the other, BIT OUT, 1s used to generate
the ARM RESET signal for the reset circmt. The mput line, BIT IN, 1s used to
momnitor the ARM STATUS line to see if an index has occurred

82 Design of the New Interface Card

This secton details how the specifications descnibed above are used in the design
of the new controller mnterface From the above specificaton, 1t can be seen that the
interface circwitry 1s a collection of the following subsystems

1 An encoder counter circuit

2 An encoder reset circuit.

3 An analog mnput subsystem with a sample rate generator and
4 The interface with the new lower level hardware

The control hardware designed and implemented n this project, (see Fig81),
consists of three basic elements - the host computer, the processor boards and some
special purpose nterface hardware The function of the digital computer 18 to
implement the upper levels of the control hierarchy presented in Chapter 1, while the
processor boards present implement the lowest level of that hierarchy The function of
the mterface hardware 1s to provide a link between the digital hardware of the new

controller and the analog wnputs and outputs necessary to control the PUMA 560
industrial robot.

The control of a PUMA 560 amm 1s achieved through the control of the joint
dc motors The mputs necessary to control the PUMA 560 [53] are the mput
voltages used to dnve the motors and the voltage signal necessary to apply motor
brakes. The robot outputs necessary for control are the outputs of the potentiometer

and mmcremental encoders, which are position feedback measurement devices
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The incremental encoders located in the jomnts of the PUMA 560 each produce
three signals for measunng the jont posiion of the robot - an A channel, a B
channel and an Index channel The A and B channels, see Fig82, each produce a
squarewave output, with one channel leading the other by 90° By counting the state
changes (01 or 1-0) of both channels, the magmtude of a joint movement relative to
some mtial joint position, can be determined It 1s also possible to know the direction
of movement by observing which channel 1s leading and which 1s lagging

The Index chanmel, in conjunction with the posihion potentiometer, 1s used to find
the mmtial posiion The ndex channel produces a pulse on every motor rotation An
Index pulse 1s produced at regular intervals and each of the intervals 1s some multple
of the number of degrees i one motor revolution. The potentiometer 1s used to
determine which multiple The position potentiometer used 18 coupled to the motor
shaft, through a gear tramn, so that the afxgle read by the posiion potentnometer
corresponds directly to the joint angle The potentiometer 1s prone to 1naccuracy, and
this 15 why 1t cannot be used on 1ts own to determine absolute positton The
mnaccuracy, however, in the potentiometer reading is much less than +1/2 of a motor
revolution So if the potentiometer 1s read at an index pulse, the absolute position can
be nterpreted to be the nearest multiple of motor revolutions to the potentiometer
value read

The mmbahzaton of the joint angle measurement for the PUMA 560 can,
therefore, be achieved by using the feedback sensors in the followmng manner
1 The jomt motor 1s rotated until an index 1s found
2 The motor 1s then haited.
3 The potentiometer voltage 1s read, converted to degrees and stored
4 The decoded relative positions of the A and B channels are set to zero

Any subsequent movement of the jont will cause an increase or decrease mn the
decoded values of the A and B channels. This decrease or increase, when converted to

degrees, can be added to the stored potentiometer value to produce an accurate jomnt
position

Having outlned the steps necessary to determine the jomnt position, the next step
15 to descnbe in more detail the design which was required to implement these steps
The required design compnses of four main areas

1. Reading the incremental encoders

2 Readmg the potentiometers
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3 Dnving the DC motors
4 Applying the motor brakes

These basic design requirements are discussed mn the following subsections

82.1 The Incremental Encoder Counter System

The optical encoders are directly attached to the motor shaft, and, because of the
gear coupling, they rotate several times when the jomnt 1S dnven through s full
motion This gives a precise measurement of relauve motion [54] The A and B
channels determine both the amount, and the direction, of the rotation in discrete steps
The index channel produces a short pulse on each motor revolunon (360°), which can
be used by the system, mn conjuncton with the position potentiometer value, to
determine absolute position

The A and B channels detect the relative motion of the joints The directon of
rotaton (clockwise or anti-clockwise) can be determined by observing the state
transitions on these two channels These transiions can be interpreted to perform three
operations

1 Increment joint posiion (A leads B)
2 Decrement jomnt position (B leads A), and
3 Reman at same position (no state changes)

Almost all the PUMA 560 jomnts [54], with the exception of jomnt 2 which has
800 state changes per revolution, produce 1000 state changes per motor revolution
Simce the motor rotates between 40 and 60 times (again jomnt dependent) dunng a full
jomnt rotauon, 40,000 to 60,000 state transizons occur 1n that jont rotation Any
counter circuit used to keep track of these transiions should be able to hold the
maximum number of transinons that are likely to occur For this reason 16-bit
counters (maximum count 65526) are sufficient to keep track of the PUMA 560’s joint
movements

The PUMA 560 posihon potentiometers are mcorporated into the jomt motors and
are connected between +5 volts and ground Rotating the potentiometer through 360°
produces a proportional voltage output of between 0 and +5 volts The potenthometers
themselves have been geared to rotate less than 360° dunng a complete jomnt rotation
In some cases the full movement of a jomt could be as Iittle as 200° and, as a
result, the change in the potentiometer voltage would be about 278 volts. Since on
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average 60 1ndex pulses are produced over the entire jomnt sweep, then the
potenuometer voltage must be measured to an absolute accuracy of 1/60th of 278
volts (0046 volts) per motor revolution

A 16-bit up-down counter, consisuing of four 4-bit cascaded counters, 15 used to
count the number of encoder state changes The counters 1n question have four
controls - a count up/down, an enable input, a clock mput and a load input The truth
tables for these signals can be found m [56] This counter uses a 1IMHz clock which
1s generated on the new mnterface card by a 1IMHz crystal This value of clock
frequency was chosen because 1t 1s much greater than the maximum frequency of the
encoder state changes

The enable and up-down signals of the counter are derived from the A and B
channel signals of the encoders The counter 1s incremented or decremented when the
encoder goes through a state change These state changes are asynchronous and must
be synchromzed by the decoding logic The basic idea of the scheme 1s presented here
and illustrated in Fig83 From Fig83 1t can be seen that the encoder signals A and
B are both fed through 2-stage shift registers clocked by the 1MHz clock The outputs
of the first stage (A’, B’) are synchromzed versions of the A and B inputs, since
they are clocked by the 1MHz clock signal Similarly, the outputs of the second stage
(A”’, B”) are synchromzed versions of A’ and B’ It 1s useful to think of the first
stage outputs (A’, B’) as the present states and the outputs of the second stage (A,
B’’) as the previous state Together the four states, A’, B’, A”” and B’’, make up 16
(249) possible state combmations which can be decoded to determine which direction
the count must go - up or down Table 81 shows all the possible combinations of
these states and the decoded command signals for the counter. Rather than use logic
gates to directly implement the decoder it was decided to use an EPROM. This
EPROM has the A states and the B states, and the counter reset lmne as its address

mputs The outputs are the decoded command signals for the counters generated from
Table 8 1.
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/
Table 8.1 Counter Control Commands
EPROM PROM O/P (COUNTER I/PS) OPERATION

—ADDRESS ENT D/U _LOAD
0 1 1 1 NOP
1 0 1 1 DEC
2 0 0 1 INC
3 1 1 1 NOP.
4 0 0 1 INC
5 1 1 1 NOP
6 1 1 1 NOP
7 0 1 1 DEC
8 0 1 1 DEC
9 1 1 1 NOP
10 1 1 1 NOP
11 0 0 1 INC
12 1 1 1 NOP
13 0 0 1 INC
14 0 1 1 DEC.
15 1 1 1 NOP
16 -» 31 0 0 0 CLEAR

822 The Control Output Signal

The dnve current and voltage needed to dnve a DC motor is entirely motor
dependent. It 1s therefore not necessary to design power amplifiers for the system,
since satisfactory ones already exist Instead 1t was considered practical to use the
exisung ones and to concentrate on the hardware necessary to dnve the amplifiers In
the case of the PUMA 560, the exising power amplifiers [2] can be convemently
used because they were designed exphcitly with this robot in mind Using these
amphfiers simplifies the extemal connections to the arm’s jomnt motors In addition, the
Unimation power amplifier umt contains a Miscellaneous Functions Umt [2] (MFU),
which provides useful safeguards that can be momtored to prevent damage to the arm
These safeguards include the ability to momtor the amplhfier’'s mput current and

temperature to see 1f they are operating within the values specified for that amplifier
manufacturer

The PUMA 560 power amplifiers are controlled by analog voltages These
voltagescan be generated by digial to analog converters (DACs) Two basic
specificatonsmustbe considered in  the choice of DAC - voltage swmg and
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resolunion The PUMA 560 power amplifiers require a voltage mput swing of 10 volts
to -10 volts Selection of resolution 1s more difficult Typical digital servo systems use
8 or 10-bit DACs - the Ummation uses 10-bit. It was decided to increase this to
12-bit for thus project This increase 1n the resolution means that the new dnve signal
1s four times more accurate than the ongmal one

823 The Data Direction Control System

To solve the commumcation in the lower level, four tnstate octal transceivers are
employed The transceiver allows data to flow mn both directons by correctly setting
the two control mput lines (Gap, and Gpa) Enabling Gpp (=1) and disabling Gy, (=1
active low) allows data to pass from A to B Setting both these values low, allows
data to pass from B to A The chip can also be set to a high impedance state, where
no link exists between A and B

To allow the digital signal processor to commumcate between the new interface
card and the 4 channel analog card, two sets of transceivers are placed on the counter
outputs and on the 16bit bus from the analog card The outputs of both these sets of
transceivers are connected together using pull-up resistors If a READ or WRITE 1s
performed using one set, then the other set 1s set to high impedance. Table 82 shows
the setungs of the control signals required to perform the deswred operations Fig85
shows a schemanc diagram of the circuit used to achieve thus data control

TABLE 8.2 Data Direction Control
I/0 PORT ADD. Transceiver Control Signals
Operation Ay, Ay A A, Gaby Oba: Gab2 Gba.

NOP 0 0 X X 0 1 1 1
READ COUNTERS 0 1 X X 1 1 0 1
READ ANALOG 1 0 X X 0 1 1 1
WRITE ANALOG 1 1 X X 0 1 0 0

where X don’t care

824 System Tinming

The PUMA 560 brake 1s used to lock each joint in position when the motor
power 1s tumed off This prevents the jomnts from collapsing when no power 1s
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present to hold them in posmion It 1s impossible to individually apply or release the
brakes of the PUMA 560 This 1s due to the fact that the brakes of each joint motor
[2] are wired together The MFU mentioned above contains the circuitry needed to
apply or release the brake This circmitry can be controlled by setung or resetting a
digital input of the MFU known as BRAKE RELEASE ENABLE

The jomnt mterface circuitry must not only accommodate the joint motor signals
but 1t must also provide the upper and lower hardware levels of the new controller
with additional funchons to allow complete system integration. The single most
immportant of these functions is system tming

Implementation of a digital controller requires some means of regulaing a
sampling interval A hardware umer 1s used to interrupt the CPU The hardware umer
can take the form of a programmable up-counter This counter should be free-runmng
from an NHz clock giving a clock penod of 1/N seconds The sample penod can
therefore be set m terms of an integral number of clock cycles, each clock cycle
adding 1/N seconds A program that requres this sampling interval can then be wntten
as an nterrupt service routne Then, if a tmer interrupt occurs, the CPU will be
mnterrupted and the program can commence

The hardwarescheme of Fig84 1s used to momtor the 1index pulse for
imuahzation Each new counter reset circuit has two flipflops and a NAND gate The
circuit 1s asynchronously armed or enabled via an ARM RESET signal Once armed,
the next index pulse occurrence generates a single reset pulse, which 1s sent to the
associated counter circuit. When the reset pulse 1s 1ssued, the circuit disarms itself so
that further occurrences of the index pulse will not reset the counters The ARMED
STATUS signal can be momtored by the system software to see if the index has
occurred

8.3 Software Considerations for the New Control Structure

The purpose of this secton 1s to provide an nsight mto the computauonz/xl
aspects of the new PUMA 560 control structure. The new hardware configuration 1s a
hierarchical, multi-processor system, and as a result 1t requires a considerable amount
of inter-processor communication to perform its robot control function. Fortunately,
since the two levels in the new PUMA 560 controller are "off-the-shelf” items,
exisung software tools can be wused to achieve the designed nter-processor
communication desired

193



Hardware System Design and Implementation

This type of robot control hardware, with a personal computer as the upper
hardware level, allows for easier implementation m both industrial and educational
environments This 1s due to the general famihanty with the personal computer
operating system and hardware By using a commercially available operating system
with the robot control hardware, one can speed up the development process and the
leaming curve of potential users, since features such as file management, batch file
generaton and on-line debugging tools are available

The software tools used for the new controller consist of a Microsoft C language
compiler,and an NEC pPD77230 momtor [S57] with Lnker, assembler and object
converter facihities The choice of thuis C compiler was dictated by the fact that the
uPD77230 processors can use a Microsoft C companble compier for program
development The puPD77230 C compiler 1s used to convert C language programs Into
uPD77230 assembly language programs This assembly language can then be converted
to hexidecimal format using the object converter In this format, the programs can be
downloaded imto the pPD77230 memory space and then executed The downloading
and executon can be achieved by using either the momtor or C dnvers specifically
wntten for this purpose, or by using the monitor which comes with the board

The computational elements of the new control structure involve a wide range of
applicanons, including the roles of the operating system and programming language just
discussed In addiion to these roles, the processors of the new system are used to
dnve the jomnt servos and to interface with external position sensors The following
sections are concemed with the functionality of the computational elements of the new
controller under the headings of interface, communication, and calculation.

One role of the computational elements of the new control hardware 1s to provide
communication, 1e¢ exchange of information between and among components In the
case of the new control structure, these components are the upper and lower hardware
levels This commumication 1nvolves downloading position setpomts to the pPD77230
boards from the personal computer The WPD77230 boards are mapped to the
mnput/output addressing area of the personal computer The address map of each
WPD77230 board takes up 8 addresses in the personal computer nput/output area The
function of the control register 1s to enable or disable the processor and any mterrupts
to the personal computer, and the status register i1s used to momtor the operation of
the pPD77230

., The calculation funcuionality of the new hardware can be defined in terms the
speed at which the basic operatons such as add, subtract, divide and multiply can be

performed on fixed and floanng pont data For the personal computer the fixed-pomt
t
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operatons were found to take 3 clock cycles to execute (1€ 150ns) Double precision
floatng pomnt addiions were found to take 10us, and mulaphcations took
approxmmately 32us each

In the lower level, computatonal functionality imnvolves the pPD77230 board’s
ability to perform floaing and fixed point addition, subtraction, division and
muluphicaton For fixed point data these calculatons were found to take 1 instruction
cycle or 150ns, [S7] In the floating-point case, addition and subtraction each take 5
struction  cycles, and multplication takes 6 wstructuion cycles This means that the
lower level 1s capable of performing thousands of additions and multiplications per
millisecond The advantage can be seen more clearly if one examines~the algonthms
developed 1mn [S58],[59] and [60] These algonthms are among some of the most
computationally complex avalable, yet preliminary calculanons suggest that these
algonithms can be implemented 1n real-ime using the WPD77230 boards In the case of
[58] and [59] these calculations show that both algonthms could, implemented m times
less than O0Sms, while [60] could be mplemented m a time less than 08ms The
same algonthms, if implemented on the existing Rockwell 6503uPs, would require that
the sampling interval be increased by a factor of 10 Such lmigh samphng intervals are
unsuitable for real-ume control

8.4 Identifying the Robot Parameters

The new hardware system 1s used to capture the conttol commands and jomnt
positons The control commands from the amplifier are read using the four channel
analog card These commands are stored on the dsp card, in memory, but are later
echoed back to a file on the pc The joint positions are read using the new interface
card The counter circut determines the movement of the jomnts and sends this

nformation to the digital signal processor The captured nput/output data 1s shown in
Fig86 and Fig 8 7 respectively

84 1 Idennfication Results

Using the input/output data captured, 1t 1s possible to identufy a model for this
data using Recursive Least Squares A second order model is estimated, where four
parameters are determined for each joint, 1e the model takes the form
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Ges(Z) = b.IZ + b2

22 + a,z + a,

A vanable forgetung factor (W) 1s used to allow for both fast imtial convergence and
small oscillanon of the final parameters Imually, p 1s set at 08, and ncreases
exponentially to 0995 at the end of the test P, 1s set at 1,000 The results of the
1dentification are shown mn Fig 8 8 through to Fig8 13 These results here can be used
to validate the simulation model developed i Chapter 2

Looking at Fig88, a pole at 10 1s found to exist, and the other pole 1s at 09
These findings are very similar to the results obtamned from the simulation model,
where the model consists of an integrator and another pole close 09 The poles of the
system do not vary hugely with changes m jomnt posiions The zeros of the plant
widely vary with changing position, so the results in Fig89 can be compared with
the results from before, when a different reference signal was used However, the
zeros from the simulation model and those from the actual robot are close
magmtude Smmilarly, the other joints’ parameters are found to be close to the results
imn Chapter 5 Using these parameters, a time varying second order model can be
constructed to simulate the dynamics of the robot joints

8.5 Simulated Control of the Idennfied System

From the evaluation (in Chapter 7) of the simulaton control section, one control
routine 1s chosen as the best controller m each category It 1s the routine which
outperforms the other algonthms The three algonthms chosen are PID, the Self-Tuning
Regulator and Computed Torque (with an adaptive feedback layer) To investigate
which of these algonthms i1s suitable for control of the actual robot, each of these
three algonthms 1s used to control the time varying, second order model, denved from
the above section. These control results are a strong indicaton of the optumal
manipulator control techmque

85.1 Parameter Algonithm - PID Control

The PID controller does not perform very well in thus test. The wmnal parameter
estimates cause the controller to give an undesirable 1mtal response (see Fig 8 14)
When the jomnts track the specified path, there 1s a noticeable stauc error for joint 2
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852 Adapnve Control Algonithm - Self-Tuming Regulator

The STR performs very well - no undesired mutial behaviour 1s expenenced (see
Fig 8 15) The control parameters are denved from the parameter esumates There 1s a
Iittle oscillation present, but the static error 1s very low

853 Feedforward Control Algonthm - Computed Torque with Feedback

This algonthm does not perform to expectations The response 1s similar to the
PID results (sece Fig816) However, the response of joint 2 1s mmproved The imtal
variaton 1n the jont angles 1s present.

854 Conclusion

It 1s clear that the STR performs best in this test This routine takes the
parameter estmates and transforms them to controller gains The PID 1s the least
efficient here The Computed Torque method 1s second best to STR However, when
Computed Torque 1s used in an actual implementation, the scenano 1s different. The
results from the idenuficaton test are not requred, the algonthm requres no parameter
esumates The identification results are only suitable for adaptive routine use 1mn this
scenario However, 1f the mverse dynamic model of the robot 1s not precise enough,
then undesirable results may be obtamned if Computed Torque 1s used. The STR 1s the
most flexible, no nternal model 1s used, and the tuming 1s easily changed In
conclusion, the STR method gives the most desirable results

8.6 Summary

This chapter shows how the new control hardware 1s designed and mterfaced to
the existng Ummanon System The new nterface 1s similar to the existing Urnumation
because 1t uses the Umimation power amphfiers and MFU It also adds a degree of
flexibility to the new control hardware which 1s not found m the Ummation interface
The flexibiity 1t provides Les m the increased nput/output capabilities and 1n the
provided accuracy that it provides over the exisung mput channels It also provides a
flexible sample rate umer which 1s capable of producing sample rates m a range
swtable for real time control

197



Hardware System Design and Implementation

This chapter also investgates the idennfication of the robot parameters Using
data captured from the robot and the RLS identficaton techmique, the robot parameters
can be esumated These identfication results are used to simulatc the control of the
actual robot system Conclusions are made as to which algonthm 1s the most suited
for manipulator control, based on the results found in this chapter
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CHAPTER 9

CONCLUSIONS

This thesis can be broken down into three subsections The first subsection 1s
concemed with the topics mn Chapters 2 and 3, where the dynamics for the three
pnmary jonts are explaned and a simulation package 1s designed to implement these
dynamic equations In Chapter 3, the forward and inverse solutions to the kinematics
problem are detailed, along with several techmques for trajectory generation These two
chapters serve as an introduction to the background work, which 15 used at a later
s}age m the thesis

The second section of this thesis 1s concemed with the area of robot control
’I\‘hlee mam types of control techmques are used The performance of these algonthms
1s smmulated in a robot environment using the simulation package designed i Chapter
2 Evaluation of their performance 1s based on several performance critena

The final section of the thesis details the hardware side of this project It also
mcludes the results of an 1dentificanon performed on a PUMA 560, using this
hardware system to capture the mput/output data The design 1s aimed at producing a
flexible working environment, where new control techniques can be readily mvestigated
on the robot.

9.1 What was achieved
The am of thus project was to perform an investigaion of a wide range of
control techmques, suitable for mampulator control, and to simulate their performance

using the robot model From the simulation results, the best suited algorithms can be
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chosen for real time implementahon on the PUMA 560 robot The successes of thus
research are in the areas of robot modeling, hardware design and the analysis of an

extensive range of control algonthms

A complete dynamic model has been developed for the three primary jomts of
the PUMA 560 industrial manipulator The Euler-Lagrange formulation models the
manipulator as a set of second order differential equations Incorporating the actuator
dynamics 1nto these equations results in a third order model with voltage mputs and
posiion, velocity and acceleraton outputs Simulaton 1s performed using the
Runge-Kutta numerncal mtegration techmque to solve these differential equations

A wide range of control algonthms has been mvestgated, from the classical
techmques of PID and Optimal Control to the newer methods of Predicuve Control
Adaptive and Feedforward strategies are also of interest An evaluation of these
algonithms 1s performed to grade the algonthms according to their performance

The complete design and implementation of a hierarchial control structure, using
special purpose processors for the control of the three prnmary joints of a PUMA 560
has been presented m this thesis Using a personal computer as a host machine, with
attached digital signal processor boards, the old hardware of the Umimation system can
be replaced with this new arrangement The digital signal processors are very powerful
and are capable of implementing complex control algonthms such as Computed Torque,
for example These DSP boards form the new lower level of the controller’s hierarchy,
of which the 80386-based personal computer forms the upper level

Also, the solution to the forward and verse Kinematics problem 1s given, along
with several techmques for Path Planmng These serve as introductory matenal for the
reader

9.2 What was not achieved

Real time control of the robot was not performed, only simulated control of the
identified model was achieved However, this strongly indicates which of the control
routines 1S most suitable for manipulator use Because real tume control was not
performed, small modifications may be necessary to the overall system
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9.3 Summary

This project achieved considerable ground mn the area of robotic research Topics
such as Robot Dynamics, Kinematics, Path Planming, Robot Control, Identification
techmques, and Hardware Design for robot systems are discussed in this thesis A
suitable selection of control algonthms exist, and the hardware system, which 1s
capable of implementing these in real time, 1s now available at DCU Engmneernng
School This project has reached nearly all i1ts goals The simulation side of the
project 1s very comprehensive, spanning a wide range of control methods Future work
mto  robotics at this Umversity should be ammed at the implementation of the
techmques conceived mn this research
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