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# Glossary of Terms

<table>
<thead>
<tr>
<th>Term</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>AIS</td>
<td>Autoionising state</td>
</tr>
<tr>
<td>FEL</td>
<td>Free-electron laser</td>
</tr>
<tr>
<td>FLASH</td>
<td>Free-electron laser at Hamburg</td>
</tr>
<tr>
<td>XFEL</td>
<td>European X-ray free-electron laser</td>
</tr>
<tr>
<td>LCLS</td>
<td>Linac coherent light source</td>
</tr>
<tr>
<td>FERMI</td>
<td>Free-electron laser for multi-disciplinary investigations</td>
</tr>
<tr>
<td>SACLA</td>
<td>Spring-8 angstrom compact free-electron laser</td>
</tr>
<tr>
<td>HHG</td>
<td>High-harmonic generation</td>
</tr>
<tr>
<td>X-UV</td>
<td>Extreme ultraviolet</td>
</tr>
<tr>
<td>TDDM</td>
<td>Time-dependent density matrix</td>
</tr>
<tr>
<td>TISE</td>
<td>Time-independent Schrödinger equation</td>
</tr>
<tr>
<td>CI</td>
<td>Configuration interaction</td>
</tr>
<tr>
<td>RWA</td>
<td>Rotating wave approximation</td>
</tr>
<tr>
<td>TDSE</td>
<td>Time-dependent Schrödinger equation</td>
</tr>
<tr>
<td>ATI</td>
<td>Above threshold ionisation</td>
</tr>
<tr>
<td>FTL</td>
<td>Fourier transform limited</td>
</tr>
<tr>
<td>TPDI</td>
<td>Two-photon double ionisation</td>
</tr>
<tr>
<td>PES</td>
<td>Photoelectron energy spectrum</td>
</tr>
<tr>
<td>NIST</td>
<td>National institute of Standards and Technology</td>
</tr>
<tr>
<td>FWHM</td>
<td>Full width at half maximum</td>
</tr>
</tbody>
</table>
# Glossary of Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H$</td>
<td>Hamiltonian</td>
</tr>
<tr>
<td>$H_0$</td>
<td>Single electron field-free Hamiltonian operator</td>
</tr>
<tr>
<td>$V$</td>
<td>Electron-electron field-free Hamiltonian operator</td>
</tr>
<tr>
<td>$H^0$</td>
<td>$H_0 + V$</td>
</tr>
<tr>
<td>$\Psi$</td>
<td>Wavefunction</td>
</tr>
<tr>
<td>$E(t)$</td>
<td>Semiclassical electric field after dipole approximation</td>
</tr>
<tr>
<td>$\tilde{E}(t)$</td>
<td>Electric field used for the sinusoidal pulse</td>
</tr>
<tr>
<td>$\hat{e}$</td>
<td>Electric field polarisation direction</td>
</tr>
<tr>
<td>$\hat{n}$</td>
<td>Electric field propagation direction</td>
</tr>
<tr>
<td>$D(t)$</td>
<td>Dipole operator</td>
</tr>
<tr>
<td>$\omega$</td>
<td>Photon energy</td>
</tr>
<tr>
<td>$U_P$</td>
<td>Ponderomotive energy</td>
</tr>
<tr>
<td>$\gamma_{Ke}$</td>
<td>Keldysh parameter</td>
</tr>
<tr>
<td>$E_I$</td>
<td>Ionisation potential energy</td>
</tr>
<tr>
<td>$C_K(t)$</td>
<td>Time-dependent amplitude for eigenstate $K$</td>
</tr>
<tr>
<td>$</td>
<td>K\rangle$</td>
</tr>
<tr>
<td>$</td>
<td>k\rangle$</td>
</tr>
<tr>
<td>$E_K$</td>
<td>Energy of state $K$</td>
</tr>
<tr>
<td>$G(z)$</td>
<td>Resolvent operator</td>
</tr>
<tr>
<td>$\gamma_K$</td>
<td>Total photoionisation width for state $K$</td>
</tr>
<tr>
<td>$\gamma_{KL}$</td>
<td>Photoionisation width from state $K$ to state $L$</td>
</tr>
<tr>
<td>$\Omega_{KL}$</td>
<td>Rabi oscillation frequency between states $K$ and $L$</td>
</tr>
<tr>
<td>$\Gamma_K$</td>
<td>Total autoionising decay width from state $K$</td>
</tr>
<tr>
<td>$\Gamma_{KL}$</td>
<td>Autoionising decay width from state $K$ to state $L$</td>
</tr>
<tr>
<td>$S_K$</td>
<td>ac-Stark shift of state $K$</td>
</tr>
<tr>
<td>$\bar{E}_K$</td>
<td>Energy of state $K$ including ac-Stark shift</td>
</tr>
<tr>
<td>$\delta$</td>
<td>Delta function</td>
</tr>
<tr>
<td>$q_K$</td>
<td>q-Fano parameter for state $K$</td>
</tr>
<tr>
<td>$\rho(t)$</td>
<td>Density operator</td>
</tr>
<tr>
<td>$\rho_{KK}$</td>
<td>Density matrix element for state $K$</td>
</tr>
<tr>
<td>$\rho_{KL}$</td>
<td>Density matrix element for coherence between states $K$ and $L$</td>
</tr>
<tr>
<td>$\bar{E}_{KL}$</td>
<td>Energy difference, including ac-Stark shifts, between states $K$ and $L$</td>
</tr>
<tr>
<td>$\mu_{KL}$</td>
<td>Dipole matrix element for photon induced transitions between states $K$ and $L$</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>Photoelectron energy</td>
</tr>
<tr>
<td>$D_{KL}$</td>
<td>Dipole operator for photon induced transitions between states $K$ and $L$</td>
</tr>
<tr>
<td>$\sigma_{KL}$</td>
<td>Slowly varying amplitude version of the density matrix element $\rho_{KL}$</td>
</tr>
<tr>
<td>$\Delta_{KL}$</td>
<td>Detuning between the states $K$ and $L$</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
</tr>
<tr>
<td>$I(t)$</td>
<td>Intensity of the pulse</td>
</tr>
<tr>
<td>$I_0$</td>
<td>Peak pulse intensity</td>
</tr>
<tr>
<td>$\mathcal{E}_0(t)$</td>
<td>Electric field envelope for the stochastic field case</td>
</tr>
<tr>
<td>$\varepsilon(t)$</td>
<td>Stochastic pulse variable</td>
</tr>
<tr>
<td>$\gamma_l$</td>
<td>Added bandwidth due to phase fluctuations of a stochastic field</td>
</tr>
<tr>
<td>$\beta$</td>
<td>FEL bandwidth cut-off</td>
</tr>
<tr>
<td>$\gamma_L$</td>
<td>FEL bandwidth when on resonance</td>
</tr>
<tr>
<td>$\gamma_l$</td>
<td>FEL bandwidth</td>
</tr>
<tr>
<td>$\langle K \rangle$</td>
<td>Time-average of operator $K$</td>
</tr>
<tr>
<td>$\Omega_{KL}^{\pm}$</td>
<td>Effective Rabi oscillation frequency between states $K$ and $L$</td>
</tr>
<tr>
<td>$J$</td>
<td>Total angular momentum quantum number</td>
</tr>
<tr>
<td>$M_J$</td>
<td>Total magnetic quantum number</td>
</tr>
<tr>
<td>$</td>
<td>e_k\rangle$</td>
</tr>
<tr>
<td>$l_k$</td>
<td>Angular momentum quantum number for electron $k$</td>
</tr>
<tr>
<td>$m_k$</td>
<td>Magnetic quantum number for electron $k$</td>
</tr>
<tr>
<td>$\tau_P$</td>
<td>Pulse duration</td>
</tr>
</tbody>
</table>
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Abstract

The Development of a Theoretical and Computational Framework for Ultrafast Processes of Complex Atomic Systems in a Strong Radiation Field

Damien Middleton

A time-dependent density matrix approach is used to investigate the effects of strong laser fields on the ionisation dynamics of complex atomic systems. In particular, two-step ionisation of neon and lithium with autoionising state (AIS) resonances are investigated and the effects of the resonances on the ion yields is determined. The stochasticity of a free-electron laser (FEL) pulse due to phase fluctuations is also modelled by using the phase diffusion model to obtain field-averaged time-dependent density matrix equations. A rate equation method is also investigated and analysed for reliability. One of the main advances developed in this work is the use of the density matrix method to investigate two-electron continuum states. For the neon system, the dependence of the branching ratios of singly and doubly ionised neon on the field intensity and duration is investigated. The rate equation method was also developed for this system in order to test its applicability. The possibility of single-colour AIS-AIS resonances in lithium is also investigated. To the author’s knowledge, no such system has been examined either theoretically, or experimentally. Thus, this work provides a first investigation into two new topics.
Chapter 1

Introduction

Atomic and molecular systems have been studied extensively over the past century and many of the characteristics of these systems and their interactions with externally applied forces have been analysed both theoretically and experimentally [2, 3, 4, 5]. Yet, with the abundance of atomic structures and media with which to interact, there are still many systems and conditions that are yet to be investigated. To this end, the field of atomic, molecular and optical physics is continuously publishing new results and building newer and better facilities and equipment, such as the Free-Electron Laser in Hamburg (FLASH), the European X-ray Free-Electron Laser (XFEL), the Linac Coherent Light Source (LCLS), the Free-Electron Laser for Multidisciplinary Investigations (FERMI), the SPring-8 Angstrom Compact Free-Electron Laser (SACLA) etc. for the study of such processes [6, 7, 8, 9, 10].

With the advent and development of these new light sources, such as free-electron lasers (FELs) and high-harmonic generation (HHG) sources, came a new range of laser parameters and thus, a new range of experimental conditions to examine. In particular, the development of attosecond laser pulses has allowed for the investigation of the dynamics of electrons in atomic and molecular systems [11], while high intensity laser pulses in the x-ray/ultraviolet (X-UV) region have made the photo-excitation and ionisation of inner shell electrons possible [12].

Although the energy bandwidth of FELs is larger than would be preferred, the
tunability of these laser systems has proven to be very useful for experimenters in the field. This allows FELs to be tuned to specific regions of interest, for example at an energy that leads to an AIS resonance. Thus, Auger decay processes have become an interesting experimental investigation in atom-laser interactions [12, 13]. FELs also have the ability to achieve high intensities with X-ray photons relative to their HHG and synchrotron counterparts.

This thesis has been approached from a theoretical perspective with a focus on FEL-atom interactions. Specifically, the author has developed a time-dependent density matrix (TDDM) approach, as well as a rate equation approach, to calculate the populations of various excited and ionised states of neon and lithium under the influence of strong radiation fields. The excitation of AIS resonances in these complex atomic systems and their effects on the ionisation dynamics are of particular interest.

The rest of this section briefly describes the atomic systems, light sources, theoretical methods and some experiments that have been used in order to investigate this main interest. §2 discusses and develops the theoretical underpinnings of the methods used throughout this work. In §3, the investigation of the effects of AIS resonances on the ionisation dynamics of neon using the TDDM approach is discussed. In this section, a rate equation approach is also developed and tested, while further examination of the applicability of this approach is given in §4.

In §5, the TDDM approach is used to investigate the possibility of single-colour AIS-AIS resonances in lithium and the effects that this has on the ionisation dynamics of such a rare atom-laser system. Although discussion of the results is included in each section separately, the author has presented some concluding remarks about the various approaches and results in §6 along with a discussion of possible future investigation. Some more detailed investigations which were not suitable for the main text have been relegated to the appendices.

Atomic units have been used throughout this thesis, unless otherwise stated.
1.1 Atomic Systems and States

In most cases, when studying atomic systems, one assumes that the system is prepared in the ground state, as this is the most stable and natural state in which one will find such a system. Beyond hydrogen and other hydrogenic atoms, which are the simplest atomic systems to study, the theoretical study of atomic systems is complex as there are many particles interacting with each other and external sources such as laser pulses. Thus, the computational demand required to solve for the dynamics of these systems is often too high. However, before discussing any external influences, or the methods that have been used in order to study these complex atomic systems, first a discussion about the atomic energy eigenstates is warranted.

For any atomic system, these states are determined by taking the wavefunction of the system, $\Psi$ and substituting it into the time-independent Schrödinger equation (TISE)

$$H\Psi = E\Psi$$

where $H$ is the time-independent Hamiltonian of the system and $E$ denotes the energy eigenstates of the system. Finding the eigenenergies and eigenfunctions is a simple problem in the case of hydrogenic atoms compared to multi-electron atoms. There are stationary, discrete, bound states below the ionisation threshold and a continuum of states above.

However, when one considers atoms with two or more electrons, configuration interaction plays a role. In these atoms an interference between two ionisation channels can occur; discrete AIS embedded in the continuum can be excited and then autoionise, or a photoionisation process can occur leading directly to the continuum. An electron is ejected in either process, but the interference between the processes leads to features in the ionisation spectrum that would not be possible with a hydrogenic system [2].

These characteristically asymmetric peaks in the ionisation spectra of various multi-
electron atoms have been studied extensively. In this case, the field-free part of the Hamiltonian is often separated into two terms in order to differentiate between the bound states of the system and those states that come about due to the configuration interaction between electrons;

\[ H = H_0 + V. \]  \hspace{1cm} (1.2)

\( H_0 \) represents the single-electron operator that leads to the bound states of the system, while \( V \) represents the electron-electron operator that leads to semi-bound AIS described by the Fano formalism [2]. These AIS are described as ‘semi-bound’ and ‘autoionising’ because they are unstable states whereby two electrons share energy due to their configuration interaction (CI). These states have a decay width, which is completely dependent on the atomic system’s configuration. This ‘Auger decay’ is a spontaneous process whereby one electron will be ejected, leading to the ionisation of the atom, while the other remains in the core, giving up energy to the ejected electron and dropping to a lower electronic energy state. However, these states are populated by the interaction of the atomic system with an external influence. This external influence comes in the form of collisions with other particles and, in the current work, the focus is on the interaction of atomic systems with photons from an intense, linearly-polarised, laser pulse. To this end, a description of the electric field is required.

### 1.2 Electric Field

The electric field, within the dipole approximation, is represented semiclassically as:

\[ \mathbf{E}(t) = \hat{\mathbf{e}}E(t) = \frac{\hat{\mathbf{e}}}{2}(E_0(t)e^{i\omega t} + E_0^\ast(t)e^{-i\omega t}), \]  \hspace{1cm} (1.3)

where \( \hat{\mathbf{e}} \) is the polarisation vector and a linearly polarised field is assumed. \( \omega \) is the photon energy. The length-gauge, \( D(t) = \mathbf{E}(t) \cdot \sum_j r_j \), is chosen for the field-atomic interaction operator and the dipole approximation is assumed as it is assumed that the
dipole approximation holds for the cases presented in §3, 4 and 5. This assumption holds only when the wavelength of the radiation is much longer than the distance between the nucleus and the electron that interacts with the field [14]. Thus, this assumption allows one to simplify the electric field by removing the spatial dependence of the field. The spatially dependent exponential can be simplified by using the series expansion and taking only the leading term,

\[ e^{i\omega \hat{n} \cdot \mathbf{r}} = 1 + i\omega \hat{n} \cdot \mathbf{r} + \cdots \]  

where, \( \hat{n} \) is the propagation direction. Furthermore, when one uses the rotating wave approximation (RWA) and transforms to slowly varying variables, as described in §2.1 and §2.8 respectively, only the envelope of the field is used, i.e.,

\[ \tilde{E}(t) = \frac{E(t)}{2} = \frac{E_0}{2} \sin^2(\Omega t), \]  

where \( \Omega = \omega / 2N \) is the pulse envelope frequency and \( N \) is the number of cycles per pulse. An example of a typical pulse is given in Fig. 1.1. When one studies the interaction of such a field with an atomic system, the problem becomes time dependent since the field is. In this case, one must begin with the time-dependent Schrödinger equation (TDSE)

\[ \left( i \frac{\partial}{\partial t} - H(t) \right) \Psi(t) = 0. \]  

where the Hamiltonian is now time dependent and is described as

\[ H(t) = H_0 + V + D(t). \]  

The introduction of a field then allows for transitions between states of the system, depending on the characteristics of the field, such as polarisation, intensity, photon energy, duration and shape. Since most laser sources are linearly polarised, and it is also theoretically simpler to treat, a linearly polarised electric field has been assumed
everywhere in this work. Thus, the shape is approximated as the envelope of a single \( \sin^2 \) pulse. However, the intensity, photon energy and duration of the pulse can all be chosen to suit the particular atomic dynamics of interest.

The field will influence the stationary states of the atom in the form of widths and Stark shifts. The field will increase the otherwise infinitesimally-thin, stationary-state widths and this will influence the way in which they couple to other states of the system. The field will also introduce Stark shifts whose magnitude will depend on the intensity of the field. However, in the cases considered herein, the Stark shifts are small relative to the other influences of the laser pulse, such as the photon energy. Thus, in practice, they are neglected. If the field is chosen so that the photon energy is resonant with the energy difference between two bound states, Rabi oscillations can occur. This process essentially leads to the system oscillating back and forth between the two states. These Rabi oscillations, Stark shifts and widths are discussed further in the derivation procedure in §2.

It is important to note that, in this work, the combination of electric field and photon energy lends itself to the perturbative regime since the ponderomotive energy,
\(U_P\), is much less than the photon energy and the Keldysh parameter, \(\gamma_{Ke} = \sqrt{\frac{E_I}{2U_P}}\), is much larger than 1, where \(E_I\) is the ionisation potential of the atom. For this reason, although they are interesting topics, dynamics such as tunnelling ionisation and above threshold ionisation (ATI) are not considered. For a comprehensive review on these processes and many others in the field of atomic, molecular optical physics, the reader is referred to ref. [15].

1.2.1 Light Sources

A Fourier transform limited (FTL) pulse has been used in all investigations in this work, except where otherwise stated. For example, some treatment of the inherent fluctuations has been taken into account in some cases. The FTL pulses have photon energies within the minimum spectral bandwidth possible for a particular pulse duration. They are useful in theoretical studies as they are easily implemented computationally.

With the advent of new light sources, such as free-electron lasers (FELs), the field of light-matter interaction is revealing new insights into the structure and dynamics of atomic and molecular systems [6]. Inner-shell photoionisation involving multiple photoionisation experiments [16], few photon processes in few electron systems [17], and two colour pump-probe experiments on a femtosecond time scale [18, 19] are all made possible with the introduction of these intense ultra-fast X-UV and x-ray FELs [20].

Two-photon sequential double ionisation (TPDI) of valence shell electrons was reported in helium and neon and has attracted interest from both theorists and experimentalists [21, 22]. The influence of resonant excitations on multi-photon ionisation has been investigated in studies of three-photon ionisation via resonant intermediate states in Ar and resonant core excitation in Kr [23].

Before these experiments with FELs, a few experiments were also carried out with X-UV radiation from high harmonic generation (HHG) sources in which doubly charged helium was observed as a result of sequential two photon ionisation [24, 25].
Some of the essential advantages of using FEL radiation, rather than HHG or conventional laser fields, is their range of high intensities and their tunability. This tunability allows experimental studies to be carried out that continuously vary the photon energy of the field. For example, by tuning such a field near an AIS, a coherent superposition between the initial state and the AIS is created and in principle, interference effects are possible [2].

The effects on the ionisation dynamics of any atomic system due to the presence of an AIS are strongly dependent on the strength of the Rabi oscillations due to the external field, the pulse duration, and the inter-atomic decay width of the AIS [26]. If the effect of the Rabi frequency is large relative to that of the inter-atomic decay width of the AIS, then these AIS are strongly coupled to the lower states and are less likely to decay via their coupling to the continuum. However, if the opposite is true, the AIS decay quickly into the associated continuum part of the wavefunction, thus, opening an influential second channel of ionisation.

However, FELs are stochastic by nature and thus, each pulse that is generated by a FEL will be different from the last. For this reason, experiments are carried out using multiple pulses and the results are averaged in order to account for this. Rather than speaking of the photon energy of a FEL pulse, one should consider that the energy bandwidth of the pulse will actually be larger than a FTL pulse.

1.3 Theoretical Methods

Many theoretical methods are available for the study of laser-atom interactions, with the choice of method very much dependent on the particular processes one wishes to study. Ab-initio methods are particularly useful as they they come from first principles of quantum mechanics. However, these methods are restricted in their use due to the high computational demands for complex systems. In these cases, it is often possible to use another method that uses a restricted basis so as to simplify the problem and thus, reduce the computational demand of such a method. For example, when considering
photon induced excitation and ionisation of multi-electron atoms, an ab-initio method would require a massively parallel programme in order to realistically provide a solution. However, the remit of this work is not to use ab-initio methods, but rather to use various approximations and simplifications of the TDSE in order to determine the ionisation yields from multi-electron ejection and photoelectron energy spectra (PES) of complex atomic systems under the influence of a strong X-UV laser pulse. To this end, the TDDM approach has been used.

1.3.1 Time-Dependent Density Matrix Approach

The TDDM approach is a useful method for solving for the ionisation yields and PES of complex atomic systems and has been used extensively to this end [12, 19, 27, 26]. It takes advantage of a restricted subspace in order to reduce the number of equations required to solve for the populations of possible states of the system. However, many considerations must be taken into account before using this method.

The main difficulty with the method is that all of the dynamical parameters must be known a priori. However, many of these dynamical parameters are available from the experimental literature and many others can be determined computationally. For example, the stationary states of a system can be determined using a Hartree-Fock method [28].

Another difficulty comes about when one is determining the restricted subspace to use. For example, if one begins with an atom in its neutral ground state, the rest of the subspace must be determined while keeping the laser pulse characteristics and dipole selection rules in mind. After taking these into consideration, if any state that could be populated is not included in the subspace, the results will not correctly model experimental conditions and the results will be inaccurate. This limitation is important when one is considering the configuration interaction picture where multiple configurations are often substituted with their most dominant counterpart. The TDDM approach and an example of the derivation of the density matrix equations is given in
1.3.2 Rate Equation Approach

It is possible to obtain a set of rate equations by adiabatically eliminating the coherence equations from the set of density matrix equations. However, one can also determine a set of rate equations for simpler systems by considering the possible states and dynamics of the system. In many cases, the rate equation approach is sufficient to determine the ionisation yields of an atomic system under the influence of an intense laser field. This approach has similar limitations to that of the TDDM approach in the sense that one must know all of the dynamical variables a priori and if one does not include a required state of the system, the results will be unrealistic. Also, when using this approach, the limitations go beyond that of the TDDM approach. For example, when one wants to investigate the effects of AIS resonances, i.e. when strong Rabi oscillations occur, on the ionisation dynamics of a system, the rate equation method fails to give accurate predictions. More on this is presented in §3.5.3.

1.4 Motivational Experiments Behind this Work

Although this thesis is completely theoretical in approach, it is worth noting some experiments that have piqued the author’s scientific curiosity and that had a direct bearing on the theoretical work discussed herein.

A relatively recent experiment was carried out with neon by Martins et al. [1] that instigated the first examination presented in §3. This experiment used the FLASH facilities in order to irradiate neutral neon atoms in the photon energy range of $41.3 - 41.6$ eV. The authors of the publication noted that there is an AIS resonance near this photon energy region and produced a result whereby the ion yield ratio $\text{Ne}^{2+}/\text{Ne}^+$ was plotted against the mean photon energy of the laser pulses used. This result showed a doubling of the ion yield ratio increasing from the lower photon energies to the higher
and it was concluded that the presence of the AIS resonance was the progenitor of this large increase.

However, if one carries out an investigation into the states involved in this atom-laser system using a $J$, $M_J$ coupling scheme, it becomes clear that the first-step ionisation leads to a combination of three Ne$^+$ substates with an energy difference of $\approx 0.1$ eV. Given that the presence of these substates of the Ne$^+$ ion were not discussed in the experimental publication, the author was interested to investigate this system in order to discover whether the experimental results could be obtained while taking the energy difference of the singly ionised species into account.

Also, the publication by Martins et al. developed a set of simple rate equations in order to attempt to explain the result. The author of the publication, and indeed this author, believed that the theoretical approach was too simplistic and would not accurately model the experimental setup. Thus, this author developed a TDDM and rate equation approach to solving the dynamics of the system and §3 and §4 detail the outcomes of this investigation.

On a separate note, there is some interest in two-colour AIS-AIS resonances [26, 29]. Experiments on the ionisation spectrum of lithium have been carried out in the 70 − 77 eV region [30, 31, 32, 33]. The results show a characteristic autoionising state line shape at 73.129 eV in the ion spectrum. Also, experiments on electron collisions with lithium have shown the presence of a number of triply excited states approximately 146 eV above the Li ground state energy [34]. A theoretical investigation of these states was also carried out and have found an AIS resonance 146.48 eV above the lithium ground state energy [35].

The energy difference between the resonance at 73.129 eV and the resonance at 146.48 eV is 73.351 eV. Thus, it would be interesting to determine if a single laser pulse could be used to excite both resonances at once since the resonances are only 0.222 eV apart. If the pulse duration is short enough, its energy bandwidth will create an overlap with both resonances. Also, if a FEL source such as FLASH is used, the photon energy
jitter, which is approximately 1% of the photon energy [1] (0.73 eV) will create a pulse with an energy bandwidth that is certainly large enough to overlap both resonances. Thus, in §5, this setup is treated using the TDDM approach in order to investigate the ionisation dynamics of lithium at these photon energies.
Chapter 2

Methods

The following section has been written in order to give an overview of all of the methods used in this work. The simplest atomic system that incorporates most of the dynamics of interest in this work is helium. Thus, this system has been employed as a testbed to explain the details of the methods. However, for more complex systems, such as those discussed later in this work, §3 and §4, the methods and approximations described here hold just as well and will simplify the problem at hand even more so than in the atomic helium case.

2.1 Rotating Wave Approximation

The rotating wave approximation (RWA) allows one to neglect terms in the Hamiltonian that are rapidly oscillating. It is applicable to cases which involve near resonant absorption and weak coupling [36]. For example, consider a laser system with photon energy \( \omega \) that couples two bound states with energy difference \( \omega_{12} \). In this case, one may often have a term in the TDSE that is a product of an exponential of the photon energy and the transition energy;

\[
e^{i(\omega-\omega_{12})t} + e^{-i(\omega+\omega_{12})t}.
\] (2.1)
The exponential term that has $\omega + \omega_{12}$ will be rapidly oscillating in comparison to the exponential term that has $\omega - \omega_{12}$. This is simply due to the fact that the photon energy is close to resonance with the transition energy, so $\omega - \omega_{12} \approx 0$, while $\omega + \omega_{12} \approx 2\omega$. It is clear that the latter exponential will be rapidly oscillating compared to the former. The latter can be neglected as the oscillations quickly average to zero for times that are large compared to $1/\omega_{12}$ [37].

2.2 Time-Dependent Schrödinger Equation

As with all non-relativistic, time-dependent, quantum-mechanical methods, the time-dependent Schrödinger equation (TDSE) is the starting point:

$$\left( i \frac{\partial}{\partial t} - H(t) \right) \Psi(t) = 0. \quad (2.2)$$

Here, the specific Hamiltonian, $H(t)$, will depend on the system. In laser-atomic interactions, such as those presented here, the Hamiltonian is

$$H(t) = H_0 + V + D(t) \quad (2.3)$$

where $H_0 + V$ is the time-independent part of the Hamiltonian, which determines the energies of the states of the atomic system and any inter-atomic decays, without the influence of a laser field. The laser field interaction is governed by the term $D(t)$ where the dipole approximation and length gauge are used in the present treatment, as discussed in §1.2.

2.3 Restricted Subspace

The first approximation that is made in this work is to assume that one can restrict the possible states of the system to a subspace of the system, for example the energy eigenstates of a system. For simplicity in the following example, consider the two
electron helium system, with the initial condition that the ground energy eigenstate is the only populated state. Also, assume the laser field has a photon energy that is larger than the ionisation potential and can be set so that it is resonant with an AIS. The wavefunction could then be written in the form of a restricted subspace as follows:

\[ \Psi(t) = C_G(t)|G\rangle + C_A(t)|A\rangle + \int dE_C C_C(t)|C\rangle. \] (2.4)

In this restricted subspace, there is one bound ground energy eigenstate \( |G\rangle = |g\rangle \), one AIS \( |A\rangle = |a\rangle \), and a continuum of singly ionised energy eigenstates \( |C\rangle = |c, e_C\rangle \), where \( |e_C\rangle \) represents the free electron ejected as a result of ionisation.

### 2.4 Resolvent Operator

One can then obtain the Laplace transform of Eqn. (1.6) to get

\[ (z - H(z)) G(z) = 1. \] (2.5)

At this point, one can take advantage of the closure relation

\[ |G\rangle\langle G| + |A\rangle\langle A| + \int dE_C |C\rangle\langle C| = 1, \] (2.6)

since the assumption has been made that these are the only possible populated states. Multiplying the left hand side of Eqn. (2.5) by this term and both sides on the
right by the ket $|G\rangle$, this will result in the following equation

$$(z - H(z)) \left( |G\rangle\langle G| + |A\rangle\langle A| + \int dE_C |C\rangle\langle C| \right) G(z)|G\rangle = |G\rangle. \quad (2.7)$$

Multiplication on the right by the ket $|G\rangle$ is chosen based on the assumption that the system is initially in this state. At this point, if one wants to determine the equation for any particular state, all one needs to do is multiply on the left by that state's bra,

$$\langle G| (z - H(z)) \left( |G\rangle\langle G| + |A\rangle\langle A| + \int dE_C |C\rangle\langle C| \right) G(z)|G\rangle = \langle G|G\rangle, \quad (2.8)$$

$$\langle A| (z - H(z)) \left( |G\rangle\langle G| + |A\rangle\langle A| + \int dE_C |C\rangle\langle C| \right) G(z)|G\rangle = \langle A|G\rangle,$n

$$\langle C| (z - H(z)) \left( |G\rangle\langle G| + |A\rangle\langle A| + \int dE_C |C\rangle\langle C| \right) G(z)|G\rangle = \langle C|G\rangle.$n

Also, note that the Hamiltonian acts on these states such that,

$$\langle G| H_0 |G\rangle = E_G = E_g,$n

$$\langle A| H_0 |A\rangle = E_A = E_a,$n

$$\langle C| H_0 |C\rangle = E_C = E_c + \varepsilon_C,$n

$$\langle A| V |C\rangle = V_{AC}, \quad \langle C| V |A\rangle = V_{CA},$$n

$$\langle G| D(z) |A\rangle = D_{GA}, \quad \langle A| D(z) |G\rangle = D_{AG},$$n

$$\langle G| D(z) |C\rangle = D_{GC}, \quad \langle C| D(z) |G\rangle = D_{CG}.$n

$E_g$, $E_a$ and $E_c$ are the atomic energies of the states $|g\rangle$, $|a\rangle$ and $|c\rangle$ respectively, i.e. they do not include the energy of any ejected electrons. $\omega$ is the photon energy. $\varepsilon_C$ is the kinetic energy of the electron that is ejected during the ionisation process, whether that be by photoionisation from the ground state, or Auger decay from the AIS. $V$ denotes an Auger decay, which can only occur between the AIS and the continuum, while $D(z)$ denotes a photon induced transition. All other terms are assumed to be zero.

Notice that, since the right hand side of all terms will be multiplied by $|G\rangle$, the
terms $\langle X|G(z)|G \rangle = G_{XG}$ have been written as $G_X$ for notational simplicity. With these identities in mind, Eqns. (2.8) can now be simplified to the following form:

\[(z - E_G) G_G - D_{GA} G_A - \int d\varepsilon C D_{GC} G_C = 1, \tag{2.9a}\]
\[(z - E_A) G_A - D_{AG} G_G - \int d\varepsilon V_{AC} G_C = 0, \tag{2.9b}\]
\[(z - E_C) G_C - D_{CG} G_G - V_{CA} G_A = 0. \tag{2.9c}\]

Since these equations include an integral over the continuum energies, this problem is numerically cumbersome. However, it is possible to simplify the equations by rewriting Eqn. (2.9c) in the following way

\[G_C = \frac{D_{CG} G_G + V_{CA} G_A}{z - E_C} \tag{2.10}\]

and substituting it into the integrals in the other two equations to get

\[\left( z - E_G + \frac{i}{2} \gamma_G \right) G_G - \Omega_{GA} G_A = 1, \]
\[\left( z - \bar{E}_A + \frac{i}{2} \Gamma_A \right) G_A - \Omega_{AG} G_G = 0, \tag{2.11}\]
\[(z - E_C) G_C - D_{CG} G_G - V_{CA} G_A = 0.\]

where $E_G = E_G + S_G(t)$ and $E_A = E_A + S_A(t)$. $S_G(t)$ and $S_A(t)$ are the ac-Stark shifts of the states $|G\rangle$ and $|A\rangle$ respectively. In practice, these shifts are neglected. This is discussed in detail in §2.8. The other terms in these equations require some more detail. Under the assumption that the matrix elements in the integrals over $E_C$, Eqns. (2.13), are slowly varying functions of $E_C$ over the range of the resonance, $z$ can be replaced by $E_G + \omega + i\epsilon$ [26] and the following, well-known identity can be used

\[\frac{1}{z - E_C} = \lim_{\epsilon \to 0^+} \frac{1}{E_G + \omega - E_C + i\epsilon} = \int \frac{dE_C}{E_G + \omega - E_C} - i\pi \delta(E_G + \omega - E_C). \tag{2.12}\]
The \( \text{If} \) denotes the principle value as given by Cauchy’s principle value theorem and \( \delta \) here denotes the delta function, which has a value of 1 when the term inside the brackets equals 0 and a value of 0 otherwise. Thus, the following terms are simplified:

\[
\int dE_C \frac{|D_{GC}|^2 G_G}{z - E_C} = \text{If} \int dE_C \frac{|D_{GC}|^2 G_G}{z - E_C} - i\pi (|D_{GC}|^2)_{E_C}
\]

\[
= (S_G(t) - \frac{i}{2} \gamma_G) G_G,
\]

\[
\int dE_C \frac{D_{GC} V_C A G_A}{z - E_C} = \text{If} \int dE_C \frac{D_{GC} V_C A G_A}{z - E_C} - i\pi (D_{GC} V_C A)_{E_C}
\]

\[
= -\frac{i}{q_A} D_{GA} G_A,
\]

\[
\int dE_C \frac{|V_A C|^2 G_A}{z - E_C} = \text{If} \int dE_C \frac{|V_A C|^2 G_A}{z - E_C} - i\pi (|V_A C|^2)_{E_C}
\]

\[
= (S_A(t) - \frac{i}{2} \Gamma_A) G_A,
\]

\[
\int dE_C \frac{V_A C D_{CG} G_G}{z - E_C} = \text{If} \int dE_C \frac{V_A C D_{CG} G_G}{z - E_C} - i\pi (V_A C D_{CG})_{E_C}
\]

\[
= -\frac{i}{q_A} D_{AG} G_G,
\]

where \( \gamma_G = 2\pi |\mu_{GC}|^2 I(t) \) is the photoionisation width of the state \( |G\rangle \) to \( |C\rangle \), \( \Gamma_A = 2\pi |V_A C|^2 \) is the Auger decay width of the state \( |A\rangle \) to \( |C\rangle \) and \( \Omega_{GA} = D_{GA} \left( 1 - \frac{i}{q_A} \right) \) is the Rabi oscillation frequency between states \( |G\rangle \) and \( |A\rangle \) where

\[
q_A = \frac{\mu_{GA}}{\pi (\mu_{GC} V_C A)_{E_C}}
\]

is the q-Fano parameter [2] of the AIS. For a more thorough account of the different shifts and widths that come about due to these continuum integrals, see ref. [26]. In these equations, the terms \( \mu_{KL} \) represent the dipole matrix element between a state \( |K\rangle \) and another state \( |L\rangle \). \( V_A C \) and \( V_C A \) represent the coupling of the AIS to the continuum.
2.5 Amplitude Equations

In order to obtain a set of amplitude equations as a function of time, one can now use the inverse Laplace transform to return Eqns. (2.9) to the time domain:

\[
\begin{align*}
    i\dot{C}_G(t) &= \left( \bar{E}_G - \frac{i}{2} \gamma_G \right) C_G + \Omega_{GA} C_A, \\
    i\dot{C}_A(t) &= \left( \bar{E}_A - \frac{i}{2} \Gamma_A \right) C_A + \Omega_{AG} C_G, \\
    i\dot{C}_C(t) &= E_C C_C + D_{CG} C_G + V_{CA} C_A.
\end{align*}
\] (2.15)

At this point, one can solve this system of integro-differential equations and, by squaring the result, determine the development of the populations over time. However, it must be made clear that, in order to solve these equations, all of the dynamical variables, such as the energies and widths of the states, need to be determined a priori.

2.6 The Density Matrix

In this work, the author has further developed the amplitude equations in order to obtain a set of TDDM equations. In order to use the TDDM method, one must expand the density operator of the system over a basis. This basis is simply that which has already been described in §2.3, i.e. the energy eigenstates of the system. The choice of this basis has been made by considering the system under investigation and all of the processes that can occur in this system.

One can use dipole selection rules, energy considerations, or approximations in some cases in order to restrict the subspace. For example, a subspace that includes a bound state interaction with an electric field might include a single-photon ionisation process if the photon energy of the field is large enough to overcome the ionisation potential. Of course, if the ionisation potential is too large for this to happen, then single-photon ionisation will not occur, but one must consider the possibility of a two-photon ionisation process. The likelihood of this transition must be considered carefully, incorporating the dipole selection rules, while considering the magnitude of the cross section when
Figure 2.2: The density matrix

compared to other possible dynamical processes, such as absorption to excited states.

Once the restricted subspace has been determined, the TDDM can be derived fully using the Liouville equation, \[ [38], \]

\[
i \dot{\rho}(t) = [H(t), \rho(t)].
\] (2.16)

where the matrix elements are made up of the diagonal eigenstate population terms \( \rho_{KK}(t) \) and the off-diagonal coherence terms \( \rho_{KL}(t) \) (see Fig. 2.2), which monitor the coherences between states. Depending on the system, the number of differential equations required to solve for the dynamics of its states over time can be rather large. Note that, if one considers \( n \) states, then there will be \( n(n + 1)/2 \) equations; \( n \) for the populations of the states and \( n(n - 1)/2 \) for their coherences. One is not required to solve \( n \times n \) equations since the matrix is Hermitian such that \( \rho_{KL} = \rho_{LK}^* \). Also, in practice, the number of equations that are solved numerically is much smaller as various approximations can be made. This will depend on the particular system and is discussed later in this section and in §2.7.

It is important to note that the TDDM method requires the knowledge of the values of all of the dynamical variables involved since this is not an ab-initio method. The method is then limited by this fact and is not, therefore, useful in all situations. However, it is still extremely useful for testing experimental results and also for suggesting future experiments.

To obtain the density matrix equation for the helium case described here, one could
begin with Eqn. (2.16) and use the same considerations as those used to obtain the amplitude equations in §2.5. However, one can also derive a set of TDDM equations by beginning with the amplitude equations, Eqns. (2.15) and this method will be described here, while the former method will be described in §3.2. For example, to obtain the matrix element $\dot{\rho}_{KL}$, one must simply use the following equation:

$$i\dot{\rho}_{KL}(t) = i \left( \hat{C}_K(t)C_L^*(t) - C_K(t)\hat{C}_L^*(t) \right),$$  \hspace{1cm} (2.17)

where an * represents the complex conjugate. When $K = L$, this produces one of the diagonal population differential equations of the density matrix. When $K \neq L$, this produces one of the off-diagonal coherence differential equations. After carrying out this procedure for the helium system described above and for all combinations of $K$ and $L$, the following set of equations will be produced:

\begin{align*}
\dot{\rho}_{GG}(t) &= -\gamma_G \rho_{GG} - 2\text{Im} [\Omega_{GA}\rho_{GA}], \hspace{1cm} (2.18a) \\
\dot{\rho}_{AA}(t) &= -\Gamma_A \rho_{AA} + 2\text{Im} [\Omega_{AG}\rho_{GA}], \hspace{1cm} (2.18b) \\
i\dot{\rho}_{GA}(t) &= \left( \bar{E}_{GA} - i\frac{\gamma_G + \Gamma_A}{2} \right) \rho_{GA} + \Omega_{GA}\rho_{AA} - \Omega_{AG}^*\rho_{GG}, \hspace{1cm} (2.18c) \\
\dot{\rho}_{CC}(t) &= 2\text{Im} [D_{CG}\rho_{GC} + V_{CA}\rho_{AC}], \hspace{1cm} (2.18d) \\
i\dot{\rho}_{GC}(\varepsilon_C, t) &= \left( \bar{E}_{GC} - i\frac{\gamma_G}{2} \right) \rho_{GC} + \Omega_{GA}\rho_{AC} - D_{CG}^*\rho_{GG} - V_{CA}^*\rho_{GA}, \hspace{1cm} (2.18e) \\
i\dot{\rho}_{AC}(\varepsilon_C, t) &= \left( \bar{E}_{AC} - i\frac{\Gamma_A}{2} \right) \rho_{AC} + \Omega_{AG}\rho_{GC} - D_{CG}^*\rho_{AG} - V_{CA}^*\rho_{AA}, \hspace{1cm} (2.18f) 
\end{align*}

where $\bar{E}_{KL} = \bar{E}_K - \bar{E}_L$ is the energy difference between the states $K$ and $L$ and includes the Stark shifts of those states, $\gamma_G = 2\pi|D_{GC}|^2 = 2\pi|\mu_{GC}|^2I(t)$ is the photoionisation width from state $|G\rangle$ to $|C\rangle$, $\Gamma_A = 2\pi|V_{AC}|^2$ is the Auger decay width from the AIS $|A\rangle$ to $|C\rangle$, and $\Omega_{GA} = D_{GA} \left( 1 - \frac{i}{\gamma_A} \right)$ is the Rabi oscillation connecting the states $|G\rangle$ and $|A\rangle$. 

21
2.7 Adiabatic Elimination of Coherence Equations

The full set of TDDM equations are suitable for calculating the populations of the states of the system. However, it is possible to further simplify this set of equations in order to reduce the computational demand required to solve for the populations. This is achieved by performing an adiabatic elimination of the continuum variables. This results in the elimination of those coherence equations involving the continuum, i.e. Eqns. (2.18e) and (2.18f) and the substitution of their ‘steady state’ values in the other equations. Their substitutions are time-dependent parameters that are known as the ionisation widths and ac-Stark shifts. In other words, the effect of the continuum states on the evolution of the populations (the diagonal matrix elements) collapses down to these dynamical parameters.

Adiabatic eliminations are possible due to the fact that the evolution time scales are different depending on the TDDM equation under consideration. In particular, the time-evolution of the continuum, off-diagonal elements is very different compared to that of the bound states, as they reach their asymptotic values much faster. In other words, the continuum, off-diagonal elements reach their ‘steady state’ quickly and as such, by definition, \( \dot{\rho}_{KL} = 0 \) during a timescale over which other variables have not changed their value appreciably. As a result, the ‘fast’ variables must follow the time-evolution of the ‘slow’ variables adiabatically, i.e. almost instantaneously. This effectively eliminates the fast variables from the system of equations since their time dependence is known in terms of the remaining slow variables.

Given the context, the approximations are extremely well justified. Adiabatic elimination of continuum variables is a standard technique in other contexts as well, such as quantum optics and laser spectroscopy [39, 37]. The important observation for the adiabatic elimination procedure is that the coherences that include continuum states approach their steady state much faster than the coherences that include only bound states. The most notable example of this adiabatic elimination is the well known Fermi golden rule, which describes the coupling of a bound state to a continuum with the
ionisation rate formula. A very detailed presentation of the adiabatic elimination can be found in Stenholm’s textbook [39]. In the context of atomic physics and for single and double electron ionisation, the reader can also refer to [12, 40, 41].

Looking at Eqn. (2.18d), one can see that the rate of change of the continuum population, $\dot{\rho}_{CC}(\epsilon_C, t)$, is dependent on the values of the off-diagonal elements $\rho_{GC}(t)$ and $\rho_{AC}(t)$. It is assumed that the steady state values of the off-diagonal elements $\rho_{GC}(t)$ and $\rho_{AC}(t)$ have been reached at time $t$. This time $t$ is assumed to be large enough that the asymptotic values of $\rho_{GC}(t)$ and $\rho_{AC}(t)$ have been reached, but, at the same time, are small enough so that they are less than the time needed for $\rho_{GC}(t), \rho_{AA}(t), \rho_{CC}(t)$ and $\rho_{GA}(t)$ to change a lot. This leads one to the coarse grained version of the density matrix equations, whereby one cannot consider extremely short times, where the limit of this is dictated by the system. So, from now on, $\partial t \rightarrow 0$ is not a valid mathematical operation for the forthcoming system of equations. To continue, one must first determine the steady state value of Eqn. (2.18e). To do this, one must assume that the derivative of the coherence is zero;

$$
\rho_{GC} = \frac{D^\ast_{CG}\rho_{GG} + V_{CA}^\ast\rho_{GA} - \Omega_{GA}\rho_{AC}}{E_{GC} - i\frac{\gamma_G}{2}}
$$

$$
2\text{Im} [D_{CG}\rho_{GC}] = 2\text{Im} \left[ \frac{|D_{CG}|^2\rho_{GG} + D_{CG}V_{CA}^\ast\rho_{GA} - D_{CG}\Omega_{GA}\rho_{AC}}{E_{GC} - i\frac{\gamma_G}{2}} \right]
$$

$$
= 2\text{Im} \left[ \frac{(|D_{CG}|^2\rho_{GG} + D_{CG}V_{CA}^\ast\rho_{GA} - D_{CG}\Omega_{GA}\rho_{AC}) (E_{GC} + i\frac{\gamma_G}{2})}{E_{GC}^2 + \left(\frac{i\gamma_G}{2}\right)^2} \right].
$$

A short discussion is required at this point. The task is to express the fast variables, i.e. the off-diagonal elements that include continuum states, in terms of the slow variables, i.e. the populations and coherences involving only bound states. In the above equation, one will notice that this expression includes transition amplitudes of the type $D_{KL}$ multiplied by matrix elements $\rho_{KL}$. Since this is a perturbative approach, it is assumed that the field intensities used result in values for the transition amplitudes of less than one. This would mean that higher powers of $D_{KL}$ are successively smaller.
than the first power, i.e. $D_{KL} << D_{KL}^2 << D_{KL}^3 << \ldots$. Also, note that the time-evolution of the off-diagonal elements, which include the continuum states, included in the above expression, namely $\rho_{AC}$ will insert higher order terms of the transition amplitudes, $D_{KL}$, into this equation if one substitutes its steady state value. One must only keep those terms with the lowest order power of the transition amplitudes and thus, ignore terms at this point that will lead to high order transition amplitudes. The term in Eqn. (2.18d) then simplifies to

$$2\text{Im} [D_{CG}\rho_{GC}] = 2\text{Im} \left[ \frac{(|D_{GC}|^2 \rho_{GG} + D_{CG}V_{CA}\rho_{GA}) (\bar{E}_{GC} + i\frac{\gamma_G}{2})}{\bar{E}_{GC}^2 + \left(\frac{\gamma_G}{2}\right)^2} \right].$$

The same procedure is carried out in order to obtain

$$2\text{Im} [V_{CA}\rho_{AC}] = \frac{\Gamma_A/2\pi}{\bar{E}_{AC}^2 + \left(\frac{\Gamma_A}{2}\right)^2} \gamma_{APAC} - 2\text{Im} \left[ \frac{\bar{E}_{AC} - i\frac{\Gamma_A}{2} \rho_{GA}}{\bar{E}_{AC}^2 + \left(\frac{\Gamma_A}{2}\right)^2} \right].$$

These values can now be substituted into Eqn. (2.18d) so that one is left with the following four TDDM equations

$$\dot{\rho}_{GG}(t) = -\gamma_G \rho_{GG} - 2\text{Im} [\Omega_{GA}^*\rho_{GA}], \quad (2.19a)$$

$$\dot{\rho}_{AA}(t) = -\Gamma_A \rho_{AA} + 2\text{Im} [\Omega_{AG}\rho_{GA}], \quad (2.19b)$$

$$i\dot{\rho}_{GA}(t) = \left(\bar{E}_{GA} - i\frac{\gamma_G + \Gamma_A}{2}\right) \rho_{GA} + \Omega_{GA}\rho_{AA} - \Omega_{AG}\rho_{GG}, \quad (2.19c)$$

$$\dot{\rho}_{CC}(\varepsilon_C, t) = \frac{\gamma_G/2\pi}{\bar{E}_{GC}^2 + \left(\frac{\gamma_G}{2}\right)^2} \gamma_G(\varepsilon_C) \rho_{GG} + \frac{\Gamma_A/2\pi}{\bar{E}_{AC}^2 + \left(\frac{\Gamma_A}{2}\right)^2} \Gamma_A(\varepsilon_C) \rho_{AA}$$

$$+ 2\text{Im} \left[ \frac{\bar{E}_{GC} + i\frac{\gamma_G}{2}}{\bar{E}_{GC}^2 + \left(\frac{\gamma_G}{2}\right)^2} - \frac{\bar{E}_{AC} - i\frac{\Gamma_A}{2}}{\bar{E}_{AC}^2 + \left(\frac{\Gamma_A}{2}\right)^2} \right] \frac{\bar{E}_{GA} - i\frac{\Gamma_A}{2}}{\pi q_A} \rho_{GA}. \quad (2.19d)$$

Note here that the equation for the population of $\rho_{CC}$ is dependent on the kinetic energy of the outgoing electron, $\varepsilon_C$, so the terms $\gamma_G$ and $\Gamma_A$ should really be written as $\gamma_G(\varepsilon_C)$ and $\Gamma_A(\varepsilon_C)$, since they are also the specific ionisation and decay widths for that
state with photoelectron energy $\varepsilon_C$. Thus, this equation will return the population of that state $|C\rangle$ which has an outgoing electron with kinetic energy $\varepsilon_C$. This also allows one to obtain the photoelectron spectrum from these equations in the long-time limit.

In order to determine the total population of the continuum, i.e. the ionisation yield, one can calculate the population of each state $|C\rangle$ and integrate over the photoelectron energies. In reality, this continuum contains an infinite number of states. However, in practice one can make the approximation that the electron kinetic energy will be within a range of values centered at $\varepsilon_C = E_G - E_c + \omega$, where the range of values one chooses should be larger than the bandwidth of the laser pulse.

### 2.8 Transforming to Slowly Varying Variables

In order to simplify the treatment of the electric field, one can transform to slowly varying variables. To do this one must define $\sigma_{KL}(t) = \rho_{KL}(t)e^{-in\omega t}$, where $n = 0, \pm 1, \pm 2$ and is chosen so that $n\omega$ is the nearest to $E_K - E_L$. These $\sigma_{KL}$ terms still represent the populations of the states. However, the equations are now slowly varying and lead to simplifications in the representation of the electric field.

As an example, consider the coherence equation for the coherence between the ground state and the AIS. One then has

\[
\rho_{GA} = \sigma_{GA}e^{-i\omega t} \\
\rho_{AA} = \sigma_{AA} \\
\rho_{GG} = \sigma_{GG} \\
\rho_{CC} = \sigma_{CC}
\]

and should substitute this into Eqn. (2.19d) to obtain
\[ i\dot{\sigma}_{GA}(t)e^{-i\omega t} + i^2\omega\sigma_{GA}e^{-i\omega t} = \left(\bar{E}_{GA} - i\frac{\gamma_G + \Gamma_A}{2}\right)\sigma_{GA}e^{-i\omega t} + \Omega_{GA}\sigma_{AA} - \Omega^*_{AG}\sigma_{GG} \]

\[ i\dot{\sigma}_{GA}(t)e^{-i\omega t} = \left(\Delta_{GA} - i\frac{\gamma_G + \Gamma_A}{2}\right)\sigma_{GA}e^{-i\omega t} + \Omega_{GA}\sigma_{AA} - \Omega^*_{AG}\sigma_{GG} \]

\[ i\dot{\sigma}_{GA}(t) = \left(\Delta_{GA} - i\frac{\gamma_G + \Gamma_A}{2}\right)\sigma_{GA} + \tilde{\Omega}_{GA}\sigma_{AA} - \tilde{\Omega}^*_{AG}\sigma_{GG} \]

where \( \Delta_{GA} = \bar{E}_{GA} + \omega \) represents the detuning for the states \( |G\rangle \) and \( |A\rangle \) and the exponential \( e^{-i\omega t} \) due to the transformation from \( \rho_{GA} \) to \( \sigma_{GA} \) has been incorporated into the Rabi oscillation terms in the following way:

\[ \tilde{\Omega}_{GA} = \mu_{GA}\left(1 - \frac{i}{q_A}\right)E(t)e^{i\omega t} \]
\[ = \mu_{GA}\left(1 - \frac{i}{q_A}\right)\frac{1}{2}\left(E_0(t)e^{i\omega t} + E_0^*(t)e^{-i\omega t}\right)e^{i\omega t} \]
\[ = \mu_{GA}\left(1 - \frac{i}{q_A}\right)\frac{1}{2}\left(E_0(t)e^{2i\omega t} + E_0^*(t)\right) \]

At this point one can invoke the RWA which allows one to neglect the quickly oscillating term \( E_0(t)e^{2i\omega t} \) and one is left with

\[ \tilde{\Omega}_{GA} = \mu_{GA}\left(1 - \frac{i}{q_A}\right)\frac{E_0^*(t)}{2} = \mu_{GA}\left(1 - \frac{i}{q_A}\right)\bar{E}(t). \]

In this work, \( E_0(t) \) is considered to be a real amplitude and so, the superscript *, which denotes the complex conjugate, is generally discarded. Any terms that include the electric field from this point onwards will use this simplified form and a \( \tilde{\text{a}} \) will be used to denote this, for example \( \tilde{D}_{GA} = \mu_{GA}\bar{E}(t) \). Using this transformation and making use of the RWA leaves one with a very similar set of equations to the previous ones. However these equations are the coarse grained version of the density matrix equations, as one is not allowed to consider extremely short times, but the limit of this is dictated by the system. Thus, from now on, \( \partial t \to 0 \) is not a valid mathematical operation for the forthcoming system of equations. As such one may write:
\[ \dot{\sigma}_{GG}(t) = -\gamma_G \sigma_{GG} - 2\text{Im} \left[ \tilde{\Omega}_{GA}^{*} \sigma_{GA} \right], \]  
(2.22a)

\[ \dot{\sigma}_{AA}(t) = -\Gamma_A \sigma_{AA} + 2\text{Im} \left[ \tilde{\Omega}_{GA} \sigma_{GA} \right], \]  
(2.22b)

\[ i\dot{\sigma}_{GA}(t) = \left( \Delta_{GA} - i\frac{\gamma_G + \Gamma_A}{2} \right) \sigma_{GA} + \tilde{\Omega}_{GA} \sigma_{AA} - \tilde{\Omega}_{GG}^{*} \sigma_{GG}, \]  
(2.22c)

\[ \dot{\sigma}_{CC}(\epsilon_C, t) = \frac{\gamma_G/\pi}{E_{GC}^2 + \left( \frac{\gamma_G}{2} \right)^2} \gamma_G(\epsilon_C) \sigma_{GG} + \frac{\Gamma_A/\pi}{E_{AC}^2 + \left( \frac{\Gamma_A}{2} \right)^2} \Gamma_A(\epsilon_C) \sigma_{AA} \]  
\[ + 2\text{Im} \left[ \left( \frac{E_{GC} + i\frac{\gamma_G}{2}}{E_{GC}^2 + \left( \frac{\gamma_G}{2} \right)^2} - \frac{E_{AC} - i\frac{\Gamma_A}{2}}{E_{AC}^2 + \left( \frac{\Gamma_A}{2} \right)^2} \right) \tilde{D}_{GA} \sigma_{GA} \right], \]  
(2.22d)

where the electric field has been simplified from Eqn. (1.3) to Eqn. (1.5). The field intensity is calculated as follows;

\[ I(t) = |E(t)|^2, \]

\[ = \frac{1}{4} \left( |E_0(t)|^2 e^{i\omega t} + |E_0^{*}(t)|^2 e^{-i\omega t} \right) \left( E_0^{*}(t)e^{-i\omega t} + E_0(t)e^{i\omega t} \right), \]

\[ = \frac{1}{4} \left( |E_0(t)|^2 e^{2i\omega t} + |E_0(t)|^2 e^{-2i\omega t} + 2|E_0(t)|^2 \right), \]

\[ = \frac{|E_0(t)|^2}{2}, \]

where the RWA has been used so that the quickly oscillating terms have been neglected. This intensity is included in the photoionisation width \( \gamma_G = 2\pi |\mu_{GC}|^2 I(t) \).

2.9 Integrating over Photoelectron Energies

If one is not interested in the states of the outgoing electrons, integration over all electronic continuum states can be carried out beforehand in order to simplify the equations once more. In order to do this, one must note that the terms \( \gamma_G \) and \( \Gamma_A \) are actually dependent on the particular value of electron kinetic energy \( \epsilon_C \) and, in the case of the photoionisation width, time \( t \). Thus, they should be written as \( \gamma_G(\epsilon_C, t) \) and \( \Gamma_A(\epsilon_C, t) \).
However, if the dipole matrix element is deep in the continuum, it is legitimate to assume that its value over the range of photoelectron energies in this region will be smooth and thus, almost constant relative to $\varepsilon_C$. This allows one to bring these terms outside the integrals so that one can take advantage of the following relationship:

$$\int_0^\infty \frac{dx}{x^2 + a^2} = \frac{\pi}{2a}. \tag{2.23}$$

For example, when integrating the term

$$\int_0^\infty d\varepsilon_C \frac{\gamma_G/2\pi}{\tilde{E}_{GC}^2 + (\frac{\gamma_G}{2})^2} \gamma_G(\varepsilon_C) \sigma_{GG} = \frac{\gamma_G^2}{2\pi} \sigma_{GG} \int_0^\infty \frac{d\varepsilon_C}{\tilde{E}_{GC}^2 + (\frac{\gamma_G}{2})^2} \tag{2.24}$$

the terms $\gamma_G$ and $\sigma_{GG}$ are assumed to be independent of the photoelectron energy $\varepsilon_C$. The following terms in the equation will also be integrated;

$$\left( \frac{\tilde{E}_{GC}}{\tilde{E}_{AC}^2 + (\frac{\gamma_G}{2})^2} - \frac{\tilde{E}_{AC}}{\tilde{E}_{AC}^2 + (\frac{\Gamma}{2})^2} \right) \tilde{D}_{GA} \sigma_{GA}. \tag{2.25}$$

However, since $\tilde{E}_{GC}$ is anti-symmetric around the point where $\varepsilon_C = E_G - E_c$, these integrals will disappear. Thus, carrying out the integration simplifies the equation so that the density matrix equations become:

\begin{align*}
\dot{\sigma}_{gg}(t) &= -\gamma_g \sigma_{gg} - 2\text{Im} \left[ \tilde{\Omega}_{ga}^* \sigma_{ga} \right], \tag{2.26a} \\
\dot{\sigma}_{aa}(t) &= -\Gamma_a \sigma_{aa} + 2\text{Im} \left[ \tilde{\Omega}_{ag} \sigma_{ga} \right], \tag{2.26b} \\
i\dot{\sigma}_{ga}(t) &= \left( \Delta_{ga} - i\frac{\gamma_g + \Gamma_a}{2} \right) \sigma_{ga} + \tilde{\Omega}_{ga} \sigma_{aa} - \tilde{\Omega}_{ga}^* \sigma_{gg}, \tag{2.26c} \\
\dot{\sigma}_{cc}(t) &= \gamma_g \sigma_{gg} + \Gamma_a \sigma_{aa} + \frac{4\tilde{D}_{ga}}{q_a} \text{Re}[\sigma_{ga}], \tag{2.26d}
\end{align*}

where lower case letters have been used for the state indices in order to denote that the electronic energy states are not considered and thus, only the populations of the core atomic states, $|g\rangle$, $|a\rangle$ and $|c\rangle$ are calculated.
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Note that the following relation holds due to the density matrix formalism;

\[ \dot{\sigma}_{gg}(t) + \dot{\sigma}_{aa}(t) + \dot{\sigma}_{cc}(t) = 0. \]  

(2.27)

Thus, if one has derived the equations for the populations of the states \(|g\rangle\) and \(|a\rangle\), the equation for the state \(|c\rangle\) can be obtained by noting that \(\dot{\sigma}_{cc}(t) = -\dot{\sigma}_{gg}(t) - \dot{\sigma}_{aa}(t)\). Also, note that the sum of the diagonal elements of the density matrix, i.e. the sum of the populations, should not change over time, otherwise the system of equations is incorrect. Thus, by setting the initial condition that \(\sigma_{gg}(0) = 1\) and \(\sigma_{aa}(0) = \sigma_{cc}(0) = 0\), the system of equations can be simplified so that one has the following set of density matrix equations:

\[
\dot{\sigma}_{gg}(t) = -\gamma_g \sigma_{gg} - 2\text{Im} \left[ \Omega_{ga}^* \sigma_{ga} \right], \tag{2.28a}
\]

\[
\dot{\sigma}_{aa}(t) = -\Gamma_a \sigma_{aa} + 2\text{Im} \left[ \Omega_{ag} \sigma_{ga} \right], \tag{2.28b}
\]

\[
i \dot{\sigma}_{ga}(t) = \left( \Delta_{ga} - i \frac{\gamma_g + \Gamma_a}{2} \right) \sigma_{ga} + \Omega_{ga} \sigma_{aa} - \Omega_{ga}^* \sigma_{gg}, \tag{2.28c}
\]

\[
\sigma_{cc}(t) = 1 - \sigma_{gg} - \sigma_{aa}. \tag{2.28d}
\]

However, it is recommended that one use the TDDM equation derived here, Eqn. (2.26d), in order to determine the population of the continuum and use Eqn. (2.28d) as a test of the equations to ensure that normalisation of the system has been conserved.

### 2.10 Introducing Stochastic Elements to the TDDM

Up to now the field was considered to be a single-mode field with a slow variation compared to its inverse carrier frequency \(1/\omega\). A more realistic approach is to assume a field with an amplitude undergoing random fluctuations, particularly if one wants to model the effects of a FEL. In order to model an FEL pulse more realistically one can assume that the electric field contains a stochastic variable as a result of fluctuations.
in its phase. In this way, one can use the decorrelation approximation where the FEL field is described as

\[ E_0(t) = \varepsilon(t) \mathcal{E}_0(t), \quad (2.29) \]

where \( \mathcal{E}_0(t) \) is a deterministic envelope pulse and \( \varepsilon(t) \) represents a variable that determines the stochastic properties of the field. It is generally accepted that the stochastic properties of a FEL field operating in the linear regime can be approximated well as a stochastic field with a Gaussian autocorrelation function [42, 8].

While the general treatment of the problem is possible only through numerical integration of a stochastic variance of the relevant density matrix equations, there are some approximate cases where essential stochastic dynamics are still included. In the present work, the effort is to develop an approximate set of equations where essential features of the stochastic field properties have been inserted. Therefore, for numerical convenience, the autocorrelation function of the FEL field is approximated with a negative exponential first-order autocorrelation function [43];

\[ \langle E_0^*(t)E_0(t') \rangle = \langle \mathcal{E}_0(t)\mathcal{E}_0(t') \rangle e^{-\frac{2\gamma L}{T}(t-t')}. \quad (2.30) \]

The coherence time of the field can be found by considering the relation \( \tau_c = \int_{-\infty}^{\infty} |g^{(1)}(\tau)|^2 d\tau = 1/\gamma_L \), where \( g^{(1)}(\tau) = \exp(-\gamma_L\tau/2) \) is the first-order temporal coherence function of the field. Note that the above autocorrelation function leads to a Lorentzian spectrum for the field [43].

At this stage, to obtain the averaged form of the density matrix equation, one must closely follow the development by Agostini et al [44]. Adopting the above model, Eqn. (2.30), for the FEL’s autocorrelation function and within a Markovian treatment of the dynamics, one can then take the stochastic average equations of motion for \( \sigma_{gg}, \sigma_{aa}, \sigma_{cc} \) and \( \sigma_{ga} \) and make the decorrelation approximation. This leads to the decorrelation of the field intensity fluctuations from the field-induced atomic population fluctuations.
Note that the present approach is only exact in the case when phase fluctuations are considered, i.e. there are no amplitude fluctuations. Furthermore, for any stochastic field, when either $\gamma_t \gg \Gamma_a$, $\langle \tilde{\Omega}_{ga} \rangle$, $\langle \gamma_g \rangle$, or $\gamma_t \ll \Gamma_a$, $\langle \tilde{\Omega}_{ga} \rangle$, $\langle \gamma_g \rangle$, the atomic and field variables can be decorrelated [39]. In other words, the decorrelation approximation is valid only when the atomic and field evolution rates are very different.

Starting with the TDDM equations and taking all of the above into account, one obtains equations for the field-averaged populations that are very similar to their deterministic counterpart. The net result, other than the fact that the dynamical variables are now their averaged counterpart, is that the FEL bandwidth has been added to the equation for the coherence evolution, Eqn. (2.26c):

\begin{align}
\langle \dot{\sigma}_{gg}(t) \rangle &= -\gamma_g \langle \sigma_{gg} \rangle - 2\text{Im} \left[ \tilde{\Omega}_{ga}^* \langle \sigma_{ga} \rangle \right], \\
\langle \dot{\sigma}_{aa}(t) \rangle &= -\Gamma_a \langle \sigma_{aa} \rangle + 2\text{Im} \left[ \tilde{\Omega}_{ag} \langle \sigma_{ga} \rangle \right], \\
i \langle \dot{\sigma}_{ga}(t) \rangle &= \left( \Delta_{ga} - \frac{i \gamma_g + \Gamma_a + \gamma_t}{2} \right) \langle \sigma_{ga} \rangle + \tilde{\Omega}_{ga} \langle \sigma_{aa} \rangle - \tilde{\Omega}_{ga}^* \langle \sigma_{gg} \rangle, \\
\langle \dot{\sigma}_{cc}(t) \rangle &= \gamma_g \langle \sigma_{gg} \rangle + \Gamma_a \langle \sigma_{aa} \rangle + \frac{4 \tilde{D}_{ga} q_a}{\Delta_{ga}} \text{Re}[\langle \sigma_{ga} \rangle].
\end{align}

(2.31a, 2.31b, 2.31c, 2.31d)

The Lorentz profile for the field spectrum is not a good description of the wings of the FEL field, or for any laser spectrum. Therefore the above formulation is only adequate for small detunings $\Delta_{ga}$. A more realistic description, which takes a non-Lorentzian shape for the field’s spectrum into account, i.e. Lorentzian near the center and quickly decreasing at its wings, is achieved by modeling the field bandwidth as:

\begin{equation}
\gamma_t = \gamma_L \frac{\beta^2}{\Delta_{ga}^2 + \beta^2},
\end{equation}

(2.32)

where a cut-off factor is introduced in the expression for the FEL bandwidth. The physical basis of this model is developed in detail in ref. [46] and thus, it has not been
repeated here, as it is well beyond the scope of this work. The frequency of the field fluctuates over a time scale $1/\beta$ and $\gamma_L$ represents the field’s bandwidth.

2.11 Rate Equation Method

As with the TDDM method, the rate equation method requires the knowledge of the values of all of the dynamical variables involved. In many cases, a set of rate equations can be generated by considering the dynamics of the system and including the required cross-sections, etc. However, this approach can sometimes lead to an inaccurate model, for example, when AIS are involved. It is also possible to begin with a set of TDDM equations and reduce the number of equations to a set of rate equations by making the assumption that all coherences are time-independent, or at least, approximately so. This allows one to eliminate the coherences by substituting their steady state values into the population equations, i.e. the diagonal elements. This can be useful in situations where the coherences can be adiabatically eliminated, but this is not generally the case. This particular point is demonstrated here in this work in the results section.

If one begins with Eqns. (2.26) and sets the derivative in Eqn. (2.26c) to zero, the following steady state value for $\sigma_{ga}$ will be obtained

$$\sigma_{ga} = \frac{\tilde{\Omega}_{gg} \sigma_{gg} - \tilde{\Omega}_{ga} \sigma_{aa}}{\Delta_{ga} - i\gamma_g + \Gamma_a}. \quad (2.33)$$

Now this value can be substituted into the population equations and, after some algebraic manipulation, the following equations are obtained:

$$\dot{\sigma}_{gg}(t) = - \left( \gamma_g + \tilde{\Omega}_{ga}^+ \frac{4|\tilde{D}_{ga}|^2}{q_a} \frac{\Delta_{ga}}{\Delta_{ga}^2 + \left(\frac{\gamma_g + \Gamma_a}{2}\right)^2} \right) \sigma_{gg} + \tilde{\Omega}_{ga}^+ \sigma_{aa}, \quad (2.34a)$$

$$\dot{\sigma}_{aa}(t) = - \left( \Gamma_a + \tilde{\Omega}_{ga}^+ \frac{4|\tilde{D}_{ga}|^2}{q_a} \frac{\Delta_{ga}}{\Delta_{ga}^2 + \left(\frac{\gamma_g + \Gamma_a}{2}\right)^2} \right) \sigma_{aa} + \tilde{\Omega}_{ga}^+ \sigma_{gg}, \quad (2.34b)$$
\[ \dot{\sigma}_{cc}(t) = \left( \gamma_g + \frac{4|\tilde{D}_{ga}|^2}{q_a} \frac{\Delta_{ga} - \frac{\gamma_g + \Gamma_a}{2}}{\Delta_{ga}^2 + \left(\frac{\gamma_g + \Gamma_a}{2}\right)^2} \right) \sigma_{gg} + \left( \Gamma_a - \frac{4|\tilde{D}_{ga}|^2}{q_a} \frac{\Delta_{ga} + \frac{\gamma_g + \Gamma_a}{2}}{\Delta_{ga}^2 + \left(\frac{\gamma_g + \Gamma_a}{2}\right)^2} \right) \sigma_{aa}, \]

\[ \text{(2.34c)} \]

where

\[ \tilde{\Omega}^\pm_{ga} = 2|\tilde{D}_{ga}|^2 \frac{\frac{\gamma_g + \Gamma_a}{2}}{\Delta_{ga}^2 + \left(\frac{\gamma_g + \Gamma_a}{2}\right)^2} \left( 1 \pm \frac{1}{q_a^2} \right) \quad \text{(2.35)} \]

is the effective Rabi oscillation frequency between the states \(|g\rangle\) and \(|a\rangle\).
Chapter 3

The Effects of AIS Resonances on Ionisation Yields in Neon

In this work, single and double ionisation yields of neon under X-UV FEL radiation tuned to the vicinity of the AIS of Ne$^+$ were studied. Density matrix equations were developed and were used to calculate the dependence of the branching ratios of singly and doubly ionised neon on the field intensity and its duration. In addition, in response to a recent experiment [1], a quantitative analysis was undertaken in order to reproduce the magnitude of the branching ratios by varying the FEL photon frequency in the range $41.0 - 42.0$ eV in accordance with the experimental report.

While the reported variations of the branching ratios as a function of the FEL field’s photon energy were found, their magnitude and shape differ. In general, the branching ratios are found to be heavily dependent on the given combination of the peak intensity and the pulse duration. Furthermore, the FEL’s stochastic fluctuation has been modelled by solving the average density matrix equations and it was found that stochastic effects should also affect branching ratios, mainly due to the increase in the effective bandwidth of the pulse in comparison with the AIS decay ionisation width. The results presented here suggest that field fluctuations generally diminish the resonance features of the branching ratios.

Using FEL radiation, rather than a conventional laser field allows experimental...
investigations that continuously vary the photon energy of the field. Tuning the field so that a state is coupled to an AIS leads to a coherent superposition between the initial state and the AIS and interference effects are possible. When this occurs, a characteristic line shape appears in the ion yield spectrum versus photon energy. These effects on the ionisation dynamics of atomic systems are strongly dependent on the strength of the Rabi oscillations due to the external field, the pulse duration, and the inter-atomic decay width of the AIS [26]. If the Rabi frequency is large relative to that of the decay width of the AIS, then these AIS are strongly coupled to the lower states and are less likely to decay via their coupling to the continuum. However, if the opposite is true, the AIS decay quickly into the associated continuum part of the wavefunction, thus, opening an influential second channel of ionisation.

3.1 Theoretical Framework

The neon system contains an AIS structure whereby it is possible to excite to an autoionising state just above the first ionisation threshold of the singly charged ion. Experiments carried out in the past decade have probed such resonances Ne$^+(1s^22s^22p^5^1P_{1/2,3/2}+e^-) \rightarrow$ Ne$^+(1s^22s^22p^46(^1D_{1/2,3/2,5/2})+e^-)$ by photoionising neon atoms using either synchrotron sources [47], or with the help of FEL sources [1].

An interesting result came from the reported experimental data of Martins et al. [1], which reasonably leads to the question of the effect of the AIS on the ionisation dynamics of the system. Their results at the FLASH facilities have shown a doubling of the Ne$^{2+}$/Ne$^+$ yield branching ratio at a photon energy of about 41.65 eV and under a field intensity of about $2 \times 10^{13}$ W/cm$^2$. As a possible explanation for this doubling of the yield ratio, their suggestion was the presence of resonances between the Ne$^+$ ground states and the AIS in the photon energy range being used. It is exactly this result that motivated this investigation in order to quantitatively explore the role of the AIS on the branching ratios of the singly and doubly ionised neon yields.

In the present work the behaviour of the branching ratio on the main quantities that
characterise the pulse, namely the intensity, the photon energy and the duration, have been systematically explored. An attempt has also been made to model the effects of the intensity fluctuations on the branching ratios. Stochastic modelling was done by averaging the TDDM equations and therefore, should not be considered to fully grasp the strong amplitude fluctuations of a realistic FEL field. However, within a certain range of field parameters, which depend on the AIS decay rates, it is possible to obtain a quantitative picture of the process.

To date, there is no time-dependent theory that can treat double ionisation of neon in its full dimensionality. Thus, a simpler approach, namely the TDDM approach, has been used. In this method, the relevant ionisation energies and dipole matrix elements must be determined a-priori. These dynamical quantities are inserted into the Liouville equation, which governs the time-evolution of the density matrix elements. A restricted subspace of the full problem is used such that only those states that are expected to be most relevant to the problem under consideration are included. The particular choice of the subspace depends on the chosen atomic system and laser field.

In §3.2, a detailed description of the subspace used and the derivation of the TDDM is given. This is followed by the derivation of the field-averaged TDDM in §3.3 and the rate equations in §3.4. In §3.5.1, the results of the Ne $\rightarrow$ Ne$^+$ $\rightarrow$ Ne$^{2+}$ ionisation dynamics under different pulse conditions are presented and discussed. The FEL pulse used in the present work is as close as possible to the one used in the experiments of Martins et al. [1] in order to be able to compare results with the experimental results therein. Finally, some derivations for the specific equations used, which are not suitable for the main text, but are necessary for the development of the theory, have been relegated to Appendix A.
3.2 The Neon Time-Dependent Density Matrix Equations

To begin, one must consider the basis over which to expand the density operator of the system. The chosen basis consists of a restricted subspace of eigenstates of the neon field-free Hamiltonian. In addition, the pulse is linearly polarised and it is assumed that single photon ionisation is the dominant process for the ionisation of the neutral neon atom and of the ion species. Two photon, direct, double ionisation is not considered because it is expected to be much less probable than the sequential double ionisation channel and it is also far off-resonant with the AIS.

Taking this into consideration, the eigenstates of the restricted subspace should be determined. $|G\rangle$ represents the ground state of neon, Ne$(1s^22s^22p^6, [^1S_0])$, with energy $E_g$. The singly ionised intermediate states and their associated ejected electrons are designated $|I\rangle = |i; e_i\rangle$. The ionic state $|i\rangle$ represents the six possible lower states of singly ionised neon, Ne$^+(1s^22s^22p^5, [^2P_{1/2,3/2}])$, with quantum numbers $|J, M_J\rangle = (1/2, \pm 1/2), (3/2, \pm 1/2)$ and $(3/2, \pm 3/2)$. The energy of the state $|I\rangle$ is $E_I = E_i + \varepsilon_i$. $E_i$ is the energy of the Ne$^+$ ion while $\varepsilon_i$ is the kinetic energy of the first ejected electron, which is denoted by $|e_i\rangle = |\varepsilon_i l_i m_i\rangle$, with $l_i = s, d$. The allowed magnetic substates of the ion and those of the electron are dictated by the dipole selection rules.

For the final states, a Fano-like partitioning scheme for the Hamiltonian has been assumed such that the field-free part of the Hamiltonian is $H^0 = H_0 + V$, where $V$ represents the electron-electron interaction operator [2, 26]. In this basis, $|A\rangle$ represents the Ne$^+$ AIS bound solutions. These are states embedded in the continuum solutions of $H_0$, which represent the doubly charged Ne$^{2+}$ ionic states and its associated outgoing electron, as illustrated in Fig. 3.1. More specifically, $|a\rangle$ represents the Ne$^+(1s^22s^22p^46l, [^1D_{1/2,3/2,5/2}])$ semi-bound states, with quantum numbers $(J, M_J) = (1/2, \pm 1/2), (3/2, \pm 1/2), (3/2, \pm 3/2), (5/2, \pm 1/2)$ and $(5/2, \pm 3/2)$. Here, $l = s$ or $d$ since the AIS contain an electron that came from a $2p$ state of the Ne$^+$ ion.
In this notation $|A⟩ = |a; e_i⟩$ represents the AIS of the singly charged ion with the associated $|e_i⟩$ electron, which has been ejected from the neutral neon atom. Accordingly, the energy of this state is $E_A = E_a + \varepsilon_i$.

An implicit approximation is made, such that the dominant process of the field is to interact with the remaining $2p$-electrons from the valence shell of the singly charged ion rather than with the ejected electron. In addition, post-collision effects between the two outgoing electrons have been neglected since the first electron has a large kinetic energy and leaves the interaction core very quickly. It is therefore assumed that the wavefunction of the first ejected electron remains essentially unperturbed at all times after its ejection.

The doubly charged states are represented by $|f⟩$ with an energy $E_f$. This residual ion is made up of the Ne$^{2+}(1s^22s^22p^4, [^3P_{0,1,2}])$ complexes. As such, $|F⟩ = |f; e_i, e_f⟩$ is used to represent the states of doubly ionised neon and the associated ejected electrons from the neutral and the singly charged ion. The energy of this state is $E_F = E_f + \varepsilon_i + \varepsilon_f$, where $\varepsilon_f$ is the kinetic energy of the second ejected electron.

By restricting the basis to this set it is assumed that, with the photon energies used in the range of 41.0 – 42.0 eV and at the field intensities used in the range of $10^{12} – 10^{16}$ W/cm$^2$, no significant further ionisation of the Ne$^{2+}$ states occurs, as this would require a two photon direct ionisation process.

After the basis and the corresponding dynamical operators of the system have been defined, it is then possible to derive a set of TDDM equations. The time-development of the density matrix elements is governed by the Liouville equation [38],

$$i\dot{\rho}(t) = [H^0 + D(t), \rho(t)].$$

(3.1)

In order to derive the time-evolution of the matrix elements of $\rho(t)$ the following relations are used,
Figure 3.1: The states involved in the transitions for the neon system in the photon energy range $41 - 42$ eV. See Table 3.1 for the state configurations and their associated energies.

Table 3.1: The neon state configurations and energies (au). The subscripts of the term symbols are the values $J, \pm M_J$, except in the case of the Ne$^{2+}$ continuum states $|f\rangle$ where there are a number of possible final states, but the particular final state is not of interest. In this case, only the total angular momentum $J$ has been given. Ne$^{2+}$ states with different total orbital quantum number $L$ have been neglected as their energy levels are beyond the reach of the photon energies used here.

<table>
<thead>
<tr>
<th>State</th>
<th>Configuration</th>
<th>Energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>g\rangle$</td>
<td>Ne($1s^22s^22p^6$, $^3S_{0,\pm1/2}$)</td>
</tr>
<tr>
<td>$</td>
<td>i\rangle$</td>
<td>Ne$^+$($1s^22s^22p^5$, $^2P_{1/2,\pm1/2}$)</td>
</tr>
<tr>
<td>$</td>
<td>i\rangle$</td>
<td>Ne$^+$($1s^22s^22p^5$, $^2P_{3/2,\pm1/2}$)</td>
</tr>
<tr>
<td>$</td>
<td>i\rangle$</td>
<td>Ne$^+$($1s^22s^22p^5$, $^2P_{3/2,\pm3/2}$)</td>
</tr>
<tr>
<td>$</td>
<td>a\rangle$</td>
<td>Ne$^+$($1s^22s^22p^46l$, $^1D_{1/2,\pm1/2}$)</td>
</tr>
<tr>
<td>$</td>
<td>a\rangle$</td>
<td>Ne$^+$($1s^22s^22p^46l$, $^1D_{3/2,\pm1/2}$)</td>
</tr>
<tr>
<td>$</td>
<td>a\rangle$</td>
<td>Ne$^+$($1s^22s^22p^46l$, $^1D_{3/2,\pm3/2}$)</td>
</tr>
<tr>
<td>$</td>
<td>a\rangle$</td>
<td>Ne$^+$($1s^22s^22p^46l$, $^1D_{5/2,\pm1/2}$)</td>
</tr>
<tr>
<td>$</td>
<td>a\rangle$</td>
<td>Ne$^+$($1s^22s^22p^46l$, $^1D_{5/2,\pm3/2}$)</td>
</tr>
<tr>
<td>$</td>
<td>f\rangle$</td>
<td>Ne$^{2+}$($1s^22s^22p^4$, $^3P_{0,1,2}$)</td>
</tr>
</tbody>
</table>
\[ H^0|G\rangle = E_g|G\rangle, \]
\[ H^0|I\rangle = (E_i + \varepsilon_i)|I\rangle, \]
\[ H_0|A\rangle = (E_a + \varepsilon_i)|A\rangle, \]
\[ H_0|F\rangle = (E_f + \varepsilon_i + \varepsilon_f)|F\rangle, \]
\[ \langle G|D|I\rangle = D_GI, \quad \langle I|D|G\rangle = D_I G, \]
\[ \langle I|D|A\rangle = D_IA, \quad \langle A|D|I\rangle = D_AI, \]
\[ \langle I|D|F\rangle = D_IF, \quad \langle F|D|I\rangle = D_IF, \]
\[ \langle A|V|F\rangle = V_AF, \quad \langle F|V|A\rangle = V_FA, \]

and note that these are the only non-vanishing matrix elements for the operators among the various members of the states. To continue, rather than generating a set of amplitude equations and deriving the TDDM from these, the approach used here is to project the states on both sides of the Liouville equation and thus, obtain the following set of time-dependent integro-differential equations:

\[ \dot{\rho}_{GG}(t) = 2\text{Im} \left[ \sum_D D_{GI}\rho_{IG} \right], \quad (3.2a) \]
\[ \dot{\rho}_{II}(t) = 2\text{Im} \left[ D_{IG}\rho_{GI} + D_{IA}\rho_{AI} + \sum_F D_{IF}\rho_{FI} \right], \quad (3.2b) \]
\[ \dot{\rho}_{AA}(t) = 2\text{Im} \left[ \sum_I (D_{AI}\rho_{IA}) + \sum_F (V_{AF}\rho_{FA}) \right], \quad (3.2c) \]
\[ \dot{\rho}_{FF}(t) = 2\text{Im} \left[ \sum_I (D_{FI}\rho_{IF}) + V_{FA}\rho_{AF} \right], \quad (3.2d) \]
\[ i\dot{\rho}_{II'}(t) = E_{II'}\rho_{II'} + D_{IG}\rho_{GI'} - D_{GI'}\rho_{IG} + D_{IA}\rho_{AI'} - D_{AI'}\rho_{IA} \]
\[ + \sum_F (D_{IF}\rho_{FI'} - D_{FI'}\rho_{IF}), \quad (3.2e) \]
\[ i \dot{\rho}_{IG}(t) = E_{IG}\rho_{IG} - \sum_{I'} D_{IG}\rho_{II'} + D_{IA}\rho_{AG} + \sum_{I'} D_{IF}\rho_{FG} + D_{IG}(\rho_{GG} - \rho_{II}), \quad (3.2f) \]
\[ i \dot{\rho}_{AG}(t) = E_{AG}\rho_{AG} + \sum_{I} (D_{AI}\rho_{IG} - D_{IG}\rho_{AI}) + \sum_{F} V_{AF}\rho_{FG}, \quad (3.2g) \]
\[ i \dot{\rho}_{FG}(t) = E_{FG}\rho_{FG} + \sum_{I} (D_{FI}\rho_{IG} - D_{IG}\rho_{FI}) + V_{FA}\rho_{AG}, \quad (3.2h) \]
\[ i \dot{\rho}_{AI}(t) = E_{AI}\rho_{AI} - D_{GI}\rho_{AG} - D_{AI}(\rho_{AA} - \rho_{II}) + \sum_{I'} D_{AI}\rho_{VI} + \sum_{F} (V_{AF}\rho_{FI} - D_{FI}\rho_{AF}), \quad (3.2i) \]
\[ i \dot{\rho}_{FI}(t) = E_{FI}\rho_{FI} - D_{GI}\rho_{FG} + \sum_{I'} D_{FI}\rho_{VI} - D_{AI}\rho_{FA} - D_{FI}\rho_{II} + V_{FA}\rho_{AI}, \quad (3.2j) \]
\[ i \dot{\rho}_{FA}(t) = E_{FA}\rho_{FA} + \sum_{F} (D_{FI}\rho_{IA} - D_{IA}\rho_{FI}) + V_{FA}(\rho_{AA} - \rho_{FF}), \quad (3.2k) \]

where the different \( \rho_{KL} \) terms represent the elements of the density matrix where \( K \) and \( L = G, I, A \) and \( F \). When the term \( \sum_{I'} \) is used, only those states where \(|I'| \neq |I|\) are included in the summation. The diagonal elements, i.e. when \( K = L \), contain the populations of the states while the off-diagonal terms, i.e. when \( K \neq L \), are the coherences and have complex conjugates such that \( \rho_{KL} = \rho_{LK}^\dagger \). The \( E_{KL} = E_{K} - E_{L} \) terms represent the energy differences between the states \( K \) and \( L \). The \( D_{KL} = \langle K|D|L \rangle \) terms represent the electric dipole transition matrix elements between the \( K \) and \( L \) states. The \( V_{KL} = \langle K|V|L \rangle \) terms represent the coupling of the AIS to the \( \text{Ne}^{2+} \) continuum. The above equations, in principle, must be solved for each of the bound and continuum states. Considering that these equations include integration over continua, this makes the problem a formidable task. Thus, some approximations are introduced in order reduce the system of equations to a much more manageable one.

As described in §2.8, a transformation to slowly varying variables is made, by defining \( \sigma_{KL}(t) = \rho_{KL}(t)e^{-in\omega t} \), where \( n = 0, \pm 1, \pm 2 \) and \( n \) is chosen so that \( n \omega \) is the nearest to \( E_{K} - E_{L} \). This approximation, along with the RWA, also leads to a simplification of the electric field from Eqn. (1.3) to Eqn. (1.5). Also, by only keeping the
terms proportional to the first order of the electric field, the following set of equations for the reduced density matrix elements are obtained:

\[
\dot{\sigma}_{GG}(t) = 2\text{Im} \left[ \sum_I \tilde{D}_{GI} \sigma_{IG} \right],
\]

(3.3a)

\[
\dot{\sigma}_{II}(t) = -2\text{Im} \left[ \tilde{D}_{GI} \sigma_{IG} - \tilde{D}_{IA} \sigma_{AI} - \sum_F \left( \tilde{D}_{IF} \sigma_{FI} \right) \right],
\]

(3.3b)

\[
\dot{\sigma}_{FF}(t) = -2\text{Im} \left[ \sum_I \left( \tilde{D}_{IF} \sigma_{FI} \right) + \sum_F \left( V_{FA} \sigma_{AF} \right) \right],
\]

(3.3c)

\[
\dot{\sigma}_{AA}(t) = -2\text{Im} \left[ \sum_I \left( \tilde{D}_{IA} \sigma_{AI} \right) + \sum_I \left( V_{FA} \sigma_{AF} \right) \right],
\]

(3.3d)

\[
i \dot{\sigma}_{AI}(t) = \Delta_{AI} \sigma_{AI} - \tilde{D}_{GI} \sigma_{AG} - \tilde{D}_{*AI} (\sigma_{AA} - \sigma_{II})
\]

\[
+ \sum_I' \tilde{D}_{AI}^{*} \sigma_{AI'} + \sum_F \left( V_{FA} \sigma_{AF} - \tilde{D}_{*IF} \sigma_{AF} \right),
\]

(3.3e)

\[
i \dot{\sigma}_{II'}(t) = \Delta_{II'} \sigma_{II'} + \tilde{D}_{*IG} \sigma_{IG} - \tilde{D}_{GI} \sigma_{IG} + \tilde{D}_{IA} \sigma_{AI'} - \tilde{D}_{*AI} \sigma_{IA}
\]

\[
+ \sum_F \left( \tilde{D}_{IF} \sigma_{FI'} - \tilde{D}_{*IF} \sigma_{IF} \right),
\]

(3.3f)

\[
i \dot{\sigma}_{IG}(t) = \Delta_{IG} \sigma_{IG} - \ldots,
\]

(3.3g)

\[
\ldots = \ldots,
\]

where \( \Delta_{KL} = E_{KL} - n\omega \), where \( n\omega \) is closest to the energy difference \( E_{KL} \), and

\[
\tilde{D}_{KL} = D_{KL} e^{-i\omega t} = \mu_{KL} E_0(t)/2, \]

where \( \mu_{KL} = \langle K | \hat{e}_z \cdot \sum_j r_j | L \rangle \). The summation over \( j \) sums over all of the \( 2p \) outer shell electrons. The interaction of the field with the inner \( 1s \) and \( 2s \) shell electrons has been ignored as these lead to transition amplitudes that are of a much lower magnitude for the photon energies used here.

In total, there are 45 equations that describe the dynamics of the system. The above equations still include integrations over continua and, as such, they require further simplification. Also, there are many equations here, especially considering that one is interested only in the time evolution of the populations. To this end, an adiabatic
elimination of the continuum variables is performed, which results in the elimination of some of these equations. Also, integration over the continua eliminates the integral terms whose values are time-dependent parameters that are known as the ionisation widths and ac-Stark shifts. In other words, the effect of the continuum states on the evolution of the populations (the diagonal matrix elements) collapses down to these dynamical parameters.

Given the context, the approximations are extremely well justified. Adiabatic elimination of continuum variables is a standard technique in other contexts as well, such as quantum optics and laser spectroscopy [39, 37]. The important observation for the adiabatic elimination procedure is that the coherences that include continuum states approach their ‘steady state’ much faster than the coherences among the bound states.

A very detailed presentation of the adiabatic elimination can be found in Stenholm’s textbook [39]. In the context of atomic physics and for single and double electron ionisation, the reader can refer to [12, 40, 41]. For the case of coupled systems, the elimination procedure is more complicated and thus, a detailed exposition has been given in §2.7, and for one of the equations in Appendix A.

Since the states of the outgoing electrons are not considered, one can sum over all electronic continuum states. At the end of the adiabatic elimination procedure a drastically reduced number of equations for the time-evolution of the populations and coherences among the neutral and residual ionic states are obtained:

\[
\begin{align*}
\dot{\sigma}_{gg}(t) &= -\gamma_g \sigma_{gg}, \quad (3.4a) \\
\dot{\sigma}_{ii}(t) &= \gamma_i \sigma_{gg} - \gamma_i \sigma_{ii} + 2\text{Im} \left[ \sum_a \tilde{\Omega}_{ia} \sigma_{ai} \right], \quad (3.4b) \\
\dot{\sigma}_{aa}(t) &= -\Gamma_a \sigma_{aa} - 2\text{Im} \left[ \sum_i \tilde{\Omega}_{ia}^* \sigma_{ai} \right], \quad (3.4c) \\
\dot{\sigma}_{ai}(t) &= (\Delta_i - i\frac{\gamma_i + \Gamma_a}{2})\sigma_{ai} + \tilde{\Omega}_{ia} \sigma_{ii} - \tilde{\Omega}_{ia}^* \sigma_{aa}, \quad (3.4d)
\end{align*}
\]
\[ \sigma_{ff}(t) = \sum_a \Gamma_a \sigma_{aa} + \sum_i \gamma_{if} \sigma_{ii} + \frac{4D_a}{q_a} \text{Re}[\sigma_{ai}]. \] (3.4e)

The above equations represent the main working equations of the present study of neon. The parameter \( \gamma_g = \sum_i \gamma_{gi} = 2\pi \sum_i |\mu_{gi}|^2 I(t) \) is the sum of the photoionisation widths of the state \(|g\rangle\) to the states \(|i\rangle\). \( \gamma_i = \sum_f \gamma_{if} = 2\pi \sum_f |\mu_{if}|^2 I(t) \) is the sum of the photoionisation widths of the state \(|i\rangle\) to the states \(|f\rangle\). Photoionisation from the AIS has also been considered, but it was found that this process led to negligible changes in the results. \( \tilde{\Omega}_{ia} = \mu_{ia} \left( 1 - \frac{i}{q_a} \right) E_0(t)/2 \) is the field dependent generalised Rabi transition amplitude between the state \(|i\rangle\) and \(|a\rangle\) where \( q_a \) is the q-Fano parameter of the AIS state [2]:

\[ q_a = \frac{\mu_{ia}}{\pi(\mu_{if} V_{af}) E_a}. \] (3.5)

In these equations, \( \Delta_{ai} = \bar{E}_a - (\bar{E}_i + \omega) \) is the detuning of the laser field where \( \bar{E}_a = E_a + S_a \) and \( \bar{E}_i = E_i + S_i \) include Stark shifts \( S_a \) and \( S_i \) of the states due to their interaction with the field. However, the Stark shifts are small relative to the photon energy used here and, as the interest here is in the ion yield in particular, they are therefore neglected in practice. \( \Gamma_a = 2\pi |V_{af}|^2 \) is the time-independent decay width of the state \(|a\rangle\) to the Fano continuum states \(|f\rangle\). The ionisation dynamics of the system are governed by these dynamical parameters, which need to be determined beforehand in order to solve this set of equations.

Note that in the present study, further transitions from the AIS to higher continuum states are not included as they are only expected to be probable at very high intensities outside of the range used here. Also note that Eqn. (3.4e), which is for the Ne\(^{2+}\) yield, is not needed as one may use the conservation law for the populations, i.e. the trace of the density matrix is normalised to one so that

\[ \sigma_{ff}(t) = 1 - \sigma_{gg} - \sum_i \sigma_{ii} - \sum_a \sigma_{aa}. \] (3.6)
3.3 The Neon Field-Averaged TDDM

In the TDDM equations presented in §3.2, the field was considered to be a single-mode field with a slow variation compared to its inverse carrier frequency $1/\omega$. If one wants to model a stochastic field, such as one produced by a FEL, a more realistic approach is to assume the field’s amplitude undergoes random fluctuations. In order to model the interaction of an atom with a FEL pulse more realistically one can assume that $E_0(t)$ is a stochastic variable, as a result of fluctuations in its magnitude and phase (see §2.10).

Note that the present approach is exact in the case when only phase fluctuations are considered, i.e. there are no amplitude fluctuations. Furthermore, for any stochastic field, when either $\gamma_l >> \Gamma_a$, $\langle \tilde{\Omega}_{ia} \rangle$, $\langle \gamma_i \rangle$, or $\gamma_l << \Gamma_a$, $\langle \tilde{\Omega}_{ia} \rangle$, $\langle \gamma_i \rangle$, the atomic and field variables can be decorrelated [39]. In other words, the decorrelation approximation is only valid when the atomic and field evolution rates are very different.

Starting with the TDDM equations and taking all of the above into account, one can obtain equations for the average populations that are very similar to their deterministic counterpart. The net result, other than the fact that the dynamical variables are now their averaged counterpart, is that the FEL bandwidth, $\gamma_l$, that comes about due to phase fluctuations has been added to the equation for the coherence evolution, Eqn. (3.4d):

\[
\langle \dot{\sigma}_{gg}(t) \rangle = -\gamma_g \langle \sigma_{gg} \rangle,
\]

\[
\langle \dot{\sigma}_{ii}(t) \rangle = \gamma_i \langle \sigma_{gg} \rangle - \gamma_i \langle \sigma_{ii} \rangle + 2\text{Im} \left[ \sum_a \tilde{\Omega}_{ia} \langle \sigma_{ai} \rangle \right],
\]

\[
\langle \dot{\sigma}_{aa}(t) \rangle = -\Gamma_a \langle \sigma_{aa} \rangle - 2\text{Im} \left[ \sum_i \tilde{\Omega}_{ia}^* \langle \sigma_{ai} \rangle \right],
\]

\[
i \langle \dot{\sigma}_{ai}(t) \rangle = \left[ \Delta_{ai} - i \left( \frac{\gamma_i + \Gamma_a + \gamma_l}{2} \right) \right] \langle \sigma_{ai} \rangle + \tilde{\Omega}_{ia} \langle \sigma_{ii} \rangle - \tilde{\Omega}_{ia}^* \langle \sigma_{aa} \rangle,
\]

\[
\langle \dot{\sigma}_{ff}(t) \rangle = \sum_a \Gamma_a \langle \sigma_{aa} \rangle + \sum_i \gamma_i \langle \sigma_{ai} \rangle + \frac{4D_{ia}}{q_a} \text{Re} \langle [\sigma_{ai}] \rangle,
\]
where $\gamma_l$ is given by Eqn. (2.32). In this study, the value of $\beta$ has been set so that $\beta = \gamma_L$, where a value of $\gamma_L = 0.01\omega$ represents 1\% of the photon energy, which is an acceptable estimated value for the FEL bandwidth observed for the FLASH FEL fields [1].

### 3.4 The Neon Rate Equations

The following set of rate equations has been derived in order to compare results with the calculational results of Martins et al. [1]. This derivation consists of setting the derivative of the coherence equation, Eqn. (3.4d), to zero. By doing this, it is assumed that the coherence takes a steady value much quicker than the populations themselves and thus, the coherence matrix element follows the population values adiabatically. Solving for $\sigma_{ai}$ one obtains

$$\sigma_{ai}(t) = \frac{\tilde{\Omega}_{ia}^\ast \sigma_{aa} - \tilde{\Omega}_{ia} \sigma_{ii}}{\Delta_{ai} - i \gamma_i + \Gamma_a / 2}. \quad (3.8)$$

This expression is then substituted into the equations for the populations, Eqns. (3.4b) and (3.4c), which leads to the following set of equations:

$$\dot{\sigma}_{gg}(t) = -\gamma_g \sigma_{gg}, \quad (3.9a)$$

$$\dot{\sigma}_{ii}(t) = \gamma_{gi} \sigma_{gg} + \tilde{\Omega}_{ia}^+ \sigma_{aa}$$

$$- \left( \gamma_{if} + \sum_i \left[ \tilde{\Omega}_{ia}^- - \frac{4 |\tilde{D}_{ia}|^2}{q_a} \frac{\Delta_{ai}}{\Delta_{ai}^2 + [(\sum_i \gamma_i + \sum_a \Gamma_a) / 2]^2} \right] \right) \sigma_{ii}, \quad (3.9b)$$

$$\dot{\sigma}_{aa}(t) = \tilde{\Omega}_{ia}^+ \sigma_{ii}$$

$$- \left( \Gamma_a + \sum_i \left[ \tilde{\Omega}_{ia}^- - \frac{4 |\tilde{D}_{ia}|^2}{q_a} \frac{\Delta_{ai}}{\Delta_{ai}^2 + [(\sum_i \gamma_i + \sum_a \Gamma_a) / 2]^2} \right] \right) \sigma_{aa}, \quad (3.9c)$$

$$\dot{\sigma}_{ff}(t) = \left[ \sum_i \gamma_i + \frac{4 |\tilde{D}_{ia}|^2}{q_a} \frac{\Delta_{ai} - (\sum_i \gamma_i + \sum_a \Gamma_a) / 2}{\Delta_{ai}^2 + [(\sum_i \gamma_i + \sum_a \Gamma_a) / 2]^2} \right] \sigma_{ii}$$
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\[
\sum_a \Gamma_a - \frac{4|\tilde{D}_{ia}|^2}{q_a} \Delta_{ai} + \frac{(\sum_i \gamma_i + \sum_a \Gamma_a)/2}{\Delta_{ai}^2 + [(\sum_i \gamma_i + \sum_a \Gamma_a)/2]^2} \sigma_{aa}, \tag{3.9d}
\]

where

\[
\tilde{\Omega}_{ia}^\pm = \frac{2\tilde{D}_{ia}^2}{\Delta_{ai}^2 + [(\sum_i \gamma_i + \sum_a \Gamma_a)/2]^2} \left(1 \pm \frac{1}{q_a^2}\right) \tag{3.10}
\]

is the effective Rabi frequency between the two bound states \(|i\rangle\) and \(|a\rangle\). All of the other terms that appear in these equations have been described in §3.2. A set of rate equations for neon has been derived by Martins et al. [1]. However, the method of deriving the equations given here is much different from theirs. The equations shown here have been derived in order to show the results obtained when a set of rate equations are generated from a full set of TDDM equations and thus compare with those of Martins et al.

A further application of these equations has been relegated to appendix A as it is of interest, but not in the main focus of this work. Other forms of the electric field can be used and in the present manuscript, results have been obtained using a square pulse in order to compare results with those obtained using analytical equations, which assume a constant field and have been derived below.

### 3.5 Results

All of the equations derived in the previous section have been applied to two particular cases: the resonant case and the non-resonant case. The resonant case refers to the tuning of the laser frequency so that it is resonant with the transition from the states \(|i\rangle\) to \(|a\rangle\). For this case, a photon energy of 41.65 eV was used.

Of course, there are two different energies for the Ne\(^+\) states, but the resonance between the lowest energy states and the AIS has been chosen here for two reasons: The lower Ne\(^+\) states include more of the transitions under examination, as shown in
Table 3.2: The values of the photon-induced transition amplitudes included in the TDDM equations (atomic units). The photoionisation widths, $\gamma/I(t)$, are those that couple the state to the continuum, written beside the value, via a photon absorption. The bound-bound transition elements, $\mu$, are the bound-bound photon induced couplings. The reference energy, from which the energies of the other states are based, is the energy of the Ne$^{2+}$ state $E_f = 0.0$ au.

<table>
<thead>
<tr>
<th>From State</th>
<th>Energy $E$</th>
<th>To State</th>
<th>Photo-ionisation Width $\gamma/I(t)$</th>
<th>To State</th>
<th>Bound Bound Transition Element $\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>g\rangle$</td>
<td>$-2.299$</td>
<td>$</td>
<td>i(1/2,\pm1/2)\rangle$</td>
<td>$0.0265$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$</td>
<td>i(3/2,\pm1/2)\rangle$</td>
<td>$0.0304$</td>
<td>-</td>
</tr>
<tr>
<td>$</td>
<td>i(1/2,\pm1/2)\rangle$</td>
<td>$-1.5018$</td>
<td>$</td>
<td>f\rangle$</td>
<td>$0.0943$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>$</td>
<td>a_{3/2,\pm1/2}\rangle$</td>
</tr>
<tr>
<td>$</td>
<td>i(3/2,\pm1/2)\rangle$</td>
<td>$-1.5054$</td>
<td>$</td>
<td>f\rangle$</td>
<td>$0.0943$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>$</td>
<td>a_{3/2,\pm1/2}\rangle$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>$</td>
<td>a_{5/2,\pm1/2}\rangle$</td>
</tr>
<tr>
<td>$</td>
<td>i(3/2,\pm3/2)\rangle$</td>
<td>$-1.5054$</td>
<td>$</td>
<td>f\rangle$</td>
<td>$0.0943$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>$</td>
<td>a_{5/2,\pm3/2}\rangle$</td>
</tr>
</tbody>
</table>

Fig. 3.1, and the experimental result from Martins et al. shows a peak in their result at this value. The non-resonant case requires that the laser field is detuned with respect to the transitions from the states $|i\rangle$ to $|a\rangle$. For this case, a photon energy of 41.3 eV was used. This photon energy was also chosen in line with the suggestion by Martins et al. in order to make a good comparison of these results with theirs.

The envelope of the pulse used in the simulations is described by Eqn. 1.5. Although it was not possible to calculate all of the required dynamical quantities – energy levels, transition amplitudes, decay widths and Fano q-parameters – in the calculations, experimental values [1, 47, 48] have been used for a more consistent comparison with Martins et al. For a list of the photon induced transition values, see Table 3.2.

It has been assumed that each of the AIS has the same time-independent, partial decay width, $\Gamma_a = 1.558 \times 10^{-5}$, calculated from the total decay width as given by Covington et al. [47]. It is also assumed that they have the same q-Fano parameter, $q_a = -3.37$, determined from Fig. 9 of Covington et al. [47], and the same energy, $E_a = 0.02525$. The doubly-ionised state energy is the reference energy for the system,
3.5.1 TDDM Results

The findings in this subsection have been obtained using the FTL pulse. The FTL representation of the pulse assumes that it has the minimum possible spectral bandwidth. Although current FEL sources are not accurately described by this type of pulse, the results allow for a clearer picture and a direct insight into the effects of the AIS on the ion populations at the end of the pulse.

In Fig. 3.2, a 30 fs (FWHM) pulse was used for the resonant and non-resonant case. The populations of the ion species for the resonant case (black lines) are similar to that for the non-resonant case (red lines) for low and high intensities. This is due to low ionisation and a weaker Rabi oscillation at lower intensities, and saturation at high intensities. However, at intermediate intensities, larger yield differences appear.

The Rabi coupling term is proportional to the electric field so that, as the intensity
increases, the couplings between the Ne\textsuperscript{+} states and the AIS increase and become more dominant than the decay width from the AIS to the second continuum. The important fact to note here is that this decay width, $\Gamma_a$, is independent of the field intensity, as it represents an intra-atomic coupling.

In Fig. 3.3, the results for a 10 fs and 60 fs (FWHM) pulse duration are shown. It is clear from this figure that the pulse duration has a strong effect on the ionisation yields. It was expected that using a longer pulse duration with the same intensity would lead to larger ionisation yields in the intensity region where saturation has not occurred and, indeed, the results reflect this expectation.

These results give different predictions to those of Martins \textit{et al.} [1] (see Fig. 3.4). Their results for the resonant case suggest that the normalised populations of these states should be equal, with a value of 0.5, for the higher range of intensities explored here. However, the rate equation approach used by Martins \textit{et al.} and in other publications, [16, 49], treats the Ne\textsuperscript{2+} continuum ‘bath’ and the indirect ionisation channel.
in a very simplistic way (see Fig. 3.5).

![Figure 3.4: Ne$^+$ (solid) and Ne$^{2+}$ (dashed) populations versus photon exposure for the resonant case (black) and the non-resonant case (red) as reported by Martins et al. [1].](image)

In practice, in the resonant case this leads to a single step ionisation process to Ne$^+$ followed by a bound-bound excitation identical to a two-level formulation of the problem. In this way, for high intensities the Ne ground state becomes fully depopulated and one is left with a two-level system with a strong coupling, which equalizes the two populations.

Also, only one Ne$^+$ state is assumed and thus, any effects due to the energy splitting

![Figure 3.5: The neon energy eigenstates and transitions interpreted from the rate equations of Martins et al. [1].](image)
in these states cannot be modelled. The density matrix approach used, within the chosen subspace solution represents the appropriate system of equations and should, in principle, be more robust. The rate equations developed from these equations will also be more robust than those of Martins et al. [1].

In the same publication [1] the ratio of $\text{Ne}^{2+}/\text{Ne}^{+}$ versus the photon energy of the pulse was reported. In Fig. 3.6, the FTL pulse has been used in order to obtain a result for comparison to the literature and results for a range of pulse durations have also been included. The blue curve shows the result when a 30 fs (FWHM) pulse with a peak intensity of $5 \times 10^{12}$ W/cm$^2$ was used. These results show a small enhancement of the ratio, around the resonance energies, of approximately 17%.

When taking experimental errors into account, this is in agreement with the experimental result, which demonstrates a doubling of the ratio. However, the pulse used in the experiment was an FEL pulse and therefore, it is expected that, under such conditions, this pulse would produce different results, as shown in §3.5.2.

The peaks in Fig. 3.6 appear due to the Rabi coupling between the ionic states $|i\rangle$ and $|a\rangle$. As the pulse duration is increased, the resolution of the resonance peaks increases. When a pulse duration of 60 fs (FWHM) is used (magenta curve), the two resonances can be seen at about 41.55 eV and 41.65 eV. Of course, the peak positions are in agreement with the spin-orbit energy difference between the singly ionised states. Their appearance was also reported in the experimental work by Covington et al. [47].

### 3.5.2 Field-Averaged TDDM Results

As explained in §2.10, the field-averaged TDDM method effectively introduces the FEL bandwidth into the equations. Also, in order to decorrelate the atomic and field variables one must consider the ranges of the dynamical parameters for which this is justifiable. In the present context one must ensure that, for all propagation times, $\gamma_1 >> \langle \Omega_{ia} \rangle$. This requirement sets a limitation on the peak intensity such that $I_0 << 2 \times 10^{13}$ W/cm$^2$, which happens to be the estimated intensity of the pulse used.
Figure 3.6: Ratio of the populations of Ne$^{2+}$ to Ne$^+$ versus the mean photon energy using a variety of pulse durations and a peak pulse intensity of $5 \times 10^{12}$ W/cm$^2$. These results were obtained using the TDDM equations.

However, this estimated intensity is usually only correct to within a factor of 5. For this reason, when calculating the ratio of the ion yields for different photon energies, a peak intensity of $5 \times 10^{12}$ W/cm$^2$ has been used in order to keep within the restraints of the method used while still maintaining a comparable intensity. In these calculations, an added bandwidth of $\sim 1\%$ of the photon energy, $\omega$, was included, which represents a typical value for FLASH FEL pulses [1].

In Fig. 3.7, the ratio of the populations of Ne$^{2+}$ to Ne$^+$ versus photon energy has been plotted using a peak intensity of $5 \times 10^{12}$ W/cm$^2$. A 30 fs (FWHM) pulse was used and the peak around the resonant energies is visible, but not large. In particular, it is not double that of the yield ratio for non-resonant energies and, in fact, the ratio decreases over the energy range 41.45 eV to 41.65 eV.

This is in disagreement with the results of Martins et al. [1], which suggests a doubling of the ion ratio around the resonance energy of 41.65 eV as shown in the inset of Fig. 3.7. If the intensity of the pulse in the experiment was in fact $2 \times 10^{13}$ W/cm$^2$,
Figure 3.7: Ratio of the populations of Ne$^{2+}$ to Ne$^+$ versus the mean photon energy using a peak pulse intensity of $5 \times 10^{12}$ W/cm$^2$ and a pulse duration of 30 fs (FWHM). These results were obtained using the field-averaged TDDM equations. The experimental result of Martins et al. is shown in the inset figure with the horizontal axes lined up.

then it is expected that the resonant enhancement would be slightly larger, but not large enough to account for these discrepancies. It is also worth noting that the error bars for the experimental data points are significant compared to the increase over the photon energy range and thus, the enhancement may not have been as large as has been suggested by the experimental result.

Although the results are not shown, the same ratio of Ne$^{2+}$/Ne$^+$ with the same intensity, but longer pulse durations, has been calculated. When a pulse duration of 60 fs (FWHM) is used, the double peak structure cannot be seen any more. This is due to the fact that the number of photons in the pulse with the mean photon energy around the resonance peak is much lower in the FEL case when compared to the number in the FTL case. This means that, although the AIS still affect the yields, the use of a FEL pulse with a large bandwidth ($\sim 0.01\omega$) smears out the effects of the AIS resonances.
3.5.3 Rate Equation Results

The rate equations developed in §3.4 have been used to obtain results for comparison with the rate equation approach used by Martins et al. Note that no added bandwidth has been included in these rate equation calculations and, therefore, the FTL pulse type was used. In Fig. 3.8 the ion yields, when a 30 fs (FWHM) pulse was used, have been plotted for the resonant case. When the rate equations for the resonant case are used, one can see that $\Delta_{ai} = E_a - E_i - \omega = 0$ so that the equations are greatly simplified. In this section the focus is on comparison with the results of Martins et al. Thus, the focus is on the resonant case while a detailed analysis of the results for the non-resonant case is included in §4.

As with the TDDM equation results, the present rate equation results do not agree with those calculated by Martins et al. [1]. However, their rate equations had a different structure. Their results give different ion yields for the resonant case compared to the non-resonant case and, as already discussed, suggest that as the intensity tends towards larger values, the populations of both ion species tend towards a value of 0.5.

It is unclear exactly what pulse duration is used for their rate equation results, so results have been obtained for a range of pulse durations, not shown here. These pulse durations yield similar results to those of Fig. 3.8 in the sense that the populations do not converge on a value of 0.5.

Martins et al. note that a more sophisticated calculational approach should be used in order to model their experimental data correctly. It appears that, in their form of the rate equations, the AIS ‘discrete’ states and the ‘bath’ of continuum states are treated on a completely equal footing. They have included cross-sections $\sigma_{12}$ and $\sigma_{21}$ that are the same for the AIS as they are for the Ne$^{2+}$ continuum. By doing this, they have suggested that the entire continuum $|f'\rangle = |f\rangle + |a\rangle$ can be treated like the AIS $|a\rangle$, which are strongly coupled to the states of the Ne$^+$ ions $|i\rangle$ by the field. All of the photoabsorptions from the Ne$^+$ states are, therefore, treated like bound-bound transitions. The structure of their rate equations accounts for the differences between
Figure 3.8: Population of Ne$^+$ (solid line) and Ne$^{2+}$ (dashed line) versus peak pulse intensity for the resonant case and with a 30 fs (FWHM) pulse duration. These results were obtained using the rate equations.

their results and those presented here.

3.5.4 Comparison of the TDDM, the Field-Averaged TDDM and the Rate Equation Results

The Ne$^{2+}$/Ne$^+$ yield ratio gives one an insight into the resonant energies for the transitions from the $|i\rangle$ to the $|a\rangle$ states. The results obtained using the FTL pulse give the clearest depiction of the resonances since the photon energy of such a pulse is well defined. A comparison of the TDDM and field-averaged TDDM ratios is given in Fig. 3.9, using an intensity of $5 \times 10^{12}$ W/cm$^2$, in order to show the effects of a broader bandwidth on the magnitude of the peaks in the ratio.

The magnitude of these peaks is dependent on the intensity and pulse duration since the Rabi oscillation term is proportional to the electric field and a longer pulse decreases the spectral bandwidth of the pulse, which leads to a larger number of photons at the mean photon energy.
Figure 3.9: Ratio of the populations of Ne\textsuperscript{2+} to Ne\textsuperscript{+} versus the mean photon energy using a variety of pulse durations with a peak pulse intensity of $5 \times 10^{12}$ W/cm\textsuperscript{2}. The field-averaged results (dashed lines) and TDDM results (solid lines) are both shown.

The populations of the ion species versus peak pulse intensity for the non-resonant case have been determined using the TDDM equations and, for the resonant case, using the TDDM and rate equations. The results of Martins et al. [1] suggest that, in the resonant case, the normalised populations of the Ne\textsuperscript{+} and Ne\textsuperscript{2+} ions should tend to 0.5 as the intensity is increased. It was not possible to test this result with the field-averaged method. However, in the resonant case, the results of the TDDM and rate equation methods are clearly both in disagreement with those of Martins et al., as shown in Fig. 3.10.

The rate equation and TDDM methods used here give somewhat similar results for the resonant case, in the sense that the shapes of the curves are similar. However, the populations are clearly different for the two methods. This suggests that this rate equation method is less applicable to a system that uses a photon frequency that is resonant with a bound-bound transition. When one is using rate equations for a
Figure 3.10: Comparison of the rate equation results (black lines) and TDDM equation results (red lines). Populations of Ne\(^+\) (solid lines) and Ne\(^{2+}\) (dashed lines) versus peak pulse intensity for the resonant case and with a 30 fs (FWHM) pulse duration.

resonant case a very careful investigation is necessary and the range of field parameters, relative to the atomic structure parameters, energies, decay widths, etc. should be identified.
Chapter 4

Testing the Rate Equation Method

![Diagram of states and transitions](image)

Figure 4.1: The states involved in the transitions for a simple atomic system under the influence of a laser field. The terms in this figure are described in §4.1.1, and in Table 4.1.

4.1 Theoretical Framework and Equations

In §3.5, the main aim was to test the experimental and theoretical results of Martins et al. [1]. The point was made that the rate equation results did not agree fully with the TDDM equation results in the resonant case. Thus, in this section a full test of the rate equation method will be presented and discussed.

The rate equations and TDDM equations used in this section are similar to Eqns.
(3.9) and (3.4), except that they are simplified to the case of one substate for each of the states \( |G\rangle, |I\rangle, |A\rangle \) and \( |F\rangle \) as shown by Eqns. (4.3) and (4.1) respectively. Thus, the summations \( \sum_a \) and \( \sum_i \) should be neglected, but the equations are otherwise the same. These equations apply in general to any atomic system of this type. One only needs the correct values for the energy and dynamical variables to include in the equations.

### 4.1.1 Rate Equations

Since only one substate is included for each of the states, the equations do not model the neon system to the extent that the equations in §3.4 do. However, the aim here is to test the applicability of the rate equations by comparing their results against the TDDM equation results. Thus, the TDDM equations used for comparison in this section also only consider one substate for each state. These TDDM equations are identical to Eqns. (3.4), except that summations over the state indices \( i \) and \( a \) should be neglected, as only one substate for each of these states is considered. The values of the dynamical variables used are given in Table 4.1 and an energy level diagram is given in Fig. 4.1. The TDDM equations used in this chapter are:

\[
\begin{align*}
\dot{\sigma}_{gg}(t) &= -\gamma_g \sigma_{gg}, \\
\dot{\sigma}_{ii}(t) &= \gamma_g \sigma_{gg} - \gamma_i \sigma_{ii} + 2\text{Im} \left[ \tilde{\Omega}_{ia} \sigma_{ai} \right], \\
\dot{\sigma}_{aa}(t) &= -\Gamma_a \sigma_{aa} - 2\text{Im} \left[ \tilde{\Omega}_{ia}^* \sigma_{ai} \right], \\
i \dot{\sigma}_{ai}(t) &= (\Delta_{ai} - i\gamma_i + \frac{\Gamma_a}{2}) \sigma_{ai} + \tilde{\Omega}_{ia} \sigma_{ii} - \tilde{\Omega}_{ia}^* \sigma_{aa}, \\
\dot{\sigma}_{ff}(t) &= \Gamma_a \sigma_{aa} + \gamma_i \sigma_{ii} + 4D_{ia} \text{Re}[\sigma_{ai}],
\end{align*}
\]

where the parameter \( \gamma_g = 2\pi|\mu_{gi}|^2 I(t) \) is the photoionisation width of the state \( |g\rangle \) to the state \( |i\rangle \) and \( \gamma_i = \gamma_{if} = 2\pi|\mu_{if}|^2 I(t) \) is the photoionisation width of the state \( |i\rangle \) to the state \( |f\rangle \). Photoionisation from the AIS has also been considered, but it was found that this process led to negligible changes in the results. \( \tilde{\Omega}_{ia} = \mu_{ia} \left( 1 - \frac{i}{\hbar} \right) \tilde{E}(t) \)
is the generalised Rabi transition amplitude between the state $|i\rangle$ and $|a\rangle$ where $q_a$ is the q-Fano parameter of the AIS state $|a\rangle$ and is described by the equation [2]:

$$q_a = \frac{\mu_{ia}}{\pi (\mu_i V_{af}) E_a}. \quad (4.2)$$

The rate equations are:

$$\dot{\sigma}_{gg}(t) = -\gamma_g \sigma_{gg}, \quad (4.3a)$$

$$\dot{\sigma}_{ii}(t) = \gamma_g \sigma_{gg} - \left( \gamma_i + \tilde{\Omega}_{ia}^- + \frac{4|\tilde{D}_{ia}|^2}{q_a} \frac{\Delta_{ai}}{\Delta_{ii}^2 + [(\gamma_i + \Gamma_a)/2]^2} \right) \sigma_{ii}$$

$$+ \tilde{\Omega}_{ia}^+ \sigma_{aa}, \quad (4.3b)$$

$$\dot{\sigma}_{aa}(t) = \tilde{\Omega}_{ia}^+ \sigma_{ii} - \left( \Gamma_a + \tilde{\Omega}_{ia}^- - \frac{4|\tilde{D}_{ia}|^2}{q_a} \frac{\Delta_{ai}}{\Delta_{aa}^2 + [(\gamma_i + \Gamma_a)/2]^2} \right) \sigma_{aa}, \quad (4.3c)$$

$$\dot{\sigma}_{ff}(t) = \left[ \gamma_i + \frac{4|\tilde{D}_{ia}|^2}{q_a} \frac{\Delta_{ai} - (\gamma_i + \Gamma_a)/2}{\Delta_{ii}^2 + [(\gamma_i + \Gamma_a)/2]^2} \right] \sigma_{ii}$$

$$+ \left[ \Gamma_a - \frac{4|\tilde{D}_{ia}|^2}{q_a} \frac{\Delta_{ai} + (\gamma_i + \Gamma_a)/2}{\Delta_{aa}^2 + [(\gamma_i + \Gamma_a)/2]^2} \right] \sigma_{aa}, \quad (4.3d)$$

where

$$\tilde{\Omega}_{ia}^\pm = 2|\tilde{D}_{ia}|^2 \frac{\Delta_{ai}}{\Delta_{ii}^2 + [(\gamma_i + \Gamma_a)/2]^2} \left( 1 \pm \frac{1}{q_a^2} \right). \quad (4.4)$$

is the ‘effective’ Rabi oscillation frequency. In these equations, $\Delta_{ai} = \tilde{E}_a - (\tilde{E}_i + \omega)$ is the detuning of the laser field where $\tilde{E}_a = E_a + S_a$ and $\tilde{E}_i = E_i + S_i$ include Stark shifts $S_a$ and $S_i$ of the states due to their interaction with the field. However, the Stark shifts are small relative to the photon energy used here and are therefore neglected in practice. $\Gamma_a = 2\pi |V_{af}|^2$ is the time-independent decay width of the state $|a\rangle$ to the Fano continuum states $|f\rangle$. The ionisation dynamics of the system are governed by these dynamical parameters, which need to be determined beforehand in order to solve this set of equations.
Table 4.1: The values of the variables used in the ‘single substate’ equations (atomic units). The photoionisation widths, $\gamma / I(t)$, are those that couple the state to the continuum via a photon absorption. The bound-bound transition elements, $\mu$, are the bound-bound photon induced couplings. The Auger decay widths, $\Gamma$, are the spontaneous decays of the AIS to the second continuum and $q$ is the q-Fano parameter. All values are given in atomic units.

<table>
<thead>
<tr>
<th>State</th>
<th>Energy $E$</th>
<th>Photoionisation Width $\gamma / I(t)$</th>
<th>Auger Decay Width $\Gamma$</th>
<th>q-Fano parameter $q$</th>
<th>Bound Bound Transition Element $\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>g\rangle$</td>
<td>-2.299</td>
<td>0.3477</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$</td>
<td>i\rangle$</td>
<td>-1.5054</td>
<td>0.566</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$</td>
<td>f\rangle$</td>
<td>0.0</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$</td>
<td>a\rangle$</td>
<td>0.02525</td>
<td>$1.87 \times 10^{-4}$</td>
<td>3.37</td>
<td>0.01731</td>
</tr>
</tbody>
</table>

The rate equations have been tested for both a sinusoidal (see Fig. 1.1) and square shaped pulse. The pulse shape used is made clear for each result in the caption. A set of analytical equations has also been derived for the square pulse case. However, this treatment has been relegated to §4.1.3.

### 4.1.2 Field-Averaged Rate Equations

It is also possible to add a term to Eqns. (4.3), which allows one to model the stochastic properties of the field due to phase fluctuations. This method is described in §2.10 and in [44, 50] and its main effect is the addition of the term $\gamma_l$ in the following field-averaged equations:

\[
\langle \dot{\sigma}_{gg}(t) \rangle = -\gamma_g \langle \sigma_{gg} \rangle , \tag{4.5a}
\]
\[
\langle \dot{\sigma}_{ii}(t) \rangle = \gamma_g \langle \sigma_{gg} \rangle + \hat{\Omega}^+_i \langle \sigma_{aa} \rangle - \left( \gamma_i + \hat{\Omega}^-_i + \frac{4|\tilde{D}_{ia}|^2}{q_a} \frac{\Delta^2_{ai}}{\Delta_{ai}^2 + [\gamma_i + \Gamma_a + \gamma_l]/2} \right) \langle \sigma_{ii} \rangle , \tag{4.5b}
\]
\[
\langle \dot{\sigma}_{aa}(t) \rangle = \hat{\Omega}^+_i \langle \sigma_{ii} \rangle - \left( \Gamma_a + \hat{\Omega}^-_i - \frac{4|\tilde{D}_{ia}|^2}{q_a} \frac{\Delta^2_{ai}}{\Delta_{ai}^2 + [\gamma_i + \Gamma_a + \gamma_l]/2} \right) \langle \sigma_{aa} \rangle , \tag{4.5c}
\]
\[
\langle \sigma_{ff}(t) \rangle = \left[ \gamma_i + \frac{4|\bar{D}_{ia}|^2}{q_a} \frac{\Delta_{ai} - (\gamma_i + \Gamma_a + \gamma_l)/2}{\Delta_{ai}^2 + [(\gamma_i + \Gamma_a + \gamma_l)/2]^2} \right] \langle \sigma_{ii} \rangle \\
+ \left[ \Gamma_a - \frac{4|\bar{D}_{ia}|^2}{q_a} \frac{\Delta_{ai} + (\gamma_i + \Gamma_a + \gamma_l)/2}{\Delta_{ai}^2 + [(\gamma_i + \Gamma_a + \gamma_l)/2]^2} \right] \langle \sigma_{aa} \rangle ,
\]

where

\[
\gamma_l = \gamma_L \frac{\beta^2}{\Delta_{ai}^2 + \beta^2},
\]

is introduced into the TDDM equation for the coherence evolution and allows one to model an added bandwidth due to phase fluctuations in the field. \( \beta \) is the cut-off and has been set so that \( \beta = \gamma_L \) in the calculations. Note that it is only possible to decorrelate the populations of the states when the fluctuations in the equations, i.e. \( \Gamma_a, \gamma_i, \bar{D}_{ia} \) etc. are very different to the fluctuations of the field due to the term \( \gamma_l \) (see §2.10).

### 4.1.3 Analytical Solutions of a Doubly Ionised System Including an AIS

In order to solve this system analytically, one must assume a constant electric field such that \( E_0(t) = E_0 \) is time independent. In this case, all coefficients that include the electric field in Eqns. (4.3) become time-independent and as such, they are amenable to analytical solutions.

Furthermore, one can model a square pulse by assuming that after the pulse duration, \( \tau_P \), none of the photon induced dynamics occur and one is left with only the time-independent decay width of the AIS. This decay will remove all of the population of the AIS and transfer it to the doubly ionised state |\( f \rangle \). Thus, the states |\( g \rangle \) and |\( i \rangle \) remain constant after \( \tau_P \) so that \( \sigma_{gg}(t \rightarrow \infty) = \sigma_{gg}(\tau_P) \) and \( \sigma_{ii}(t \rightarrow \infty) = \sigma_{ii}(\tau_P) \), while \( \sigma_{aa}(t \rightarrow \infty) \rightarrow 0 \) and \( \sigma_{ff}(t \rightarrow \infty) \rightarrow \sigma_{ff}(\tau_P) + \sigma_{aa}(\tau_P) \).

It is then possible to rewrite Eqns. (4.3) using knowledge of the initial conditions,
\[ \sigma_{gg}(0) = 1 \text{ and } \sigma_{ii}(0) = \sigma_{aa}(0) = \sigma_{ff}(0) = 0, \]

and by taking the Laplace transform [51], which leads to:

\[ \tilde{\sigma}_{gg}(s) = \frac{1}{s + \gamma_g}, \quad (4.7a) \]

\[ s \tilde{\sigma}_{ii}(s) = A_i \sigma_{ii}(s) + B_a \sigma_{aa}(s) + \frac{\gamma_g}{s + \gamma_g}, \quad (4.7b) \]

\[ s \tilde{\sigma}_{aa}(s) = B_i \sigma_{ii}(s) + A_a \sigma_{aa}(s). \quad (4.7c) \]

where

\[ A_i = -\gamma_i - \Omega_{ia}^- - 4 |D_{ia}|^2 \frac{\Delta_{ai}}{q_a \Delta_{ai}^2 + [(\gamma_i + \Gamma_a)/2]^2}, \]

\[ A_a = -\Gamma_a - \Omega_{ia}^- + 4 |D_{ia}|^2 \frac{\Delta_{ai}}{q_a \Delta_{ai}^2 + [(\gamma_i + \Gamma_a)/2]^2}, \]

\[ B_i = \Omega_{ia}^+, \]

\[ B_a = \Omega_{ia}^+. \]

and

\[ \Omega_{ia}^\pm = 2 |D_{ia}|^2 \frac{(\gamma_i + \Gamma_a)/2}{\Delta_{ai}^2 + [(\gamma_i + \Gamma_a)/2]^2} \left( 1 \pm \frac{1}{q_a^2} \right). \quad (4.8) \]

The inverse Laplace transform can be performed on Eqn. (4.7a), or Eqn. (4.3a) can also be integrated to give

\[ \sigma_{gg}(t) = e^{-\gamma_g t}, \quad (4.9) \]

whereas to obtain analytical solutions for Eqns. (4.7b) and (4.7c) one needs to solve two equations with two unknowns. Once this is done the inverse Laplace transform to the time domain is used to obtain the equations in time for \( \sigma_{ii}(t) \) and \( \sigma_{aa}(t) \):
\[ \sigma_{ii}(t) = Qe^{-\gamma g t} + R e^{\lambda_1 t} + T e^{\lambda_2 t}, \]  
(4.10a)

\[ \sigma_{aa}(t) = Ke^{-\gamma g t} + L e^{\lambda_1 t} + M e^{\lambda_2 t}, \]  
(4.10b)

where

\[ \lambda_1 = \frac{(A_i + A_a) + \sqrt{(A_i - A_a)^2 + 4B_iB_a}}{2}, \]
\[ \lambda_2 = \frac{(A_i + A_a) - \sqrt{(A_i - A_a)^2 + 4B_iB_a}}{2}, \]
\[ T = \frac{\gamma g (1 - A_a)}{(\lambda_2 - \lambda_1)(\lambda_2 + \gamma g)}, \]
\[ R = \frac{\gamma g((\lambda_2 + \gamma g)T)}{\lambda_1 + \gamma g}, \]
\[ Q = -(R + T), \]
\[ M = -\frac{\gamma g B_i}{(\lambda_2 - \lambda_1)(\lambda_2 + \gamma g)}, \]
\[ L = \frac{\lambda_2 + \gamma g M}{\lambda_1 + \gamma g}, \]
\[ K = -(L + M). \]

The analytical solutions obtained when these equations were used are shown in §4.2.2 and §4.2.3. They match exactly with the rate equation results obtained when a square pulse was used.

### 4.2 Results

#### 4.2.1 End-of-Pulse Singly-Ionised Species

The population of Ne\(^+\) versus field intensity has been plotted separately in Figs. 4.2 and 4.3 for both the non-resonant and resonant case respectively. These results were obtained using a square pulse shape. It is clear that the results are in agreement when there is no strong resonance present, as shown in Fig. 4.2 where the TDDM equation results are hidden by the rate equation results. However, when a strong resonance is present, as in Fig. 4.3, the results differ, particularly for longer field durations.

The population of Ne\(^+\) versus field intensity for a sinusoidal pulse, as described by Eqn. (1.5), has been plotted separately in Figs. 4.4 and 4.5 for both the non-resonant
Figure 4.2: Population of Ne\(^{+}\) after a constant field of 20 (solid), 60 (dashed) and 120 (dotted) fs versus filed intensity. The results obtained from the TDDM method and the rate equation method coincide. A non-resonant photon energy was used. The peaks occur at a value of approximately \(I_0\tau_P = 9\) au.

Figure 4.3: Population of Ne\(^{+}\) after a constant field of 20 (solid), 60 (dashed) and 120 (dotted) fs versus the intensity of the field. The TDDM (black) and rate (red) equation methods were used. A resonant photon energy was used.
Figure 4.4: Population of Ne$^+$ after a 20 fs (10 fs FWHM solid), 60 fs (30 fs FWHM dashed) and 120 fs (60 fs FWHM dotted) sinusoidal pulse versus the intensity of the pulse. The results obtained from the TDDM method and rate equation method coincide. A non-resonant photon energy was used. The peaks occur at a value of approximately $I_0\tau_P = 23$ au.

Figure 4.5: Population of Ne$^+$ after a 20 fs (10 fs FWHM solid), 60 fs (30 fs FWHM dashed) and 120 fs (60 fs FWHM dotted) sinusoidal pulse versus the intensity of the pulse. The TDDM (black) and rate (red) equation methods were used. A resonant photon energy was used.
and resonant case respectively. Again, differences in the results only appear in the resonant case.

Although the shapes of the curves are similar, the relative amplitudes of the populations are in disagreement in the resonant case. It appears that the rate equation method leads to different results for the resonant case when compared to the TDDM method. At low to medium intensities the Ne\(^+\) state is less populated in the rate equation results. However, at higher intensities, the state is more populated. This is due to the fact that the rate equations include what has been referred to here as an ‘effective’ Rabi oscillation frequency. Eqn. (4.4) shows that this effective Rabi oscillation is dependent on the square of the electric field. Thus, for lower intensities, i.e. below \(3.51 \times 10^{16}\) W/cm\(^2\), the effective Rabi oscillation is smaller than the Rabi oscillation term in the TDDM equations and leads to a lower Ne\(^+\) yield.

Also note that, in each of these figures, for both the resonant and non-resonant cases, each peak of the Ne\(^+\) population curve occurs at the same value of \(I_0\tau_P\), i.e. the product of the intensity and field duration, when the rate equation method was used. However, when the TDDM method was used, although the same is true for the non-resonant case, in the resonant case there is a slight deviation from this relationship that increases as the duration of the field increases as shown in Figs. 4.3 and 4.5. This is due to the presence of non-linear effects of the field, which are on the order of \((I_0\tau_P)^2\), when the resonance with the AIS occurs. Thus, the TDDM curves are shifted to the left relative to the rate equation curves leading to a slightly higher Ne\(^+\) population for when the rate equations are used at the higher intensities investigated here.

This has implications for the use of the rate equations when applying them to a system that includes a resonance with an AIS. The rate equation method does not capture the dynamical processes involved quite as well as the TDDM method does. An explanation is necessary for the discrepancy seen between the results of these two methods.

As described in §2.11 and §3.4, the derivation of the rate equations involves the
4.2.2 Evolution of Populations over Time

In this section, all results have been obtained using a square pulse shape. Note that the results obtained when the analytical equations were used (see §4.1.3) agree exactly with the results shown here.

The time development of the populations gives an insight into the dynamics of the system as the field causes the bound-bound transition and ionisation processes. The dynamics are highly dependent on the field parameters such as intensity, photon energy
Figure 4.7: Populations of the ion species and AIS versus time for a constant field intensity of $1.0 \times 10^{16}$ W/cm² and up to 12 fs. The Ne$^{2+}$ population tends to 1 and the other populations vanish beyond this time.

Figure 4.8: Population of Ne$^{+}$ (solid lines) and Ne$^{2+}$ (dashed lines) after a constant field of 60 fs versus intensity of the field. The resonant case is shown in black and the non-resonant case in red.
and duration. In order to show this, Fig. 4.6 depicts the populations of the Ne\(^{+}\), Ne\(^{2+}\) and AIS states as a function of time with a constant field intensity of \(1.0 \times 10^{13}\) W/cm\(^2\). In this figure, the effects on the populations when a resonant photon energy was used can be seen.

At higher intensities the effects of a strong resonance are less noticeable. This is shown in Fig. 4.7, which depicts the time development of the populations, but with a much higher intensity of \(1.0 \times 10^{16}\) W/cm\(^2\). The effects are lessened by the fact that the effective Rabi oscillation between the Ne\(^{+}\) and AIS states is much faster when the intensity is higher, since the effective Rabi oscillation term is proportional to the intensity of the field.

At high intensities, the AIS does not decay to the second continuum as easily because the effective Rabi oscillation is a much faster process compared to this decay. In this example, the decay time of the AIS was set to approximately 130 fs, as determined from the linewidth of \(5.1 \pm 0.2\) meV FWHM obtained by Covington et al. [47] when experimenting with neon.
4.2.3 End-of-Pulse Ionic-Species Variations

Next, the results for the variation of the populations with intensity of the external field are discussed. The electric field used in this section is a square pulse. Note that one can assume that after the pulse duration, $\tau_P$, none of the photon induced dynamics occur and the only dynamical variable that still has an effect is the time-independent decay width of the AIS. This decay will remove all of the population of the AIS and transfer it to the doubly ionised state $|f\rangle$. Thus, the states $|g\rangle$ and $|i\rangle$ remain constant after $\tau_P$ so that $\sigma_{gg}(t \to \infty) = \sigma_{gg}(\tau_P)$ and $\sigma_{ii}(t \to \infty) = \sigma_{ii}(\tau_P)$, while $\sigma_{aa}(t \to \infty) \to 0$ and $\sigma_{ff}(t \to \infty) \to \sigma_{ff}(\tau_P) + \sigma_{aa}(\tau_P)$. The population of the Ne$^{2+}$ state in the figures that follow is calculated in this way.

In Fig. 4.8, the population of Ne$^+$ and Ne$^{2+}$, after a 60 fs constant field and with a resonant photon frequency, have been plotted against the field intensity. The effect of the Ne$^+$ - AIS resonance on the Ne$^+$ and Ne$^{2+}$ yields is clear. In the resonant case there is an extra channel of ionisation compared to the non-resonant case, which leads to an enhancement of the Ne$^{2+}$ yield. The Ne$^+$ yield is also lowered since there are two highly probable absorption channels by which this state can be depopulated.

However, at field intensities greater than approximately $5 \times 10^{14}$ W/cm$^2$, the yields of the two ion states do not follow this pattern. This is due to the fact that the effective Rabi oscillation occurring between the bound states is proportional to the field intensity and so, at some point, the effects of the effective Rabi oscillation will be larger than those of the AIS decay width, which decays to the second continuum. Thus, the likelihood of ionisation via the AIS is decreased.

The Ne$^+$ and Ne$^{2+}$ yields have also been plotted in Fig. 4.9 and 4.10 for a 20 fs and 120 fs constant field duration respectively. These figures show both the resonant case and non-resonant case results. The same pattern is seen for all field durations. However, the Ne$^{2+}$ yield saturates more easily when a longer pulse is used, as would be expected due to the higher photon exposure. Also, as the duration of the field increases, the effects of the resonance are more noticeable. Note that the ranges of the x-axes on
4.2.4 Yield Branching Ratios

The yield branching ratio provides a clear indication of the presence of an AIS when plotted against the photon energy. The results also provide another way to show the effects of the resonance on the $\text{Ne}^+$ and $\text{Ne}^{2+}$ populations. The electric field used in this section is a sinusoidal pulse (see Fig. 1.1). A peak in this graph indicates the presence of a resonance near the second ionisation threshold. Fig. 4.11 shows this ratio when a 20 fs and a 60 fs constant field duration was used. The peak can clearly be seen with a maximum at approximately 41.65 eV. This is in agreement with the experimentally determined value for the resonance energy as given by Covington et al. [47].

When a 120 fs constant pulse duration was used, an interesting feature appears in the ion yield ratio. This is illustrated in Fig. 4.12. As the duration of the field is increased, the ability to resolve the typical line-shape for a resonance with an AIS as described by Fano [2] also increases. At a pulse duration of 120 fs, the peak has turned
Figure 4.11: Ion yield ratio after a constant field of 20 fs (black line) and 60 fs (red line) versus photon energy. These results were obtained when a field intensity of $4 \times 10^{14}$ W/cm$^2$ was used.

into a typical line-shape for a resonance with an AIS as described by Fano [2].

Finally, the stochasticity of the pulse was modelled as described in §2.10 and 4.1.2 using Eqns. (4.5). This allows one to test the effect of the added bandwidth on the ion yield ratio. In Fig. 4.13 the ion yield ratios have been plotted with different values of $\gamma_L$ in order to test these effects. A larger value for $\gamma_L$ represents a broader energy bandwidth of the pulse. The results obtained when the value $\gamma_L = 0.016$ au was used represents an added bandwidth of approximately 1% of the photon energy, which is a typical added bandwidth of a FEL due to photon energy jitter.

It is clear from the figure that a broadening of the bandwidth results in a broadening of the ion yield ratio. The peak is also greatly diminished, suggesting that a FEL source will generally reduce any enhancement to the yield ratio produced by the presence of an AIS. This is to be expected since the larger bandwidth of a FEL will lead to a lower exposure of the target atom to resonant photon energies.
Figure 4.12: Ion yield ratio after a constant field of 120 fs versus photon energy. These results were obtained when a field intensity of $4 \times 10^{14}$ W/cm$^2$ was used.

Figure 4.13: Ion yield ratio after a constant field of 20 fs ($1/\tau_P = 1.210 \times 10^{-3}$ au, lower figure) and 120 fs ($1/\tau_P = 2.016 \times 10^{-4}$ au, upper figure) versus the mean photon energy. The different curves show the ion yield ratio that was obtained with various added bandwidths from 0 to 0.016 au. The AIS decay width is $\Gamma_a = 1.87 \times 10^{-4}$ au. These results were obtained when a field intensity of $4 \times 10^{14}$ W/cm$^2$ was used.
Chapter 5

Investigation of Single-Colour, AIS-AIS Resonances with a FEL in Lithium

Many studies have been carried out on the two-colour photoionisation of atomic systems involving AIS resonances [19, 27, 26, 46]. The coupling of two AIS has been shown to modify the properties of the medium when interacting with a laser source. However, as far as the author is aware, no study has been done to date that involves the one colour photoionisation and AIS-AIS resonance coupling of an atomic system.

Since the probability of the transitions between states is dependen on the energy differences between the states and the photon energy, finding a system that can be manipulated in this way with a single photon energy is rather difficult. However, taking into account the recent major development of FEL sources, at least one such system, lithium, has these properties. A FEL source with a single mean photon energy can be used to couple the ground state of lithium to an AIS and then couple this AIS to another AIS.

This single-photon double coupling is possible even in the case of a FTL pulse. However, FEL sources, which often have diminishing effects on yields as shown in §3 and §4, could be used here in order to enhance the yields of ionic species. In the case
of lithium, FEL pulses have an energy bandwidth that more than compensates for the difference in coupling energies, though the pulse will be less efficient at creating the resonance. For the first resonance, a photon energy of 73.129 eV is required [30], while for the second resonance, a photon energy of 73.351 eV is required. Also, there is a two-photon resonance between the ground state and the triply excited AIS with a photon energy of 73.24 eV [35].

A typical energy bandwidth for a FEL, for example FLASH, is approximately 1% of the photon energy [1]. In this case, this would lead to an energy bandwidth of approximately 0.73 eV, which is well within the bandwidth required for the double resonance. Of course, newer sources, such as XFEL, are expected to reduce this energy bandwidth. However, all that would be required for the single photon double resonance described here is a bandwidth of approximately 0.3% of the photon energy. Thus, even a FTL pulse with a short pulse duration and a photon energy in the region considered here would have an energy bandwidth large enough to couple the two resonances.

In §5.1, the theoretical framework is discussed in detail. This is followed by the development of the TDDM equations in §5.2. In §5.3.1, the results obtained using these equations are presented.

5.1 Theoretical Framework

In order to develop the theoretical framework for the system under consideration here, one must first determine which photoionisation and decay processes are likely to occur, given the entire system of the atom and laser field. Fig. 5.1 shows the full set of states and some of the transitions considered here, where the ground state energy of Li is used as the reference ‘zero energy’. The ground state of lithium is denoted $|G\rangle = |g\rangle = \text{Li}(1s^2, 2s; ^2S)$ and at time $t = 0$ the population of the ground state is set to one and the populations of all other states are set to zero. Thus, one has the initial conditions required for propagation.

The laser pulse used here will have a photon energy of about, $\omega = 73.129$ eV and
Figure 5.1: The states and transitions involved when the lithium atom interacts with an intense field of 73.129 eV photons. Photon induced transitions are shown by the black lines and autoionising decays are shown by the red lines. The blue lines indicate the energy difference, which will also be the kinetic energy of the ejected electrons, where \( \varepsilon_A = 67.737 \) eV, \( \varepsilon_B = 5.520 \) eV, \( 5.736 \) eV, \( 6.814 \) eV, \( 8.716 \) eV, \( 78.871 \) eV, \( 79.087 \) eV, \( 80.165 \) eV and \( 82.067 \) eV, and \( \varepsilon_F = 86.552 \) eV, \( 86.768 \) eV, \( 87.846 \) eV, and \( 89.748 \) eV. All of the terms in this figure are described in §5.1.

a peak intensity in the range of current FEL capabilities, i.e. \( I_0 = 1.0 \times 10^{12} \) W/cm\(^2\) to \( 1.0 \times 10^{16} \) W/cm\(^2\). With this photon energy and the highest peak intensity in the suggested range, one can make the assumption that two-photon ionisation processes are unlikely to occur relative to the single photon processes.

Photoionisation from the neutral ground state can occur via \( \gamma_G = \gamma_{GC_A} + \sum_{CB} (\gamma_{GC_B} + \gamma_{GC_B}^{(2)}) \), where \( \gamma_{GC_A} = 2\pi|\mu_{GC_A}|^2I(t) \), \( \gamma_{GC_B} = 2\pi|\mu_{GC_B}|^2I(t) \), \( \gamma_{GC_B}^{(2)} = 2\pi|\mu_{GC_B}^{(2)}|^2I^2(t) \). The single-photon ionisation process \( \gamma_{GC_A} \) will lead to the continuum states \( |C_A\rangle = |c_A, e_A\rangle = \text{Li}^+ (1s^2; 1S + e_A) \). The single-photon ionisation process, \( \gamma_{GC_B} \), will lead to the continuum states \( |C_B\rangle = |c_B, e_B\rangle = \text{Li}^+ (1s, 2s; 1, 3S + e_B) \) only, due to restrictions imposed by the dipole selection rules.

The two-photon ionisation, \( \gamma_{GC_B}^{(2)} \), will lead to the continuum states \( |C_B\rangle = |c_B, e_B\rangle = \text{Li}^+ (1s, 2s; 1, 3S + e_B) \) and \( \text{Li}^+ (1s, 2p; 1, 3P + e_B) \). This process is an ATI process and is considered weak relative to the single photon processes at the intensities examined in this work. However, since the corresponding two-photon process \( \Omega_{GB}^{(2)} \) is included, it
Table 5.1: The lithium state configurations and energies (au).

<table>
<thead>
<tr>
<th>State</th>
<th>Configuration</th>
<th>Energy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Li(1s&lt;sup&gt;2&lt;/sup&gt;,2s;2S)</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Li(1s&lt;sup&gt;2&lt;/sup&gt;,3s&lt;sup&gt;3P(3)&lt;/sup&gt; + {1s,3s;1S,4p})&lt;sup&gt;d&lt;/sup&gt;</td>
<td>2.6875&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>Li(2s,2p&lt;sup&gt;2&lt;/sup&gt;,2S)</td>
<td>5.3827&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>Li+(1s&lt;sup&gt;2&lt;/sup&gt;;1S + e&lt;sub&gt;A&lt;/sub&gt;)</td>
<td>0.19814&lt;sup&gt;c&lt;/sup&gt; + ε&lt;sub&gt;A&lt;/sub&gt;</td>
</tr>
<tr>
<td></td>
<td>Li+(1s,2s;3S) + e&lt;sub&gt;B&lt;/sub&gt;)</td>
<td>2.3671&lt;sup&gt;b&lt;/sup&gt; + ε&lt;sub&gt;B&lt;/sub&gt;</td>
</tr>
<tr>
<td></td>
<td>Li+(1s,2s;1S) + e&lt;sub&gt;B&lt;/sub&gt;)</td>
<td>2.4370&lt;sup&gt;b&lt;/sup&gt; + ε&lt;sub&gt;B&lt;/sub&gt;</td>
</tr>
<tr>
<td></td>
<td>Li+(1s,2p;3P) + e&lt;sub&gt;B&lt;/sub&gt;)</td>
<td>2.4766&lt;sup&gt;b&lt;/sup&gt; + ε&lt;sub&gt;B&lt;/sub&gt;</td>
</tr>
<tr>
<td></td>
<td>Li+(1s,2p;1P) + e&lt;sub&gt;B&lt;/sub&gt;)</td>
<td>2.4846&lt;sup&gt;b&lt;/sup&gt; + ε&lt;sub&gt;B&lt;/sub&gt;</td>
</tr>
<tr>
<td></td>
<td>Li&lt;sup&gt;2+&lt;/sup&gt;(1s;2S + e&lt;sub&gt;B&lt;/sub&gt; + e&lt;sub&gt;F&lt;/sub&gt;)</td>
<td>2.9779&lt;sup&gt;c&lt;/sup&gt; + ε&lt;sub&gt;B&lt;/sub&gt; + ε&lt;sub&gt;F&lt;/sub&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>[30], <sup>b</sup>[35], <sup>c</sup>[48], <sup>d</sup>[31]

should be included in order to maintain a consistent set of equations within the Fano framework.

After any of these ionisation processes from the ground state |g⟩ occur, an electron will be ejected with an energy ε<sub>A</sub> or ε<sub>B</sub>, leaving behind a singly ionised atomic core state denoted by |c<sub>A</sub>⟩ or |c<sub>B</sub>⟩ respectively.

Photoionisation to the doubly ionised continuum |C<sub>F</sub>⟩ = |c<sub>F</sub>,e<sub>B</sub>,e<sub>F</sub>⟩ = Li<sup>2+</sup>(1s;2S + e<sub>B</sub> + e<sub>F</sub>) is only considered from the states |c<sub>B</sub>⟩ via γ<sub>C<sub>B</sub></sub> = |μ<sub>C<sub>B</sub>C<sub>F</sub></sub>|<sup>2</sup>I(t). Two-photon direct ionisation from the Li ground state to the Li<sup>2+</sup> ground state is not considered as it is much weaker compared to the sequential process. Two-photon ionisation from the Li<sup>+</sup> ground state |c<sub>A</sub>⟩ to Li<sup>2+</sup> is also considered negligible at the intensities considered here. However, this process has been included in the equations and set to 0 in case one is interested in this process.

The ground state is also strongly coupled to the AIS |A⟩ = |a⟩ = Li(1s<sup>2</sup>,3s<sup>3P(3)</sup> + {1s,3s;1S,4p}), via Ω<sub>GA</sub>, when the photon energy is close to the energy difference between these states. This description of the state is described in detail in ref. [31]. Briefly, it is a mixture of states. In one state, the system has 1s and 3s electrons with a 4p outer electron. In the other state a 1s electron remains tightly bound to the nucleus and the other two are excited 2p and 4p electrons. In this second case,
the shielding provided by the 1s electron leads to atomic states similar to those of the helium system with two excited electrons and the effective potential experienced by these excited electrons is similar to that experienced by the excited electrons in the helium case.

The Fano formalism \[2\] is used here to describe this state such that it is coupled to the continuum states \(|C_A\rangle\) via the Auger decay process \(\Gamma_A = \Gamma_{AC_A} = 2\pi|V_{AC_A}|^2\). The coupling scheme then requires that one defines the coupling \(|G\rangle \leftrightarrow |A\rangle\) as \(\Omega_{GA} = D_{GA} (1 - i/q_A) = \mu_{GA} E(t) (1 - i/q_A)\) where

\[
q_A = \frac{\mu_{GA}}{\pi (\mu_{GC_A} V_{AC_A})} E_{CA}.
\] (5.1)

The AIS state \(|A\rangle\) is also coupled to the continuum \(|C_B\rangle\), via the photoionisation process \(\gamma_A = 2\pi|\mu_{AC_B}|^2 I(t)\), and to the AIS \(|B\rangle = |b\rangle = Li(2s, 2p^2; 2S)\), via \(\Omega_{AB} = \mu_{AB} E(t) (1 - 1/q_B)\), where

\[
q_B = \sum_{C_B} \frac{\mu_{AB}}{\pi (\mu_{AC_B} V_{BC_B})} E_{CB}.
\] (5.2)

There is also an Auger decay process from this AIS \(|B\rangle\), via \(\Gamma_B = \sum_{C_B} \Gamma_{BC_B} = 2\pi \sum_{C_B} |V_{BC_B}|^2\), to the states \(|C_B\rangle\). Note that, although the energy of the state \(|B\rangle\) is above the second ionisation threshold and the observation of double autoionisation has been reported \[52\], the likelihood of a decay or photoionisation transition from this state to the second continuum is assumed to be very small compared to the other processes concerned. However, ionisation to the first continuum is considered via \(\gamma_B = \sum_{C_B} \gamma_{BC_B} = 2\pi \sum_{C_B} |\mu_{BC_B}|^2 I(t)\).

Finally, there is one more coupling that should be considered in certain cases where the photon energy leads to a resonance. This is the two-photon, bound-bound transition from the ground state \(|G\rangle\) to the AIS \(|B\rangle\) via \(\Omega_{GB}^{(2)} = \mu_{GB}^{(2)} E_{2}^2(t) \left(1 - 1/q_B^{(2)}\right)\), where

\[
q_B^{(2)} = \sum_{C_B} \frac{\mu_{GB}^{(2)}}{\pi (\mu_{GC_B}^{(2)} V_{BC_B})} E_{CB}.
\] (5.3)
In §5.2.1 and 5.2.2, the derivation procedure that leads to the amplitude equations and the TDDM equations respectively has been detailed. The results follow the derivations in Section 5.3.

5.2 Derivation of the Lithium TDDM Equations

5.2.1 The Subspace and Amplitude Equations

One begins by writing the wavefunction in terms of the reduced subspace of available states;

\[ \psi(t) = C_G(t)|G\rangle + C_A(t)|A\rangle + C_B(t)|B\rangle + \int C_A(t)|A\rangle + \sum \int C_B(t)|B\rangle + \int C_F(t)|F\rangle \] (5.4)

and using the Laplace transform of the Schrödinger equation to obtain the resolvent operator;

\[ [z - H(z)] G(z) = 1 \]

where \( H(z) = H_0 - V - D(z) \) is the Hamiltonian with the field-free Hamiltonian split into \( H_0 \) and \( V \), which leads to the eigenenergies of each state and the field-free Auger decays of the autoionising states respectively. The field-induced dipole matrix is then \( D(z) \). Since the sum of all of the populations will always equal unity, one can write

\[ [z - H_0 - V - D(z)](|G\rangle\langle G| + |A\rangle\langle A| + |B\rangle\langle B| + \int |C_A\rangle\langle C_A| + \sum \int |C_B\rangle\langle C_B| + \int |C_F\rangle\langle C_F|)G(z) = 1. \] (5.5)

Then, multiplying on the right by the ket \( |G\rangle \) and on the left by each of the bras...
\( \langle G |, \langle A |, \langle B |, \langle C_A |, \langle C_B | \) and \( \langle C_F | \), leads to the amplitude equations for the states \( |G\rangle, |A\rangle, |B\rangle, |C_A\rangle, |C_B\rangle \) and \( |C_F\rangle \) respectively. Also note that the following terms are the only required terms since the rest are all assumed to be zero or negligibly small as explained in Section 5.1:

**Eigenstate Energies:**

\[
\begin{align*}
\langle G | H_0 | G \rangle &= E_G &= E_g, \\
\langle A | H_0 | A \rangle &= E_A &= E_a, \\
\langle B | H_0 | B \rangle &= E_B &= E_b, \\
\langle C_A | H_0 | C_A \rangle &= E_{C_A} &= E_{c_a} + \varepsilon_A, \\
\langle C_B | H_0 | C_B \rangle &= E_{C_B} &= E_{c_b} + \varepsilon_B, \\
\langle C_F | H_0 | C_F \rangle &= E_{C_F} &= E_{c_f} + \varepsilon_A + \varepsilon_F.
\end{align*}
\]

**Dipole Matrix Elements:**

\[
\begin{align*}
\langle G | D(t) | C_A \rangle &= D_{GCA}, & \langle C_A | D(t) | G \rangle &= D_{CAG}, \\
\langle G | D^{(2)}(t) | C_B \rangle &= D^{(2)}_{GCB}, & \langle C_B | D^{(2)}(t) | G \rangle &= D^{(2)}_{CBG}, \\
\langle G | D(t) | A \rangle &= D_{GA}, & \langle A | D(t) | G \rangle &= D_{AG}, \\
\langle G | D^{(2)}(t) | B \rangle &= D^{(2)}_{GB}, & \langle B | D^{(2)}(t) | G \rangle &= D^{(2)}_{BG}, \\
\langle A | D(t) | B \rangle &= D_{AB}, & \langle B | D(t) | A \rangle &= D_{BA}, \\
\langle A | D(t) | C_B \rangle &= D_{ACB}, & \langle C_B | D(t) | A \rangle &= D_{CBA}, \\
\langle B | D(t) | C_B \rangle &= D_{BCB}, & \langle C_B | D(t) | B \rangle &= D_{CBB}, \\
\langle C_A | D(t) | C_F \rangle &= D^{(2)}_{CA C_F}, & \langle C_F | D(t) | C_A \rangle &= D^{(2)}_{C_F C_A}, \\
\langle C_B | D(t) | C_F \rangle &= D_{C_B C_F}, & \langle C_F | D(t) | C_B \rangle &= D_{C_F C_B}.
\end{align*}
\]
Autoionising Decays:

\[ \langle A|V|C_A \rangle = V_{AC_A}, \quad \langle C_A|V|A \rangle = V_{CA_A}, \]
\[ \langle B|V|C_B \rangle = V_{BC_B}, \quad \langle C_B|V|B \rangle = V_{C_B B}. \]

The resulting equations will include integrals over the continua \(|C_A\), \(|C_B\) and \(|C_F\). In order to simplify this infinite dimensional set of equations, one can substitute the equations for these amplitudes in their place, as described in §2. This leads to the production of terms such as \(\gamma_G\), \(\Gamma_A\), \(\Omega_{GA}\), etc., which are detailed in §5.1. The production of these terms is explained in more detail in §2.4 and by Lambropoulos & Zoller [26].

Once this is done, a set of six amplitude equations in the \(z\) domain will be produced. The last step is then to use the inverse Laplace transform in order to return the equations to the time domain, as described in §2.5. The resultant amplitude equations are:

\[ i \dot{C}_G(t) = \left( \bar{E}_G - \frac{i}{2} \gamma_G \right) C_G + \Omega_{GA} C_A + \Omega_{GB}^{(2)} C_B, \] (5.7a)
\[ i \dot{C}_A(t) = \left( \bar{E}_A - \frac{i}{2} [\gamma_A + \Gamma_A] \right) C_A + \Omega_{AG} C_G + \Omega_{AB} C_B, \] (5.7b)
\[ i \dot{C}_B(t) = \left( \bar{E}_B - \frac{i}{2} [\gamma_B + \Gamma_B] \right) C_B + \Omega_{BG}^{(2)} C_G + \Omega_{BA} C_A, \] (5.7c)
\[ i \dot{C}_A(t) = \left( \bar{E}_{CA} - \frac{i}{2} \gamma_{CA} \right) C_{CA} + D_{CA_G} C_G + V_{CA_A} C_A, \] (5.7d)
\[ i \dot{C}_B(t) = \left( \bar{E}_{CB} - \frac{i}{2} \gamma_{CB} \right) C_{CB} + D_{C_B G}^{(2)} C_G + D_{CB_A} C_A \]
\[ + (D_{CB_B} + V_{C_B B}) C_B, \] (5.7e)
\[ i \dot{C}_{CF} = E_{CF} C_F + D_{CF A}^{(2)} C_A + \sum_B D_{CF C_B} C_{CB}, \] (5.7f)

where
\[ \gamma_G = \gamma_{GC_A} + \sum_{C_B} [\gamma_{GC_B} + \gamma_{GC_B}^{(2)}] = 2\pi|\mu_{GC_A}|^2 I(t) + 2\pi \sum_{C_B} \left[ |\mu_{GC_B}|^2 I(t) + |\mu_{GC_B}^{(2)}|^2 I^2(t) \right], \]

\[ \gamma_A = \sum_{C_B} \gamma_{AC_B} = 2\pi \sum_{C_B} |\mu_{AC_B}|^2 I(t), \]

\[ \gamma_B = \sum_{C_B} \gamma_{BC_B} = 2\pi \sum_{C_B} |\mu_{BC_B}|^2 I(t), \]

\[ \gamma_{CA}^{(2)} = \gamma_{CA_{CF}}^{(2)} = 2\pi |\mu_{CA_{CF}}^{(2)}|^2 I^2(t), \]

\[ \gamma_{CB} = \gamma_{CB_{CF}} = 2\pi |\mu_{CB_{CF}}|^2 I(t), \]

are the bound-continuum photoionisation widths and

\[ \Gamma_A = \Gamma_{AC_A} = 2\pi |V_{AC_A}|^2, \]

\[ \Gamma_B = \sum_{C_B} \Gamma_{BC_B} = 2\pi \sum_{C_B} |V_{BC_B}|^2, \]

are the Auger decay widths. The energy terms \( \bar{E} \) include the Stark shifts and are therefore naturally time-dependent quantities; for example, \( \bar{E}_A = E_A + S_A(t) \), where \( S_A(t) \) is the time-dependent Stark shift of the state \( |A\rangle \). However, these shifts are small relative to the photon energy, which is included in the these detunings after changing to slowly varying variables (see §2.8). Thus, they are neglected in the calculation. The Rabi oscillation terms, which connect the bound states, are complex quantities given by

\[ \Omega_{GA} = D_{GA} + \int dE_{CA} \frac{D_{GC_A} V_{CA_A}}{E_G - E_{CA}} - i\pi (D_{GC_A} V_{CA_A})_{E_G} = \mu_{GA} E(t) (1 - i/q_A) \]

\[ \Omega_{GB}^{(2)} = D_{GB}^{(2)} + \int dE_{CB} \frac{D_{GC_B}^{(2)} V_{CB_B}}{E_G - E_{CB}} - i\pi (D_{GC_B}^{(2)} V_{CB_B})_{E_G} = \mu_{GB}^{(2)} \bar{E}^2(t) (1 - i/q_B) \]

\[ \Omega_{AB} = D_{AB} + \int dE_{CB} \frac{D_{AC_B} V_{CB_B}}{E_A - E_{CB}} - i\pi (D_{AC_B} V_{CB_B})_{E_A} = \mu_{AB} E(t) \left( 1 - i/q_B^{(2)} \right) \]

where it is assumed that the bound-bound, \( \Omega \), and bound-continuum, \( \gamma \), couplings can be treated separately, as shown in Fig. 5.1, thus resulting in a model described by the Fano formalism [2]. The line profiles - for example, for the ionisation from \( |G\rangle \) to
$|C_A\rangle$ - then look like those of the bound-continuum profiles with the Fano line profile of the bound-bound transition, $|G\rangle$ to $|A\rangle$, superimposed.

To denote the complex conjugate of terms in the equations, the * symbol has been adopted. Note that $\Omega_{LK} \neq \Omega_{KL}^{*}$. Thus, to obtain the term $\Omega_{LK}$ from $\Omega_{KL}$ one must transpose all of the indices in the expression, but not take the complex conjugate. Thus, $\Omega_{LK} = \Omega_{KL}$.

It is also important to note that the photoionisation terms and Rabi oscillation terms, $\gamma$ and $\Omega$, are all time dependent, even though they are not expressly written so in the equations, while the AIS decays are time independent. More comprehensive details of the derivation procedure for a system of equations like this can be found in §2.5 and in the work by Lambropoulos & Zoller [26].

5.2.2 The TDDM Equations

In order to derive the TDDM equations, note that the density matrix is defined as $\rho(t) = |\psi(t)\rangle\langle\psi(t)|$ and its time derivative is given by the Liouville equation $i\dot{\rho}(t) = [H(t), \rho(t)]$. Thus, in order to determine the TDDM equation for a substate $|K\rangle$ of the system, the relation $i\dot{\rho}_{KK}(t) = i\left(\dot{C}_K(t)C_K^{*}(t) - C_K(t)\dot{C}_K^{*}(t)\right)$ is used and similarly, for the coherences between states $|K\rangle$ and $|L\rangle$, the relation $i\dot{\rho}_{KL}(t) = i\left(\dot{C}_K(t)C_L^{*}(t) - C_K(t)\dot{C}_L^{*}(t)\right)$ is used. The full set of TDDM equations are

$$\dot{\rho}_{GG}(t) = -\gamma_G\rho_{GG} - 2\text{Im} \left[ \Omega_{GA}^{*}\rho_{GA} + \Omega_{GB}^{(2)*}\rho_{GB} \right],$$

$$\dot{\rho}_{AA}(t) = - (\gamma_A + \Gamma_A) \rho_{AA} + 2\text{Im} \left[ \Omega_{AG}\rho_{GA} - \Omega_{AB}^{*}\rho_{AB} \right],$$

$$\dot{\rho}_{BB}(t) = - (\gamma_B + \Gamma_B) \rho_{BB} + 2\text{Im} \left[ \Omega_{BG}^{(2)}\rho_{GB} + \Omega_{BA}\rho_{AB} \right],$$

$$\dot{\rho}_{CA}(t) = -\gamma_{CA}^{(2)}\rho_{CA}C_A + 2\text{Im} \left[ D_{CA}\rho_{GC_A} + V_{CA}\rho_{AC_A} \right],$$

$$\dot{\rho}_{CB}(t) = -\gamma_{CB}^{(2)}\rho_{CB}C_B + 2\text{Im} \left[ D_{CB}^{(2)}\rho_{GC_B} + D_{CB}\rho_{AC_B} \right] + (D_{CB} + V_{CB}) \rho_{BC_B}],$$

(5.9a) (5.9b) (5.9c) (5.9d) (5.9e)
$$\dot{\rho}_{C_{F}C_{F}}(t) = 2\text{Im} \left[ D_{C_{F}C_{A}C_{F}}^{(2)} \rho_{C_{A}C_{F}} + \sum_{C_{B}} D_{C_{F}C_{B}C_{F}} \rho_{C_{B}C_{F}} \right],$$  

(5.9f)

$$\dot{\rho}_{G_{A}}(t) = - \left( i\bar{E}_{G_{A}} + \frac{\gamma_{G} + \gamma_{A} + \Gamma_{A}}{2} \right) \rho_{G_{A}} + i\Omega_{AG}^{*} \rho_{GG} - i\Omega_{GAP}^{*} \rho_{AA},$$  

(5.9g)

$$\dot{\rho}_{G_{B}}(t) = - \left( i\bar{E}_{G_{B}} + \frac{\gamma_{G} + \gamma_{B} + \Gamma_{B}}{2} \right) \rho_{G_{B}} + i\Omega_{BG}^{(2)} \rho_{GG} - i\Omega_{GB}^{(2)} \rho_{BB}$$  

$$+ i\Omega_{BA}^{*} \rho_{GA} - i\Omega_{GB} \rho_{AB},$$  

(5.9h)

$$\dot{\rho}_{G_{C_{A}}} = - \left( i\bar{E}_{G_{C_{A}}} + \frac{\gamma_{G} + \gamma_{C}}{2} \right) \rho_{G_{C_{A}}} + iD_{C_{A}G}^{*} \rho_{GG} - i\Omega_{GCS} \rho_{AC_{A}}$$  

$$- i\Omega_{GB} \rho_{BC_{A}} + iV_{CA}^{*} \rho_{GA},$$  

(5.9i)

$$\dot{\rho}_{G_{C_{B}}} = - \left( i\bar{E}_{G_{C_{B}}} + \frac{\gamma_{G} + \gamma_{C_{B}}}{2} \right) \rho_{G_{C_{B}}} + iD_{C_{B}G}^{*} \rho_{GG} - i\Omega_{GCS} \rho_{AC_{B}}$$  

$$- i\Omega_{GB} \rho_{BC_{B}} + iD_{C_{A}B}^{*} \rho_{GA} + i \left( D_{C_{B}B}^{*} + V_{C_{B}B}^{*} \right) \rho_{GB},$$  

(5.9j)

$$\dot{\rho}_{G_{C_{F}}} = - \left( i\bar{E}_{G_{C_{F}}} + \frac{\gamma_{G}}{2} \right) \rho_{G_{C_{F}}} - i\Omega_{GAP} \rho_{AC_{F}} - i\Omega_{GB}^{(2)} \rho_{BC_{F}}$$  

$$+ iD_{C_{F}C_{A}} \rho_{G_{C_{A}}} + i \sum_{C_{B}} D_{C_{F}C_{B}} \rho_{GB},$$  

(5.9k)

$$\dot{\rho}_{A_{B}} = - \left( i\bar{E}_{A_{B}} + \frac{\gamma_{A} + \gamma_{B} + \Gamma_{A} + \Gamma_{B}}{2} \right) \rho_{A_{B}} + i\Omega_{BA}^{*} \rho_{AA} - i\Omega_{AB} \rho_{BB}$$  

$$+ i\Omega_{BG} \rho_{AG} - i\Omega_{AG} \rho_{GB},$$  

(5.9l)

$$\dot{\rho}_{A_{C_{A}}} = - \left( i\bar{E}_{A_{C_{A}}} + \frac{\gamma_{A} + \gamma_{C}}{2} \right) \rho_{A_{C_{A}}} + iV_{C_{A}A}^{*} \rho_{AA} + iD_{C_{A}G}^{*} \rho_{AG}$$  

$$- i\Omega_{AG} \rho_{G_{C_{A}}} - i\Omega_{AB} \rho_{G_{B_{C}}},$$  

(5.9m)

$$\dot{\rho}_{A_{C_{B}}} = - \left( i\bar{E}_{A_{C_{B}}} + \frac{\gamma_{C_{B}} + \gamma_{A} + \Gamma_{A}}{2} \right) \rho_{A_{C_{B}}} + iD_{C_{B}A}^{*} \rho_{AA} - i\Omega_{AG} \rho_{G_{C_{B}}}$$  

$$- i\Omega_{AB} \rho_{G_{B_{C}}} + iD_{C_{B}B}^{*} \rho_{AG} + i \left( D_{C_{B}B}^{*} + V_{C_{B}B}^{*} \right) \rho_{AB},$$  

(5.9n)

$$\dot{\rho}_{A_{C_{F}}} = - \left( i\bar{E}_{A_{C_{F}}} + \frac{\gamma_{A} + \gamma_{C_{F}}}{2} \right) \rho_{A_{C_{F}}} + i \sum_{C_{B}} D_{C_{F}C_{B}} \rho_{AC_{B}} + iD_{C_{F}C_{A}}^{(2)} \rho_{AC_{A}}$$  

$$- i\Omega_{AG} \rho_{G_{C_{F}}} - i\Omega_{AB} \rho_{G_{B_{C}}},$$  

(5.9o)

$$\dot{\rho}_{B_{C_{A}}} = - \left( i\bar{E}_{B_{C_{A}}} + \frac{\gamma_{C_{A}} + \gamma_{B} + \Gamma_{B}}{2} \right) \rho_{B_{C_{A}}} + iD_{C_{A}G}^{*} \rho_{BG} - i\Omega_{BG}^{(2)} \rho_{GC_{A}}$$  

$$- i\Omega_{BA} \rho_{AC_{A}} + iV_{C_{A}A}^{*} \rho_{BA},$$  

(5.9p)
\[
\dot{\rho}_{BC_b}(t) = - \left( i\tilde{E}_{BC_b} + \frac{\gamma_{C_b} + \gamma_B + \Gamma_B}{2} \right) \rho_{BC_b} + i \left( D_{C_bB}^* + V_{C_bB}^* \right) \rho_{BB} \\
- i\bar{\Omega}_{BG}^{(2)} \rho_{GC_b} - i\Omega_{BA} \rho_{AC_b} + iD_{C_bG}^{(2)*} + iD_{C_bA}^* \rho_{BA},
\]
(5.9q)

\[
\dot{\rho}_{BC_F}(t) = - \left( i\tilde{E}_{BC_F} + \frac{\gamma_B + \Gamma_B}{2} \right) \rho_{BC_F} + iD_{C_FCA}^{(2)*} + i \sum_{C_b} D_{C_FCB}^* \rho_{BC_b}
\]
(5.9r)

\[
\dot{\rho}_{CA_cB}(t) = - \left( i\tilde{E}_{CA_cB} + \frac{\gamma_{C_A} + \gamma_{C_B}}{2} \right) \rho_{CA_cB} + i \left( D_{C_bB}^* + V_{C_bB}^* \right) \rho_{CA}\n\]
+ iD_{C_bG}^* \rho_{CA_G} + iD_{C_bA}^* \rho_{CA_A} - iD_{CA_G} \rho_{GC_b} - iV_{CA_A} \rho_{AC_b},
(5.9s)

\[
\dot{\rho}_{CA_cF}(t) = - \left( i\tilde{E}_{CA_cF} + \frac{\gamma_{C_A}}{2} \right) \rho_{CA_cF} + iD_{C_FCA}^{(2)*} + i \sum_{C_b} D_{C_FCB}^* \rho_{CA_cB}
\]
(5.9t)

\[
\dot{\rho}_{CB_cF}(t) = - \left( i\tilde{E}_{CB_cF} + \frac{\gamma_{C_B}}{2} \right) \rho_{CB_cF} + i \sum_{C_b} D_{C_FCB}^* \rho_{CB_cB} + iD_{C_fCA}^{(2)*} \rho_{CB_cA}
\]
- iD_{C_bG}^* \rho_{GC_F} - iD_{CB_A} \rho_{AC_F} - i \left( D_{CB_B} + V_{CB_B} \right) \rho_{BC_F}.
(5.9u)

In total, there are 21 equations that are derived from this process, which would be computationally demanding to solve. However, in order to solve for the populations of each of the states, one does not need to solve all of these equations. Simplifications can be made by using the rotating wave approximation (see §2.1), adiabatically eliminating those coherence equations for continuum states (see §2.7) and transforming to slowly varying variables (see §2.8). These simplifications result in Eqns. (5.10).

\[
\hat{\sigma}_{GG}(t) = - \gamma_{G} \sigma_{GG} - 2 \text{Im} \left[ \tilde{\Omega}_{GA}^* \sigma_{GA} + \tilde{\Omega}_{GB}^{(2)*} \sigma_{GB} \right],
\]
(5.10a)

\[
\hat{\sigma}_{AA}(t) = - (\gamma_{A} + \Gamma_{A}) \sigma_{AA} + 2 \text{Im} \left[ \tilde{\Omega}_{AG} \sigma_{GA} - \tilde{\Omega}_{AB}^* \sigma_{AB} \right],
\]
(5.10b)

\[
\hat{\sigma}_{BB}(t) = - (\gamma_{B} + \Gamma_{B}) \sigma_{BB} + 2 \text{Im} \left[ \tilde{\Omega}_{BG}^{(2)} \sigma_{GB} + \tilde{\Omega}_{BA} \sigma_{AB} \right],
\]
(5.10c)

\[
\hat{\sigma}_{GA}(t) = - \left( i\Delta_{GA} + \frac{\gamma_{G} + \gamma_{A} + \Gamma_{A}}{2} \right) \sigma_{GA} + i\tilde{\Omega}_{AG}^* \sigma_{GG} - i\tilde{\Omega}_{GA} \sigma_{AA}
\]

87
\begin{align}
\dot{\gamma}(t) &= -\left(\frac{i\gamma + \gamma + \Gamma}{2}\right) \sigma_B + i\tilde{\Omega}' \sigma_G - i\tilde{\Omega}' \sigma_B
\end{align}
\[ \dot{\sigma}_{CF}(t) = \frac{\gamma^{(2)}/2\pi}{E^2_{CAHF} + (\gamma^{(2)}/2)^2} \gamma^{(2)}_{CAF} \sigma_{CA} + \sum_{CB} \frac{\gamma_B^{(2)}/2}{E^2_{CBHF} + (\gamma_B^{(2)}/2)^2} \gamma^{(2)}_{CBF} \sigma_{CB}, \]

(5.10i)

Eqn. (5.10h) includes the following dipole matrix element products to the third order, \( \tilde{D}_{CBG}^{(2)} \tilde{D}_{CBB} \), \( \tilde{D}_{CBG}^{(2)} \tilde{D}_{CBA} \), \( \tilde{D}_{CBB} \tilde{D}_{CBG}^{(2)*} \) and \( \tilde{D}_{CBB} \tilde{D}_{CBG}^{(2)*} \). However, in practice, an approximation has been made such that any dipole matrix elements of third or higher order are removed since all of the dipole matrix elements are much less than unity and the electric field is assumed to be less than 1 au. Thus, \( \tilde{D}_{KL} << 1 \) and \( \tilde{D}_{KL} << \tilde{D}_{KL}^2 << \tilde{D}_{KL}^3 \). The only case where this assumption has not been made is with the two-photon photoionisation process \( \gamma^{(2)}_{GCB} \), which is proportional to the fourth order of the field.

Also, in this same equation, the terms \( \tilde{D}_{CBB} \tilde{D}_{CBB} \) and \( \tilde{D}_{CBB} \tilde{D}_{CBB}^* \) in the terms multiplied by \( \sigma_{AB} \) are an order of magnitude smaller than the other term \( \tilde{D}_{BA}/\pi q_B \). Thus, they have also been removed. This then leaves one with the final set of TDDM equations, Eqns. (5.11), which are solved computationally.

\[ \dot{\sigma}_{GG}(t) = -\gamma_G \sigma_{GG} - 2 \text{Im} \left[ \tilde{\Omega}_{GA}^* \sigma_{GA} + \tilde{\Omega}_{GB}^{(2)*} \sigma_{GB} \right], \]

(5.11a)

\[ \dot{\sigma}_{AA}(t) = - (\gamma_A + \Gamma_A) \sigma_{AA} + 2 \text{Im} \left[ \tilde{\Omega}_{AG} \sigma_{GA} - \tilde{\Omega}_{AB}^* \sigma_{AB} \right], \]

(5.11b)

\[ \dot{\sigma}_{BB}(t) = - (\gamma_B + \Gamma_B) \sigma_{BB} + 2 \text{Im} \left[ \tilde{\Omega}_{BG}^{(2)} \sigma_{GB} + \tilde{\Omega}_{BA} \sigma_{AB} \right], \]

(5.11c)

\[ \dot{\sigma}_{GA}(t) = - \left( i \Delta_{GA} + \frac{\gamma_G + \gamma_A + \Gamma_A}{2} \right) \sigma_{GA} + i \tilde{\Omega}_{AG}^* \sigma_{GG} - i \tilde{\Omega}_{GA} \sigma_{AA} \]

\[ + i \tilde{\Omega}_{AB}^* \sigma_{GB} - i \tilde{\Omega}_{GB}^{(2)} \sigma_{BA}, \]

(5.11d)

\[ \dot{\sigma}_{GB}(t) = - \left( i \Delta_{GB} + \frac{\gamma_G + \gamma_B + \Gamma_B}{2} \right) \sigma_{GB} + i \tilde{\Omega}_{BG}^{(2)*} \sigma_{GG} - i \tilde{\Omega}_{GB}^{(2)} \sigma_{BB} \]

\[ + i \tilde{\Omega}_{BA}^* \sigma_{GA} - i \tilde{\Omega}_{GA} \sigma_{AB}, \]

(5.11e)

\[ \dot{\sigma}_{AB}(t) = - \left( i \Delta_{AB} + \frac{\gamma_A + \gamma_B + \Gamma_A + \Gamma_B}{2} \right) \sigma_{AB} + i \tilde{\Omega}_{BA}^* \sigma_{AA} - i \tilde{\Omega}_{AB} \sigma_{BB} \]

\[ + i \tilde{\Omega}_{BG} \sigma_{AG} - i \tilde{\Omega}_{AG} \sigma_{GB}, \]

(5.11f)
\[ \dot{\sigma}_{CA}(\varepsilon_A,t) = -\gamma_{CA}^{(2)}\sigma_{CA} + \frac{\gamma_{G} + \gamma_{CA}^{(2)}}{E_{GCA}^{2} + [(\gamma_{G} + \gamma_{CA}^{(2)})/2]^{2}} \gamma_{CA}\sigma_{GG} \]

\[ + \frac{\gamma_{A} + \gamma_{CA}^{(2)}}{E_{ACA}^{2} + [(\gamma_{A} + \gamma_{CA}^{(2)})/2]^{2}} \gamma_{CA}\sigma_{AA} \]

\[ + 2\text{Im} \left[ \left( \frac{\dot{E}_{GCA} + i(\gamma_{G} + \gamma_{CA}^{(2)})/2}{E_{GCA}^{2} + [(\gamma_{G} + \gamma_{CA}^{(2)})/2]^{2}} - \frac{\dot{E}_{ACA} - i(\gamma_{A} + \gamma_{CA}^{(2)} + \gamma_{A})/2}{E_{ACA}^{2} + [(\gamma_{A} + \gamma_{CA}^{(2)} + \gamma_{A})/2]^{2}} \right) \frac{\dot{D}_{AG}}{\pi q_{A}} \right], \quad (5.11g) \]

\[ \dot{\sigma}_{CB}(\varepsilon_B,t) = -\gamma_{CB}^{(2)}\sigma_{CB} + \frac{\gamma_{G} + \gamma_{CB}^{(2)}}{E_{GCB}^{2} + [(\gamma_{G} + \gamma_{CB}^{(2)})/2]^{2}} \gamma_{CB}\sigma_{GG} \]

\[ + \frac{\gamma_{C} + \gamma_{CB} + \gamma_{B}}{E_{ACB}^{2} + [(\gamma_{C} + \gamma_{CB} + \gamma_{B})/2]^{2}} \gamma_{CB}\sigma_{AA} \]

\[ + \frac{\gamma_{B} + \gamma_{CB} + \gamma_{B}}{E_{BCB}^{2} + [(\gamma_{B} + \gamma_{CB} + \gamma_{B})/2]^{2}} \dot{D}_{BCB} + V_{BCB}^{2} \gamma_{BB} \]

\[ + 2\text{Im} \left[ \left( \frac{\dot{E}_{GCB} + i(\gamma_{G} + \gamma_{CB})/2}{E_{GCB}^{2} + [(\gamma_{G} + \gamma_{CB})/2]^{2}} - \frac{\dot{E}_{BCB} - i(\gamma_{B} + \gamma_{CB} + \gamma_{B})/2}{E_{BCB}^{2} + [(\gamma_{B} + \gamma_{CB} + \gamma_{B})/2]^{2}} \right) \frac{\dot{D}_{BG}}{\pi q_{B}} \right] \]

\[ - 2\text{Im} \left[ \left( \frac{\dot{E}_{ACB} - i(\gamma_{A} + \gamma_{CB} + \gamma_{A})/2}{E_{ACB}^{2} + [(\gamma_{A} + \gamma_{CB} + \gamma_{A})/2]^{2}} + \frac{\dot{E}_{BCB} - i(\gamma_{B} + \gamma_{CB} + \gamma_{B})/2}{E_{BCB}^{2} + [(\gamma_{B} + \gamma_{CB} + \gamma_{B})/2]^{2}} \right) \frac{\dot{D}_{BA}}{\pi q_{B}} \right], \quad (5.11h) \]

\[ \dot{\sigma}_{CF}(\varepsilon_F,t) = \gamma_{C}^{(2)} \gamma_{CA}^{(2)} \sigma_{CA} \sigma_{CA} \]

\[ \gamma_{C}^{(2)} \gamma_{CA}^{(2)} \sigma_{CA} \sigma_{CA} \]

\[ + \sum_{C_B} \frac{\gamma_{C_B}^{(2)} \gamma_{CB}^{(2)} \sigma_{CB} \sigma_{CB}}{E_{C_B}^{2} + [(\gamma_{C_B}^{(2)})/2]^{2}} \gamma_{CB} \sigma_{CB} \sigma_{CB}. \quad (5.11i) \]

These equations have been exchanged for their coarse grained form as described in §2.8. The terms \( \Delta_{KL} \) are the detunings between the states \( |K' \rangle \) and \( |L \rangle \) such that
\[ \Delta_{GA} = E_g - E_a + \omega, \]
\[ \Delta_{AB} = E_a - E_b + \omega, \]
\[ \Delta_{GB} = E_g - E_b + 2\omega. \]

It is important to note that, unlike the dynamical variables, the complex conjugate of the density matrix equations is written so that \( \sigma_{KL} \equiv \sigma_{LK}^* \). Also note that Eqns. (5.11 a-f) form a closed system that can be treated entirely separately to Eqns. (5.11 g-i). This allows one to solve for the populations of the bound states first and then solve for the populations of the continuum states separately, if one thinks this will reduce the computational demand of solving these equations.

Eqns. (5.11 a-f) are directly comparable to similar equations for other systems such as those investigated by Karapanagioti et al. [19] and Nakajima [27]. There are two main differences between these systems and the one investigated here: a single colour photon is used rather than two, and the populations of many continua are monitored, which allows one to discern the paths by which the system evolves.

This allows the effects of the bandwidth of a single FEL pulse on the ionisation dynamics of the Li system, with double AIS coupling, to be determined. The photon energy can be tuned in order to increase/decrease the coupling strength between the different bound states. Also, the Rabi couplings are dependent on the electric field magnitude for the single-photon absorption processes \( \tilde{\Omega}_{ga} \) and \( \tilde{\Omega}_{ab} \), or the intensity of the field for the two-photon absorption process \( \tilde{\Omega}^{(2)}_{gb} \). Thus, changes to the intensity of the laser field allow tests of the relative strengths of these couplings with the field-independent Auger decay widths of the AIS.
5.2.3 The Energy Integrated TDDM Equations

Eqns. (5.11 g-i) are dependent on the electron kinetic energies $\varepsilon_A$, $\varepsilon_B$ and $\varepsilon_F$ and can be used to determine the photoelectron energy spectrum. However, in this work, the focus is on the yields of the various continua. Thus, one can integrate over the various electron kinetic energies in the TDDM continuum population equations, as described in §2.9, in order to produce the following set of TDDM equations for the continua:

\[ \dot{\sigma}_{cCA}(t) = -\gamma_c^{(2)} \sigma_{cCA} + \gamma_{gcA} \sigma_{gg} + \Gamma_{acA} \sigma_{aa} + \frac{4\tilde{D}_{bg}}{\pi q_A} \text{Re}[\sigma_{ga}], \]  
\[ \dot{\sigma}_{cCB}(t) = -\gamma_c \sigma_{cCB} + \gamma_{gcB} \sigma_{gg} + \gamma_{acB} \sigma_{aa} + |\tilde{D}_{bcB} + V_{bcB}|^2 \sigma_{bb} + \frac{4\tilde{D}_{bg}}{\pi q_B} \text{Re}[\sigma_{gb}] + \frac{4\tilde{D}_{bdg}}{\pi q_B} \text{Re}[\sigma_{ab}], \]  
\[ \dot{\sigma}_{cCF}(t) = \gamma_c \sigma_{cCF} + \sum_{cB} \gamma_{cCB} \sigma_{cCB}. \]

These equations can then be solved alongside Eqns. (5.11 a-f) in order to determine the ion yields and thus, the effects of the AIS and their couplings on those yields.

5.2.4 Field-Averaged TDDM Equations

Solving Eqns. (5.12), along with Eqns. (5.11 a-f) will allow one to determine the ion yields produced when the lithium system interacts with a FTL pulse. It is also possible to introduce stochastic elements into the equations in order to model the effects of the phase fluctuations of a FEL pulse. This would allow one to examine the effects of this stochasticity on the ion yields.

Adding phase fluctuations to the pulse leads to the following set of TDDM equations:

\[ \langle \dot{\sigma}_{gg}(t) \rangle = -\gamma_g \langle \sigma_{gg} \rangle - 2\text{Im} \left[ \tilde{\Omega}^*_{ga} \langle \sigma_{ga} \rangle + \tilde{\Omega}^{(2)*}_{gb} \langle \sigma_{gb} \rangle \right], \]  
\[ \langle \dot{\sigma}_{aa}(t) \rangle = -\left( \gamma_a + \Gamma_{a} \right) \langle \sigma_{aa} \rangle + 2\text{Im} \left[ \tilde{\Omega}_{ag} \langle \sigma_{ga} \rangle - \tilde{\Omega}^*_{ab} \langle \sigma_{ab} \rangle \right]. \]
\[ \langle \dot{\sigma}_{bb}(t) \rangle = -(\gamma_b + \Gamma_b) \langle \sigma_{bb} \rangle + 2 \text{Im} \left[ \tilde{\Omega}^{(2)}_{bg} \langle \sigma_{gb} \rangle + \tilde{\Omega}_{ba} \langle \sigma_{ab} \rangle \right], \quad (5.13c) \]

\[ \langle \dot{\sigma}_{ga}(t) \rangle = -\left( i \Delta_{ga} + \frac{\gamma_g + \gamma_a + \Gamma_a + \gamma_l}{2} \right) \langle \sigma_{ga} \rangle + i \tilde{\Omega}^{*}_{ag} \langle \sigma_{gg} \rangle - i \tilde{\Omega}_{ga} \langle \sigma_{aa} \rangle \]

\[ + i \tilde{\Omega}^{*}_{ab} \langle \sigma_{gb} \rangle - i \tilde{\Omega}^{(2)}_{gb} \langle \sigma_{ba} \rangle, \quad (5.13d) \]

\[ \langle \dot{\sigma}_{gb}(t) \rangle = -\left( i \Delta_{gb} + \frac{\gamma_g + \gamma_b + \Gamma_b + \gamma_l}{2} \right) \langle \sigma_{gb} \rangle + i \tilde{\Omega}^{(2)*}_{bg} \langle \sigma_{gg} \rangle - i \tilde{\Omega}^{(2)}_{gb} \langle \sigma_{bb} \rangle \]

\[ + i \tilde{\Omega}^{*}_{ba} \langle \sigma_{ga} \rangle - i \tilde{\Omega}_{ga} \langle \sigma_{ab} \rangle, \quad (5.13e) \]

\[ \langle \dot{\sigma}_{ab}(t) \rangle = -\left( i \Delta_{ab} + \frac{\gamma_a + \gamma_b + \Gamma_a + \Gamma_b + \gamma_l}{2} \right) \langle \sigma_{ab} \rangle + i \tilde{\Omega}^{*}_{ba} \langle \sigma_{aa} \rangle - i \tilde{\Omega}_{ab} \langle \sigma_{bb} \rangle \]

\[ + i \tilde{\Omega}^{(2)*}_{bg} \langle \sigma_{ag} \rangle - i \tilde{\Omega}_{ag} \langle \sigma_{gb} \rangle, \quad (5.13f) \]

\[ \langle \dot{\sigma}_{cACA}(t) \rangle = -\gamma^{(2)}_{cA} \langle \sigma_{cACA} \rangle + \gamma_{gcA} \langle \sigma_{gg} \rangle + \Gamma_{cA} \langle \sigma_{aa} \rangle + \frac{4 \tilde{D}_{ag}}{\pi q_A} \text{Re}[\langle \sigma_{ga} \rangle], \quad (5.13g) \]

\[ \langle \dot{\sigma}_{cBcB}(t) \rangle = -\gamma_{cB} \langle \sigma_{cBcB} \rangle + \gamma^{(2)}_{gcB} \langle \sigma_{gg} \rangle + \gamma_{acB} \langle \sigma_{aa} \rangle + |\tilde{D}_{bcB} + V_{bcB}|^2 \langle \sigma_{bb} \rangle \]

\[ + \frac{4 \tilde{D}^{(2)}_{bg}}{\pi q_B} \text{Re}[\langle \sigma_{gb} \rangle] + \frac{4 \tilde{D}_{ba}}{\pi q_B} \text{Re}[\langle \sigma_{ab} \rangle], \quad (5.13h) \]

\[ \langle \dot{\sigma}_{cFcp}(t) \rangle = \gamma^{(2)}_{cAcp} \langle \sigma_{cACP} \rangle + \sum_{cB} \gamma_{cBcF} \langle \sigma_{cBcF} \rangle. \quad (5.13i) \]

These equations are almost identical to Eqns. (5.11 a-f) and (5.12), except that one is now solving the field-averaged equations and there is a new term, \( \gamma_l \), in the coherence equations, such that

\[ \gamma_l = \gamma_{lL} \frac{\beta^2}{\Delta^2 + \beta^2}, \quad (5.14) \]

where \( \Delta \) represents the detuning between the states in the particular coherence equation being solved. It is important to note that the atomic and field variables can only be decorrelated when \( \gamma_l \) is much smaller than or much greater than the atomic parameters such as the Auger decay widths, Rabi oscillations, etc. See §2.10 for further description of these limitations.
5.3 Results

Again, the point must be made; in order to solve these equations, the values of all of the dynamical variables in the equations must be determined a-priori. These values can be obtained empirically, if previously carried out experiments have investigated the dynamics of the system. However, when one is carrying out a theoretical study of a system that has not been experimentally tested yet, determining some of the variables can be difficult.

The state configurations and energies are shown in Table 5.1 and the values of the variables used here are presented in Table 5.2 along with references from which they were obtained when relevant. In many cases, the values are unknown. Thus, in these cases, suggested values have been given in the table. The results presented in §5.3.1 and §5.3.2 have been obtained using the values given in these tables and variations of these values have been tested and presented in §5.3.3.

5.3.1 TDDM Results

All of the state populations presented here are obtained long after the pulse has passed in order to allow sufficient time for the AIS to be depleted by Auger decay. This system is complex not only in the sense that there are many-electron processes involved, but also in the sense that there are three closely spaced resonances at 73.129 eV, 73.24 eV and 73.351 eV.

It is also possible to use a range of electric field amplitudes and thus, since the various couplings are proportional to various powers of the field - Rabi oscillations $\tilde{\Omega} \propto \tilde{E}(t)$ and $\tilde{\Omega}^{(2)} \propto \tilde{E}^{2}(t)$, ionisation widths $\gamma \propto I(t)$ and $\gamma^{(2)} \propto I^{2}(t)$ - the dynamics of the system for a particular intensity is difficult to predict.

For low intensities, of all of the time-dependent processes, those that are dependent on the electric field amplitude, i.e. $\tilde{\Omega}_{ga}$ and $\tilde{\Omega}_{ab}$, will be the dominant processes, followed by the processes dependent on the square of the electric field, i.e. the single-photon ionisation widths, and the least dominant will be the two-photon ionisation widths.
Table 5.2: The field induced parameters included in the lithium TDDM equations and their values in atomic units. The photoionisation widths, $\gamma$, are those that couple the state to the continuum via a photon absorption. The bound-bound transition elements, $\mu$, are the bound-bound photon-induced couplings that lead to Rabi oscillations. The Auger decay widths, $\Gamma$, are those that couple the AIS to the continuum via a non-radiative decay. The decay time is given in femtoseconds in the brackets. The q-Fano parameters are $q_A = -2.6^a$, $q_B = -12$ and $q_B^{(2)} = -12$.

<table>
<thead>
<tr>
<th>From State</th>
<th>To State</th>
<th>Variable</th>
<th>Value</th>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>g\rangle$</td>
<td>$</td>
<td>a\rangle$</td>
<td>$\mu_{ga}$</td>
<td>$\sim 0.031^a$</td>
</tr>
<tr>
<td>$</td>
<td>b\rangle$</td>
<td>$</td>
<td>c_A\rangle$</td>
<td>$\mu_{gb}$</td>
<td>$1.773 \times 10^{-3}$</td>
</tr>
<tr>
<td>$</td>
<td>c_A\rangle$</td>
<td>$</td>
<td>c_{B_1}\rangle$</td>
<td>$\gamma_{acB_1}/I$</td>
<td>$1.278 \times 10^{-3}$</td>
</tr>
<tr>
<td>$</td>
<td>c_{B_1}\rangle$</td>
<td>$</td>
<td>c_{B_2}\rangle$</td>
<td>$\gamma_{acB_2}/I$</td>
<td>$3.889 \times 10^{-3}$</td>
</tr>
<tr>
<td>$</td>
<td>c_{B_2}\rangle$</td>
<td>$</td>
<td>c_{B_3}\rangle$</td>
<td>$\gamma_{acB_3}/I$</td>
<td>$1.595 \times 10^{-3}$</td>
</tr>
<tr>
<td>$</td>
<td>c_{B_3}\rangle$</td>
<td>$</td>
<td>c_{B_4}\rangle$</td>
<td>$\gamma_{acB_4}/I$</td>
<td>$9.755 \times 10^{-2}$</td>
</tr>
<tr>
<td>$</td>
<td>a\rangle$</td>
<td>$</td>
<td>b\rangle$</td>
<td>$\mu_{ab}$</td>
<td>$1.773 \times 10^{-3}$</td>
</tr>
<tr>
<td>$</td>
<td>c_A\rangle$</td>
<td>$</td>
<td>c_{B_1}\rangle$</td>
<td>$\gamma_{acB_1}/I$</td>
<td>$1.278 \times 10^{-3}$</td>
</tr>
<tr>
<td>$</td>
<td>c_{B_1}\rangle$</td>
<td>$</td>
<td>c_{B_2}\rangle$</td>
<td>$\gamma_{bcB_1}/I$</td>
<td>$4.59 \times 10^{-2}$</td>
</tr>
<tr>
<td>$</td>
<td>c_{B_2}\rangle$</td>
<td>$</td>
<td>c_{B_3}\rangle$</td>
<td>$\gamma_{bcB_2}/I$</td>
<td>$4.59 \times 10^{-2}$</td>
</tr>
<tr>
<td>$</td>
<td>c_{B_3}\rangle$</td>
<td>$</td>
<td>c_{B_4}\rangle$</td>
<td>$\gamma_{bcB_3}/I$</td>
<td>$4.59 \times 10^{-2}$</td>
</tr>
<tr>
<td>$</td>
<td>c_A\rangle$</td>
<td>$</td>
<td>c_F\rangle$</td>
<td>$\gamma_{cAcF}/I^2$</td>
<td>$0$</td>
</tr>
<tr>
<td>$</td>
<td>c_{B_1}\rangle$</td>
<td>$</td>
<td>c_F\rangle$</td>
<td>$\gamma_{cB_1cF}/I$</td>
<td>$0.01$</td>
</tr>
<tr>
<td>$</td>
<td>c_{B_2}\rangle$</td>
<td>$</td>
<td>c_F\rangle$</td>
<td>$\gamma_{cB_2cF}/I$</td>
<td>$0.01$</td>
</tr>
<tr>
<td>$</td>
<td>c_{B_3}\rangle$</td>
<td>$</td>
<td>c_F\rangle$</td>
<td>$\gamma_{cB_3cF}/I$</td>
<td>$0.01$</td>
</tr>
</tbody>
</table>

$a$ [30], $b$ [35]
The ratio of populations $\sigma_{cACA}/\sum_{cB} \sigma_{cBcB}$ (black) and $\sigma_{cACA}/\sigma_{cFCF}$ (red) versus pulse intensity for FWHM pulse durations of 15 fs (solid) and 45 fs (dashed). A photon energy resonant with the transition from the ground state $|g\rangle$ to the first AIS $|a\rangle$ (73.129 eV) was used.

For high intensities, i.e. when $I(t) > 1$ au, the opposite will be true. This change occurs at an intensity of approximately $3.51 \times 10^{16}$ W/cm$^2$. However, one should note that results obtained when intensities above this value are used are not as reliable due to the assumption made in the derivation of the TDDM equations that the dipole matrix elements are much less than 1 au.

Fig. 5.2 shows the ratios of the continuum populations versus intensity. The black curves show the ratio of $\sigma_{cACA}/\sum_{cB} \sigma_{cBcB}$. Looking at Eqns. (5.12) one can see that the state $|cA\rangle$ is populated by the time-dependent ionisation process $\gamma_{gcA}$. This single photon process is proportional to the intensity. Also, a second ionisation channel is provided by the presence of the AIS $|a\rangle$ and its Rabi oscillation $\tilde{\Omega}_{ga}$ followed by Auger decay $\Gamma_{acA}$.

The states $|cB\rangle$ are populated by the single-photon ionisation processes $\gamma_{acB}$, $\gamma_{gcB}$ and the two-photon process $\gamma_{gcB}^{(2)}$. There are also further ionisation channels to the excited Li$^+$ states via the AIS $|b\rangle$ and its Rabi oscillations $\tilde{\Omega}_{ab}$ and $\tilde{\Omega}_{gb}^{(2)}$ followed by
Figure 5.3: The population of the ground state $|g\rangle$ (solid) and AIS $|a\rangle$ (dashed) versus intensity for a FWHM pulse duration of 15 fs (black) and 45 fs (red). A photon energy resonant with the transition from the ground state $|g\rangle$ to the first AIS $|a\rangle$ (73.129 eV) was used.

Thus, at low intensities, one should expect that ionisation to the state $|c_A\rangle$ is much more likely since $\tilde{\Omega}_{ga}$ and $\gamma_{gc_A}$ will be the dominant time-dependent processes. One must also consider the ionisation process $\gamma_{c_Bc_F}$, which is dependent on the intensity. At the intensities shown here, this process, which removes population from the states $|c_B\rangle$, is much larger than the process $\gamma_{gc_B}^{(2)}$, which introduces population to the states $|c_B\rangle$.

Thus, one should expect most of the population of the $|c_B\rangle$ states to be ionised for medium to high intensities. Indeed, one can see in Fig. 5.2 that the value of $\sigma_{c_Ac_A}/\sigma_{c_Fc_F}$ (red curves) approaches the value of $\sigma_{c_Ac_A}/\sum_{c_B}\sigma_{c_Bc_B}$ (black curves) as the field intensity increases, suggesting that much of the $|c_B\rangle$ state population is being depleted in this way.

In Fig. 5.2, one can see that there is a minimum in the curves for $\sigma_{c_Ac_A}/\sum_{c_B}\sigma_{c_Bc_B}$.
Figure 5.4: The ratio of populations $\sigma_{cACA}/\sum_{cB} \sigma_{cBcB}$ (black) and $\sigma_{cACA}/\sigma_{cCF}$ (red) versus pulse intensity for FWHM pulse durations of 15 fs (solid) and 45 fs (dashed). A photon energy resonant with the transition from the AIS $|a\rangle$ to the AIS $|b\rangle$ (73.351 eV) was used.

This appears below that part of the spectrum where the two-photon ionisation process $\gamma_{gB}^{(2)}$ begins to have a greater effect. Also, after this point, the ratio increases again. Thus, one cannot claim that this process is causing this minimum.

Fig. 5.3 shows the population of the ground state $|g\rangle$ and the AIS $|a\rangle$ for the same intensity range as in Fig. 5.2, and the same photon energy was used. At the same intensities as the minima in the curves for $\sigma_{cACA}/\sum_{cB} \sigma_{cBcB}$, a maximum in the ground state population and a dip in the AIS $|a\rangle$ population appears. These changes are due to the competition between the field-dependent Rabi oscillation term $\tilde{\Omega}_{ga}$ and the field-independent decay term $\Gamma_a$.

As the intensity increases, the Rabi oscillation term transfers population back and forth between the ground state and the AIS. At these points where the minimum in the population ratio appears, the Rabi oscillation term $\tilde{\Omega}_{ga}$ has become larger than the time-independent Auger decay process $\Gamma_a$, thus limiting the ionisation channel via the state $|a\rangle$. However, at higher intensities, its effects are hampered by the many other
Figure 5.5: The ratio of populations $\frac{\sigma_{c_A c_A}}{\sum_{c_B} \sigma_{c_B c_B}}$ (black) and $\frac{\sigma_{c_A A}}{\sigma_{c_F c_F}}$ (red) versus pulse intensity for FWHM pulse durations of 15 fs (solid) and 45 fs (dashed). A photon energy resonant with the transition from the ground state $|g\rangle$ to the second AIS $|b\rangle$ (73.24 eV) was used.

field-dependent processes.

Thus, at these intensities the Auger decay process to the continuum $|c_A\rangle$ is diminished, while the ionisation processes, $\gamma_{gc_B}$ and $\gamma_{gc_B}^{(2)}$ will increase the $|c_B\rangle$ state populations due to the higher ground state population. This therefore, reduces the ratio $\frac{\sigma_{c_A c_A}}{\sum_{c_B} \sigma_{c_B c_B}}$. However, at higher intensities, beyond the minimum in the ratio, the ground state population is already almost fully depleted. Thus, higher intensities do not increase the population of the $|c_B\rangle$ states by much more and the ionisation process $\gamma_{c_B c_F}$ will also reduce the population $\sigma_{c_B c_B}$.

For comparison, Figs. 5.4 and 5.5 show the same ratios as Fig. 5.2 for the same conditions except that the photon energy used is resonant with the transitions $|a\rangle \leftrightarrow |b\rangle$ (73.351 eV) and $|g\rangle \leftrightarrow |b\rangle$ (73.24 eV) respectively. These figures have the same feature as the first, but the effects are not as pronounced. In Fig. 5.4, this is due to the fact that the Rabi oscillation involved, $\hat{\Omega}_{ab}$, requires some population in the AIS $|a\rangle$ in order to take effect. In Fig. 5.5, this is due to the fact that the dominant Rabi oscillation
Figure 5.6: The ratio of populations $\sigma_{c_cA}/\sum_{c_B} \sigma_{c_Bc_B}$ versus pulse intensity for various different values of $\gamma_l$, written as a percentage of the photon energy. A FWHM pulse durations of 15 fs with a mean photon energy of 73.129 eV was used.

term, $\tilde{\Omega}^{(2)}_{gb}$, is a two-photon resonance and is therefore dependent on the intensity.

### 5.3.2 Field-Averaged TDDM Results

When the bandwidth of the pulse is larger than a FTL pulse, the ion yield ratios are expected to change. Thus, in Figs. 5.6 and 5.7, the ion yield ratio $\sigma_{c_cA}/\sum_{c_B} \sigma_{c_Bc_B}$ has been plotted against the pulse intensity for various bandwidth parameters, $\gamma_l$, and for a FWHM pulse duration of 15 fs and 45 fs respectively. Interestingly, the curves all cross at approximately the same value of intensity ($\approx 7 \times 10^{14}$ W/cm² in the 15 fs case and $\approx 2 \times 10^{14}$ W/cm² in the 45 fs case). To the left of this intensity, the added bandwidth decreases the ratio, while to the right, it increases it.

The black curves in these figures are the same as the black curves in Fig. 5.2. As explained in §5.3.1, the minimum in the yield ratio at intermediate/high intensities is due to the presence of the AIS $|a\rangle$ and the strength of the Rabi oscillation $\tilde{\Omega}_{ga}$ relative to the decay $\Gamma_a$. Thus, the added bandwidth of the pulse has reduced the effects of the AIS on the $|c_A\rangle$ ion yield.
Figure 5.7: The ratio of populations $\sigma_{c_{A}A} / \sum_{c_{B}} \sigma_{c_{B}B}$ versus pulse intensity for various different values of $\gamma_l$, written as a percentage of the photon energy. A FWHM pulse durations of 45 fs with a mean photon energy of 73.129 eV was used.

Figure 5.8: The ratio of populations $\sigma_{c_{A}A} / \sum_{c_{B}} \sigma_{c_{B}B}$ versus mean photon energy for various different values of $\gamma_l$, written as a percentage of the photon energy. A FWHM pulse duration of 15 fs was used.
The effects of the added bandwidth can also be seen when one looks at the ion yield ratio versus mean photon energy. Figs. 5.8 and 5.9 show these ratios for various bandwidth parameters $\gamma_l$, written as a percentage of the photon energy. The FWHM pulse durations were 15 fs and 45 fs respectively and the pulse intensity is $10^{14}$ W/cm$^2$.

The effect of the added bandwidth is to effectively hide the presence of the AIS resonance. The usual Fano line shape, present in the case with no added bandwidth (black curve), has been almost completely diminished even with only an added bandwidth of 0.5%. Although the 3 times longer pulse duration leads to a more well defined peak in the FTL pulse case (0%), the presence of the peak has also disappeared due to the added bandwidth of 0.5% or greater. That is, an added bandwidth of approximately 0.36 eV or greater causes the Fano line shape to be unresolvable for these pulse durations. The results for higher and lower intensities produce the same relationship between $\gamma_l$ and the peak prominence.
5.3.3 Competition Between the Rabi Oscillations and Auger Decay Widths

As mentioned in §5.3.1, the effects of the AIS are strongly dependent on the value of the Rabi oscillation terms. As these terms are dependent on the field amplitude/intensity. However, the pulse duration will also play a role here. If the system is set up such that \( \tilde{\Omega}_{ga} \gg \Gamma_a \) for a particular peak intensity, then the results will still largely depend on the pulse duration. In particular, there is a large difference between the cases \( \tau_P \gg 1/\Gamma_a \) and \( \tau_P <\ll 1/\Gamma_a \). This is also the case for the Rabi oscillations \( \tilde{\Omega}_{ab} \) and \( \tilde{\Omega}_{gb}^{(2)} \) and their relationship with the value of \( \Gamma_b \).

The lifetime of the decays are \( 1/\Gamma_a \approx 34 \text{ fs} \) and \( 1/\Gamma_b \approx 10 \text{ fs} \). In Figs. 5.10 and 5.11, the population of the state \( |c_A\rangle \) is plotted against the field intensity for four different photon energies. Recall the resonances are 73.129 eV (\( |g\rangle \leftrightarrow |a\rangle \)), 73.240 eV (\( |g\rangle \leftrightarrow |b\rangle \)), and 73.351 eV (\( |a\rangle \leftrightarrow |b\rangle \)). The photon energy 72.000 eV was chosen so as to be completely off-resonant for comparison.

A pulse duration of 1 fs (FWHM) and 75 fs (FWHM) were used in Fig. 5.10 and 5.11 respectively. Thus, these figures represent the cases \( \tau_P <\ll 1/\Gamma_a \) and \( \tau_P \gg 1/\Gamma_a \) respectively. There is a noticeable difference in general for all of the photon energies used. In particular, the case that leads to the resonance between the states \( |g\rangle \) and \( |a\rangle \) shows a much higher population at lower intensities and a diminished population at higher intensities due to the strength of the Rabi oscillation \( \tilde{\Omega}_{ga} \) relative to the decay width \( \Gamma_a \).

Similarly, Figs. 5.12 and 5.13 show the same results, but for the sum of the populations of the states \( |c_B\rangle \) versus intensity. Again, the case where the photon energy 73.129 eV (\( |g\rangle \leftrightarrow |a\rangle \)) is used is the most influential one. However, the red curve in Fig. 5.11 and 5.13 mirror each other at this photon energy.

In order for the Rabi oscillation strength \( \tilde{\Omega}_{ab} \) to come into play, first the state \( |a\rangle \) must be populated. However, for the photon energy 73.351 eV (\( |a\rangle \leftrightarrow |b\rangle \)), the resonance \( |g\rangle \leftrightarrow |a\rangle \) is not as likely. Thus, this curve is not as high as the curves for
Figure 5.10: The population of the state $|c_A\rangle$ versus intensity for different photon energies. A FWHM pulse duration of 1 fs was used.

Figure 5.11: The population of the state $|c_A\rangle$ versus intensity for different photon energies. A FWHM pulse duration of 75 fs was used.
Figure 5.12: The sum of the populations of the states $|c_B\rangle$ versus intensity for different photon energies. A FWHM pulse duration of 1 fs was used.

In order for the Rabi oscillation strength $\tilde{\Omega}^{(2)}_{gb}$ to come into play, a higher intensity is required as this is a two-photon process. Thus, the strongest influence comes about due to the resonance $|g\rangle \leftrightarrow |a\rangle$. Notice that, as the intensity increases beyond $10^{15}$ W/cm$^2$, the populations decrease. This is due to the presence of the photoionisation $\gamma_{cBc_F}$, which removes population from the $|c_B\rangle$ states and is proportional to the intensity.
Figure 5.13: The sum of the populations of the states $|c_B\rangle$ versus intensity for different photon energies. A FWHM pulse duration of 75 fs was used.
Chapter 6

Conclusions and Perspectives

Motivated by the experimental work by Martins et al. [1], a TDDM theoretical approach that facilitates the study of the effects of AIS on the ionisation yields of neon was developed. The results show that when a resonant photon energy is used, the ionisation yields are indeed affected. These effects are dependent on the particular atomic structure parameters and pulse characteristics such as Rabi oscillation strengths, decay widths of the AIS, pulse intensity, pulse duration and spectral bandwidth. A field-averaged version of the TDDM equations were also derived, which resulted in the inclusion of the FEL’s bandwidth in order to more realistically model the interactions. However, for numerical convenience, a simplified Lorentzian model for the FEL field that accounts only for the stochasticity due to phase fluctuations has been used.

In addition, a set of rate equations were also developed from the TDDM equations for two reasons: firstly, in order to make a comparison with the more robust TDDM approach, which tests the validity of the rate equations, and secondly, in order to make a comparison with the calculational approach followed in the aforementioned experimental work [1]. The quantitative findings of the experimental and theoretical findings of Martins et al. were not reproduced. Although an increase in the ion-yield ratio appears in the photon energy region where the resonances are, the magnitude of the increase is much smaller than that observed in the experiment.

The findings herein suggest that the increase of the ion-yield ratio found in the pho-
ton energy region where the experiment was performed should not be attributed solely to the existence of the autoionising state in that region. Finally, the stochastic effects presented in §3 were not able to be investigated fully since the theoretical approach is better justified for weak fields. As such, only field intensities smaller than that reported in the experiment have been considered. However, one may argue that, based on the results presented herein, that the field fluctuations should generally diminish resonance features in the results.

The applicability of the rate equations was tested in §3, and in §4, a simplified single substate version of these equations were used to test the rate equation method against the more robust TDDM equations. The results show that the rate equations do not fully follow the dynamics of the system when a resonant photon energy is used. However, the results agree when a non-resonant photon energy is used. In other words, the rate equations are a good approximation when no strong resonances are involved in the dynamics of the system under study.

For the square pulse case, the analytical equations were also used to obtain results for various field conditions including intensity, photon energy and duration. These results were in agreement with those of the rate equations. Thus, these analytical equations can be used to estimate the populations of ion species for a three-level noble gas atom. However, when one includes a resonance with an AIS, one must be careful when making claims about the populations and consider the effects of the resonance on the validity of the results.

Finally, an attempt at modelling the stochastic nature of the field was made by adding an effective bandwidth to the equations. The results showed that the added bandwidth diminishes and broadens the ion yield ratio’s peak. However, although this interpretation agrees with other results obtained in §3 and §4, the author would like to emphasize that, in the photon energy region that leads to a resonance with an AIS, this result is not fully reliable.

The lithium system studied in §5 was of particular interest as, to the author’s knowl-
edge, no other system with a single-colour AIS-AIS resonance has been investigated. The dynamics of this system are particularly complex due to the presence of many time-dependent variables that are dependent on different orders of the electric field amplitude.

As with the results from §3 and §4, the results in §5 also indicate an increase in ion yields when a resonant photon energy is used. The ion yields were compared for various combinations of the pulse parameters, such as field intensity, photon energy, pulse duration and stochasticity due to phase fluctuations.

The ratio of the ground state of Li$^+$ to the excited states of the same ion were used to indicate the prominent channels by which the system evolves under these conditions. If one is interested in maximizing the population of a particular ionic species, then the particular combination of intensity, photon energy and pulse duration is important. Large variations in the yield ratio for these Li$^+$ ions were found when these pulse parameters were varied. It was found that when a photon energy of 73.129 eV was used, thus coupling the ground state to the first AIS, leads to a maximum in the ion yields in general. However, depending on which species one wants to maximize, the choice of pulse duration and intensity is crucial.

A field-averaged set of TDDM were produced in order to model the stochasticity of a FEL due to phase fluctuations. This process allows one to effectively add a bandwidth to the pulse. Results were produced for a variety of intensities and photon energies in order to see the effects that an added bandwidth would have on the ion yields in this system. These results were qualitatively similar to those obtained for the stochastic TDDM (§3) and rate equations (§4). Thus, the author’s conclusion is that the added bandwidth due to phase fluctuations in the field generally diminish the effects that are produced due to the presence of an AIS resonance.

The author suggests that the lithium system be investigated experimentally under these conditions in order to test the results herein. However, in order to determine the branching ratios for the singly ionised species, an investigation of the photoelectron
energy spectrum is required. Further investigation of this spectrum may also be possible using the TDDM equations presented in §5.2.2 (see Eqns. (5.11)).

In general, the TDDM method is versatile in its treatment of complex atomic systems and allows for the study of such systems that cannot at this stage be investigated by ab initio methods. Although the rate equation method provides the same results as the TDDM method for systems without an AIS resonance, it is clear that the more robust TDDM method is required in order to model a system that includes them.
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Appendices
Appendix A

Adiabatic Elimination of the Neon TDDM Equations

In this appendix the mathematical procedure for the adiabatic elimination of the continuum and its associated physical justifications are presented. Essentially, on a mathematical basis, adiabatic eliminations are possible due to the fact that the evolution time scales are different depending on the TDDM equation under consideration. In particular, the time-evolution of the continuum, off-diagonal elements is very different compared to that of the bound states, as they reach their asymptotic values much faster. In other words, the continuum, off-diagonal elements reach their ‘steady state’ quickly and as such, by definition, $\dot{\rho}_{KL} = 0$ during a timescale over which other variables have not changed their value appreciably. As a result, the ‘fast’ variables must follow the time-evolution of the ‘slow’ variables adiabatically, i.e. almost instantaneously. This effectively eliminates the fast variables from the system of equations since their time dependence is known in terms of the remaining slow variables.

Below, an example of the adiabatic elimination procedure that is used to move from Eqns. (3.3) to Eqns. (3.4) is shown. One begins with the TDDM equation for the population of the ground state of Ne, Eqn. (3.3a);
\[ \sigma_{GG}(t) = 2 \text{Im} \left[ \sum_I \tilde{D}_{GI} \sigma_{IG} \right]. \quad (A.1) \]

This equation relates the rate of change of the ground state population \( \sigma_{GG} \) with the value of all of the off-diagonal elements \( \sigma_{IG} \) between the ground state \( |G\rangle \) and the continuum states \(|I\rangle \). The time-evolution of this off-diagonal element is governed by,

\[
i \dot{\sigma}_{IG}(t) = \Delta_{IG} \sigma_{IG} - \sum_{l'} \tilde{D}_{IG}^{*} \sigma_{II'} + \tilde{D}_{lA} \sigma_{AG} + \sum_{F} \tilde{D}_{IF} \sigma_{FG} + \tilde{D}_{IG}^{*} (\sigma_{GG} - \sigma_{II}).
\]

On setting this derivative to zero, a steady state value for \( \sigma_{IG} \) is obtained. A detailed exposition of the method of adiabatic elimination used here can be found in Ref. [12]. It is assumed that the steady state values of the off-diagonal elements \( \sigma_{IG} \) have been reached at time \( t \). This time \( t \) is assumed to be large enough that the asymptotic value of \( \sigma_{IG} \) has been reached, but, at the same time, is small enough so that it is less than the time needed for \( \sigma_{GG}, \sigma_{II}, \sigma_{AG} \) and \( \sigma_{II'} \) to change a lot. This leads one to the coarse grained version of the density matrix equations, where one is not allowed to consider extremely short times, but the limit of this is dictated by the system. Thus, from now on, \( \partial t \rightarrow 0 \) is not a valid mathematical operation for the forthcoming system of equations. As such one may write:

\[
\sigma_{IG} = -\frac{1}{\Delta_{IG}} \left[ \tilde{D}_{lA} \sigma_{AG} + \tilde{D}_{IG}^{*} (\sigma_{GG} - \sigma_{II}) + \sum_{F} \tilde{D}_{IF} \sigma_{FG} - \sum_{l'} \tilde{D}_{IG}^{*} \sigma_{II'} \right]
\]

and substitute this into the right hand side of Eqn. (A.1) to obtain.
A short discussion is required at this point. The task is to express the fast variables, i.e. the off-diagonal elements that include continuum states, in terms of the slow variables, i.e. the populations. In the above equation, one will notice that this expression includes transition amplitudes of the type \( \tilde{D}_{KL} \) multiplied by either populations \( \sigma_{KK} \) or other off-diagonal elements \( \sigma_{KL}, K \neq L \). Since this is a perturbative approach, one can assume that the field intensities used result in values for the transition amplitudes of less than one. This would mean that higher powers of \( \tilde{D}_{KL} \) are successively smaller than the first power, i.e. \( \tilde{D}_{KL} \ll \tilde{D}_{KL}^2 \ll \tilde{D}_{KL}^3 \ll \ldots \). Also, note that the time-evolution of the off-diagonal elements included in the above expression, namely \( \sigma_{AG}, \sigma_{FG}, \sigma_{II} \), will insert higher order terms of the transition amplitudes, \( \tilde{D}_{KL} \), into this equation. Thus, one should only keep those terms with the lowest order power of the transition amplitudes and obtain

\[
2\text{Im} \sum_I \tilde{D}_{GI} \sigma_{IG} = -2\text{Im} \left[ \sum_I \frac{(\tilde{D}_{GI} \tilde{D}_{IAG} \sigma_{AG})}{\Delta_{IG}} + \sum_I \frac{(\tilde{D}_{GI} \tilde{D}_{IG} (\sigma_{GG} - \sigma_{II}))}{\Delta_{IG}} \right] \\
-2\text{Im} \left[ \sum_I \sum_F \frac{(\tilde{D}_{GI} \tilde{D}_{IF} \sigma_{FG})}{\Delta_{IG}} - \sum_I \sum_{I'} \frac{(\tilde{D}_{GI} \tilde{D}_{IG} \sigma_{II'})}{\Delta_{IG}} \right].
\]

Note that, in general, \( \sigma_{GG} \gg \sigma_{II} \), since when the ground state is ionised its population is distributed among a large number of continuum states \( |I \rangle \). Therefore, the population of each individual continuum state must be much smaller compared to that of the Ne ground state. Of course, this is only true when the ground state is not completely depleted. Therefore, it is legitimate to ignore the second integral on the right hand side of Eqn. (A.2), so that one has

\[
2\text{Im} \left[ \sum_I \tilde{D}_{GI} \sigma_{IG} \right] = -2\text{Im} \left[ \sum_I \frac{|\tilde{D}_{GI}|^2}{\Delta_{IG}} \sigma_{GG} - \sum_I \frac{|\tilde{D}_{GI}|^2}{\Delta_{IG}} \sigma_{II} \right].
\]
\[ 2\Im \left[ \sum_f \tilde{D}_{GI} \sigma_{1G} \right] = -2\Im \left[ \sum_f \frac{|\tilde{D}_{GI}|^2}{\Delta_{1G}} \sigma_{GG} \right] + O(\tilde{D}^3) + O(\frac{\sigma_{II}}{\sigma_{GG}}). \]

In order to simplify the notation in the following equations \( I' \) has been used instead of \( I \), and \( i' \) instead of \( i \) so that the complex number \( i \) can be used without confusion.

In this equation, the remaining integral includes a pole in the continuum, which makes the integral complex. There is a standard technique for evaluating such integrals, which makes use of the Cauchy principal value relation:

\[
\lim_{\epsilon \to 0} \frac{1}{x - i\epsilon} = \mathbb{P}(\frac{1}{x}) + i\pi \delta(x).
\]

Exploiting the above relation and noting that \( E_{I'} = E_{i'} + \varepsilon_{i'} \) one obtains

\[
2\Im \left[ \sum_f \frac{|\tilde{D}_{GI}|^2}{\Delta_{fG} - \omega} \right] = 2\Im \left[ \sum_{i'} \int \varepsilon_{i'} \frac{|\tilde{D}_{g'i'}|^2}{E_{i'} + \varepsilon_{i'} - E_G - \omega} \right],
\]

\[
= 2\Im \left[ \lim_{\epsilon \to 0} \sum_{i'} \int \varepsilon_{i'} \frac{|\tilde{D}_{g'i'}|^2}{(E_{i'} + \varepsilon_{i'} - E_g - \omega) - i\epsilon} \right],
\]

\[
= 2\Im \left[ \sum_{i'} \left( \int \varepsilon_{i'} \frac{|\tilde{D}_{g'i'}|^2}{E_{i'} + \varepsilon_{i'} - E_g - \omega} + i\pi |\tilde{D}_{g'i'}|^2 \varepsilon_{i'} = \Delta_{i'g} \right) \right],
\]

\[
= 2\pi \sum_{i'} |\tilde{D}_{g'i'}|^2 \varepsilon_{i'} = \Delta_{i'g} = \sum_{i'} \gamma_{i'g} = \gamma_g.
\]

The subscript \( \varepsilon_{i'} = \Delta_{i'g} \) has been introduced in order to denote that the matrix element \( D_{i'g} \) should be evaluated at the continuum state with energy \( \varepsilon_{i'} = \Delta_{i'g} = E_{i'} - E_g - \omega \). This is equivalent to making the assumption that the dipole matrix element does not vary much around this region. The equation for the derivative \( \dot{\sigma}_{gg}(t) \) is then the final result, as shown in Eqn. (3.4a),

\[
\dot{\sigma}_{gg}(t) = -\gamma_g \sigma_{gg},
\] (A.3)
which in standard textbooks is commonly known as Fermi’s golden rule.
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