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ABSTRACT 

Lately, significant research efforts are put in the area of designing smart cities by both 

academia and industry focusing on making use of city facilities (buildings, infrastructure, 

transportation, energy, etc.) in order to improve peopleôs quality of life and create a sustainable 

environment. Vehicular ad hoc networks (VANET) play a main role in supporting the creation of 

smarter cities. VANET are based on ñsmartò inter-vehicle communications and with the 

infrastructure via so called V2X communications (i.e. V2V ï vehicle-to-vehicle and V2I/I2V ï 

vehicle-to-infrastructure/infrastructure-to-vehicle). V2X communications demonstrated their huge 

potential when designing not only intelligent transportation solutions, but also green transportation 

solutions. Most of the research in this area targets a single class of VANET users represented by the 

car drivers. This thesis addresses different types of users, mainly the cyclists, as cycling is one of 

the most sustainable and green forms of transportation.  

The thesis proposes three main solutions: Speed Advisory System for Electric Bicycles 

(SAECy), an Energy Efficient Weather-aware Route Planner solution for Electric Bicycles 

(eWARPE) and a Fuzzy Logic-based Clustering Scheme (FuzzC-VANET)  over vehicular 

networks. SAECy provides on-route assistance to the cyclists in order to improve their cycling 

experience and reduce the energy consumption in the particular case of electric bicycles. SAECy 

uses mainly I2V communication for obtaining traffic light related information, but also weather 

information. eWARPE provides off-route assistance to the cyclists in order to support them in 

avoiding the adverse weather conditions as much as possible, but also to save the battery in the 

particular case of electric bicycles. FuzzC-VANET is a generic clustering scheme dedicated for 

VANET that can be employed for information dissemination in SAECyôs context in order to 

enhance its performances and to increase the accuracy of weather information. FuzzC-VANET is 

also a response to two of VANET main issues, stability and scalability, and extends its benefits on 

all the other classes of users (i.e. drivers of different types of vehicles) in VANET.  

The performance of the proposed solutions was evaluated through multiple assessment 

techniques: experimental testing based on a real test-bed, interviews and online questionnaire to 

measure the need for the solution proposed and the interest of users and simulations based on highly 

realistic scenarios.The results clearly show improved performance of the proposed solutions in 

comparison with other similar state-of-the-art solutions.  
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Chapter 1 

  

INTRODUCTION  

  

 

1.1. Motivation  

Nowadays, smart cities represent a hot research topic for both academia and industry. The 

goal of this research is to make use of city facilities (buildings, infrastructure, transportation, 

energy, etc.) in order to improve peopleôs quality of life and create a sustainable environment [1]. 

There is a considerable number of initiatives/projects that relate to smart cities.  For instance, in 

2010, IBM has launched IBM Smarter Cities
1
 challenge, aiming to support 100 cities around the 

world in addressing some of their critical challenges. In the meanwhile the program has been 

extended to include 116 cities to date and the program has already been scheduled to run in 2016, 

too. In September 2015, US Government launched a smart cities initiative
2
 aiming to improve cities 

services.$ 160 million were allocated for this initiative. In 2010, in the context of ñStrategic Energy 

Technologies Information Systemò, European Commission has launched the European Initiative on 

Smart Cities
3
 with the main goal of reducing the greenhouse gas emissions by 40% by 2020, as 

compared to 1990. This initiative addresses four dimensions of the city: buildings, heating and 

cooling systems, electricity and transport. Related to transport, the declared aim is to build 

intelligent public transportation systems based on real-time information, traffic management 

                                                           
1 IBM Smarter Cities Challenge. http://smartercitieschallenge.org/ 
2White House official website, https://www.whitehouse.gov/the-press-office/2015/09/14/fact-sheet-administration-announces-new-smart-
cities-initiative-help 
3 European Commission, SETIS project website, http://setis.ec.europa.eu/implementation/technology-roadmap/european-initiative-on-

smart-cities 
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systems for congestion avoidance, promote cycling and walking. In 2011, European Commission 

has launched the Smart Cities and Communities initiative, that covered only energy, but in 2012 

this initiative emerged into the European Innovation Partnership for Smart Cities and Communities
4
 

that covered also the ICT (Information and Communication Technology) and transport sectors. 

 According to [2], the air pollution kills more than 3 million people across the world every 

year, about 3.5 million to be more exact, and causes health problems from asthma to heart disease 

for many other people. In the countries adhering to the Organisation for Economic Co-operation 

and Development (OECD), the cost of the health impact of air pollution was about 1.7 trillion 

dollars in 2010, data that included deaths and illness [2]. Road transport accounts for about 50% of 

this cost. In US for instance, road transport accounts for 27% of CO2 emissions [3]. Therefore, it is 

not surprising that smart transportation that relates to intelligent and green transportation solutions 

represents a key dimension of smart cities research.  

Cycling is considered one of the most sustainable and green forms of transportation, a fact 

acknowledged by the smart transportation initiatives in particular and smart cities initiatives in 

general. As such, promoting cycling is listed as main objective by both the European Initiative on 

Smart Cities and European Innovation Partnership for Smart Cities and Communities [4], [5]. 

Cycling can be the answer to many problems of the nowadays society such as greenhouse gas 

emissions, traffic congestion, parking, etc. Therefore, promoting cycling was not only an initiative 

in the new context of smarter cities, but also many governments had this on their agenda long 

before the concept of smart cities was introduced. National policies were proposed and adopted 

with the sole aim of promoting cycling in quite a considerable number of countries more than ten 

years back [6] ï [8]. As a result, cities have started to become more cycling friendly, new cycling 

facilities have been built. One of the consequences of these policies was the successful adoption of 

bike sharing schemes that currently is spread in cities all over the world [9], [10]. One of the actions 

enlisted by these cycling policies is the development of advanced telematics, namely systems that 

bring benefits to cyclists, thus encouraging them to cycle more. As noticed by the European 

Innovation Partnership for Smart Cities and Communities, but also when evaluating the 

implementation of these cycling policies (e.g. the audit of Dublin City Council on the Ireland 

National Cycle Policy Framework in Dublin [11]) not many steps have been made in the direction 

of providing such technical solutions. In European Innovation Partnership for Smart Cities and 

Communities one of the listed goals is to employ ICT in designing technical solutions that promote 

and support cycling. 

                                                           
4 European Commission, Smart Cities project website, http://ec.europa.eu/eip/smartcities/index_en.htm 
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Vehicular ad hoc networks (VANET) or simply vehicular networks are considered to play a 

crucial role in supporting the creation of smarter cities. VANETs are based on ñsmartò inter-vehicle 

communications and information exchange with the infrastructure via so called V2X 

communications (i.e. V2V ï vehicle-to-vehicle and V2I/I2V ï vehicle-to-

infrastructure/infrastructure-to-vehicle). VANETs demonstrated their huge potential when 

designing not only intelligent transportation solutions and traffic management systems [1], but also 

green transportation solutions [12], [13]. The latter category was mostly focused on V2X 

communications aiming to reduce fuel consumption and gas emissions. With the increased 

popularity of electric vehicles (EV), the focus has been recently moved on how V2X 

communications can help EVs save energy. So far, these solutions targeted exclusively the electric 

cars, but there are also electric bicycles. Moreover, most VANET research is dedicated to cars, 

although bicycles are also important in the context of vehicular networks. Therefore there is a need 

to integrate the research in this space [14], [15]. Ongoing efforts are made in this direction in the 

context of the EU FP7 VRUITS
5
 project for instance. To the best of our knowledge the only 

VANET-based application that focuses on bicycles and that was proposed so far is the cooperative 

automatic emergency breaking system that help the driver in avoiding possible collisions with the 

cyclists ï in emergency cases and if the driver does not take any action, the car is stopped 

automatically ï, while warning the cyclist at the same time. This is proposed in the context of 

VRUITS and some preliminary tests/trials were released in this project in 2015 [16].   

1.2. Problem Statement and Proposed Solutions 

As seen in the previous section, there is an ongoing effort of promoting cycling, one of the 

greenest mean of transportation. However, the efforts put so far are not enough to meet for instance 

the targets imposed by national policies [11], and therefore other approaches are strongly 

encouraged. One gap identified is the lack of technical solutions aiming to address the needs of the 

cyclists, especially regarding the factors that demotivates people from cycling. There are several 

such factors demotivating people from cycling among which are: safety, weather conditions, road 

conditions, etc. [17].  

Lately, a modern form of cycling which uses electric bicycles has gained popularity. 

Research reports show that there is and there will be a worldwide increase of electric bicycles in the 

next years [18], [19]. Electric bicycles have many benefits. Like traditional bicycles, electric 

bicycles are environmentally friendly and are associated with very low gas emissions when 

compared to other vehicles. According to a study performed in 34 major cities in China [20], the 

CO2 emissions of electric bicycles are between 14-27g/pkm (passenger kilometre), about 10 times 

less than when compared to conventional vehicles and 9 times less than when compared to electric 

                                                           
5 EU FP7 project VRUITS website, http://www.vruits.eu/ 
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cars. In a top of 7 greenest vehicles
6
, electric bicycles are situated second with 5-30g CO2e/km 

depending on the type of fuel used for the generation of electricity, just after the traditional bicycles 

that have also associated some CO2 emissions if their production is considered. Electric bicycles 

improve the traditional riding experience, especially for the people who are not so fit, require 

significantly less effort and decrease time travel. In comparison with other green vehicles, electric 

bicycles have lower energy cost per distance travelled [21] and avoid other additional costs (e.g. 

parking, insurance, registration, etc.). Consequently, it is not a surprising fact that electric bicycles 

are the most popular of all EVs and their popularity is increasing. 

Similar factors that affect traditional cycling (i.e. safety issue, weather conditions, road 

conditions) also affects electric bicycles. Weather conditions are affecting the cyclists the most 

among the traffic participants, bad weather conditions, such as wind and rainfall, are not pleasant 

for the rider and they are main de-motivators for cycling [17]. Moreover, electric bicycles have a 

weak point related to the same aspect that makes them capable of providing some of the already 

mentioned advantages to the cyclists: the battery. Due to the battery, electric bicycles are in general 

heavier than traditional bicycles with a varying extra-weight of 2 to 5kg that corresponds to the 

battery weight. Furthermore, the battery has a relative short autonomy, in the 16km-50km range 

(i.e. affected in time by the number of charges) and a long charging cycle between 2 and 6 hours 

[21]. This relative long period makes performing research to find power-saving solutions for 

electric bicycles of very high interest.  

In order to address these challenges this thesis proposes a VANET-based Intelligent 

Advisory Solution for Bicycle Eco-riding and Eco-routing that makes use of a Speed Advisory 

System for Electric Bicycles (SAECy), and an Energy Efficient Weather-aware Route Planner 

solution for Electric Bicycles (eWARPE) that provides off-route assistance to the cyclists. 

Moreover a Fuzzy Logic-based Clustering Scheme (FuzzC-VANET)  over VANETs is proposed. 

SAECy provides on-route assistance to the cyclists aiming to improve the cycling experience and 

reduce the cyclistsô effort in the case of bicycles in general and the energy consumption in the 

particular case of electric bicycles. SAECy is based mainly on the traffic light to vehicle (i.e. I2V) 

communication for obtaining traffic light related information, but also weather information. 

eWARPE provides off-route assistance to the cyclists supporting them to avoid the adverse weather 

conditions and to save the battery in the case of electric bicycles. FuzzC-VANET is a generic 

VANET clustering scheme that can be employed for information dissemination in SAECyôs context 

in order to enhance its performances and to increase the accuracy of weather information. As 

mentioned in the previous section, VANET is an emergent technology with huge potential in the 

context of smart transportation in general and in supporting cycling in particular. However, before 

                                                           
6 Shrink That Footprint website, http://shrinkthatfootprint.com/7-green-vehicles 
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the full adoption and deployment of this technology, there are several challenges that need to be 

addressed. Scalability and stability are among these main challenges [1], [22], [23]. FuzzC-VANET 

is also a response to these issues. 

  Thus, the proposed Intelligent Advisory Solution for Bicycle Eco-riding and Eco-routing 

provides on-route and off-route assistance for electric bicycles in particular and bicycles in general, 

energy savings being translated into reduced effort on behalf of the cyclist. FuzzC-VANET extends 

its benefits on all the other classes of users (i.e. drivers of different types of vehicles) in vehicular 

networking. 

A more detailed overview of the solutions proposed which represent contributions of this 

work, is given in the next section. 

 

1.3. Contributions to the State of the Art 

The contributions of the research work presented in this thesis are as follows: 

¶ SAECy represents a novel vehicular communications-based speed advisory system 

dedicated to electric bicycles. The solution belongs to the class of Green Light 

Optimal Speed Advisory (GLOSA) systems based on the I2V communications and 

is the first GLOSA system dedicated to electric bicycles. The proposed solution 

recommends strategic riding (i.e. the appropriate speed) when bicycles are 

approaching an intersection to avoid high power consumption scenarios. Moreover, 

the approach also includes an innovative Fuzzy Logic-based wind-aware speed 

adaptation policy as among all the other vehicles, bicycles are mostly affected by the 

wind. The benefits of the solution translate not only in energy-efficiency, but also in 

an increased user quality of experience, as the waiting times at traffic lights are 

reduced or even avoided. 

¶ eWARPE represents a step forward for the cycling route planners, going beyond 

planning the route itself (how to get from point A to point B). eWARPE is planning 

the optimal departure time for the route: when to leave from point A towards point B 

on the previously planned route. The solution makes use of the weather information 

in order to recommend the departure time that allows the cyclist to avoid the adverse 

weather conditions as much as possible and to increase the energy savings of the 

electric bicycle. 

¶ FuzzC-VANET  is a general Fuzzy Logic-based CH-based clustering scheme over 

VANETs, the first, to the best of our knowledge, to employ Fuzzy Logic as the main 
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decision tool in choosing the CH. Creating a clustered network model, this scheme 

solves some of the main issues of VANET, namely scalability and stability issues. 

As a consequence of this, the V2V communications in the network will have an 

increased throughput as it will be seen in the next chapters. Solving the scalability 

and stability issues, the clustering scheme creates a base for MAC, routing protocols 

and information dissemination. In the latter case, it is known that clusters contain 

local-based and highly up-to date information. In disseminating weather 

information, these two characteristics are highly important and in this context it is to 

be mentioned that there are quite a few applications that are based on VANETs 

capacity of providing weather information, one of this being our previously 

proposed SAECy. An instantiation of FuzzC-VANET is also proposed that is based 

on a hybrid VANET architecture. 

 

1.4. Structure of the thesis 

The thesis was structured in six chapters as follows: 

¶ Chapter 1 presents motivation for the research work conducted, identifies the 

problem and gives a short overview of the proposed solutions. The chapter also 

presents the main contributions of this thesis. 

¶ Chapter 2 introduces technical background for the work presented in this thesis.  

¶ Chapter 3 presents a comprehensive survey of the current works from the areas of 

research that relate to the work presented in this thesis: green transportation 

solutions, FL-based solutions and clustering algorithms, all in the context of 

VANETs.   

¶ Chapter 4 presents the solution architecture and algorithms of SAECy, eWARPE 

and FuzzC-VANET, the solutions proposed in this thesis. 

¶ Chapter 5 presents performance evaluation of the proposed solutions. 

¶ Chapter 6 draws conclusions of the thesis and presents possible future work 

directions.  
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Chapter 2 

  

TECHNICAL BACKGROUND  

  

 This chapter describes the main technical concepts that are used throughout the thesis. It 

starts by introducing the vehicular networks, their architectures, main characteristics and 

applications. Then, it introduces Fuzzy Logic and clustering concepts in the context of vehicular 

networks, as the contributions of this thesis are based on them.   

 

 

 

2.1. Vehicular Networks 

2.1.1. Vehicular Networks Overview 

Vehicular Ad-hoc Networks (VANET) or simply vehicular networks are a novel class of 

mobile ad-hoc networks (MANET), where the mobile nodes are in fact vehicles. Although VANETs 

are a class of MANETs, they have specific characteristics that differentiate them, characteristics that 

will be discussed in section 2.1.4. Vehicular networks are very important as they play a crucial role 

in supporting the creation of smart cities. Smart cities represent a hot research topic both for 

academia and industry. The main purpose of smart cities is to make use of city facilities (e.g. 

buildings, infrastructure, transportation, energy, etc.) in order to improve peopleôs quality of life 

while creating a sustainable environment. In this context, smart transportation, as a fundamental 

dimension of smart cities, relates to both intelligent and ñgreenò transportation solutions. VANETs 
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demonstrated their huge potential when designing not only intelligent transportation systems (ITS) 

and traffic management systems [1], but also green transportation solutions [12], [13].  

VANETs are based on communications between vehicle to vehicle (V2V), vehicle to 

infrastructure (V2I) or infrastructure to vehicle (I2V), generally referred as V2X communications. 

This type of communications is supported by a novel type of wireless access paradigm called 

Wireless Access for Vehicular Environment (WAVE). WAVE includes a suite of standards 

dedicated to communication in vehicular environments which will be presented in the next section. 

Note that V2X communications refer exclusively to the communications supported by WAVE (e.g. 

if the communication between a vehicle and another vehicle is done via another type of access 

technology such as WiFi for instance, this communication will not be referred to as V2V 

communication). In addition to V2X communications, other types of technologies are also used in 

supporting vehicular communications. Depending on how these VANET enabling technologies are 

employed in vehicular communications, three types of VANET architectures are defined: pure ad-

hoc, pure WLAN/cellular and hybrid [23], [24]. Figure 2.1(a) presents the ad-hoc architecture, while 

Figure 2.1 (b) and Figure 2.1(c) present pure WLAN/cellular, respectively hybrid architecture.  

In the ad-hoc architecture, there are V2V communications only, without any infrastructure 

support. This situation is widely encountered as infrastructure and wireless access points are not 

everywhere and their deployment is limited by the cost or geography.  

In the WLAN/cellular architecture, cellular base stations and WLAN access points facilitate 

vehiclesô connection to the Internet and provide support for vehicular communications-based 

applications. In this type of architecture the vehicles do not have support for direct communication 

with each other in a distributed manner with few exceptions. An exception to this direct 

communication approach is the case when the vehicles are travelling in groups and they can inter-

communicate via WiFi. However, if the vehicles do not have similar mobility pattern, 

communication via WiFi is not possible. Cellular networks have a centralized architecture so they do 

not provide any native support for direct communication between vehicles and all communications 

are done via infrastructure. Among the cellular technologies, Long Term Evolution (LTE) appears to 

be the most promising enabling technology for vehicular applications due to the high data rates 

provided, support for high mobility (up to 350km/h) and high market penetration ï LTE was 

confirmed as the fastest developing mobile system technology ever
7
. However, so far, it appears 

likely that LTE alone is not capable of supporting vehicular applications, especially applications that 

require an intense exchange of information between vehicles or during rush hours [26].  Moreover, 

there are already many studies showing that the huge growth in data will be almost impossible to be 

                                                           
7
 GSM/3G Stats, GSA website, http://www.gsacom.com/news/statistics, accessed November 2015 

http://www.gsacom.com/news/statistics
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supported by the cellular networks at all in the near future [27]. Therefore, even if cellular 

technology is used in the VANET architecture, it is preferably to limit the amount of communication 

via these technologies as much as possible. In this context, solutions such as clustering can be 

successfully employed to limit cellular network communications.   

In the hybrid architecture all types of communications are present. Vehicles can talk to each 

other and exchange information (V2V communications), but also can communicate with the fixed 

infrastructure that is potentially deployed alongside the road and is referred to as road side units 

(RSU) (V2I) or with access points, or wireless towers (WLAN, cellular). This is the most complex 

architecture and provides support for complex applications, for instance infotainment applications 

which require rich content are based on this type of architecture, but also complex traffic 

management systems.  

In VANET architectures the communication capabilities of a vehicle are provided by an in-

vehicle component referred to as the on-board unit (OBU) that can have multiple network interfaces 

(e.g. V2X, UMTS, LTE, etc.). Note that this component was envisioned to be integrated in cars by 

the car manufactures, but OBU can stand for different devices with wireless capabilities such as the 

driverôs smartphone because WAVE technology can be enabled in smartphones as stated in [137]. 

This aspect is facilitating the integration of two-wheel vehicles (i.e. bicycles, electric bicycles, 

motorcycles) in VANET-based solutions.  

OBU also supports intra-vehicle communication needed to collect data from the vehicleôs 

sensors and devices, data that is then used in the applications enabled by VANET. Data processing or 

any other computational processing is done by a unit called application unit (AU). Note that these 

units can be physically integrated or separately (or they can consist of a group of components) being 

defined as such from a conceptual point of view. Most VANET applications assume that the position 

of the vehicle is known, so a GPS or other positioning system is considered to be either integrated in 

OBU or complement OBU. 

 

Figure 2.1.     (a) Ad-hoc Architecture                    (b) WLAN/cellular Architecture 
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Figure 2.1.      (c)  Hybrid Architecture 

 

2.1.2. Supporting Standards 

V2X communications are supported by many standards and among the main and the most 

important are the ones developed by IEEE under the name: Wireless Access for Vehicular 

Environment (WAVE). WAVE contains the following standards dedicated to vehicular environment 

[28]: IEEE 802.11p and IEEE P1609.x standards. IEEE 802.11p, developed to provide wireless 

access to vehicles, is a new amendment of IEEE 802.11 that was ratified in July, 2010 [29]. Its aim 

was to make IEEE 802.11 suitable to the ever-changing transportation environment and able to deal 

with very short latencies. IEEE 802.11p was based upon the allocation of the Dedicated Short Range 

Communications (DSRC) spectrum band. This initiative started in USA in 1999 and has allocated 

dedicated spectrum of frequency to be used exclusively by V2X communications. Seven channels of 

10MHz in the 5.9GHz range are allocated for use in DSRC/IEEE 802.11p standard. Figure 2.3 

presents the channel assignment in North America: out of the 7 channels, 6 are service channels 

(SCH), while the one left is the control channel (CCH) which is reserved for system control and 

safety messages. One SCH channel is dedicated to safety messages as well, whereas the rest of SCHs 

are mainly used to exchange non-safety and larger data. The next steps were the allocation of 

dedicated spectrum in Europe and Japan. Figure 2.4 shows the DSRC spectrum allocation across the 

world. 

In Europe, the European Telecommunication Standards Institute (ETSI) defined a profile 

standard of IEEE 802.11p [138] in order to adapt the 802.11p to the European spectrum. Moreover, 
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ETSI defined in a standard the ITS station and communication reference architecture that covers the 

whole network stack [139]. Figure 2.2 presents this reference network stack. Note a new layer is 

introduced, Facilities layer, in comparison to traditional network layers such as Network and 

Transport, Access Technologies. This provides a collection of functions in order to support ITS 

Applications. It provides data structures for storage and aggregates and maintains data that is either 

local (e.g. from vehicleôs sensors), or received from the network.  

There are two other components in Figure 2.2 : ITS Management and ITS Security. The 

first one is in charge with ITS station configuration and with the cross-layer exchange of 

information, while the second one is in charge with security and privacy issues over the layers. 

 

Figure 2.2.      Reference Protocol Stack of an ITS Station [139] 

Similar to ETSI, IEEE WAVE developed the IEEE P1609.x suite of standards covering the 

entire VANET scope of services from application down to the MAC layer, as IEEE 802.11p already 

covers the Physical and MAC layers. These are as follows: 

- IEEE P1609.0 [135] is the WAVE Architecture describes the WAVE architecture and 

services necessary for multi-channel DSRC/WAVE devices to communicate in a mobile 

vehicular environment. 

- IEEE P1609.1 [30] is the WAVE Resource Manager standard, defining the interfaces and 

services of WAVE applications and the format of data messages. 

- IEEE P1609.2 [31] is the WAVE Security Services for Applications and Management 

Messages standard that defines the WAVE security: anonymity, authenticity and 

confidentiality and also the exchange of messages. 

- IEEE P1609.3 [32] is the WAVE Networking Services that defines routing and transport 

services. It provides description and management to the protocol stack, network 

configuration management and also provides the transmission and reception of WAVE short 

messages. 
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- IEEE P1609.4 [33] is the WAVE Multi-channel Operations that provides enhancements to 

the IEEE 802.11p MAC in order to support frequency band coordination and management.  

- IEEE P1609.6 [133] is the WAVE Remote Management Services that will provide inter-

operable services in order to manage WAVE devices that comply to IEEE Std. P1609.3.  

- IEEE P1609.11 [134] is the WAVE Over-the-Air Electronic Payment Data Exchange 

Protocol for ITS that defines the services and secure messages formats dedicated to secure 

electronic payments. 

- IEEE P1609.12 [136] is the WAVE Identifier Allocations that provides identifier values 

allocated to WAVE systems. 

 

     Figure 2.3.       DSRC Channel Assignment in North America [132]  

 
    Figure 2.4.     DSRC Spectrum Allocation Worldwide 

 

There are also specifications in the proposed standards for various types of messages such as 

cooperative awareness messages (CAM) [139], signal phase and timing messages (SPAT) [140], 
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[142], and mechanisms for dissemination of these messages such as the publish-subscribe 

mechanism specified in CEN/ISO 17429 [143]. The SPAT message details are further presented as it 

is of particular interest in the context of this thesis.  

SPAT is specified both by IEEE and ETSI, but its format was standardized by SAEJ2735 

[140] and accepted by the previous standardization bodies in their proposed architectures for 

VANET/ITS. SPAT message reflects the current traffic light state of all lanes, in all approaches, in a 

single intersection.  Figure 2.5 presents the simplest type of a SPAT message that consists of 2 states: 

one for the current active lanes (green light) and one for the current inactive (red light). Lanes 1 and 

2 are the active ones as for these the SignalState parameter of the SPAT message indicates the green 

light. Note that in the figure the parameters are not assigned the specific values (i.e. as they are in the 

message), but the values are explained in detail. TimeToChange parameter indicates the time until 

the current colour is changing, in the given example, for lanes 1 and 2 is 12.3 seconds till the green 

light will change.   

SPAT messages are usually accompanied by map data (MAP) [141], [142], also known as 

Geometric Intersection Description (GID)  when refers to the dynamic description of an intersection 

that provides map data information useful to the applications using SPAT messages.  

 

       

 

Figure 2.5.      SPAT message example 
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2.1.3. VANET Applications  

A large plethora of applications have been proposed for VANETs. These can be categorized 

in three big classes [34]: active road safety applications, traffic efficiency and management 

applications and infotainment applications.  

Active road safety applications aim to provide a safer driving environment by reducing the 

probability of accidents and preventing the loss of lives. Such applications are traffic signal violation 

warning, emergency electronic brake light, pre-crash sensing, lane change warning, cooperative 

forward collision warning, etc. [35] ï [40]. These are all pro-active approaches that are trying to 

avoid accidents. Reactive safety approaches based on VANETs can be developed in the context of 

emergency systems. ñGreenò routes for emergency vehicles can lead to saving human lives. In a 

recent survey, Martinez et al. [41]emphasized both the great potential of V2I/V2V communications 

in enhancing the emergency services and the need of designing systems based on this type of 

communications to ensure efficient emergency service delivery. The architecture and principles of a 

complete solution, a VANET-based traffic management system ensuring ñgreenò routes for 

emergency vehicles has been proposed in [42]. 

Traffic efficiency and management applications aim to improve the overall efficiency of 

transportation by managing the navigation of the vehicles via cooperative co-ordination (e.g. 

cooperative adaptive cruise control [43]). Also, they aim to improve not only the overall efficiency, 

but also the efficiency per vehicle via speed management applications (e.g. avoiding stopping to the 

intersection, [48], [49]). This latter type of applications are situated somewhere at the border between 

safety and infotainment applications. 

Infotainm ent applications are applications that are not directly related to traffic safety or 

efficiency, but they are designed for the needs and comfort of vehicular users. These applications can 

be split into two big classes: entertainment applications and driver assistance applications.  

Entertainment applications include solutions for different service delivery such as 

multimedia delivery and live video streaming over VANETs [44], [45], file-sharing and gaming 

platforms over VANETs [46], [47]. 

Driver assistance applications comprise many VANET-based solutions. This type of 

applications provide the driver with information useful in driving process, but not only (e.g. 

applications that provide valuable information for driver, such as price of fuel or closest charging 

station, are also included). Example of such applications are routing applications [50] - [53], free 

parking discovery applications [54], [55], tolling applications [56], [57], applications that give 
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driving advice based on certain criteria (e.g. how to drive in certain conditions in order to reduce gas 

emissions fuel or energy consumption, [48], [49]), etc. 

2.1.4. VANET Characteristics and Challenges  

VANETs have specific characteristics that differentiate them from any other type of ad-hoc 

networks. Some of these characteristics are very attractive for the researchers, while others are 

creating new technical challenges that need to be addressed. To the first mentioned class subscribe 

the following aspects:  

Theoretical unlimited power, due to the fact that the vehicle-node is capable of generating 

itself power while moving. In the case of the mobile nodes of classic MANETs, power is a very 

serious issue. However, this characteristic is not applicable in the case of EVs, where energy 

preservation is vital for increasing the range of the EVs.  

High computational and storage capabilities: unlike the handheld devices in the classic 

MANETs, vehicles can afford significant computational, storage and communication capabilities. 

This capability is partially made possible by the previous mentioned characteristic (i.e. power) and is 

not applicable in general for two-weels vehicles where OBU is replaced usually by a handheld 

device. 

Predictable mobility is possible in VANETs due to the fact that vehicle movement is 

constrained by the roads, traffic regulations and driver behavior. So, given parameters such as the 

current position, current speed, route, average speed and/or learning driver behavior, it is possible to 

predict the next position of the vehicle. On the contrary, the mobility of the classic MANETs nodes 

is very hard to predict. 

To the challenging class of VANET characteristics subscribe the following issues: 

High mobility . Vehicle-nodes have very high speed compared to the nodes in MANETs. In 

highway scenarios speeds of up to 300km/h may occur, while in city scenarios speeds of up to 50-

70km/h are encountered. 

Rapidly changing topology. The aforementioned high mobility of VANET nodes leads to a 

frequent link disconnection between the vehicle-nodes and consequently to a rapidly changing 

technology of VANETs.   

Diversity of conditions that mainly refer to the diversity of the network density that can be 

very sparse or on the contrary, very dense. In a city scenario, especially during rush hours, the 

network is extremely dense, while in a highway scenario the network can be very sparse.  
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Frequently disconnections in the network that are mainly caused by the two previous 

mentioned characteristics. Road dead-ends is another factor that can produce frequent disconnections 

in VANETs. 

Potentially large scale. VANETs are networks with a potential high number of nodes. There 

is no limitation in terms of number of nodes, as it is in the case of other networks, so vehicle-nodes 

can potentially expand over the entire road network. 

Diversity of applications. As presented in the previous section, a large plethora of 

applications have been envisioned for VANET: traffic safety applications, traffic management and 

efficiency applications, infotainment applications from multimedia applications to driver assistance 

applications. The requirements of these applications are as diverse as their range is. Consequently, 

VANETs dedicated technology needs to be designed so these networks can cope with all this 

diversity of applications.  

In the presence of these characteristics, some of the main technical challenges of VANETs 

are imposed in the context of MAC protocols, security, routing and data dissemination protocols and 

service delivery architectures due to the frequent disconnections [23]. MAC protocols are considered 

to be a key issue in the design of VANETs [34]. Efficient MAC protocols need to be specifically 

designed for VANETs in order to cope with the high dynamic environment caused by the high 

mobility and rapidly changing topology. In addition, MAC protocols designed for VANETs need to 

fulfill the requirements of all the diverse application types. As such, they need to be able to provide 

quality of experience (QoS) for non-safety applications (such as infotainment applications) and 

reliability for safety applications. Routing protocols in VANETs need to be able to cope with their 

rapidly changing topology, but also with the different types of networks densities and diversity of 

applications. Data dissemination in the conditions of potentially large number of nodes must take 

into account the efficient usage of the available bandwidth. Data aggregation addresses this issue in 

the context of data collection, avoiding the dissemination of the similar information in the network. 

In such a dynamic environment, security protocols become a challenge as an optimal trade-off 

should be found between safety and complexity. 

Socio-economic challenges (i.e. the cost of the infrastructure needed for the deployment of 

VANET solutions and market penetration of V2X communication technologies) were included as 

well among the main challenges of VANETs [58]. Two solutions were proposed for the latter 

problem that either enforce a regulative order, or deploy user-oriented applications in order to 

advertise the added value of the technology [23], [59]. While steps towards imposing the adoption of 

the V2X communication technologies for new vehicles through regulation have been made (e.g. in 

USA), it is likely there will be long periods of time during which the penetration rate of these 
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technologies will be very low (e.g. in USA alone it will take more than 10 years to acquire 100% 

penetration rate if a new technology will start to be deployed on vehicles now) [59]. In this context, 

the deployment of user-oriented applications appears to be the best solution to fasten the market 

penetration of these technologies. 

 

2.2. Fuzzy Logic and Vehicular Networks 

 

2.2.1. Introduction to FL  

FL, first introduced in 1965 by Prof. Zadeh, was defined as an ñattempt to mimic human 

control logicò [60].  FL, an extension to the binary logic, uses continuous values in the [0, 1] 

interval and allows for the usage of linguistic variables. Thus, FL is the only mathematical 

framework able to do the reasoning based on linguistic information and simulate the human 

reasoning. Moreover, FL is able to deal with uncertainty and imprecision, model non-deterministic 

problems and also deal with multiple parameters that describe the problem modeled. This makes it 

suitable to modeling and solving a wide-range of real-world problems. FL had a huge impact, being 

used on a wide scale and in many domains, including engineering, medicine, science, and business. 

Applications of FL include: intelligent control systems, decisional systems, information systems, 

pattern recognition systems (e.g. image processing, machine vision), prediction systems or systems 

that detect different conditions (e.g. faults detection systems in automotive or process diagnostics 

systems). There are many well-known, successful FL applications deployed in the industry. 

Examples of such applications are: Sendai subway control (Hitachi), aircraft control (Rockwell 

Corporation), cruise control (Nissan vehicles), self-parking model car (Tokyo Technology 

University), elevator scheduling (Hitachi, Mitsubishi, Fujitech), stock market analysis (Yamaichi 

Securities), TV picture adjustment (Sony), video camera autofocus (Sanyo, Canon) [61]. Besides 

these well-known industrial applications, many of current research works in different areas further 

explore the huge potential of FL. Telecommunication area subscribes to these various areas where 

FL was successfully employed in solving various challenges and its potential is still being explored. 

Some of the first FL applications in telecommunications have been analyzed in [62] and include: 

queue modeling, faults and other conditions detection in the telephone networks, decision making in 

an automated very high frequency, dynamic assignments of radio channels and control applications 

in the context of asynchronous transfer mode networks such as congestion or call admission control. 

Since then, the telecommunication field evolved, but FL continued to be applied in new areas of 

Telecommunications. The newest applications are in the context of wireless networks (e.g. decision 

making in network selection [63]), wireless sensor networks (e.g. decision making in energy-aware 

routing and clustering or security protocols [64]) and more recently in the context of cognitive radio 
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networks (e.g. FL reasoning can be employed in inferring the ñcognitionò/knowledge of cognitive 

radio networks [65], [66]) and vehicular networks. 

 

2.2.2. Fuzzy Logic Concepts 

2.2.2.1. Linguistic Variables 

Cognitive scientists state that humans tend to think in terms of conceptual patterns and 

mental images rather than in terms of any numerical quantities. In consequence, natural language is 

perhaps the most powerful form of describing a problem that requires solving or reasoning. To 

sustain this idea, the authors from [67], give an interesting example: a fragment from ñA Tale of 

Two Citiesò of Charles Dickens is translated into a mathematical language. The fragment ñIt was 

the best of times, it was the worst of timeséò became ñThe time interval x was the period exhibiting 

a 100 percent maximum of possible as measured along some arbitrary social scale, [and] the 

interval x was also the period of time exhibiting a 100 percent minimum of these values as 

measured along the same scaleò, which is a mathematical paradox. This power of natural language 

has largely remained untapped in mathematical paradigms until the introduction of FL that allows 

reasoning in terms of natural language expressed by means of linguistic variables. Zadeh, the 

founder of FL, defines linguistic variables as ñvariables whose values are not numbers, but words 

or sentences in a natural or artificial language" [68]. The values of linguistic variables are called 

(atomic) terms.  

Example 1: In the vehicular networks space, speed is one of the most common linguistic 

variables. So far it was used to refer either to the speed of the vehicle (e.g. [69], [70]) or to the 

difference in speed of the vehicles (e.g. [71]). The terms of speed linguistic variable in [71] are low, 

medium and high.  

In linguistics, often to a fundamental term is associated a modifier like: very, extremely, 

almost, approximately, slightly. FL allows for the usage of modifiers in association to the atomic 

terms of a linguistic variable. In FL, the modifiers are named linguistic hedges.  

Example 2: Following Example 1, in [69], the linguistic variable speed has as main terms 

slow, medium and fast. Additionally, a linguistic hedge is applied to slow: very slow. Thus the 

speed is either: very slow, slow, medium or fast.  

2.2.2.2. Fuzzy Sets and Membership Functions 

A fuzzy set is a fundamental concept in FL and represents a generalization of an ordinary 

set, called in FL, crisp set. A crisp set is defined either by listing its elements or by defining the 

condition that makes an element x member of the set. For any value x there are only two possible 
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statuses: member of the set or non-member. Thus, the statement: ñx is member of set Aò can be 

either false, either true. In binary logic the false is assigned value 0 and true is assigned value 1. 

Taking into considerations all the aforementioned aspects, a function that illustrates the membership 

relation (i.e. membership function) can be defined. Let A be a crisp set and µA(x) its membership 

function described by eq. (2.1). 

µA(x) =  
πȟ    ÉÆ  Ø ÉÓ ÎÏÔ Á ÍÅÍÂÅÒ ÏÆ ÓÅÔ !
ρȟ                ÉÆ Ø ÉÓ ÍÅÍÂÅÒ ÏÆ ÓÅÔ ! 

                          (2.1) 

A fuzzy set F, is described exclusively by its membership function µF(x) that unlike a 

membership function describing a crisp set, can take more than 0 and 1values, can take any values 

in the interval [0, 1]. In this case, µF(x) shows the degree of truth of the element x being member of 

the set F. This is how fuzzy sets extend the crisp sets and fuzzy logic extends the binary logic from 

{0, 1} to [0, 1]. The formal definition of fuzzy set F is expressed as a set of pairs (x, µF(x)) as in eq. 

(2.2).   

F = {(x, µF(x))| x úX, ÕF(x):X Ÿ [0,1]}                (2.2) 

where X is called in FL the universe of discourse and defines all the possible values that x 

can take. 

A fuzzy set describes what the atomic term of a variable signifies in a mathematical 

language. 

Example 3: In Example 1, the linguistic variable speed is used in the solution presented in 

[71] having the following atomic terms: low, medium and high. The interpretation of these terms is 

defined by the fuzzy sets associated to these terms. In Figure 2.6 the fuzzy sets of low and medium 

terms are presented as described in [71]. Note that trapezoidal membership functions are used. 

 

       Figure 2.6.      The Fuzzy sets of low and medium terms of speed ([71]) 

The most popular membership functions in FL are: singleton, triangular, trapezoidal and 

Gaussian, being named after the geometric figures that the pairs (x, µF(x)) are shaping. Note that 
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less computational complex membership functions beside the singleton are triangular and 

trapezoidal functions. These are the most common functions used in engineering applications [61]. 

Solving problems in FL implies a FL inference system or a FL controller, concepts 

introduced by Mamdani in 1975 [72]. Note that these two terms, FL inference system or simply FL 

system (FLS) and FL controller (FLC) are basically defining the same concept. On a common basis, 

these terms are not differentiated, but on a strict basis there is a difference: a FLC is a specific type 

of FLS that is designed for control purpose. There are several types of classic FLSs that were 

imposed as models therefore they are also called fuzzy models. Among these, the one introduced by 

Mamdani in 1975 is the most popular. Other fuzzy models were introduced in time, such as Sugeno 

fuzzy model [73], also known as Takagi and Sugeno fuzzy model, Tsukamoto fuzzy model [74] and 

Larsen fuzzy model [75]. FLSs can have multiple(M)/single(S) inputs(I) and multiple(M)/single(S) 

outputs(O) in any combination (i.e. FLSs can be MIMO, MISO, SIMO, SISO systems). MISO FLSs 

are the most common ones and therefore this type is further considered for exemplification. The 

architecture of a classic MISO FLS is presented in Figure 2.7, but its components and their 

description adapted to the number of inputs/outputs are valid for all FLSs, independent of the 

number of inputs and outputs. In the next paragraphs, each of the components of a FLS is presented, 

indicating the particularities of each fuzzy model.  

 

Figure 2.7.      Classic FLS architecture 

The Fuzzifier component takes the crisp values of input parameters and gives as output 

their corresponding fuzzy degree of membership based on the defined membership functions for 

each input.  

The Inference Engine component does the mapping of the input fuzzified values on the 

output fuzzy set described by the output membership function. The mapping is done based on the 

rules contained in the Rule Base. FL operators are applied on these rules. Different operators are 

applied depending on the type of fuzzy model that is followed by the FLS: Mamdani, Sugeno, 

Larsen or Tsukamoto. Therefore, in the FL terminology there are the following terms used in 

relation to inference: Mamdani, Sugeno, Tsukamoto, and Larsen inferences, respectively. The 
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descriptions of the operators used in the inference is quite complex and it is not in the scope of this 

work; however a thorough presentation could be found in [61], [67], [76].  

Knowledge Base contains the rule base, which is a collection of ñIF-THENò rules 

expressed linguistically, and the fuzzy sets of the inputs and output that are represented in the data 

base. An example of rule formalization is given in eq. (2.3). 

R
(l)

 : IF  u1 is F1
l 
AND u2 is F2

l 
AND é 

         up is Fp
l 
THEN v is G

l           
        (2.3) 

where l is the index of the rule in the rule base, u1ép  and v are linguistic variables, p is the 

number of input variables considered in the rule, F1ép
l 
are fuzzy sets. G

l   
has different 

interpretations depending on the types of inference: it is a fuzzy set in Mamdani and Larsen 

inferences, a crisp function depending on the numerical values of u1ép, a singleton in the Sugeno 

inference, or a fuzzy set with a monotonic membership function in the Tsukomoto inference. 

Example: 4 In [69], the authors built a FLS for congestion detection. In their rules they 

expressed linguistically the dependency of the congestion on the speed of the vehicle and density of 

the vehicles around. Speed as described in Example 1 and Example 2 is a linguistic variable having 

as terms: very slow, slow, medium and fast. Traffic density is a linguistic variable as well having as 

terms low, medium, high and very high. An example of a rule is as follows: 

   If speed is very slow and traffic density is medium then the level of congestion is 

moderate. 

The Defuzzifier performs the defuzzification process that is the opposite of fuzzification: a 

fuzzy set (that resulted in the inference) is mapped to a crisp value. This value is the output of the 

FLS. There are various defuzzification methods, including: centre of area (COA) also called centre 

of gravity or centroid, bisecter of area, weighted average, maximum, mean of maximum. In Sugeno 

and Tsukamoto fuzzy models the defuzzification used is the weighted average method, while in 

Mamdani and Larsen the defuzzification method is not imposed by the fuzzy model applied, being 

decided when designing the FLS. The most popular defuzzification method is COA. Further 

discussions on defuzzification methods are included in [61], [67], [76]. 

2.2.3. Designing a Fuzzy Logic System Step-by-Step 

This section aims to outline the steps that should be followed in the design of a FLS. These 

steps are general and can be used for developing FLSs in any context, but specific particularizations 

to the vehicular networks context are also presented. Also, for a better understanding, examples are 

provided and these are taken exclusively from the FL solutions existent in the vehicular networks.  
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Usually, when designing a FLS, a fuzzy model from the ones presented in the previous 

section is followed and this is also considered here. However, these fuzzy models can be combined 

to obtain a unique design for the FLS. However, this scenario considers there already is certain 

experience in designing FLSs. 

1) The first step in designing a FLS is to clearly define the inputs and the outputs of the 

systems and their range. Translated into the FL terminology this means that the linguistic variables 

representing the inputs and outputs are defined and their universe of discourse is identified. 

Moreover, in this step, the terms of the linguistic variables and their numerical range are identified.  

2) Second step is to decide the type of membership functions of the fuzzy sets describing 

the fuzzy terms of the inputs and outputs. As presented before, there are various types of 

membership functions. After selecting the type of membership functions, their parameters need to 

be set. First, the setting of the parameters has to be based on the ñexpert knowledgeò of the designer 

or lessons learnt from the literature. Further, these parameters can be modified by performing either 

manual tuning, or automatic tuning.  

3) Third step in the design of a FLS is to define the rules. This is a very important step for 

the performance of the system. Good rules can be defined based on the knowledge about how the 

system is supposed to work, its context and conditions. Thus, like in the case of the membership 

functions, initial rules should be based on the expert knowledge or lessons learnt from the literature. 

Further, manual tuning can be performed in order to adjust the rules. The manual tuning is a good 

choice for small FLSs that do not have many rules, but if the number of rules is high, this would be 

a very difficult task. Automatic tuning techniques are available as well, but these are not as used as 

the automatic tuning techniques for the membership functions [67].  

Example 5: In Example 4, a rule was presented as an example from a FLS designed to 

detect road congestion. The rule base for this FLS was built based on some levels of congestion 

estimated by the Skycomp [77] following the analysis on the data collected through aerial surveys 

of different freeways. The levels of congestion are described linguistically and they depend on 

speed and density, the same parameters that are considered as inputs of the FLS. Thus, this solution 

represents an example of a rule base build based on lessons learnt from the literature. 

4) Fourth step is to define the inference type and the defuzzification method. This step can 

be influenced by the second step. For instance, if the output terms are represented through 

singletons, then a Sugeno inference might be suitable, but not necessary. Also, if the fuzzy sets of 

the output are monotonic, we have an incentive to apply a Tsukomoto inference, but again this is 

not a must. However, Tsukomoto or Sugeno inferences are conditioned by the sets describing the 

outputs of the system, as presented in the previous section. Moreover, these two inference types also 
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come with their own defuzzification method, so this is not a design decision anymore. However, in 

the case of Mamdani or Larsen inferences, selecting a defuzzification method is a design decision. 

COA is the most popular defuzzification method. It is more complex, thus more computational 

effort is needed when compared to other defuzzification methods. However, if the complexity is not 

an issue, COA is highly recommended. In VANETs we need high performance, thus complexity is 

an issue. So a trade-off between accuracy and reduced computation complexity should be made 

when designing a FLS in this space. For instance, the membership functions selected should be less 

computationally complex (e.g. singleton, triangular, trapezoidal functions) in order to compensate 

the complexity of the COA defuzzifier. 

5) Last step in the design of a FLS is represented by assessing and tuning of the system. 

Tuning the system can refer to reviewing the range of the inputs/outputs and their terms, revising 

the fuzzy sets and maybe defining additional ones, tuning the membership functions ï revising their 

parameters or shape ï, tuning the rules ï adding, removing, assigning/modifying their weights ï, 

and experimenting with different types of inferences.  

Most of the actions performed in tuning a FLS are done manually. However, for tuning the 

membership functions and the rules, automatic techniques were designed. These techniques are 

based on learning algorithms. In tuning FLSs two types of learning are used: supervised and 

reinforcement learning. In both cases, there are a variety of techniques used and most commonly 

these are borrowed from the fields of Neural Networks and Genetic Algorithms, but in engineering 

common techniques are also borrowed from Particle Swarm Optimization and H Ð filtering [78]. 

In automatic tuning based on supervised learning there is a need for a so called training 

set. This is represented by numerical data for inputs and the corresponding outputs. In some fields 

where FL is applied, the FLS is basically created starting from such a data set. But in the context of 

vehicular networks obtaining this training data set is not straightforward. One way to obtain it is 

through simulation, considering for certain inputs what the best output that can be obtained is. For 

the final evaluation of the system a different simulation scenario must be considered than the one 

used for obtaining the training set. This is valid in the case of any manual tuning that is performed: 

it is highly required that after tuning the FLS in a certain scenario the final tests to be performed on 

different scenarios. The supervised-based learning is performed off-line, before the deployment of 

the FLS.  



24 

 

 

Figure 2.8.       Reinforcement learning-based real-time adaptive FLS architecture 

In automatic tuning based on reinforcement learning there is no need for a training set. 

The FLS is able to adapt its parameters dynamically, on-line or, in other words, at run-time based 

on the output of the system and the impact of the output on the environment (e.g. process 

controlled, impact of the decision taken on the modeled problem, etc). Thus, this is based on run-

time recursion and consequently the architecture of a FLS that has reinforcement learning (Figure 

2.8) is slightly different compared to the architecture of a classic FLS. There is another type of real-

time adaptive architecture used in the design of FLSs and this is presented in Figure 2.9. The 

adaptive mechanism is very simple and is not based on any kind of learning algorithms, but on the 

impact of the output on the environment only. This is a typical architecture used by FL controllers, 

thus FLSs designed for control. These two architectures together with the classic architecture of a 

FLS that is displayed in Figure 2.7 represent the main architectures of FLSs 

 

Figure 2.9.        Simple real-time adaptive FLS architecture 

Note that the design of a FL inference system is a loopback process, manual/automatic 

tuning being required to adjust especially the parameters of the membership functions and the rules. 

Moreover, experimenting with different shapes of membership functions or different inference 

engines can be very useful in designing the best FLS as there are no rigorous rules when designing a 

FLS, only recommendations. Thus it cannot be said that by using a Larsen inference better 

performance would result than by employing a Mamdani inference in certain conditions. As such, 

the design process is quite difficult, if not performed with the support of a specialized FL tool. 

Experimenting and tuning the system is very much limited unless a huge extra-implementation 
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effort is done. Moreover, in-depth knowledge about the FL operators and their implementation and 

complex Mathematics is required to be implemented. Using a FL tool allows for defining each 

component in a descriptive language and then to treat them like black boxes. This is the reason why 

there is a dedicated section to the FL tools. 

2.2.4. Fuzzy Logic Tools 

FL is very powerful for solving a wide-range of problems, but there is a considerable 

complexity required for implementing FLSs from scratch and a huge added complexity if the 

system is planned to be thoroughly tuned. This is the reason why the author dedicated this section to 

the tools or libraries that offer support for designing FLSs. There is a considerable number of FL 

software tools developed by both industry and academia. We focused on the preferable open-source 

software provided in the academia that meets the following requirements: 

- At least the most common membership functions, singleton, triangular, trapezoidal, 

gaussian, are built-in. 

- At least Mamdani inference, known to be the most popular, is supported. 

- In case of open-source software, this is maintained and a minimum user support is 

provided. 

- The implementation is general and not specific (e.g. FuzzyPLC is dedicated to 

programmable logic controllers [79]). 

The requirements were chosen to give flexibility and enough options in designing the FL 

systems. After considering the aforementioned requirements, the following FL tools were selected 

for this comparative study: Matlab FL toolbox [80], Octave FL toolkit [82], R FL toolbox [81], 

jFuzzyLogic [83], JFuzzyQT (i.e. a C++ clone of the jFuzzyLogic) [84] and XFuzzy3 [85]. Among 

these, Matlab FL toolbox is the only proprietary software, but was chosen due to its wide popularity 

in the academic environment.  

The selected FL tools are further analyzed considering new criteria that enlarge their 

flexibility and easiness of use, such as: inference types supported in addition to Mamdani, linguistic 

hedges support, automatic tuning support, graphical user interface (GUI) provided for building FL 

systems and if the FL toolbox is able to generate embeddable code.  

As emphasized in the previous sections, there are no rules for a perfect FLS design, only 

recommendations. Moreover, the performance of a FLS is dependent on the context. Thus, for 

instance it has been notice that Sugeno FLS are more efficient in some control problems than 

Mamdani ones. Therefore, more options provided for the inference allows for experimenting with 

multiple inference types and consequently allows for choosing the best inference for the designed 
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FLS. Except for the R FL Toolbox, all the others FL tools have at least Sugeno inference supported 

in addition to Mamdani. jFuzzyLogic and its C/C++ clone, jFuzzyQT, provide all the inference 

types. 

Linguistic hedges support allows for a better and immediate granularization of the fuzzy 

sets. This is very helpful especially in manual tuning, as it is fastening the process of modifying the 

fuzzy sets used for inputs or outputs. Except for Matlab and R FL toolboxes all the other FL tools 

provide support for linguistic hedges. 

Automatic tuning support is highly desirable, as implementing learning algorithms leads to 

a considerable increase in the complexity of the FLS implementation. Octave and R FL toolboxes 

do not provide any support for automatic tuning, while Matlab FL toolbox provides very limited 

support, namely it allows for the automatic tuning of single output Sugenoôs FLSs only. The 

automatic tuning is based on supervised learning and targets only the membership functions 

parameters. Supervised learning-based automatic tuning is enabled by the XFuzzy3 tool as well, but 

no limitations regarding the type of FLSs that can be applied on are imposed. Moreover, XFuzzy3 

provides the biggest variety of supervised learning algorithms from all the analyzed FL tools, and 

these address both membership functions tuning and rules automatic tuning. However, XFuzzy3 

does not enable reinforcement learning, this feature being under development at the moment. 

Although jFuzzyLogic and jFuzzyQT do not have the same variety of supervised learning 

algorithms, they do provide minimum support for creating real-time adaptive FLSs. 

Having a GUI option reduces even more from the complexity of developing a FLS. 

Designing a FLS in FL toolboxes supposes a description of each of the design block presented in 

the previous sections in a specific language, Matlab, Octave (similar as Matlab) or R in the case of 

their corresponding FL toolboxes, or a pre-defined descriptive language in the case of other FL 

toolboxes. A GUI eliminates the need of learning the specific description language for describing 

the FL components. Thus the GUI option makes easier the design and development process of a 

FLS. From the FL toolboxes analyzed Matlab and XFuzzy3 only provide the GUI option. 

In addition, taking into consideration that FL is analyzed in the context of its applicability 

in VANETs, the inference system designed is most probable required to be embedded into a 

simulation platform. Computer simulation is the method most used to test and validate the solutions 

proposed for VANETs. This is mostly due to the fact that test-beds are most of the times 

prohibitively expensive. However, even if there is the possibility of creating the test-beds for 

validation, still simulation is usually used as a first step in testing and validation. A variety of 

simulation tools are used from Matlab or its clone Octave, to the more specific simulators for 
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VANETs such as STRAW
8
, Veins

9
, iTETRIS, etc. A comprehensive survey on the latter category 

of simulation tools is presented in [86]. These simulators are designed in C, C++ or Java languages. 

Thus the FL inference system could be required to be integrated in C, C++ or Java code. In case that 

FL system cannot be directly embeddable, additional effort is required to develop communication 

interfaces between the simulation platform and FL tool. A summary of the FL tool comparison 

under the considered criteria is presented in TABLE 2.1.     

TABLE 2.1.    FL TOOL COMPARISON 

FL Tool Inference Types 

Linguistic 

Hedges 

Support 

Automatic Tuning Support 
Generating 

Embeddable Code  

GUI for 

building the FL 

system 

Matlab FL toolbox Mamdani, Sugeno 

no automatic tuning based on 

supervised learning only for 

Sugeno FLSs with several 
constraints; 

C code yes 

Octave FL toolkit Mamdani, Sugeno yes no no no 

R FL toolbox Mamdani no no no no 

jFuzzyLogic 
Mamdani, Sugeno, 

Tsukamoto, Larsen 

yes Automatic tuning based on 
supervised learning + 

 support for reinforcement 

learning also 

Java code no 

jFuzzyQT 
Mamdani, Sugeno, 

Tsukamoto, Larsen 

yes Automatic tuning based on 
supervised learning + 

support for reinforcement 

learning also 

C/C++ code no 

XFuzzy3 Mamdani, Sugeno 
yes automatic tuning based on 

supervised learning  
Java, C or C++ code yes 

 

2.3. Clustering and Vehicular Networking 

 

2.3.1. Introduction to Clustering  

Clustering is a division technique that creates groups of similar objects [87] mainly with the 

purpose of dealing with scalability. The similarity between objects is built upon one or more 

clustering metrics that are extremely varied and highly dependent on the context of clustering. 

Clustering is widely used in data analysis, data mining, statistics, text mining, information retrieval, 

etc. It has been widely adopted in MANETs, as it provides support for good system performance, 

good management and stability of the networks in the presence of mobility and large number of 

terminals [88]. Thus, clustering helps solve some of the main issues in MANETs: scalability and 

stability [87]. 

In MANETs, clustering involves dividing the nodes into virtual groups based on some rules 

that establish if a node is suitable to be within a cluster or not. These rules are defined based on some 

clustering metrics. In MANETs these metrics can be node type, battery energy level, mobility 

pattern, etc.  
                                                           

8 STRAW simulator website, http://www.aqualab.cs.northwestern.edu/projects/144-straw-street-random-waypoint-vehicular-mobility-

model-for-network-simulations-e-g-car-networks 
9 VEINS simulator website, http://veins.car2x.org/ 
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In general, based on the node membership and task associated to the node, a clustering 

scheme considers that a node can be in one of the following states [88]: 

- unclustered, also known as non-clustered or independent, when it does not pertain to 

any cluster 

- cluster member or clustered when the node is within a cluster 

- cluster head (CH) when the node has extra-responsibilities in a cluster. Usually, CH 

is the main controller of the cluster, the main coordinator of the communication 

within the cluster (i.e. intra-cluster communication) and has a main role in the 

functionality that is supposed to be provided by the cluster. 

- gateway node is the node that ensures the communication between the clusters, also 

called inter-cluster communications. 

Figure 2.10 graphically represents these states.  

A general classification of MANET clustering schemes is based on the existence (or not) of 

a CH as follows: CH-based clustering, if there is a CH in the clusters created or non-CH-based 

clustering, if there is no CH in the cluster created. Note that in CH-based clustering, the performance 

of clustering is highly dependent on CH election, as this node has the main responsibilities in its 

cluster. Therefore in this type of clustering algorithms the focus is mainly on CH selection 

algorithms. Another general classification of clustering is based on the number of hops between node 

pairs in the cluster: 1-hop clustering or multi-hop clustering.  

Successfully applied in MANETs to address stability and scalability, clustering was adopted 

in VANETs, where these issues are even more augmented. At the beginning, MANET clustering 

algorithms were adopted and directly applied to VANETs without any modifications, but as this 

research direction evolved, new clustering algorithms dedicated to VANETs were designed to 

address their specific characteristics [121]. 

 

Figure 2.10.      Illustration of node states in MANET clustering 
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2.3.2. Clustering in VANETs  

The clustering concepts presented in the context of MANETs are valid in VANETs context 

as well, especially given the fact that clustering in VANETs has evolved from MANETs. There are 

only some additional aspects that need to be mentioned and that derive from the adaptation of 

clustering to VANET-specific conditions.  

 

Figure 2.11.      State machine representing CH-based clustering in VANETs 

Clustering metrics were adapted not only to address VANET challenges imposed by their 

specific characteristics such as high mobility, rapidly changing topology and diversity of conditions, 

but also to take advantage of some of these characteristics, such as predictability of their movement. 

Therefore, clustering in VANETs is based upon more metrics than in MANETs that need to describe 

the complexity of VANET environments. Among the most common metrics in VANET clustering 

are direction, vehicleôs relative speed in comparison to other neighbouring vehicles, vehicleôs 

relative position, but also traffic flow, the lane in urban scenarios (e.g. right lane, left lane, and ahead 

lane), predicted future speed and position, density of vehicles (sparse or dense), etc.  

Additional states of the nodes have been added in VANETs in the effort to cope with their 

more dynamic environments. We called these intermediate states as they are in between the well-

known states. These intermediate states include the candidate node and CH backup or CH candidate 

states. The candidate state was introduced by some approaches in order to obtain a better stability of 

the cluster. A node is not immediately given the cluster member state; it goes into the candidate state 
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until it proves that it has certain stability in the cluster. The CH backup/CH candidate (quasi-CH in 

other approaches) state was introduced to make faster and smoother the process of changing the CH. 

Clustering in VANETs can be represented as a state machine, where the machine is the vehicle-node 

that can be in one of the following states: unclustered, cluster member, CH (in the case of CH-based 

clustering) and, optionally, in an intermediate state candidate and CH backup/candidate as 

previously defined. Figure 2.11 presents this state machine. The transitions between states are 

controlled by different conditions that relate to different algorithms. For instance, in the context of 

CH-based clustering, CH selection algorithm is one of the main algorithms. CH selection is based on 

different metrics that are combined based on different rules that can be simple or more complex (e.g. 

based on complex Mathematical models) depending on the clustering solution. 

Once adopted in VANETs, clustering gained popularity mostly due to their efficiency in 

addressing network stability issues. Clustering algorithms were implemented in the design of a large 

variety of VANET solutions: MAC protocols [89] ï [92], routing protocols [93] ï [99], data 

aggregation [100], security [101], [102], inter-vehicle communication [103] ï [105] and data and 

infotainment dissemination solutions and architectures [106], [107]. In addition, various generic 

clustering algorithms were defined for VANETs [108] ï [115].  

Independent of the type of VANET solution the clustering algorithm is designed for, one of 

the main purpose of clustering is to achieve network stability. Therefore, clustering metrics are 

focusing mainly on this aspect and they relate to VANETôs dynamic environment. Thus 

independently of the context in which clustering is applied (e.g. MAC protocols, routing protocols, 

etc), clustering metrics focus on the same issues and they are similar to each other. They are only 

dependent on the ingeniously modeling of the VANET environment and they are different from 

solution to solution as researchers are experimenting in trying to find the best clustering metrics to 

express the dynamicity of the VANETs. Similarly, in clustering performance assessment, usually 

first the network stability achieved is measured and then, the overall assessment of the clustering 

solution is performed (the overall solution where clustering is integrated; e.g. MAC protocol, data 

aggregation, etc). All these considerations allow for a uniform analysis of clustering algorithms in 

VANETs, independent of the type of solution/application in which they are integrated. 

Although there is a considerable number of clustering solutions in VANETs, this research 

direction is still not mature. A closer analysis of the existent solutions in the literature reveals some 

major issues that relate to the performance assessment of clustering solutions in VANETs. So far, no 

analysis on this topic was provided in the literature and this is reflected by the fact that the existing 

clustering solutions use intuitively-defined performance assessment metrics or re-defined metrics 

similar with already existing ones mostly because researchers were not aware that such metrics have 

already been proposed in the literature. This resulted in metrics having various name versions. In 
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particular this is the case for the metrics used to measure the stability of the clusters, which 

contributes to network stability. These metrics are a direct measure of the performance of clustering 

algorithms in the context of VANETs, where the performance of clustering algorithms is reflected in 

how well clustering algorithms perform in achieving good network stability. It can be therefore 

concluded that the aforementioned major issues directly relate to the metrics used to evaluate the 

performance of clustering algorithms in VANETs.  

In the absence of a study on performance assessment metrics of VANETs clustering 

solutions and in the absence of the standardized metrics, we performed a survey of the performance 

evaluation of clustering solutions in VANETs and of clustering algorithms designed for these 

solutions. This survey resulted in the identification and comprehensive definition, including in 

mathematical terms, of generic metrics that can be used in the evaluation of clustering algorithms in 

VANETs. Next sections describe in details the results of this study that can be considered a guide for 

the performance assessment of VANETs cluster-based solutions in general and VANET clustering 

algorithms in particular. This guide was used when assessing the performance of the clustering 

solution proposed in this thesis. 

2.3.3. Performance Assessment of Clustering in VANETs  

As a result of the analysis performed on the VANET clustering schemes proposed in the 

literature, three major classes of performance assessment metrics for clustering solutions were 

identified: network-specific metrics, application-specific metrics and topology-based metrics. These 

are presented in Figure 2.12 and are next described. 

Network-specific metrics are well-known metrics applied in network communications, 

evaluating the performance of the clustered network mainly in terms of data transfer: throughput, 

loss, delay, data delivery ratio, overhead, etc. For instance, the overhead imposed by the clustering 

messages is a commonly used metric in the performance assessment of clustering schemes.  

Application-specific metrics depend on the type of the cluster-based solution employed. As 

emphasized above, clustering algorithms were implemented in the design of a large variety of 

VANET solutions: data aggregation solutions, MAC and routing protocols, security, etc. Therefore, 

this class includes a large variety of metrics as well. For instance, a data aggregation cluster-based 

solution is evaluated by measuring the size of data that needs to be disseminated, as the goal of a data 

aggregation scheme is to reduce the size of the data that needs to be disseminated. Note that these 

metrics and network-specific metrics are evaluating the performance of the overall solution based on 

clustering.  
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Topology-based metrics (hashed in Figure 2.12) evaluate the stability and robustness of the 

resulted clusters. Cluster stability translates into network stability, thus topology-based metrics are 

measuring the network stability. Network stability is emphasized as an important issue in VANETs 

due to their rapidly changing topology. Therefore, topology-related metrics are of great importance, 

fact acknowledged by researchers: the majority of proposed clustering solutions are using topology-

based metrics in the performance assessment.   

 

Figure 2.12.   Classification of the performance assessment metrics used in VANETs clustering 

solutions 

Independent on the type of VANET solution clustering algorithm is designed for, the general 

aim of a clustering algorithm is to achieve network stability. In this context, the performance of 

clustering algorithms is not seen from a computational point of view (e.g. complexity of the 

algorithms). The focus is on how well clustering algorithms perform in achieving good network 

stability. Based on these considerations it can be said that in the context of VANETs, topology-based 

metrics are a measure of clustering algorithms performance. The overhead imposed by the clustering 

messages, metric included in the first category, is equally a measure of the performance of these 

algorithms. The aim is for clustering algorithms to achieve network stability while not imposing a 

big overhead. 

2.3.4. Analysis of Topology-based Metrics for Clustering Algorithms Assessment in 

VANETs 

In the previous section, topology-based metrics were identified as the metrics suitable for 

the evaluation of clustering algorithms in VANETs. Therefore, this section contains an in-depth 

analysis of the topology-based metrics. 

The topology-based metrics are classified in two classes: general metrics and solution-

dependent topology-based metrics. The first class is represented by general metrics that have their 
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definition and interpretation independent of any kind of particular characteristics of the clustering 

algorithms they were defined to assess. General topology-based metrics can be used to evaluate the 

performance of any type of clustering algorithms. A single restriction was defined in case of these 

topology-based metrics, namely some of them can be applied to cluster head-based algorithms only. 

However, these metrics maintain their generality in that context.  

The solution-dependent topology-based metrics are dependent on the clustering solutions 

they were defined to assess. The most common dependency is related to the interpretation of the 

metric: their interpretation depends on some particular characteristics of clustering solutions.  

Next the topology-based metrics identified during the analysis of VANETs clustering 

algorithms are presented. Several aspects regarding the form of presentation need to be mentioned 

before getting to the presentation of the topology-based metrics. These aspects relate to several issues 

revealed during the study performed on the clustering solutions in VANETs. 

TABLE 2.2. NOTATIONS USED IN TOPOLOGY-BASED METRICS DEFINITION 

Notation Explanation 

|V(t)| Total number of vehicles at time t 

|C(t)| Numbers of clusters at time t 

|CHi(t)| Number of cluster members in cluster i at time t 

Ὓὖᴆ(t) Velocity vector of vehicle i at time t 

|Ὓὖᴆ(t)| Speed of vehicle i at time t 

S Simulation time 

CHLi(t) 
Time period between time t, when vehicle i becomes a cluster 

head, and the moment of time vehicle i changes to another state. 

CLi(t) 

Time period between time t, when cluster i is formed and the 

moment of time cluster i is dismissed.  

 

CMTj
i
(t) 

Time period between time t, when vehicle j becomes a cluster-

member of cluster i, and the moment of time vehicle j leaves cluster i. 

 

An important issue is the inconsistency in naming the metrics. As already mentioned some 

of the metrics have been re-defined and consequently bare different names. In some cases of re-

defining, general metrics are constrained by particular conditions/characteristics of the algorithm 

they are used to assess: general metrics are defined either using particular conditions/assumptions of 

the algorithm or using particular parameters of the current algorithm. This is not necessary wrong as 

it is perfectly applicable for that particular algorithm, but can lead to misconceptions and misusing in 

case of other clustering algorithms. In addition, there are a considerable number of metrics that are 
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not provided with a mathematical definition at all, being described in words only. So far, a single 

work in the literature [89] has provided mathematical definitions for some general metrics used in the 

evaluation of clustering. 

Due to the aforementioned aspects, when presenting the metrics in the next sections, all 

naming versions are provided. The most representative name was chosen based on either the 

popularity or the degree of match with the metric description. In addition, general mathematical 

definitions for each of the general metrics were provided. The mathematical formulas were proposed 

based on the textual definitions of the metrics and the in-depth analysis of the results. The general 

mathematical definitions provided to some of the general metrics by Su et al. [89] were taken in the 

same form as presented in their work. Together with these metrics were taken some of the notations 

used in their definitions, notations that are listed in TABLE 2.2 which also lists the additional 

notations used in this work to define the topology-based metrics. 

2.3.4.1. Topology-based Metrics or General Metrics for the Evaluation of Clustering Algorithms 

in VANETs 

Average cluster head lifetime (ἍἒἘ) (average cluster head duration, cluster head time) is 

one of the most popular topology-based metrics. It is applicable for the cluster head-based clustering 

algorithms only. It was used for the evaluation of VANET clustering algorithms in [89], [107] ï 

[109], [116], [125], [127] ï [130]. The popularity of this metric is explainable: the importance of 

cluster heads lifetime is crucial as, usually, the cluster head is the main controller and content 

forwarder in the cluster head-based clustered networks [109]. Smaller cluster head lifetime affects 

the overall performance of the clustering algorithm. Take for example a data transfer between the 

cluster head and a member of the cluster. Larger cluster head lifetime implies more stable cluster 

topologies, leading to a decrease in number of re-clusterings, and consequently avoiding the waste of 

system resources and excessive computation time [89], [106]. 

The mathematical definition of #(, metric, as taken from [89], is given in eq. (2.4). 

#(, = В
В
ȿ ȿ

В
ȿ ȿ               (2.4) 

In eq. (2.4), BCi(t) represents a function that defines the transition of a node (vehicle i) to the 

cluster head state as described by eq. (2.5).  

BCi (t) = 

ρȟÉÆ ÖÅÈÉÃÌÅ É ÃÈÁÎÇÅÓ ÔÏ ÃÌÕÓÔÅÒ ÈÅÁÄ 
ÁÔ ÔÉÍÅ Ô

πȟ                                                     ÏÔÈÅÒ×ÉÓÅ
               (2.5) 

#(, is one of the metrics that were re-defined in the literature. In [108], this metric is given 

a mathematical definition dependent on the particularity of the clustering algorithm (eq. (2.6)). 
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 #(,= В #                 (2.6) 

where L is the number of clusters created throughout the session and #  has the same 

meaning as  CHLi(t). This is not a general definition, as the clusters are dismissed when the cluster 

head is changed. There are clustering algorithms [92] where clusters have back-up cluster heads. 

Often, when the vehicle cluster head changes its state, its role is taken by its back-up and the cluster 

is not dismissed. In this situation, eq. (2.6) cannot be used in all cluster head-based clustering 

algorithm evaluation as eq. (2.4) can be. 

Average number of clusters (╝▫╒ ) is a very popular metric used to assess the performance 

of a large number of clustering algorithms, [108] ï [111], [100] ï [101], [117] ï [118], [126], [127], 

[129], [130]. It can be stated that same metric is used in [111], although instead of number of clusters 

it measured the number of cluster heads. This is due to the fact that in this particular solution, a 

cluster is dismissed when its cluster head is dismissed. In consequence, the number of cluster heads 

is equal to the number of clusters created. ὔέὅ is a general metric that can be applied to assess the 

performance of all the categories of clustering algorithms. ὔέὅ is a measure of network stability. 

Usually, when there are fewer clusters, better network stability is obtained [109]. Eq. (2.7) is 

proposed as a general mathematical definition of  ὔέὅ . 

ὔέὅ = В ȿὅὸȿ             (2.7) 

Average cluster size (╒╢ ) metric (average number of cluster members) measures the 

average size of the clusters throughout the session. This size of a cluster is considered to be 

determined by the number of vehicles in the cluster. #3  is a metric applicable to all clustering 

algorithms and was used in [89], [92], [93], [112], [113], [127]. Its general definition, as taken from 

[89], is given in eq. (2.8). 

ὅὛ = В В ȿὅὌὸȿ            (2.8) 

Average cluster head change rate (╒╗╒╡ ) [109], [112] ï [114], [117], [125], [128], 

[129] is seen as a measure of cluster stability. In more stable clusters, nodes in general and cluster 

heads in particular change their cluster membership or their state less often [113], [117]. It is a 

metric that can be used for the performance assessment of cluster head-based algorithms. Eq. (2.9) 

is proposed as the general mathematical definition of  ὅὌὅὙ . 

ὅὌὅὙ = В В ὅὌὈὸ
ȿ ȿ

            (2.9) 

where CHDi (t) is the cluster head dismissed function of vehicle i, that was defined in eq. (2.10) 

to express the transitions from cluster head to another type of node.  
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CHDi (t) = 

ρȟ              ὭὪ ὺὩὬὭὧὰὩ Ὥ
ὧὬὥὲὫὩί Ὢὶέά ὧὰόίὸὩὶ ὬὩὥὨ 

ὸέ ὥὲέὸὬὩὶ ὸώὴὩ έὪ ὲέὨὩ ὥὸ ὸὭάὩ ὸ
πȟ                έὸὬὩὶύὭίὩ

         (2.10) 

Average cluster member lifetime (╒╜╛ ) (average cluster member duration, cluster 

residence time) was used as a performance metric in [94], [106], [109], [125], [128], [129] and is a 

general topology-based metric measuring the overall stability of clustering [109]. ὅὓὒ  is a similar 

metric to the average cluster head lifetime just that the lifetime is computed for all the nodes in the 

cluster members not only for the cluster head. Same as for ὅὌὒ, longer average cluster member 

lifetime indicates a more stable clustering topology. A general mathematical definition of ὅὓὒ  is 

provided in eq. (2.11). 

ὅὓὒ = 
ȿ ȿ

В В
Вᶰ

В Вᶰ
ᶰ           (2.11) 

where ὅὓὈ(t) is the cluster member dismissed function of vehicle j from cluster i being defined 

in eq. (2.12).  

ὅὓὈ(t) = 

ρȟὭὪ ὺὩὬὭὧὰὩ Ὦ ȟὧὰόίὸὩὶ άὩάὦὩὶ έὪ 
ὧὰόίὸὩὶ Ὥ Ὥί ὨὭίίάὭίίὩὨ 
Ὢὶέά ὸὬὩ ὧὰόίὸὩὶ Ὥ ὥὸ ὸὭάὩ ὸ

πȟ                                                  έὸὬὩὶύὭίὩ

              (2.12) 

 

Cluster changes per node (╒╒ ) (average number of cluster switches per node [110], 

[118]) , [125] measures the number of transitions of a vehicle between clusters and is used in order 

to measure cluster stability. The less number of transitions indicates better cluster stability. In [110], 

the metric is called improperly cluster stability and was measured through average number of cluster 

switches per node.  

Based on the descriptions provided in [110] and [118] and on the evaluation of the results, 

eq. (2.13) is proposed as the general mathematical formula for ὅὅ , applicable to all clustering 

algorithms.  

ὅὅ = В В ὅὓὈὸȟɴ           (2.13) 

where ὅὓὈ(t) was defined in eq. (2.12). 

Cluster stability is stated as a metric in [108] and [110]. In [110], it is described and 

measured in terms of the average number of cluster switches per node during the simulation, but it is 

actually ὅὅ . In [108], the authors sustain that the cluster stability metric depends on the change rate 
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of the cluster and provide a formula that is not generic, but solution-dependent and uses some 

undefined terms. However, we consider that no metric can be called cluster stability until is not able 

to comprise all the metrics that were defined so far for its measurement. In addition, cluster stability 

is a property of the vehicular networks which is assessed by most of the topology-related metrics 

defined and not a metric.  

Average cluster lifetime (╒╛) [108] (average cluster lifecycle [115]) it is another general 

metric that can be used for performance assessment of any type of clustering algorithm. It is a 

measure of cluster stability: larger average cluster lifetime translates into more stable clusters, thus a 

more stable network. In [108], the authors consider the average cluster lifetime equal to the average 

cluster head lifetime, as the clusters are dismissed whenever their cluster head changes. The authors 

define ὅὒ through eq. (2.6) which was considered not to be an appropriate general formula for cluster 

head lifetime. It is obvious that eq. (2.6) cannot be also considered a general formula for the ὅὒ as 

the cluster duration is not always dependent on the cluster head lifetime. This is valid in non-cluster 

head schemes and even in cluster head-based schemes. Eq. (2.14) is proposed as a general 

mathematical definition for ὅὒ.  

ὅὒ= 
В В

В ȿ ȿ
           (2.14) 

Cluster reconfiguration rate (╒╡╡ ) [119] (number of re-clusterings [106]) is a metric 

defined to measure cluster stability based on the fact that a good clustering algorithm should be 

stable and it should not change the cluster configuration too drastically when a few nodes are moving 

and the topology changes rapidly. This metric does not have a mathematical definition in none of the 

solutions that use it. Moreover, these solutions [106], [119] are both cluster head-based algorithms 

and they state that the re-clustering/reconfiguration happens when cluster head changes. Described 

like this, the metric becomes identical to ὅὌὅὙ . However, eq. (2.15) proposed a general 

mathematical description for the ὅὙὙ applicable to all clustering algorithms.  

ὅὙὙ = В В ὅὈὸ
ȿ ȿ

           (2.15) 

where CDi (t)  is the cluster dismissed (CD) function for cluster i as defined in eq. (2.16).  

CDi (t) = 

ρȟὭὪ ὧὰόίὸὩὶ Ὥ ύὥί ὨὭίίάὭίίὩὨ 
ὥὸ άέάὩὲὸ ὸ

πȟ                                   έὸὬὩὶύὭίὩ
         (2.16) 

Average relative speed compared to the cluster head within a cluster (╡╢╦╒ ) [89] 

(average cluster stability factor [92] ) measures the topology stability of clusters. It is a general 

topology-based metric for all the cluster head-based algorithms. In all cluster head-based algorithms, 

a smaller average speed of the cluster member compared to that of the cluster head is translated into 
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an increased stability of the cluster. However, ὙὛὡὅ  is not a very common metric. It was defined 

and used as in eq. (2.17) [89].  In [92], this metric was re-defined as the average cluster stability 

factor and is described depending on some particular parameters of the solution. A deeper analysis 

reveals that average cluster stability factor is identical to  ὙὛὡὅ .  

ὙὛὡὅ =
ȿ ȿ

В В
В ȿ ᴆ  ᴆ ȿ

ȿ ȿ
         (2.17) 

Average relative speed among cluster heads (╡╢╒╗ ) [89] is a general topology-based 

metric for cluster head-based algorithms. It measures the global topology of the network. Eq. (2.18) 

represents the general mathematical definition of this metric as taken from [89].   

ὙὛὅὌ = В
В ȿ ᴆ  ᴆ ȿȟ ͮ

ȿ ȿ
          (2.18) 

ὙὛὡὅ and ὙὛὅὌ are more complex metrics for cluster head-based algorithms that are 

indicators of both cluster head and network stability, as this type of metrics are measuring better the 

cluster stability in general. This statement also made in [112], where clustering algorithms defined 

are first assessed using ὅὛ and ὅὌὅὙ . Then, the authors define a relative measure (ὅὛ /ὅὌὅὙ ) 

arguing that this is a better measurement of cluster stability.  

All the general metrics presented and defined (except the cluster stability which is not 

considered a metric) are summarized in TABLE 2.3. This section and the table-based summary 

provided represent a good guide for the performance assessment of VANETs clustering algorithms 

in particular and of VANETs cluster-based solutions in general. Evaluating the performance of 

clustering algorithms via these general metrics can greatly facilitate the comparison between the 

clustering algorithms, independent from their type: generic algorithms or integrated in a specific 

solution (e.g. clustering algorithm implemented in a MAC protocol). 

2.3.4.2. Solution-dependent Topology-based Metrics  

Node re-clustering time [94], [120] / Re-affiliation frequency [116] are metrics very 

differently named, but both defined as the time between cluster associations for a given node. 

Solutions using this metric consider that this is a measure of the stability of a cluster membership and 

shorter node re-clustering time/re-affiliation frequency means an increased stability of a cluster 

membership. However, the average cluster membership lifetime and average cluster head lifetime (in 

case of cluster head-based algorithms) are better indicators of the stability of cluster membership and 

this statement is based on the following considerations. There are clustering algorithms (e.g. [113]) 

where not all the nodes are clustered. They have different roles like candidate, visitor and they are 

not clustered until they demonstrate their future stability in the cluster, meaning a long lifetime as a 

cluster member. This translates into longer period of re-clustering/re-affiliation frequency, but this 
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does not mean that the topology is less stable. These considerations represent also the motivation of 

including this metric in the class of solution-dependent topology-based clustering metrics. In this 

class, the average percentage of vehicles (nodes) clustered nodes [113] metric is also included. A 

bigger average percentage of clustered nodes it is usually translated into a better stability of the 

network topology. However, in the aforementioned particular clustering algorithms, this metric is not 

applicable because at some moments of time there can be a considerable number of nodes not-

clustered (candidate or visitors).  

Although the average percentage of vehicles clustered is not a general metric, when 

comparing similar clustering algorithms this metric is very useful to be analyzed in conjunction with 

the other general clustering metrics such as ὔέὅ and  ὅὛ metrics. Sometimes the average number of 

clusters can be smaller due to the fact that a clustering scheme is not that successfully in clustering a 

higher number of vehicles. For instance, if a clustering algorithm has higher ὔέὅ, but also higher 

average percentage of vehicles clustered and similar ὅὌὒ  or  ὅὓὒ  it is more successful than the 

clustering scheme being compared against. As a conclusion, in the performance assessment of 

clustering solutions, in order to measure the stability, more metrics should be used and the results 

should be corroborated and not analyzed independently for each metric. 

2.4. Chapter Summary 

This chapter presented the main technical concepts that are used throughout this thesis. First, 

vehicular networks also known as VANET are introduced as they represent the general context in 

which the contributions of this thesis have been designed. They represent a novel type of 

communications that enables ITS and cooperative ITS in what we call smart cities.  

Then FL concepts were introduced as FL was used in all the proposed solutions. The 

presentation of these concepts has both general and also particular character, as the concepts were 

put in the context of VANET through the given examples.  

In the end, clustering concepts were introduced in the context of VANET as this relates to 

the last contribution that is presented in this thesis. Emphasize is made on the clustering evaluation 

and an in-depth study was made in the absence of some guidelines in the literature referring to this 

aspect in order to ensure a proper performance evaluation for the proposed algorithm.  
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TABLE 2.3. GENERAL METRICS FOR THE EVALUATION OF CLUSTERING ALGORITHMS IN 

VEHICULAR NETWORKS - SUMMARY  

 

Metric  Mathematical Definition Popularity  Restriction 

Average Cluster 
Head 

Lifetime(ὅὌὒ ) 
ὅὌὒ = В

В
ȿ ȿ

В
ȿ ȿ , where BCi (t) = 

ρȟὭὪ ὺὩὬὭὧὰὩ Ὥ ὧὬὥὲὫὩί ὸέ
ὧὰόίὸὩὶ ὬὩὥὨ ὥὸ ὸὭάὩ ὸ
πȟ                            έὸὬὩὶύὭίὩ

 

[89], [107] ï 
[109], [116], 
[125], [127] 
ï [130] 

Cluster head-
based 

algorithms 
only 

Average number of 

clusters (ὔέὅ) 
ὔέὅ= В ȿὅὸȿὛ

ὸπ  

[108] ï 
[111], [100] 
ï [101], 
[117] ï 

[118], [126], 
[127], [129], 

[130] 

- 

Average cluster size 

(ὅὛ ) ὅὛ = В В ȿὅὌὭὸȿὭὅὸ
Ὓ
ὸπ  

[109], [112] 
ï [114], 

[117], [125], 
[128], [129] 

- 

Average cluster 
head change rate 

(ὅὌὅὙ ) 

ὅὌὅὙ = В В ὅὌὈὭὸ
ȿὺὸȿ
Ὥρ

Ὓ
ὸπ , where CHDi (t) = 

ρȟ              ὭὪ ὺὩὬὭὧὰὩ Ὥ
ὧὬὥὲὫὩί Ὢὶέά ὧὰόίὸὩὶ ὬὩὥὨ

ὸέ ὥὲέὸὬὩὶ ὸώὴὩ έὪ ὲέὨὩ ὥὸ άέάὩὲὸ ὸ
πȟ                έὸὬὩὶύὭίὩ

 

[94], [106], 
[109], [125], 
[128], [129] 

Cluster head-
based 

algorithms 
only 

Average cluster 
member lifetime 

(ὅὓὒ ) 

ὅὓὒ = 
ȿ ȿ
В В

Вᶰ

В Вᶰ
ᶰ , where ὅὓὈ(t) 

=

ừ
Ử
Ừ

Ử
ứ
ρȟὭὪ ὺὩὬὭὧὰὩ Ὦ ȟὧὰόίὸὩὶ

άὩάὦὩὶ έὪ 
ὧὰόίὸὩὶ Ὥ Ὥί ὨὭίίάὭίίὩὨ 
Ὢὶέά ὸὬὩ ὧὰόίὸὩὶ Ὥ 
ὥὸ άέάὩὲὸ ὸ

πȟ                         έὸὬὩὶύὭίὩ

 

[110], [118], 
[125]  

- 

Cluster changes per 

node (ὅὅ ) 
ὅὅ = В В ὅὓὈὮ

ὭὸὭὅὸȟὮɴὅὌὭὸ
Ὓ
ὸπ , where CMD defined as above 

[108], [115]  
- 

Average cluster 

lifetime (ὅὒ ) ὅὒ = 
В В

В ȿ ȿ
 

[106], [119] 
- 

Cluster 
reconfiguration rate 

(ὅὙὙ ) 

ὅὙὙ = В В ὅὈὸ
ȿ ȿ

, where CDi (t) = 

ρȟὭὪὧὰόίὸὩὶ Ὥ ύὥί ὨὭίίάὭίίὩὨ
ὥὸ άέάὩὲὸ ὸ

πȟ                                   έὸὬὩὶύὭίὩ
 

[89], [92]  

- 

Average relative 
speed compared to 

the cluster head 
within a cluster 

(ὙὛὡὅ ) 

ὙὛὡὅ = 
ȿ ȿ

В В
В ȿ ᴆ  ᴆ ȿ

ȿ ȿ
 

[89] 
Cluster head-

based 
algorithms 

only 

Average relative 
speed among cluster 

heads (ὙὛὅὌ) 
ὙὛὅὌ= В

В ȿ ᴆ  ᴆ ȿȟ ͮ

ȿ ȿ
 

[109], [112] 
ï [114], 

[117], [125], 
[128], [129] 

Cluster head-
based 

algorithms 
only 
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Chapter 3 

  

RELATED WORKS 

  

 This chapter presents and discusses prior art in the areas of research that are related to the 

work presented in this thesis. There are three main such areas: green transportation solutions, FL-

based solutions, and clustering algorithms, all in the context of VANETs. 

 

3.1. VANET-based Green Transportation Solutions 

 

First, VANETs were considered very promising in supporting especially safety in traffic 

(e.g. preventing accidents) and traffic congestion issues. Consequently the focus was on designing 

VANET-based applications to solve these issues. Recently, due to the generally acknowledged 

pollution problem and due to the advances made in VANET research that demonstrated their huge 

potential, the focus shifted towards designing ñgreenò solutions based on VANET. Therefore, 

vehicular communications are at the core of some successful designs of both intelligent and green 

transportation solutions [1], [12], [13]. Two main classes of green transportation solutions based on 

vehicular communications can be identified: eco-routing and eco-driving solutions. 

3.1.1. VANET-based Eco-routing Solutions  

VANET-based eco-routing approaches subscribe to the major class of vehicle routing 

solutions. Vehicle routing aims to find the most convenient path from start to destination based on 
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certain criteria. In vehicle eco-routing the criteria include lower gas emissions, fuel or energy 

consumption. Vehicle routing is well represented in the literature and a large plethora of solutions 

have been proposed. V2X communications capabilities allowed for advanced dynamic and real-time 

routing solutions based on more accurate information regarding real-time traffic conditions and 

events or road characteristics and conditions. Such solutions are proposed in [50], [51], [228], 

[226], [202] and are dedicated to internal combustion engine-powered vehicles. The authors show 

how they reduce fuel consumption and gas emissions. 

 In [51] and [228], Collins et al. proposed both an eco-routing solution, and also a traffic 

management system enabling the routing solution. The best route decision is taken based on three 

factors: travel time of the road, the estimated fuel consumption and road congestion. In the 

approach proposed by Doolan et al. [50] time is not considered in taking the best route decision, but 

as a novelty, the road characteristics, namely the road roughness and gradient, are considered 

together with road congestion. In both aforementioned approaches, vehicular communications are 

employed in data collection and for both approaches the principle is similar: utility functions based 

on the factors considered are employed to compute a rating associated to each road segment and 

then the routing follows the Dijkstra algorithm [225].  

In [226], Jabbarpour et al. proposed a very complex approach that considers multiple 

factors in their routing decision: travel time, speed, distance, vehicle density (i.e. congestion) and 

road topology and characteristics. The purpose is to reduce fuel emissions by determining the least 

congested shortest paths to the destination. Similar to the solutions previously discussed, VANET is 

employed in data collection. As a novelty, this solution involves computational intelligence in the 

best route decision: an ant-based algorithm is employed for route selection. Extensive simulations 

considering various scenarios have shown considerable reduction in fuel consumption and gas 

emissions. 

The solution proposed by Souza et al. in [202] has a different approach and it can be said 

that is an event-driven eco-routing solution. The vehicles are following their regular routes until an 

event warning message (e.g. accident, congested road ahead) is received via vehicular 

communications. Based on this information the vehicles are re-routed if needed in order to avoid 

congestion that may determine increased fuel consumption and gas emissions.  

Vehicular communications-based eco-routing solutions dedicated to EVs are in early 

stages. However, solutions have been proposed for EVs too, such as the one presented by 

Demestichas et al. in [203]. In this solution, machine learning techniques are employed in the 

computation of the most energy efficient route that integrates static map information and database 

information containing previous driving experience: road conditions and characteristics, traffic 



43 

 

conditions, and charging stations. The data collection process is done via V2X communications. It 

is expected that the solutions proposed for internal combustion engine-powered vehicles to be also 

studied in the context of EVs as basically same external factors that influence fuel consumption and 

gas emissions, also affect the energy consumption in case of EVs.  

3.1.2. VANET-based Eco-driving Solutions 

 Solutions in this class advise on how to drive in order to reduce fuel consumption, gas 

emissions or energy consumption. These solutions employ communications between traffic light 

and vehicles combined or not with V2V communications. Some of these solutions [204], [205] 

adapt the traffic light phases to the flow of vehicles approaching the intersection. When employing 

these approaches, the waiting times and the number of vehicles stopped at the intersection reduce 

and consequently the fuel consumption and gas emissions also decrease. In both cited approaches 

the information regarding the density of the vehicles approaching the intersection is gathered via 

V2V communications and is further transmitted to the traffic light. 

However, most approaches adapt the speed of the vehicles to the traffic light phases by 

exploiting the traffic light ï to ï vehicle communication (I2V communications) in order to avoid 

stopping at the signaled intersections, having inadequate speeds or performing maneuvers that lead 

to increased fuel/energy consumption and/or gas emissions. These approaches can work both with 

static traffic signals and as shown in [227] adaptive traffic signals and are also known in the 

literature as Green Light Optimal Speed Advisory (GLOSA) solutions. GLOSA approaches are 

presented in [48], [49], [206] ï [208], [229], and are dedicated to internal combustion engine-

powered vehicles.  

In [206], the focus is not on the mechanisms behind the speed advisory system, but on 

studying the factors influencing the reduction of the fuel consumption and gas emissions when such 

a GLOSA system is employed. The main results of the study reveal two such important factors: the 

gear choice and the distance from the traffic light where the message containing the information 

from the traffic light is received by the vehicles. For fuel consumption and gas emission 

measurements, the authors employ the Passenger car and Heavy duty Emissions Model (PHEM), 

developed at the Institute of Internal Combustion Engines and Thermodynamics of Graz University 

of Technology Austria, which is highly used in various R&D projects [209], [210]. 

In [48], [49], [207] and [208] the focus is on the speed advisory algorithm of GLOSA 

systems: finding the appropriate speed that will prevent stopping at the intersection if possible and 

minimize the fuel consumption and gas emissions. The approaches proposed in [49] and [208] do 

not consider in computing the appropriate speed any fuel consumption or gas emissions model, and 

employ these models when evaluating the performance of the GLOSA systems proposed only. 
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These solutions consider the vehicleôs different maneuvers only (e.g. acceleration/deceleration), and 

from this point of view, the approach presented in [208] is the most complex in the literature so far, 

as it considers all possible maneuvers. It also includes complex testing, the performance of GLOSA 

system being evaluated against penetration rate variations and using an almost realistic scenario. In 

[48] and [207] the authors do consider a fuel consumption and emission model when computing the 

appropriate speed, namely the Virginia Tech Microscopic (VT-Micro) model. The goal is to find the 

optimum speed, especially in [207] where a very complex algorithm is employed for finding this 

optimum. Specific to [207] when compared to the other presented GLOSA approaches is the fact 

that V2V communication is also employed in sending the traffic light phasing messages in a multi-

hop architecture in addition to I2V (traffic light-to-vehicle communication). In the GLOSA 

solutions presented, the benefits in terms of fuel savings and gas emissions reduction vary in a 

range of 8% - 22%, the higher ranges being associated with simple testing scenarios that consider a 

single intersection. However, the lower range can be even lower at small penetration rates as shown 

in [208].  

In the most recent eco-driving solution described in this section, Xiang et al. [229] did the 

first steps in considering driver reactions in the context of GLOSA. A novel model for GLOSA that 

is adaptive to the driver behavior was proposed. Benefits in terms of fuel consumption are proven 

against the baseline for a vehicle in a single intersection. However, before imposing as a reference 

model, the model will need to be tested in the field which is a goal specified by the authors in their 

future works along with more extensive simulations for more complex scenarios. 

In [211], Tielert et al. performed a study in order to demonstrate that similar GLOSA 

systems proposed for reducing fuel consumption and gas emissions can be employed for reducing 

energy consumption of electric cars. The focus is not on computing the appropriate speed, simple 

policies are implemented in computation. These policies are based on the strategies used for internal 

combustion engine-powered vehicles. Instead, while showing benefits in terms of energy 

consumption reduction, the authors of the study underline the need for GLOSA systems for EVs to 

take into consideration EV specific characteristics as compared to internal combustion engine-

powered vehicles.  

3.1.3 Discussion ï Future Directions  

There are very few energy-efficient or aware solutions based on VANETs dedicated to EVs 

are clearly very few and in their very beginning. Currently, battery models for microscopic 

simulation of EVs are being proposed and steps necessary to integrate EVs in VANET-specific 

simulators are undertaken [230], [231]. The lack of simulation tools for EVs is one of the reasons 

there are very few VANET-based eco-solutions dedicated to EVs. As EVs are a hot spot in both 
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research and industry and they have as main issue energy and the relative small range imposed by 

energy limitations, energy-efficient solutions are and will be of high interest.  Moreover, a class of 

EVs, electric bicycles, was completely neglected so far in the context of VANETs. Note that electric 

bicycles have different energy models, different traffic conditions, and different facilities than 

electric cars that were so far considered in the solutions. Consequently, dedicated energy-efficient 

solutions must be developed for electric bicycles that are not only the most popular among the 

electric vehicles [220], but also their popularity is on rise
10

.  Cyclist smartphones could replace OBU, 

as there are already solutions for deploying the IEEE 802.11p communication stack on mobiles. 

Therefore eco-routing and eco-riding solutions dedicated to bicycles that aim to improve energy 

efficiency in the case of electric bicycles or reduce cyclist effort based on vehicular communications 

could be proposed. These can provide better service or enhance the service of existing cycling 

planners. Existing cycling route planners are static and they assist the rider only in creating a cycling 

route a-priori to their trip. Some cycling route planners allow for a single-criterion routing as [221] or 

as the cycling planner recently incorporated in Google Maps
11

. This new feature of Google Maps is 

further used as a support for building other cycling route planners and applications such as Bike 

Route Planner (&tracker)
12

 application for Android. The more complex ones allow for multi-criteria 

routing such as [222], [223]. 

In [222], the authors proposed a web-based cycling route planner meant to promote cycling 

in Vancouver, Canada. This solution enables users to find a cycling route from start to destination 

based on their preferences. Users can select one of the following preferences: shortest path route, 

restricted maximum slope, least elevation gain, least traffic pollution and most vegetated route. 

Separately, users can select between two road types: cycling-friendly roads that encompasses cycling 

lanes and roads considered safe by the cyclists and municipal planners, and all roads. The 

preferences were decided based on the survey that determines main cycling motivators and de-

motivators [17].  

BBBike [223] is a cycle route planner originally developed for Berlin, Germany but then 

extended to 200 cities worldwide based on OpenStreetMap
13

 data. It can be used either online or as 

desktop/Android application and allows for a route selection based on multiple criteria: shortest route 

(default setting), road surface, street category (similar to road type but more than two types are 

considered), avoidance of unlit streets, avoidance of traffic lights and green routes preference. The 

latter two criteria are available for Berlin only. Due to the recent interest shown in sustainable 

transportation and especially in cycling, a special branch of OpenStreetMap was dedicated to 

                                                           
10

 ZDNet website, http://www.smartplanet.com/blog/cities/popularity-of-electric-bikes-on-the-rise/4413 
11

 Google Maps, https://www.google.ie/maps 
12 Google Apps Bike Route Planner, https://play.google.com/store/apps/details?id=net.bikerouteplanner&hl=en 
13 OpenStreetMap website, http://www.openstreetmap.org 
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cycling: OpenCycleMap
14

. Based on this, cycling route planners have been developed such as web-

based BikeHub
15

, BikeHub for smartphones (for Android
16

, for iPhone
17

) that provides two options: 

the fastest road or the quietest one. 

The solutions proposed in the thesis come to complement and enhance these approaches. 

One of the contribution represents a step forward for the cycling route planners, going beyond 

planning the route itself (how to get from point A to point B) and planning the departure time for the 

route: when to leave from point A to get to point B on the planned route in order to avoid as much as 

possible the adverse weather conditions and to increase the energy savings in the particular case of 

electric bicycles. Moreover, the first VANET-based GLOSA system for the bicycles is being 

proposed in this thesis that aims to increase cycling/user experience and decrease energy 

consumption in the particular case of electric bicycles. 

3.2. Fuzzy Logic Solutions in VANETs 

This section presents and discusses most important FL-based solutions proposed in the area 

of VANETs. As FL has recently started to be used in VANETs, the number of solutions is not high 

and there is still place for improving and experimenting in this direction. However, the FL has been 

employed in various types of VANET solutions such as routing, MAC protocols, handover, data 

aggregation, traffic (understood both as data traffic and road traffic), congestion detection, mobility 

models, and trust systems. The most representative solutions from numerical point of view are so far 

designed in routing, MAC protocols, handover and data aggregation. As emphasized in Chapter 2, 

the design of FLS in VANETs context is highly dependent on the solutions they are designed for. 

Therefore, FL solutions are next described in the context they were designed for. 

3.2.1. FL-based and Routing Protocols in VANETs 

3.2.1.1. Routing Protocols in VANETs 

A routing protocol defines the way two communication entities exchange information in a 

network and, as described in Figure 3.1, includes path/route selection in the network, data forwarding 

and action in maintaining the route or recovering from route/link failure [144].  

In the literature there are several surveys about routing protocols in VANETs such as: [144] 

ï [148]. Based on the aforementioned surveys a general VANET-based routing classification is 

presented in Figure 3.2. Routing protocols are grouped into three major classes: unicast, 

multicast/geocast and broadcast [145]. Furthermore, VANET unicast routing protocols are 

categorized into two big classes: topology-based routing protocols and geographic-based (position-

                                                           
14 OpenCycleMap website, http://www.opencyclemap.org/ 
15 BikeHub website, http://routes.bikehub.co.uk/ 
16

Google Apps BikeHub, https://play.google.com/store/apps/details?id=com.bikehub.journeyplanner&hl=en 
17 Iphone App, BikeHub, http://www.bikehub.co.uk/iphone-app/bike-hb-iphone-app-now-in-review/ 
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based) routing protocols [144], [147]. Similar, multicast routing is classified in topology-based and 

position-based [148].  The geographic-based routing protocols represent a new type of routing 

dedicated to VANETs that are exploiting the VANET characteristic of having a geographic type of 

communication. FL is applied in a variety of routing protocols that subscribe to most of the classes 

presented. The classes of routing solutions in which FL is applied are hashed  in Figure 3.2. 

Moreover, FL is employed in two from the three phases of routing (as illustrated with yellow in 

Figure 3.1.). 

 

Figure 3.1.      Routing Protocol Description 

 

Figure 3.2.      VANET-based Routing Classification  

Routing is not trivial in VANETs because of their specific challenging characteristics which 

include: rapid change in topology, relative high speed of nodes, dynamic information exchange, 

frequently disconnected networks. Consequently, it is of high importance to consider these 

characteristics in VANET routing protocols in order to create stable routes. Moreover, VANETs are 

also associated with several particular characteristics that can be very helpful such as predictability of 

the movement. In developing routing protocols, taking advantage of these useful particularities often 
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increases their performance. Thus, it is clear that a routing protocol in VANETs should consider 

multiple parameters that should also include VANET specific characteristics. However, so far there 

are no deterministic models that describe with precision the influence of these parameters in routing. 

FL is known as a perfect mathematical framework for handling multiple parameters and dealing with 

imprecision and non-deterministic problems. Therefore, FL seems to be a perfect candidate to 

solving routing challenges in VANETs and the following section demonstrates this idea. 

3.2.1.2. FL-based Routing Protocols in VANETs  

Wang et al. [149] proposed the Fuzzy control-based AODV routing (Fcar), which enhances 

the performance of the classical ad hoc on-demand distance vector routing (AODV) by taking into 

consideration VANET specific criteria. Simulations performed show that Fcar improves the routing 

performance in comparison with AODV in a VANET context. Several criteria are incorporated into 

the input parameters of the FLS designed for route selection: percentage of same-directional vehicles 

and route lifetime. Route lifetime is computed based on vehicle speed and distance between vehicles 

related to the effective communication range between vehicles. A FLS is very flexible and allows for 

multiple inputs which lead to multiple path/route selection criteria. This aspect was considered by the 

authors when choosing to employ FL in their solution. The best route is indicated by the output 

parameter of the FLS which is the selection probability. FLS has trapezoidal membership functions, 

the authors motivating their decision based on the fact that these are simple and computational 

efficient. In the design of the rule base, manual tuning was adopted (ñsimulation by a mass of tests 

and adjustmentsò [149]). The authors do not provide any details about the inference type 

implemented in the FLS or about the defuzzification process. 

Huang et al. [150] proposed a FL-based load balancing and congestion-avoidance routing 

protocol aiming to satisfy the stringent Quality of Service (QoS) requirements of real-time traffic 

over VANETs. The proposed protocol is derived again from AODV which is considered to be 

suitable for bandwidth constrained routing and provides some minimal control to enable nodes to 

specify QoS parameters. In addition, VANET specific criteria are taken into consideration in order to 

address the rapidly changing topology. These parameters were incorporated into the inputs of a FLS 

that determines as output the appropriateness of the vehicle as an intermediate node in the route. 

Namely, the inputs are: minimum bandwidth required for satisfying the real-time traffic (R)/length of 

the queue for the non-real-time traffic (Q), expected remaining connection time between the vehicle 

and its neighbors (L) and the bandwidth currently used (B). The traffic is differentiated between real-

time and non-real-time and dependent of this, the FLS has R, L and B as inputs or Q, L and B, 

respectively. The VANET specific criteria are incorporated into the L input which is dependent on 

vehicleôs speed, position and vehicleôs mobility model. The other two inputs are considered in such 

way to avoid congestion and to provide load balancing. In this way, the protocol proposes to satisfy 
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the stringent QoS requirements in VANETs, especially in the case of real-time traffic [34]. In the 

design of the FLS, triangular functions are the authorsô option for the membership functions. The 

membership functions are automatically tuned using H-infinity filtering in order to adapt to the 

volatile characteristics of VANET. Thus, the FLS designed is adapting in real-time and subscribes to 

the generalized architecture illustrated in Chapter 2, Figure 2.8. The authors experimented both 

neural networks (NN)-based tuning and genetic algorithms (GA)-based tuning, but the performance 

tests have shown that while the accuracy is comparable, NN approach performs slightly better, while 

GA is visible worse. The learning time is also much longer for these latter techniques. In VANETs, 

due to the multiple and repeated network topology changes, frequent training is required, so NN and 

GA based learning techniques are not suitable for real-time applications in VANETs. However, this 

last statement cannot be generalized, as not many details are provided about the specific learning 

algorithms implemented and multiple NN and GA-based learning algorithms can be implemented. 

The rule base of FLS resulted from ñexpert knowledgeò on the deep understanding of the influences 

of each parameter in the network. The Inference Engine is based on the Tsukamoto inference and 

consequently, the defuzzification process is also Tsukamoto. 

Ghafoor et al. [151] proposed a FL-based delay and reliability-aware routing protocol aiming 

to overcome the disadvantages of the existent protocols for mobile ad hoc networks that do not take 

into consideration the specific characteristics of VANETs or the fact that the communication channel 

between vehicles is prone to radio frequency interference and shadowing as well, as different forms 

of fading including multi-path and slow fading. The FLS designed has as inputs signal to noise ratio 

(SNR) as an estimator of the behavior of time varying channels, channel delay and velocity vector 

difference. This latter parameter is a mobility-related parameter representing the difference in speed 

between the current vehicle and its neighbors. The output of the FLS is the Fuzzy Cost that indicates 

the probability of the vehicle being chosen in the routing path. FLS is deployed in each vehicle and 

whenever the source or an intermediate node selects a routing path FLS are activated in each of the 

source or intermediate node neighbors. The neighbor having the highest Fuzzy Cost is selected in the 

routing path. In the design of the FLS, the authors opted for triangular functions motivating that these 

are extensively used in real-time applications and they are computationally efficient. The functions 

are initially chosen based on experience and then automatically tuned using H-infinity filtering 

technique to adapt in real-time to the rapid changing topology of VANETs. The automatic tuning is 

based on reinforcement learning and the FLS has the real-time adaptive architecture illustrated in 

Chapter 2, Figure 2.8. The rule base benefitted from expert knowledge and ñcareful understanding of 

the philosophy behind metrics and vehicular networks behaviourò. As inference type and 

defuzzification, the authors have chosen the Mamdani inference, respectively COA. 
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Ghafoor et al. [152] proposed a FL-based routing protocol aiming to tackle the problem of 

the lossy wireless channels, but considering other parameters. In addition, a mechanism is 

implemented to deal with data forwarding in VANET environment that is prone to network 

disconnection. FL is implemented only in the route selection mechanism. One of the inputs of the 

FLS that is deployed in each vehicle is the relative distance between the source node/intermediate 

node and its neighbors based on the consideration that lossy wireless channels lead to signal 

attenuation. The other input is related to vehiclesô mobility and is the relative direction. The output, 

similar to the previous discussed approach, is a Fuzzy Cost computed for each neighbor of the 

source/intermediate node. The membership functions selected are triangular and their parameters are 

selected based on experience and manual tuning ï trial and error. The rule base is again based on 

ñexpert knowledgeò. Similar to the previous approach, the inference type is the Mamdani inference, 

while the defuzzification is performed via COA. There is no comparison between the two FL-based 

routing protocols proposed by the same authors. Both have the same main purposes and both employ 

a FLS to decide the best path in routing. However, the parameters considered as inputs for FLS are 

different and it would have been very useful to see which of the two solutions is better and in what 

conditions. 

Khokhar et al. [153] proposed a routing protocol dedicated to urban vehicular environment 

that employs novel concepts in order to address security challenges in VANETs. The novel aspect is 

the rationale behind the routing protocol. The authors state that there are some social behavior 

patterns developed in urban environments and these should be exploited in order to make secure 

routing decisions. A friendship mechanism is developed that is used in taking routing decisions at 

intersections. The decision making is based on a FLS that has the following inputs: Friends, Friends 

of Friends and Non-friends and gives as output the path fuzzy cost. The list of friends of a vehicle is 

made based on the social behavior pattern developed in traffic: if there was a V2V communication 

between the vehicle and another vehicle, the latter is its friend. In addition, the social networks of the 

drivers are considered. For instance, if the drivers are friends on Facebook, their vehicles are friends 

as well. Regarding the FLS design decisions, the authors opted for triangular functions as they are 

computationally efficient. Membership functionsô parameters and rule base were established based 

on expert knowledge and manual tuning. The COA defuzzification method is the authorsô option for 

defuzzification, while the inference type is not revealed. 

Wu et al. [154] introduced a FL decisional system to select the nodes where to relay the 

broadcast messages in the context of a new broadcast protocol for VANETs. The technique of using 

only a few neighboring nodes for relaying the broadcast messages ensures the efficiency of the 

proposed broadcast protocol. The FLS uses multiple parameters in the relay node selection which 

ensures the high reliability of the protocol. These parameters are distance factor (inter-vehicle 
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distance), mobility factor that considers both the current position and the next moment position and 

received signal strength indicator. They are used as inputs by the FLS that outputs the rank of a node. 

The node with the higher rank is selected as relay node. The FLS has trapezoidal and triangular 

functions, but the authors do not give any details about the rationale behind this design decision. The 

selection of functionsô parameters is not motivated either, nor it is the rule base design. Information 

is provided regarding the inference type (i.e. Mamdani) and defuzzification method (i.e. COA). In 

[232], this FL-based solution is combined with network coding in order to reduce the packets 

retransmission in case of failure. However, the characteristics of FLS are not changed. 

In [155], Huang et al. designed and employed two FL-based decisional systems for the 

selection of relay nodes in an infotainment dissemination scheme over vehicular heterogeneous 

networks. The design decisions of the FLSs are very poorly described. The first FLS is used to 

decide upon the most appropriate vehicle from a list of candidates to become the relay node that is 

storing and forwarding the infotainment data to the requesting nodes. A second FLS is designed to 

decide from these requesting nodes if they are suitable to become relay nodes when needed. The first 

FLS has as inputs bandwidth, overhead and lifetime, the latter parameter representing a combination 

of VANET specific criteria: vehicle velocity, distance between vehicles and direction of vehicles. 

These criteria define the connectivity in the VANET dynamic and ever-changing environment. The 

output is represented by the appropriateness of the node to be a relay node. The membership 

functions are triangular and the FLS has a Tsukamaoto inference type and defuzzification method. 

None of the design decisions are motivated. Regarding the second FLS, no details are provided 

except for the inputs that are represented by the capabilities of the requesting node such as 

computation capability, buffer size and the stability of the signal strength and the output is the 

suitability of the node to become a relay. 

In [156] and [157], Wu et al. proposed FL and Q-learning [158] based approaches for unicast 

routing. Both approaches derive from the AODV protocol. The routing protocol proposed in [156] is 

called FQLAODV (Fuzzy Q-Learning AODV-based protocol), while the one proposed in [157] is 

called PFQ-AODV (Portable Fuzzy Q-learning AODV-based protocol). Both protocols have the 

same basic principle: they use a FLS for evaluating the link that is possible to be used in the routing 

path and based on the ranking provided by the FLS, Q-learning is applied for selecting a route that 

ensures multi-hop reliability and efficiency. The differences between FQLAODV and PFQ-AODV 

are in the inputs considered for the FLS and in the fact that the last one does not make the 

assumption of existence of any GPS or other positioning system, making it portable and more 

practical. The FLS in FQLAODV has as inputs: bandwidth, mobility factor and received signal 

strength indicator. The last two inputs are exactly the same computed and have the same membership 

functions as the inputs of the FLS proposed for the broadcasting protocol in [154]. PFQ-AODV has 
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more refined inputs, considering again bandwidth, mobility factor and a new input link quality. 

Mobility factor is computed different than in FQLAODV, as it does not make the assumption that the 

vehicles know their positions. Link quality is a more complex input than received signal strength, 

taking into consideration in its computation a network metric, packet loss, and a topology metric ï 

number of neighbors. In the design of both FLSs, same decisions are applied: triangular and 

trapezoidal membership functions for their efficiency, Mamdani inference type and COA 

defuzzification method. The membership functionsô parameters selection is entirely based on the 

authorsô experience and knowledge, thus expert knowledge, although the authors do state that 

automatic tuning is possible and brings an advantage to FLS in VANETs ï adaptability to any kind 

of conditions (e.g. sparse or dense network). Moreover, the benefits of employing FL in the proposed 

routing protocols are demonstrated against AODV and QLAODV [159] ï AODV modified with Q-

learning via both simulations and real testbed. However, the authors do not perform a comparison 

between their two FL-based approaches. 

Huang et al. [160] introduced a FL-based proactive recovery from link failure mechanism. 

This mechanism, deployed in each vehicle, involves two components: an alternative link 

construction component and a prediction component. The prediction component predicts both the 

congestion or link failure and either if congestion is detected or link failure is predicted, it activates 

the alternate link construction component. The prediction component has two modules: Fuzzy speed 

prediction module and Fuzzy congestion detection module. Basically, these modules are represented 

by two FLSs. The FLS predicting the speed incorporates some knowledge about driverôs age as there 

is a connection between driverôs age and driverôs behavior. Thus the inputs of this FLS are driverôs 

age, distance between vehicle and the front vehicle and current speed. The output is the predicted 

velocity. The FLS for congestion detection has as inputs: the queue length, the hop counts that the 

packet travel through the vehicles and the expected number of the vehicles within radio range of the 

vehicle during next time period, and as output the congestion indicator. Both FLS have similar 

design: trapezoidal membership functions chosen to reduce computational complexity, and 

Tsukamoto inference and defuzzification method. The design of the FLS is a real-time adaptive 

design that allows for automatically tuning the parameters of the membership functions based on 

Particle Swarm Optimization techniques. The authors do not provide any details about how the rule 

base was built.  

3.2.1.3. Discussion 

Routing is considered among the main challenges in VANETs as it faces an ever-changing 

environment. However, as emphasized before, VANETs do not impose challenges only, they also 

have attractive characteristics such as the fact that the movement of the nodes can be more easily 

predicted as the vehicles follow the road rules and regulations, topology, etc.  Thus, selecting the best 
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route/path is a complex decision that should be based on multiple criteria that incorporate also the 

characteristics of the VANET complex environment. In almost all the analyzed solutions, FL is 

applied in decision making based on multiple metrics that are fed as inputs into FLSs that provide as 

outputs a ranking of best choices: a list of fuzzy costs, appropriateness, selection probabilities, ranks, 

etc. In the unicast routing, the FLSs provide the ranking that indicates which is the best link/path in 

the route ([149] ï  [153], [156], [157]). In broadcasting, the FLS provides the ranking that indicates 

the best choice for the relay nodes supposed to store the information to be broadcasted ([154], [155]). 

A single routing protocol from the analyzed approaches employs FL in prediction in order to design 

a mechanism for proactive recovery from failure [160]. Two FLSs are used: one to predict the future 

speed and the other one to predict the network traffic congestion.  

Regarding the inputs selected for the FLSs, most of the approaches search for the successful 

combination of parameters to describe the high mobility and rapidly changing topology of VANETs 

and to take advantage of the predictability of the movement. However, so far the similar FL-based 

routing solutions (e.g. unicast topology-based solutions) have not been compared among themselves 

and consequently we cannot state with accuracy regarding the most successful combination of 

parameters used for describing the VANET environment in order to make the best decisions 

regarding the best route. The lack of comparison among the FL-based solutions also prevents us from 

learning some lessons regarding the performance of different fuzzy models or designs in the context 

of VANET routing. So far, Tsukamoto model and Mamdani with COA as defuzzification method 

were employed in the FL-based routing protocols. A comparison could result in some conclusions 

regarding the Tsukamoto vs. Mamdani fuzzy models performance in VANET routing. Thus 

comparison between FL-based routing protocols is a ñmustò in order to be able to decide the best 

approaches and the best design decisions that can be at the basement of future improved works in this 

direction. However, there are some lessons regarding the design of FLSs in the context of VANETs 

routing that can be learnt even in the absence of these comparisons. First lesson is that triangular and 

trapezoidal functions provide good performance in this context and due to their reduced 

computational complexity and efficiency they are perfect candidates when choosing to design any 

FLS used in VANET routing. The Rule base is built in all the approaches presented based on expert 

knowledge and in very few approaches is further refined through manual tuning. These rules can be 

further used and improved by tuning when designing new approaches.  

FL is successfully employed and presented in the literature, in various domains to address 

both problems: decision making and prediction. The FL-based routing protocols analyzed 

demonstrate that FL can be successfully employed in the context of VANET routing in both decision 

making and prediction. 
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3.2.2. FL-based MAC Protocols in VANETs 

3.2.2.1. MAC Protocols in VANETs 

MAC protocols are considered to be a key issue in the design of VANETs [34] and they are 

identified among the main technical challenges imposed by VANETs [23]. In a VANET context, 

efficient MAC protocols need to be designed in order to cope with the highly dynamic environment. 

In addition they need to be able to provide high quality of service (QoS) levels for non-safety 

applications and reliability for safety applications. It is clearly stated the need of designing new 

MAC protocols designed for VANETs, as the existent ones are not suitable [161].  

 In [162], the MAC protocols for VANETs are classified in two broad classes: contention-

based protocols and scheduled-based protocols. The first class has the advantage of not being 

influenced by the ever-changing topology of VANETs, but their main problem relates to the random 

delay introduced in order to regulate the access to the medium so that the chances of collisions are 

reduced. This delay is bounded by an interval, also called ñbackoff intervalò that is statically 

increased/decreased, approach that is not the best for a dynamic environment such as VANET. Thus, 

the delay is controlled through the increase/decrease of this backoff interval regulated by so called 

backoff schemes. An inappropriate control of this delay can cause serious issues especially in the 

case of safety applications. The second class of MAC protocols does not have this delay issue, but it 

is influenced by the topology change ï slot relocation may often occur due to the rapidly changing 

topology of VANETs. So far, FL has been implemented in VANET MAC protocols pertaining to the 

first class (Figure 3.3) in order to address their main drawback. 

 

Figure 3.3.      VANETs MAC Protocols Classification  

3.2.2.2. FL-based MAC Protocols in VANETs 

Abdelkader et al. [163] proposed a feedback FLS that controls the changes in the backoff 

interval (i.e. the level of increase/decrease). They started from an observation that a constant 

increase/decrease of backoff interval is not appropriate for the dynamic environment of VANETs 

and that this process should take into consideration the dynamic network conditions. So, each node in 
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the network should monitor network conditions and based on this to control their backoff interval 

increase/decrease. However, there is no direct mathematical mapping between network conditions 

and backoff interval computation therefore an exact model cannot be built. Thus, FL known for its 

capabilities to deal with imprecise information is selected for modelling the relationship between the 

network conditions and backoff interval computation. The network conditions monitored are 

successful transmission ratio (S) and the last backoff interval value (Blast). S measures the fraction 

of delivered packets to the total generated packets per node, while Blast is the measure of network 

load.  

The FLS designed for controlling the increase/decrease in the backoff interval uses S and 

Blast as inputs and gives as output the normalized amount of decrease/increase of the interval, dB. 

The actual value to modify the backoff interval is obtained by multiplying dB with Blast. Note that 

this is an adaptive FLS as the output processed in Blast is fed back into the FLS as input. The 

membership functions for all inputs and output are triangular and their parameters are described in 

the simulation scenario, but the authors do not explain how their selection has been done. The rule 

base is designed based on ñexpert knowledgeò ï authors knowledge regarding the influence of the 

network conditions taken into consideration and backoff interval ï and manual tuning ï ñtrial 

experimentsò. The inference type is not specified, but from the description of the FLS it appears to be 

Mamdani. The COA method is applied in defuzzification. 

It is demonstrated that the FL-based backoff scheme outperforms wide-used backoff 

schemes in MAC protocols in terms of throughput and fairness and gets closer to the performances 

of what is considered to be an ideal backoff scheme [164]. 

In [165], Abdelkader et al. proposed four FL-based backoff control schemes: three are built 

upon SISO FLSs and the other one is built upon a MISO FLS. All these FLSs are designed based on 

the previously proposed FLS [163]. The MISO FLS in [165] has the same inputs (successful 

transmission ratio ï S ï and last backoff interval value ï Blast ) and output (change in backoff 

interval ï dB) as in [163]. The changes are in the membership function of the output, that now has 5 

fuzzy terms instead of 3 and consequently the rule base is extended with new rules, but it is built 

based on the same considerations ï ñexpert knowledgeò ï as in [163]. Also, the parameters of the 

input membership functions used in the simulation, again their selection is not motivated, are 

different than the ones used in [163]. 

Regarding the three SISO FLSs proposed, they have only one input, S, and same output as 

the MISO FLS and each of them follows a certain policy: 

- Selfish policy, where the node objective is to access the network regardless of its 

limited share. The backoff scheme based on the FLS implementing this policy is called Fuzzy1-DS. 
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- Generous policy, where the channel is given to other nodes if found busy. The 

backoff scheme based on the FLS implementing this policy is called Fuzzy-1GS. 

- Cautious policy or a fair policy where each network node has the objective of a fair 

access to the medium. The backoff scheme based on the FLS implementing this policy is called 

Fuzzy-1CS. 

The rule base for each of the systems is designed based on the same ñexpert knowledgeò that 

is the understanding of the authors on how the input influence the output. This knowledge can be 

summarized as follows: if the success ratio is very low this means that the channel is busy so the 

probability of collision is very high, therefore the recommendation is to increase the backoff interval. 

This recommendation is reflected differently by the three FLS in their rule bases depending on the 

policy adopted: selfish, generous or fair. For instance, the selfish scheme, Fuzzy1-DS, will tend to 

rather decrease the backoff interval than to increase it in most of the circumstances. All FLSs have 

triangular functions and their parameters are specified in the simulation scenario, but no explanation 

of how these were selected is given.  All the four FL-based backoff schemes are compared against a 

widely-used backoff scheme for MAC protocols and the one considered optimum [163]. Most of FL-

based schemes outperform the first one and get closer to the optimum in terms of throughput, but in 

terms of fairness, Fuzzy1-DS scheme suffers the most. 

Souza et al. [166] proposed a FL-based adaptive mechanism for a better control of access to 

the medium. Similar to the previous discussed approaches (i.e. [163] and [165]), the backoff is 

controlled depending on the network conditions. The parameter monitored is the density of the 

vehicles within the transmission range of each vehicle. This parameter is the only input of the FLS 

that is deployed in each of the vehicles for controlling the access to the medium. The output is the 

backoff value. The membership functions are gaussian functions and their parameters are chosen 

based on previous studies in the literature that relates to the traffic density [167] and backoff values 

[168]. The rule base is designed based on ñexpert knowledgeò that can be summarized as follows: ñIf 

the density is low, the fuzzy system returns a small backoff value and close to the optimum value in 

order not to underutilize the network. On the other hand, if the network is dense, the returned backoff 

value is great and near to optimal value, enough to provide a good cost-benefit relationship between 

throughput and collisions or loss.ò [166].  No information is provided about the inference and 

defuzzification method implemented in the designed FLS. 

The improved performance of the FL-based adaptive backoff scheme is demonstrated 

against the one implemented in the IEEE 802.11p standard that is non-adaptive based on network 

conditions. It is interesting to mention that one of the metrics used for assessment is the success ratio 

that is used as input in the previous discussed FL-based backoff schemes proposed in [163], [165]. 
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The authors should have considered a comparison against the scheme proposed in [163], as their 

approach was probably developed in parallel with [165]. However, the lack in details regarding the 

design of the FLS makes the comparison between these schemes very difficult. For instance in [163], 

we only assumed based on the description a Mamdani inference type was used, but this was not 

clearly specified. 

Chrysostomou et al. [169] proposed a FLS to control the wireless access in an adaptive QoS-

aware MAC protocol. The proposed MAC protocol presents a different approach for controlling the 

backoff value. It keeps the IEEE 802.11p basic principle of updating the backoff interval based on 

the contention window (CW) value, but controls the CW based on network conditions reflected in 

channel traffic occupancy (CTO). Keeping the IEEE 802.11p basic mechanism allows for the 

differentiation and prioritization of different traffic types in the proposed solution. This combined 

with the FL-based control scheme of CW lead to providing an improved QoS compared to the classic 

IEEE 802.11p. The FLS ensuring the control of CW has as inputs CTO values for consecutive 

sampling periods. The membership functions are triangular, design decision motivated by the authors 

based on their computational simplicity. Their parameters were selected based on the ñqualitative 

understanding of the systemò. Similarly, the rule base was built on the understanding of the system, 

ñexpert knowledgeò, and manual tuning. The philosophy behind the knowledge base is on the one 

hand aggressive response when the density of the channel is very high for two consecutive periods of 

time and on the other hand smooth response when the density is low. No information about inference 

and defuzzification processes is provided. 

In [170], the same authors proposed a FL-based mechanism for controlling the min and max 

values of CW. According to the authors, this is the first scheme in the literature in which CW min and 

CW max values are adapted based on network conditions. The FLS has the same inputs as the FLS 

proposed in [169] and as output the value controlling the increase/decrease of CW min and CW max 

values called factor. Similar design principles are adopted for designing the proposed FLS as those 

employed in [169]. 

Hafeez et al. [171] described their new VANET MAC protocol which makes use of an 

adaptive FLS for predicting the speed and location in order to adjust the protocol to driverôs 

behaviour on the road. In this solution, FL is not employed directly in controlling the access to the 

medium, the challenge of the contention-based protocols being addressed in this approach through 

clustering. The FLS is used in the cluster maintenance process and based on the predictions made, 

the structure of the cluster is updated or not. The inputs of the FLS are the speed and inter-distance 

and the output predicts if the driver is going to accelerate or decelerate. Based on this prediction, the 

vehicleôs speed and position in the near future are further predicted. The membership functions of 

inputs and output are triangular. A basic reinforcement learning algorithm is implemented for 
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automatic tuning of the parameters of speed membership function. Basically this mechanism adapts 

the FLS to the driverôs behaviour. The rule base of the FLS is fully described and it is based on 

ñexpert knowledgeò. Also, fully information is provided about inference ï Mamdani inference type 

is implemented ï and defuzzification method adopted ï COA. This is probably the only FLS 

proposed in the context of MAC protocols that has a complete description. 

3.2.2.3. Discussion 

FL is well-known for its popularity in control applications, especially but not exclusively in 

the automotive industry. The solutions analyzed and their results prove that FL can be successfully 

employed for control purposes in a VANET context as well, namely in controlling the access to the 

medium in VANETs. Except for the SISO FLSs [165], [166], the rest of the solutions designed for 

control have a simple real-time adaptive FLS architecture: a typical architecture of a FLC illustrated 

in Chapter 2, Figure2.9. From the protocols analyzed, a single one employs FL in prediction, namely 

in predicting if the driver accelerates or decelerates and based on that the future position and speed of 

the vehicle is predicted. 

The FLSs proposed in the context of MAC protocols lack in details regarding the design 

decisions. Moreover, the same issue that was outlined in the case of FL-based routing protocols can 

be outlined here as well: FL-based MAC protocols are not compared against themselves, excepting 

the approach where the authors proposed four FL-based schemes for controlling the backoff interval 

and a comparison was made between these four [165]. However, in most of the approaches the rule 

base is completely described, and therefore these rules can be further used in designing new FLSs in 

a similar context. Moreover, the rules describe a very detailed dependency, in a linguistic language, 

between the inputs used and the outputs. Thus, although comparisons are not made between 

solutions, and therefore it is not possible to state which is the best combination of inputs in the 

control solutions designed, the rules can lead towards an in-depth understanding on the influence of 

the inputs considered. This provides a support for better decisions regarding the parameters that can 

be considered as inputs when a new FLS is designed for controlling the medium access in VANETs. 

From the solutions analyzed, a single one uses gaussian membership functions, the rest are using 

triangular functions. Thus, we can emphasize on the conclusion drawn in the section referring to the 

FL-based routing protocols, that triangular functions are perfect candidates for designing new FLSs 

in the context of VANET MAC protocols in particular and in the context of VANET solutions in 

general. 
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3.2.3. FL-based Data Aggregation Solutions in VANETs 

3.2.3.1. Data Aggregation in VANETs 

 

Figure 3.4.      Data Aggregation ï Functional Components 

One of the major challenges in VANETs, networks with potential large numbers of vehicle-

nodes, is the efficient usage of the available bandwidth [172].  Data aggregation addresses this issue 

in the context of data collection, avoiding the dissemination of similar information in the network. 

Thus data aggregation is used to combine correlated information from different nodes before 

redistributing the information in the network. Data aggregation process is illustrated in Figure 3.4 

and basically consists of the following functional components: decision, fusion, storage and 

dissemination [172]. In the decision component the data that is collected locally from the vehicle 

sensors or received from other vehicles from the network is analyzed to see whether there is any 

correlation between atomic data items and a decision is taken accordingly. If the decision component 

detects a correlation then the data is fused (i.e. fusion component). Data, fused or not depending on 

the correlation, is disseminated in the network (i.e. dissemination component). Regarding the storage 

component this is placed either before decision phase in which case it stores all the collected data, or 

after the fusion, in which case it stores the aggregated data before disseminating it in the network. 

Data aggregation schemes in VANETs have several limitations and challenges. One 

common problem of data aggregation schemes is the lack of flexibility in the criteria of similarity 

between data. The information is correlated based on fixed or structured segmentation of the road 

assuming that two information items fit into the same spatial segment. The data aggregation schemes 

based on these decision components are not flexible, being static as they depend either on fixed road 

segments (e.g. [173], [174]) or predefined structures as trees (e.g. [175]) or clusters (e.g. [176]). 

Data 
Aggregation 

Decision 
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Another challenge that arises in data aggregation is the security. The integrity of aggregated 

data is harder to be verified, opening new opportunities for attackers. In order to address this 

challenge, some data aggregation solutions (e.g. [177]) rely on a tamper-proof service in each vehicle 

that requests for integrity proofs from the randomly chosen original records, but this service can be 

easily by-passed by attackers. Other approaches employ security mechanisms that are dependent on 

node reputation (e.g. [178]) or on some fixed structures (e.g. fixed road segments [179]). Security 

schemes based on node reputations are very hard to employ in the self-organized networks such as 

VANETs [180], while the security schemes based on fixed structures are demonstrated to have 

scalability issues [181].  

Most of the data aggregation schemes proposed so far are application-oriented and are not 

able to cope with different types of data or even less with simultaneous applications. In this context, 

European Telecommunications Standard Institutes (ETSI) underlined the need of data aggregation 

standardization [182]. Few steps in this direction have been done to date  [172], [183], and the 

identification of the four functional components is one of the results of these steps.  

3.2.3.2. FL-based data aggregation solutions in VANETs  

This section proposes to exhaustively discuss the FL-based data aggregation schemes in 

VANETs. As emphasized in Figure 3.4, FL was employed in three of the four phases of the data 

aggregation process so far.  

Caballero-Gil et al. [178] proposed a data aggregation solution that employs FL in the 

decision component. The FL decisional system is exemplified with two inputs: space ï the 

approximate location of the provenience of information, and time ï the persistence of information. 

The output parameter is the correlation between the pieces of information to be aggregated and has 

two possible values: YES and NO. The solution is open to extensibility and generalization by 

considering other input parameters that might be dependent on the application type (e.g. speed, 

distance between vehicles etc.). In the given example, the membership functions used for inputs are 

triangular, while the output has a singleton function. The inference, as it appears to be from the rules 

description, is of Sugeno type. However, the focus is not on the FLS design, but instead on the 

benefits of using FL in the decision component of a data aggregation scheme: flexibility and 

extensibility in the set of criteria used for correlating the information for aggregation. This approach 

also proposes a FL-based selection scheme to be implemented in the storage component that is 

placed in this solution immediately after data collection. This scheme aims to select the most relevant 

data items for aggregation in order to avoid the overloading of communication channel that could 

lead to restrictions in data that is sent in the network to the vehicles. The scheme is not detailed, and 
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only some of the parameters that could be considered in the selection are mentioned, such as severity 

or antiquity of information.  

Dietzel et al. [71], [184] proposed a FL-based decision component in their data aggregation 

approach that does a step forward in showing the flexibility, extensibility and generality that can be 

reached via FL. The output parameter of the FL decisional system is the same as in the 

aforementioned approach, but the input parameters are generalized and called influences: Influence 

1, é, Influence n. These are the parameters that represent an influence on deciding upon data 

similarity. Examples of influences are speed difference [71], [184] and location difference between 

vehicles [184]. In exemplifying the fuzzification of the inputs, the authors use trapezoidal 

membership functions for the speed difference input. However, the focus is again not on the internal 

design decisions of the FL decisional system, but on its generalization. As already emphasized, all 

the proposed FL-based decision components ensure flexibility and extensibility in the set of criteria 

used for correlating the information for aggregation. This resulted in structure-free and dynamic 

aggregation approaches unlike the others data aggregation approaches existent in the literature that 

do not rely on FL.  

The flexibility and extensibility provided by the FL-based approaches are of great 

importance in the development of a data aggregation solution. As such, in the early stages of the 

development, such as the architectural description or design of the architectural components, there is 

no need of knowing all or even none of the parameters that influence the correlation between the 

pieces of information supposed to be aggregated. Moreover, as claimed in [71] and [178], it is 

actually more likely that in these early stages of the design these parameters not to be even known. 

By comparison, consider the other aggregation schemes that rely on structures where the decision 

component follows the following rule: if the pieces of data pertain to the same structure then these 

are similar, so consequently they are aggregated. This means that when designing such an approach 

we need to be absolutely sure about the parameters that define the similarity of data in order to create 

corresponding structures. If later on it is decided that there are other parameters that define the 

similarity, the impact on the solution is huge. Most probably the designed structures would not be 

valid anymore, as they would not reflect these new parameters. Basically a complete re-design would 

be required.   

Based on the aforementioned arguments that show the advantages brought over the non-

fuzzy solutions and based on its generality, a FL decisional system could be imposed as a design 

model for the decision component of the data aggregation schemes. This could represent a step 

forward in the modeling and the desired standardization of data aggregation schemes. 
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In [185], Dietzel et al. enhanced the fusion component that resulted in a FL-based trust 

fusion component aiming to address the security challenge imposed by data aggregation in vehicular 

networks. The FL-based security mechanism is data-centric. A probabilistic scheme is employed to 

achieve a selective attestation of the aggregates. The selective attestation process results in clues 

leading to trust in the correctness of an aggregate. The clues are used as input parameters of a FLS 

that has as output parameter the Trust with values in the {0%-100%} range. The FL-based design 

allows for extensibility and flexibility in the considered clues depending on the type of the 

application, been presented as a generalization. Thus the inputs of the FLS are represented as Clue 1, 

é, Clue n. Some examples of inputs are provided together with their fuzzification for which 

trapezoidal membership functions has been chosen.  

However, as in the previous presented FL-based approaches, the focus is not on the internal 

design decisions of the FLS, but on its flexibility and generalization. Basically in each vehicle the 

parameters influencing the trust can be different, the clues being selected locally through the 

probabilistic scheme. Moreover, this generalized design of the security scheme can be employed in 

any type of data aggregation solution independent of the application type. In addition, the FL-based 

approach addresses some of the aforementioned limitations of the other security mechanisms existing 

in VANET data aggregation solutions. Thus, it removes the need for a tamper-proof service in each 

car, and it is neither dependent on node reputation as the scheme is data-centric nor on any kind of 

structures. In the case of structure-based trust mechanisms implemented in data aggregation solutions 

more or less same disadvantages are met as in the case of the data aggregation approaches that have 

their decision component dependent on such structures. The important disadvantage is the lack of 

flexibility in  the correlation criteria, here, the lack of flexibility in the trust criteria. The vehicles 

pertaining to the same structure would either have to agree on the common views on the environment 

(i.e. view that is defining what is secure ï trustful ï and what is not), or would have this view 

ñhardcodedò by design in the structure they pertain to. In the first case, there are great scalability 

issues as it was mentioned in the description of the data aggregation concept and challenges, due to 

the fact that vehicles need to exchange messages for sharing the common view. Changing in the trust 

criteria can be acquired easier compared to the second case, but this only augments the scalability 

issue, as more messages need to be exchanged. In the second case, changing in trust criteria is 

impossible. The whole data aggregation solution should be re-designed as it is highly coupled by the 

structures that are defined in this case by the parameters influencing the trust.  

3.2.3.3. Discussion 

Flexibility (structure-free), extensibility and generality are some of the requirements that 

data aggregation schemes based on FL have to meet. None of the solutions is bounded to specific 

inputs, thus none of the solution is bounded to any specific application requirements. The solutions 
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presented can be considered architectural models for VANET data aggregation schemes based on 

FL. Two models can be outlined: a model for the decision component and a model for secure or trust 

fusion component. These models can represent steps forward in the potential process of 

standardization of data aggregation schemes in VANETs. One of the main benefits of using these 

architectures in developing data aggregation schemes for VANETs is the extensibility: the solutions 

are not bounded to any structures and late modifications to the solutions have a minimum impact on 

the design. It was emphasized during the presentation of the solutions that this impact is very high in 

the case of the other approaches in the literature. Taking into consideration the complexity of 

VANET environment, it is very optimistic to consider that the parameters that are defining the 

similarity in data for instance are unchangeable.  

 The FL-based architectural models can be further followed in proposing structure-free data 

aggregation solutions based on different and multiple criteria. Moreover, the solutions also suggest 

other possible applications of FL in the context of data aggregation schemes in VANETs. The 

solutions presented give the incentives necessary for applying FL in data aggregation. What needs to 

be done is to decide the inputs and to take the internal decisions regarding the design of the FLS. 

Regarding this last aspect, not many lessons can be learnt, as the solutions are focusing more on the 

flexibility and generalization, rather than on presenting particular solutions. However, some 

examples are presented and from these can be concluded that triangular, trapezoidal and singleton 

membership functions are perfect candidates in designing FLSs in the context of data aggregation 

solutions in VANETs. 

3.2.4. FL-based and Handover in VANETs 

3.2.4.1. Handover in VANETs 

This section analyzes FL employment in handover (HO) solutions in the context of vehicular 

heterogeneous networks. HO in vehicular heterogeneous networks subscribes to the HO problem in 

heterogeneous networks. However, vehicular networks, due to their specific characteristics, need 

new approaches. 

The HO process has three phases (Figure 3.5):  

¶ monitoring (i.e. collecting the information related to network conditions based on 

which the HO decision phase is triggered) 

¶ HO decision (i.e. selecting the most suitable access network ï network selection ï 

and deciding whether to switch to this network)  

¶ HO execution (connecting to the pre-selected network).  
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HO decision phase has an overwhelming importance in the HO process as its performance 

highly depends on how the targeted network is selected in order to be best possible. In consequence, 

it is not a surprising fact that in the literature a large number of solutions were dedicated to solve the 

network selection issue [186], [187] and researchers employed a variety of mathematical models in 

solving this issue: utility function, multiple attribute decision making (MADM), game theory and FL 

[63], [188].  

 

Figure 3.5.      HO Phases 

An effective network selection takes into account multiple criteria that can subscribe to the 

following classes: network metrics, device related, application requirements and user preferences 

[188]. Deciding with precision the influence of these parameters on the degree of electability of a 

network is impossible. Thus, in network selection there is a need of combining multiple parameters 

with a level of uncertainty. Therefore, FL, known for its capability of dealing with imprecision and 

with multiple parameters, provides a robust framework for HO decision. A considerable number of 

HO solutions for heterogeneous networks have employed FL in the network selection, such as: [189] 

ï [192]. Some of the solutions are simply applying FL without any automatic techniques, tuning or 

learning, such as [189], [191], whereas other solutions, combine FL with other techniques such as 

MADM [190] or neural networks [192]. Note that these are not applied for building or tuning the 

rule base or membership functions. For instance, in [192] the neural network module is used to 

estimate the number of users in a network, result that is fed as input in the FLS.  

The focus in this section is on the vehicular heterogeneous networks that, as underlined 

before, have different characteristics and requires dedicated solutions. Consequently, FL-based 

network selection solutions for vehicular heterogeneous networks are further analysed. 
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3.2.4.2. FL-based Handover Solutions in VANETs 

This section analyzes FL employment in handover (HO) solutions in the context of vehicular 

heterogeneous networks. HO in vehicular heterogeneous networks subscribes to the HO problem in 

heterogeneous networks. However, vehicular networks, due to their specific characteristics, need 

new approaches. 

Chantaksinopas et al. [193] proposed a general framework for network selection 

transparency on vehicular networks considering multiple decision criteria from each of the following 

classes: network metrics, device related, user preferences and application requirements. For the 

decision making process the authors propose FL as a Mathematical model. The authors provide only 

architectural details of the framework, where decision making is one of the architectural blocks, 

leaving the implementation details out of the picture.   

Bechler et al. [194] employed FL in the network selection in a vehicular communication 

scenario. The particularity of the FLS designed to solve the decision problem is that it has actually 

two FL controllers connected: AbstractionController and DecisionController. The first one has 

multiple inputs representing network metrics and application requirements. The outputs of 

Abstraction Controller, link quality and load of network, are the inputs for the DecisionController. 

The information regarding the design of the FLS is very poor. The type of the membership functions, 

triangular, is specified and an example of rule from the rule base of DecisionController is given only. 

However, although the authors claim that their solution is for vehicular networks none of these 

networksô specific characteristics is taken into consideration.  

Ma et al. [195] proposed a speed adaptive HO algorithm for vehicular heterogeneous 

networks based on FL. The HO decision is based on a FL decisional system that decides the best 

available network and whether the HO should be done. The input parameters of the system are a 

combination of network metrics and application requirements: bandwidth capacity, power charge, 

received signal strength (RSS) and delay. No VANET specific characteristics are directly considered 

in the inputs of FLS. These are incorporated in the speed adaptive strategy that takes into 

consideration the high mobility of the vehicles. This strategy is applied in order to identify the 

candidate networks that are then ranked by FLS. The membership functions chosen for the designed 

FLS were triangular and trapezoidal based on the fact that these are known for their good 

performance especially in real-time systems. Except for specifying the type of the membership 

functions, their parameters are not specified either, no other design decisions are revealed about the 

FLS. The efficiency of the solution proposed is demonstrated against a classic FL-based solution for 

heterogeneous networks that does not take into consideration VANET specific characteristics.  
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Dhar et al. [196] proposed an intelligent scheme based on FL aiming to ensure the always 

best connectivity for intelligent transportation systems. In the best network selection, the FL-based 

scheme considers multiple criteria that subscribe to all the aforementioned categories: network 

metrics, device related, user preferences and application requirements. In addition, another criterion 

considered relates to VANETs: the speed of vehicles. The network selection is triggered by received 

signal strength (RSS) and application required bandwidth. Further, network traffic load, affordable 

cost and vehicle speed are inputted in a FLS that gives as output the network rank. Based on this rank 

the best network is selected. The FLS has its triangular membership functions fully described in the 

paper. However the selection of the parameters is not motivated. The rule base is built based on the 

analysis done in order to prioritize the influence of the three inputs considered in ranking the 

network. This analysis is performed via Analytic Hierarchy Process (AHP). AHP was developed by 

Saaty [197] and its aim is to determine and prioritize the relevance of each criterion that has 

influence in a multi-criteria decisional process.  The authors do not provide any details about the 

inference type implemented in FLS or about the defuzzification process. 

3.2.4.3. Discussion 

The FL-based HO solutions for vehicular networks, except for the solution proposed in [196] 

that combines FL with AHP for building the rule base, are quite basic compared to the complexity of 

the solutions proposed in general in the wireless heterogeneous networks space. They simply apply 

FL without any other techniques. Consequently, there is a lot of space for improvement in this 

research direction. However, even if the solutions analyzed are not that complex, the results obtained 

demonstrate that FL can be successfully employed in solving the network selection problem in the 

context of vehicular networks. It can be concluded that this is another area in VANETs where FL is 

proven to have applicability, area that joins to the large diversity of areas and domains where FL is 

used in decision making. 

Regarding the design of FLSs, we emphasize again the suitability of using triangular and 

trapezoidal functions when developing FLSs in the context of HO in particular and VANETs in 

general. The description of FL decisional systems lacks in details and therefore best design practices 

cannot be underlined. 

3.2.5. FL Solutions in VANETs ï Classification and Lessons Learnt 

This section provides a general classification of the FL-based solutions in VANETs, 

classification that is not bounded anymore to the context FL is applied in (whether is routing or 

handover, etc.). The classification is based upon the analysis performed in this chapter on the FL-

based solutions in VANETs, and also on other FL-based solutions existent in the literature that are 

debated in this section. At the end, lessons learnt based on all the analysed solutions are presented. 
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3.2.5.1. Classification 

FL applications in VANETs can be classified in: 

¶ decision making systems 

¶ control systems 

¶ prediction and detection systems 

The most popular class of solutions is represented by the FL-based decision making 

solutions. Thus, FL is applied to decide upon the best route choice, or best network to do the 

handover to, decide the similarity between the data or decide if the data is trustful in the context of 

data aggregation.  

The next most popular FL-based solutions in VANETs are the control systems. In the 

solutions previously analysed, FL control systems or FL controllers were designed for controlling the 

access to the medium in the context of VANETs MAC protocols. Another example of FL in control 

process is provided by Ghafoor et al. in [198], where a FLS is used to control the beacon rate in the 

vehicular network, depending on the traffic conditions: in dense traffic conditions the beacon rate is 

required to be low, in sparse traffic conditions the beacon rate is required to be higher to increase the 

cooperative awareness. The inputs of the FLS designed to control the amount of beacons are the 

percentage of the same directional vehicles and the vehicle emergency status. The first parameter is 

chosen based on the traffic flow theory of Kerner [199] that states this parameter is an indicator of 

traffic density, while the latter is imposed by the fact that an emergency vehicle has to continue 

sending its status in the network. Thus the amount of the beacons is dependent not only on the traffic 

density, but also on the emergency status of the vehicle. This is one of the considerations that 

together with the expert knowledge is at the basis of the FLS rule base. The output of the FLS is 

represented by the beacon rate. Both, the inputs and the output have triangular membership 

functions. The inference type of the FLS is Mamdani, while the defuzzification method is COA. 

In [200], Milanés et al. proposed a FL-based crossroad-traversing system for autonomous 

cars that aims to improve the traffic flow. The FL controller is used to control the speed of the car 

without right of way in accordance to the speed of the car with right of way. The input information of 

the FLS is based on the information provided from the vehicular network: the speed and positions of 

other vehicles. The FLS has a Mamdani inference type and is a MIMO type system, having 3 inputs 

and 2 outputs the throttle (T) and break (B). The membership functions of the inputs are trapezoidal 

and triangular, while the outputs have singleton membership functions. The decisions of the FLS 

design are not motivated. Defuzzification process is based on COA method. 
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In [201], Ghafoor et al. proposed a FL redundancy controller for controlling the amount of 

redundant packets depending on the traffic density and SNR of the channel. These latter parameters 

are the inputs of the FLS, while the output is called the coding density: the ratio between the encoded 

packets and the whole amount of packets received. Triangular and trapezoidal functions are chosen 

for inputs and outputs considering their computational efficiency and their large scale success in real-

time systems. A Mamdani inference type is used in the FLS and a COA method for defuzzification. 

The option for FL employment in controlling the amount of redundant packets in order to improve 

the network load is motivated by the authors based on the capacity of FL of dealing with the 

uncertainty and imprecision, characteristics of the ever-changing VANET environment. Moreover, 

the authors emphasize on the advantages of the FLSs/FL controllers that are the modifiability: it is 

easy to tune rules, membership functions or even changing the parameters of the system in order to 

enhance the performance. 

The prediction and detection solutions presented so far are used to predict acceleration and 

speed on one hand and to detect the network congestion on the other hand. In addition to these, 

another example of FL-based detection solution is described in [69] and [70]: Bauza et al. designed a 

FL-based system for road traffic congestion detection starting from the premise that FL is a powerful 

tool to address complex nondeterministic problems such as the identification of the traffic 

congestion. The FLS developed to determine the level of congestion is designed following some 

rules of congestion developed by Skycomp [77]. These rules express in a linguistic manner the level 

of congestion based on density of the vehicles and their speed. Thus, FL appears as the natural tool in 

solving this problem. A FLS is designed to be deployed on each vehicle for detecting the level of 

congestion around. The inputs of the FLS are the speed of the vehicle and the density that is 

determined based on the number of neighboring vehicles detected through V2V communications. 

The membership functions of the inputs are triangular and trapezoidal. The output of the FLS is the 

level of congestion and its membership function is a singleton. Although not specified, from the 

description and the results detailed, it is clear that the FLS has a Sugeno inference type.  

TABLE 3.1 presents a summary of all the analysed solutions with the emphasis on the class 

the solutions subscribe to, problem FL solves and design decisions regarding the FLS.  

3.2.5.2. Lessons Learnt  

Employed in a variety of VANET solutions, FL has been demonstrated as a powerful tool 

that is able to solve a variety of issues in VANETs. The following lessons can be learnt from the 

study performed on FL solutions in VANETs: 
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¶ FL is a powerful mathematical tool for dealing with imprecision and uncertainty of 

VANETs dynamic environment. FL is also able to deal with multiple parameters 

that are necessary in order to describe the complexity of VANET environments. 

¶ The two previous considerations plus the fact that FL is a powerful decisional tool 

results in the suitability of FL in being employed in making complex decisions in the 

context of VANETs. Therefore, it is not surprising that the most popular class of 

solutions is represented by the FL-based decision making solutions in VANETs. 

¶ FL is a powerful technique for controlling processes that are difficult to model and 

this is exactly the case in the VANET environment. 

¶ A FLS has a design that allows for flexibility and generality at a conceptual, 

structural and architectural level when this characteristic is needed as it is the case in 

VANETs data aggregation schemes. 

¶ FLS are suitable to be applied in VANETs as they have predefined automatic tuning 

techniques for adjusting membership functions and rules, thus for adjusting the 

entire system to the ever-changing network environment. In a VANET context, real-

time tuning (i.e. reinforcement learning-based tuning) appears to be more suitable 

than off-line tuning (supervised learning-based tuning); except for the cases where 

VANET solution is designed for certain network architecture. Otherwise, in order to 

adapt to the diversity of conditions imposed by VANETs, it is most appropriate that 

FLS to be real-time adaptive. However, there are not enough studies related to this 

aspect that allows us to say with certainty that a reinforcement learning-based tuning 

is better than a supervised learning-based tuning. It is still not clear how much the 

learning time affects the performance of the FLS in such a dynamic environment. 

Regarding this aspect, the solutions proposed so far impose the HŜ filtering 

technique in learning as it appears to be faster. In this context, a better option is to 

choose a simple real-time adaptive FLS architecture as this eliminates the 

complexity of learning algorithms and the time needed for learning, but it might still 

provide a good adaptation. 

¶ Regarding the other design decisions related to FLS, Mamdani is the most popular 

inference type, together with its specific COA method for defuzzification. The 

complexity of this is compensated by opting for singleton, triangular or trapezoidal 

membership functions that prove to provide good performance in this context and 

due to their reduced computational complexity and efficiency they are perfect 

candidates when choosing to design any FLS used in VANETs. 



70 

 

TABLE 3.1. FL-BASED VANET SOLUTIONS ï CLASSIFICATION 

Class Motivation for FL  Objective FLS design decisions Ref 

FL-based 
Decision 
Making 

Solutions 

FL is known as 
a perfect 

mathematical 
framework for 

decision making 
based on multiple 
parameters and for 

dealing with 
imprecision and 

non-deterministic 
problems. 

Route/path selection 
in a unicast topology-
based routing protocol 

 

µ functions 
Rule base 
building 
method 

Inference 
Type 

Defuzz. FLS Arch. 

[149] 
Trapezoidal 
functions; 
Parametersô 

selection 
method not 
specified 

Manual 
tuning 

- - Classic FLS 

Route/path selection 
in a unicast topology-
based routing protocol 

 

Triangular 
functions; 
Automatic 
tuning ï H-

infinity 

Expert 
knowledge 

Tsukamoto 
Tsukamo

to-
specific 

Reinforcemen
t learning-
based real-

time adaptive 
FLS 

[150] 

Route/path selection 
in a unicast 

geographic-based 
routing protocol 

 

Triangular 
functions; 
Automatic 
tuning ï H-

infinity 

Expert 
knowledge 

Mamdani COA 

Reinforcemen
t learning-
based real-

time adaptive 
FLS 

[151] 

Route/path selection 
in a unicast 

geographic-based 
routing protocol 

 

Triangular 
functions; 

Manual tuning 

Expert 
knowledge 

Mamdani COA Classic FLS [152] 

Route/path selection 
in a unicast 

geographic-based 
routing protocol 

 

Triangular 
functions;  

Manual tuning 

Expert 
knowledge 

- COA Classic FLS [153] 

Relay nodes selection 
for storing the 
messages to be 
broadcasted in a 

broadcast protocol 
 

Triangular 
and trapezoidal 

functions; 
Expert 

knowledge 

- Mamdani COA Classic FLS [154] 

Relay nodes selection 
for storing the 
messages to be 

disseminated  in an 
infotainment 

dissemination scheme 

Triangular 
functions; 

Parameters
ô selection 
method not 
specified 

- Tsukamoto 
Tsukamo

to-
specific 

Classic FLS [232] 

Route/path selection 
in a unicast topology-
based routing protocol 

 

Triangular 
and trapezoidal 

functions; 
Expert 

knowledge 

Expert 
knowledge 

Mamdani COA Classic FLS [155] 

Above reason + 
automatic tuning is 
possible and brings 
an advantage to FLS 

in VANETs ï 
adaptability to any 
kind of conditions 

(e.g. sparse or dense 
network) 

Route/path selection 
in a unicast topology-
based routing protocol 

 

Triangular 
and trapezoidal 

functions; 
Expert 

knowledge 

Expert 
knowledge 

Mamdani COA Classic FLS [156] 

FL is able to 
take decisions based 
on multiple criteria 

A FL-based 
design allows for 

flexibility, 
extensibility and 
generalization 

Deciding upon the 
data similarity  in data 

aggregation 
 

Triangular 
functions; 

Parameters
ô selection 
method not 
specified 

- Sugeno 
Sugeno-
specific 

Classic FLS 

[157]
[178] 

Selection of most 
relevant data from 
the aggregates to be 
further disseminated 

- - - -  

Deciding upon the 
data similarity  in data 

aggregation 

Trapezoida
l functions; 

Parameters
ô selection 
method not 
specified 

- - - Classic FLS  

Deciding upon the 
data trustfulness in 

Trapezoida
l functions; 

- - - Classic FLS 
[71], 
[184] 
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data aggregation Parameters
ô selection 
method not 
specified 

FL is an 
excellent math 
framework for 

complex decision 
making based on 

multiple parameters 
that describe the 

environment with a 
degree of 

imprecision 

HO Decision: 
network selection 

- - - -  [185] 

HO Decision: 
network selection 

- - - - Classic FLS [193] 

HO Decision: 
network selection 

and decide if the HO 
should be performed 

Triangular 
and trapezoidal 

functions; 
Parameters
ô selection 
method not 
specified 

- - - Classic FLS [195] 

HO Decision: 
network selection 

Triangular 
functions 

Built upon 
an analysis 
performed 
with AHP 

- - Classic FLS [194] 

FL-based 
Control 

Solutions 

The capability 
to qualitatively 

capture the 
attributes of a 
control system 

based on observable 
phenomena is a 

main feature of FL 
control. The 
capacity of 
modelling 

imprecision that 
characterize the 

network conditions 
influence on backoff 

and contention 
window 

Controlling the 
backoff interval in a 

MAC protocol 

Triangular 
functions 
Parameters
ô selection 
method not 
specified 

Expert 
knowledge 

Mamdani COA 
Simple real-
time adaptive 

FLS 
[196] 

Controlling the 
backoff interval in a 

MAC protocol 

Triangular 
functions 
Parameters
ô selection 
method not 
specified 

Expert 
knowledge 

Mamdani COA 
Simple real-
time adaptive 

FLS 
[163] 

Controlling the 
backoff interval in a 

MAC protocol 

Gaussian 
functions; 

Lessons 
learnt from the 

literature 

Expert 
knowledge 

- -  [165] 

Controlling the 
contention window in 

a MAC protocol 

Triangular 
functions; 

Expert 
knowledge 

Expert 
knowledge 

- - 
Simple real-
time adaptive 

FLS 
[166] 

Controlling the 
contention window in 

a MAC protocol 

Triangular 
functions; 

Expert 
knowledge 

Expert 
knowledge 

- - 
Simple real-
time adaptive 

FLS 
[169] 

FL is applied to 
control the beacon 

rate based on 
intelligently 

combined metrics 
and to deal with the 

uncertainty that 
characterize the 

relationship between 
these parameters 
and the value of 

beacon rate 

Controlling the 
amount of beacons in 

the VANET 

Triangular 
functions 

Lessons 
learnt from 

the 
literature 

and expert 
knowledge 

Mamdani COA 
Simple real-
time adaptive 

FLS 
[170] 

FL is a 
powerful technique 

for controlling 
processes that are 
difficult to model 

and linearize 

Controlling the speed 
of the car without 

right of way in 
accordance to the 

speed of the car with 
right of way in a 

crossroad traversing 
system 

Singleton, 
triangular and 
trapezoidal 
functions; 
Parametersô 

selection 
method not 
specified 

- Mamdani COA Classic FLS [198] 

1) FL is able to deal 

with the uncertainty 

and imprecision, 

characteristics of 

the ever-changing 

VANET 

environment. 

2) Modifiability and 

adaptability of FLSs 

controllers: it is 

theoretically easy to 

Controlling the 
amount of redundant 

packets in the 
VANET  

Triangular and 
trapezoidal 
functions 
Parametersô 

selection 
method not 
specified 

- Mamdani COA Classic FLS [200] 
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tune rules, 

membership 

functions or even 

changing the 

parameters of the 

system in order to 

enhance the 

performance. 

FL-based 
Prediction 

and 
Detection 
Solutions 

FLS with real-
time adaptive 

architecture able to 
deal with the 

volatile 
characteristics of 

VANETs 

Prediction of  
speed and detection 

of network 
congestion in a pro-
active recovery from 
failure mechanism for 

a unicast topology-
based routing protocol 

Trapezoidal 
functions; 
Automatic 

tuning ï PSO 
techniques 

- Tsukamoto 
Tsukamo

to-
specific 

Reinforcemen
t learning-
based real-

time adaptive 
FLS 

[201] 

1) FL is capable of 

dealing with the 

uncertainty (driverôs 

behavior in this 

case) 

2)FLS is adaptable 

to external changes 

when combined 

with learning 

techniques 

Acceleration 
prediction 

Triangular 
functions; 
automatic 

tuning using a 
basic 

reinforcement 
learning 

algorithm 

Expert 
knowledge 

Mamdani COA 

Reinforcemen
t learning-
based real-

time adaptive 
FLS 

[150] 

FL is a 
powerful tool to 
address complex 
nondeterministic 
problems such as 

the identification of 
the traffic 
congestion 

Road traffic 
congestion detection 

Singleton, 
triangular and 
trapezoidal 
functions; 

Lessons learnt 
from the 
literature 

Lesson
s learnt 
from the 
literature 

Sugeno 
Sugeno-
specific 

Classic FLS [171] 

 

3.3. Clustering Algorithms in VANETs 

Initial approaches of clustering in VANETs used clustering algorithms designed for 

MANETs. Lowest Id [217] is a state-of-the-art clustering algorithm in ad-hoc networks and was 

borrowed in VANETs from MANETs. Its principle is very simple. The nodes have assigned a unique 

fixed id which is broadcasted periodically in the network. The clusters are formed around the node 

with the lowest id among them, which is chosen as CH. Although the principle is very simple, 

Lowest Id is a very efficient algorithm, more efficient than other clustering schemes, such as 

Highest-Degree [88], that take into consideration more factors [112]. Highest-Degree is another 

state-of-the-art clustering algorithm in the area of ad-hoc networks. Its principle is similar to the 

Lowest Id algorithm, but the clusters are formed around the node with the highest number of 

neighbors. These two algorithms, as state-of-the-art algorithms in the area of ad-hoc networks, are 

very often used in the comparison-based assessment of the VANETs clustering algorithms and 

served as source of inspiration for many VANETs clustering approaches. 

As emphasized before, although VANETs represent an instantiation of MANETs, they have 

unique features that need to be considered in order to design appropriate clustering algorithms for 

vehicular networks. On one hand some of the VANET characteristics need to be overcome by the 

clustering schemes, such as their rapidly changing topology, high mobility and scalability, while on 

the other hand clustering schemes can make use of other characteristics such as predictable mobility 
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due to the road topology, traffic regulations and driverôs behavior. Researchers acknowledged these 

facts and VANET-dedicated clustering solutions have been proposed.  

As discussed in Chapter 2, clustering algorithms were implemented in the design of a large 

variety of VANET solutions: MAC protocols, routing protocols, data aggregation, security protocols, 

inter-vehicle communication, and data and infotainment dissemination solutions and architectures. In 

addition, a considerable number of generic clustering algorithms were defined for VANETs. 

Independent of the type of VANET solution the clustering algorithm is designed for, one of the main 

purpose of clustering is to achieve network stability. Therefore, the clustering metrics are focusing 

mainly on this aspect and they relate to VANETôs dynamic environment. Thus, independently of the 

context in which clustering is applied (e.g. MAC protocols, routing protocols, etc), clustering metrics 

focus, in the majority of cases, on the same issues and they are similar to each other. They are only 

dependent on the ingeniously modeling of the VANET environment and they are different from 

solution to solution as researchers are experimenting in trying to find the best clustering metrics to 

express the dynamicity of the VANETs. Similarly, in clustering performance assessment, usually 

first the network stability achieved is measured and then, the overall assessment of the clustering 

solution is performed (the overall solution where clustering is integrated; e.g. MAC protocol, data 

aggregation, etc). All these considerations allows for a uniform analysis of clustering algorithms in 

VANETs, independent of the type of solution/application in which they are integrated. 

After an overview of VANET clustering solutions in the literature, a very broad 

classification is provided here and several approaches are presented for each class for 

exemplification. The classification is made based on the cluster formation criterion: is the cluster 

formation dependent on some fixed structures such as road segments, grids, etc, or is it independent 

on any kind of structure and it is just following the traffic flow, vehicle movement? In the first case, 

vehicles from the same structure (road segment, grid, etc.) are grouped into a cluster. Thus static 

clusters are created bounded by this structure. Therefore, we called this type of VANET clustering 

algorithm under the generic name of static clustering algorithms. In the second case, cluster 

formation does not depend on any type of structures. Clusters are created by following the movement 

of the vehicles: vehicles with similar mobility patterns such as neighboring vehicles are grouped into 

clusters through exchange of clustering messages. In this type of approaches there is usually a 

beaconing message (a periodically broadcasted message in the network) sent either by the 

unclustered vehicle, either by a CH or a node with extra-responsibilities in the cluster. In the absence 

of predefined structures, this is necessary in order to announce the availability of joining the cluster 

or the availability of a cluster in zone so that a vehicle can join a cluster. The clusters created 

following this approach are mobile clusters, following the mobility of the vehicles and therefore we 

name this class of VANET clustering algorithms, mobile clustering algorithms. 
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3.3.1. Static Clustering Algorithms 

Cherif et al. [115] propose a CH-based clustering algorithm where the cluster formation is 

depended on fixed road segments. The communication area where vehicles can be reached by RSU 

via multi-hop communication is called extended communication area. This area is split into fixed 

length segments, vehicles located in the same segment forming a cluster. Beside CH and simple 

cluster member, nodes can have another status inside a cluster, called super-member. This is a node 

that has been a CH and is yielding the job to another node. Inside the cluster, a main area of interest 

is conceptually partitioned in the centre of the segment. This area is called central zone and has the 

radius equal to the transmission range. Central zone has an important role in the distributed election 

of the CH. Initially, each member in the cluster estimates the time period it is going to spend in the 

central zone. The main principle behind CH election algorithm is to choose as CH the vehicle with 

the highest probability to spend the longest duration in the central zone. The speed and the position 

of the vehicle are also taken into consideration. All these parameters are used in the computation of 

each vehicleôs electing factor, based on which the CH is selected. After that, each vehicle 

periodically examines its status and, by using the laws of uniform motion from Physics (ὨὭίὸὥὲὧὩ

ίὴὩὩὨ ὼ ὸὭάὩ) predicts its future position in the immediate next moment of time. If a CH determines 

that it will be leaving the central zone in this moment of time, it will resign as CH, and a new CH is 

elected following the same procedure.  

The proposed algorithm takes into consideration the high mobility of VANET nodes and 

movement predictability. Algorithm assessment is performed both via general topology-based 

metrics ïὅὒ ï and network metrics ï overhead, end to end delay and delivery ratio. These are 

evaluated in relation to network density, but it is to be mentioned as a limitation the fact that the 

solution is not compared against any other clustering scheme. 

Luo et al. [95] propose a CH-based clustering algorithm where the clusterôs formation is 

based on square grids. The geographical area is divided into a subset of square grids. All the vehicles 

pertaining to a grid form a cluster. The vehicle having the closest position to the centre of the grid is 

elected as CH. This clustering scheme is implemented in a cluster and position-based routing 

protocol dedicated to VANETs and claims to reduce the overhead and packet delivery delay. CHs are 

the main data forwarders, a packet is sent from CH to CH until it gets to the CH that governs in the 

cluster where the destination node is positioned. The performance assessment is not very thorough, 

the authors presenting just a small analysis where they make some observations about their algorithm 

in comparison with state-of-the-art routing algorithms. Moreover, the clustering scheme neither tries 

to address any of VANET challenging characteristics, nor takes advantage of any of VANET 

characteristics. Thus, the clustering scheme by itself is not VANET dedicated, but the routing 
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protocol is taking advantage of the vehicleôs knowledge about their own positioning via the GPS 

integrated in their OBU. 

Ramakrishnan et al. [103] adopt a similar approach in their proposed CH-based clustering 

algorithm to the one previously discussed: cluster formation is based on road segments called 

clustering areas. However, these clustering areas are not assigned with a fixed length value.  Their 

size varies depending on the average speed of the vehicles within them. If the average speed is small 

then the cluster size is smaller, otherwise bigger. However, it is not mathematically described what 

smaller or bigger means. If an RSU is inside a cluster, then this is elected as CH. Otherwise, CH 

election is based on a single metric that is the velocity. As the clusters are static, the vehicle with the 

lowest speed in the cluster is going to spend the more time inside the cluster. Thus this vehicle is 

elected as CH. However, although the ὅὌὅὙ  is reduced, is not clear how the fact that the position of 

CH related to the other cluster members is not taken into consideration is affecting the 

communication between CH and cluster members. Performance assessment is done via topology 

metrics only, which are quite different than the ones typically used. Instead of measuring directly the 

rate of changes in CH or clusters, the times of creation of clusters or the time of electing CH is 

measured. However, these are not good measurements of the stability in clusters; instead these assess 

the initial performance of clustering. 

Tung et al. [124] proposed a clustering algorithm designed in the context of an intersection 

collision avoidance service. This clustering algorithm is employed in the design of a novel VANET 

WLAN-cellular architecture. This architecture is based on a heterogeneous network: LTE and WiFi. 

The communication messages inside the cluster are done via WiFi and they are called beacons, while 

CHs only are using the LTE interface for communicating with the base stations. This algorithm 

bridges the two types of clustering algorithms as it uses both static and mobile approach. On one 

hand, the clustering is bounded by the so called service region, region that is placed in the nearby of 

the intersection, but on the other hand it follows the mobility of the vehicles taking into account their 

direction. The proposed clustering algorithm is very specific to the solution built within. However, it 

indicates an efficient modality of bringing LTE in the vehicular networking context, as at this 

moment it appears to be more likely that LTE cannot handle the multiple messages that can be 

generated in VANET, especially during rush hours and in the traffic collision related applications 

when a huge number of messages can be generated. This solution was preceded by the one proposed 

in [213] that has employed a clustering algorithm to design a LTE-WAVE network architecture 

dedicated to multimedia delivery. This latest work uses a similar principle as in [214] and [215], 

where a generic VANET UMTS-WAVE architecture based on clustering is designed, but instead of 

3G brings 4G in the VANET context. The principle of these three works differ from Tung et al. 

solution [124] by delegating the responsibility of communicating to infrastructure (via 3G or 4G) to 
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another node, a gateway node, while CH is the main forwarder of messages inside the cluster. 

Multiple metrics are involved in both selection procedures: CH and gateway node as both states are 

of great importance. Independently of the type of node that has the responsibility of communicating 

with the infrastructure, CH or gateway, there is a single node in each cluster that is accessing the 

cellular network interface. This leads to an optimized architecture that is also proven to be reliable 

even for applications that require rich content such as multimedia applications. 

In [124], the procedure of selecting the CH is based on a single metric: the proximity to the 

base station. The algorithm is evaluated in the context of the overall solution using solution-

dependent metrics. Although WiFi standard is chosen for the inter-vehicle communications, the 

authors suggest that this can be replaced with V2V communication (IEEE 802.11p). Such 

architecture is used in the clustering solution proposed in [127]: IEEE 802.11p ï V2V 

communication ï for intra-cluster communication and LTE for the communication between CH and 

base station. This algorithm is a general CH-based clustering algorithm for VANETs. The clustering 

metrics are not clearly stated, but the CH is selected following the same policy as above: minimum 

distance to the base station. The algorithm is evaluated in terms of both network-specific 

performance metrics and topology-based performance metrics, namely: ὅὌὒ , ὅὛ and ὔέὅȢ  

3.3.2. Mobile Clustering Algorithms 

Ucar et al. [128] proposed a mobile clustering algorithm in the context of a safety message 

dissemination solution. Similar to the last approaches discussed in the Static Clustering Algorithm 

section, this algorithm is used to create a hybrid architecture that is an LTE ï IEEE 802.11p-based 

architecture. The clustering is based on the exchange of hello packets containing the clustering 

information. The vehicles are clustered in a multi-hop fashion around a cluster head that is elected 

based on the relative mobility metric ï the average relative speed with respect to the neighbouring 

vehicles. The novelty as compared to other clustering schemes is the fact that it allows for fast 

connection with the neighbour that is already a cluster member or a cluster head rather than a multi-

hop connection with the cluster head. Moreover, LTE is employed if IEEE 802.11p is not available 

or overloaded, this being a novelty as compared to the other hybrid architectures, where there is no 

offload into LTE in case IEEE 802.11p is overloaded. The algorithm is evaluated in terms of both 

network-specific performance metrics, such as overhead, delay and data packet delivery ratio that are 

also a measure of the overall solution,  and topology-based performance metrics, namely: ὅὌὒ , 

ὅὓὒ and ὅὌὅὙ . The evaluation is comparison-based against the clustering scheme proposed in 

[118] that was adapted to have an IEEE802.11p-LTE hybrid architecture and the previously 

mentioned solution [215] that originally has an IEEE802.11p-UMTS architecture, but in the 

evaluation it was modified to an  IEEE802.11p-LTE hybrid architecture. The proposed algorithm 
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outperforms these schemes in terms of solution/network specific metrics and the authors explain the 

success of their algorithm based on the fact that it is most successful in achieving a better clustering 

stability that was measured through the topology metrics.  

Su et al. [89] proposed a CH-based clustering algorithm in the design of a dedicated VANET 

MAC protocol. The cluster formation is based on beaconing messages (an initial message 

periodically broadcast in the network either by a vehicle recently entered in the network, or by CHs) 

and other cluster messages among the same-direction neighbours. Thus in cluster formation the main 

criterion considered is the direction of the vehicles based on the assumption that vehicles flowing in 

the same direction have similar speeds and moving patterns that are regulated by the traffic rules. 

Another criterion considered in cluster formation is signal strength and its role is revealed in the next 

paragraph. 

The possible states of a vehicle-node in this clustering algorithm are: CH, quasi-CH, cluster 

member and quasi-cluster member. Each vehicle is seen from the moment of entering on the road a 

potential CH, so it receives the quasi-CH state. If after a predefined period of time it does not receive 

any valid invite-to-join beaconing message from a CH, the vehicle elects himself as a CH, otherwise 

the vehicle joins the cluster and its state changes to cluster member. Note that valid invite-to-join 

message must have the signal strength greater than a predefined threshold. Thus the size of the 

cluster is determined by the signal strength threshold. 

This algorithm is among the first mobile VANET clustering algorithms. Its principle is 

simple, the only clustering metrics considered are direction and signal strength and the CH election 

is very simple, no decision process based on multiple metrics is involved. However, it is the first that 

considered direction metric in clustering the vehicles. In addition, this is the first approach in the 

literature that thoroughly defined some of the most popular general topology metrics in VANETs: 

ὅὌὒ and ὅὛ . Also, they defined two relative topology metrics, previously discussed: ὙὛὡὅ  and 

ὙὛὅὌ. These metrics are used to illustrate the performances of the clustering algorithm, but no other 

clustering algorithm is used as reference. The focus of the authors is on testing the MAC protocol 

where the clustering solution has been integrated. Tests show that this MAC protocol outperforms 

the standard IEEE 802.11p. 

Kuklinski et al. [113] proposed a mobile clustering algorithm where mobile clusters are 

formed by the neighbouring vehicles through beaconing and other message exchange. Multiple 

clustering metrics are considered in creating stable clusters such as: connectivity level that is actually 

measuring the density, link quality estimated by SNR, relative nodes position and the prediction of 

this position in the future (based on speed and position) and nodes reputation built upon the history 

of node connections. The prediction of vehicle positions aims on one hand to avoid situations like 
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clustering the vehicles that are moving in different directions with high speed. On the other hand, it 

allows for clustering the vehicles that are moving in different directions but with a low speed (e.g. 

vehicles in traffic jam). This approach leads to a greater stability of the clusters. Moreover, in order 

to avoid a high rate of re-clusterings, a node is given three possible states, excepting the CH state: 

member, candidate and visitor. Vehicles must prove they are potentially stable members of the 

clusters before they can join. First, a vehicle is in the visitor state, then after a time threshold is given 

the candidate state and only after applying the other clustering metric (connectivity, future position, 

etc), its state is changed into a member.  Candidate and visitor nodes do not have the same rights as 

members do. They are not provided with the services that are provided in the cluster and they only 

have the right to exchange clustering messages. CH election algorithm is not described, although in 

each cluster a vehicle is assigned with this role. In addition, it is not clear what the CH 

responsibilities are. The proposed solution is compared against the state-of-the-art algorithm, Highest 

Degree and proves better performances in terms of ὅὛ  and ὅὌὅὙ topology metrics. 

Almalag et al. [114] introduced a CH-based clustering algorithm designed mainly for urban 

scenarios that uses traffic flow in cluster formation. The authors focus on the CH election algorithm 

as it is a well-known fact that stable CHs conduct to stable clusters. This algorithm is based on 

multiple clustering parameters: density, distance between vehicles, speed and lane of travelling. This 

last parameter is a new parameter considered so far in the clustering schemes and the key novelty of 

the algorithm. The rationale behind considering this parameter is that CH should be selected from a 

lane that the majority of vehicles are travelling in. Each vehicle first determines its own lane. Then 

each lane, referred as traffic flow, is given a weight. It is not explained what is the rationale behind 

weightsô assignment for each traffic flow.  Then for each vehicle it is determined on one hand the 

number of vehicles it is connected to (density), the comparison of its speed compared to others 

within its range and the comparison of its distance from all other vehicles within its range and on the 

other hand all these parameters but within their own traffic flows. The first group of parameters are 

multiplied with the traffic flow weights and then added to the second group in order to obtain the CH 

level of each vehicle. The vehicle with the highest CHL is selected as CH.  

The proposed algorithm is compared against other three algorithms: the well-known Lowest 

Id, Highest Degree and against what authors generic named the Utility Function algorithm for 

VANETs. The latter clustering approach was proposed by [112] having as models Lowest Id and 

Highest Degree and is probably the first clustering scheme proposed for VANETs. The focus in this 

scheme is fully on the CH election that is suggested to be chosen for VANETs as the vehicle having 

the speed closest to the average and the distance between vehicles closest to the average. Although 

the authors do not provide details about what closest to the average means, they state that simulation 

results show better performance of their approach compared to Lowest-Id and Highest Degree. In the 
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performance assessment of the traffic flow based algorithm, the authors use their own understanding 

of what closest to the average means for both speed and distance parameters. This is the same 

understanding that they used for implementing their own algorithm with respect to speed and 

distance metrics. The traffic flow-based algorithm outperforms all three algorithms (i.e. Lowest Id, 

Highest Degree and Utility Function) in terms of the topology metric used, ὅὌὅὙ . 

In [109], the authors introduced another mobility-based clustering algorithm for VANETs 

with focus on the stability of the resulted clustered network. The novelty of the algorithm consists in 

employing affinity propagation [212], a clustering technique that is borrowed from the data 

clustering field. Same pattern for clustering formation is followed as in the other structure-free 

discussed algorithms: exchange of clustering messages between vehicles in 1-hop neighbourhood. 

Direction is the first parameter considered in clustering formation: the vehicles form clusters with 

their 1-hop same-direction neighbours. The focus is again on the CH election algorithm where the 

affinity propagation technique applies. This technique is based upon a similarity function that is 

tailored for VANETs. Thus it is based on the Euclidean distance between the position of the node 

and the positions of its same-direction neighbours and the Euclidean distance between the next 

position of the node and the next positions of its same-direction neighbours. The efficiency of the 

algorithm is demonstrated against the previously discussed clustering algorithm proposed in [89] 

applying the most popular topology-based metrics: ὅὌὒ , ὅὓὒ , ὔέὅ and ὅὌὅὙ . In [121] the 

efficiency of this algorithm is demonstrated against two more clustering algorithms [117] and [216]. 

Goonewardene et al. [94] proposed a mobile clustering algorithm based on exchange of 

clustering messages between 1-hop neighbours designed with a robust adaptability to mobility ï 

RMAC (i.e. the robust mobility adaptive clustering). The algorithm is designed to support 

geographic routing, although no routing protocol is proposed. An unclusterd node first makes a list of 

its 1-hop neighbours that answer to its beaconing messages with a message containing their speed, 

location and direction of travelling. Based on these metrics, the list is then sorted so that the most 

appropriate neighbour of the unclustered node to be selected as its CH. The appropriateness is 

decided as follows. First the position parameter is considered. Based on this the Euclidean distance is 

computed between the node and its neighbours.  If the distances are comparable, then the next 

parameters, speed and location are considered. Based on these two parameters the next locations of 

the node and its neighbours are computed. The first neighbour in the list, the most appropriate to 

become the CH, is the one closer in the current moment of time and in the next one. This is quite a 

new approach in the literature, as usually a CH is elected in the cluster based on some values (id, 

computed weight using different techniques) that applies globally. The clustering algorithm proposed 

here is node-oriented ï node precedence algorithm ï as each node elects its own CH. If the first node 

in its 1-hop neighbours list is already a CH then the unclustered node becomes a member of its CH 
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cluster. Otherwise, the vehicle selects this node as its CH and e new cluster is formed. Thus, beside 

cluster member and CH, a node can be in a dual state that is when it is a CH of a cluster and a 

member of another cluster. This leads to overlapping neighbouring clusters and no message overhead 

in case of a cluster member transition to a neighbouring cluster. Another novel concept introduced by 

this algorithm is the zone of interest that enables each vehicle to keep an updated table of its 

neighbours that goes beyond their transmission range. Zone of interestô radius is established as two 

times their transmission range. Thus vehicles have prior knowledge about the network while they are 

travelling into the neighbourhood which is translated into an optimized and smoother process of re-

clustering. The algorithm is compared against an algorithm proposed by Basagni [120]  that is 

shortly called DMAC (Distributed and Mobility Adaptive Clustering). DMAC is a generalised 

clustering algorithm designed for MANETs where the CH election is done globally and is not node-

oriented. Each vehicle has a weight associated. The clustering process begins with each node 

examining the weights of all nodes within its own transmission range. The node with the highest 

weight becomes the CH. This algorithm can be tailored for VANETS where the weight of a vehicle 

is calculated using metrics such as distance/speed/acceleration. RMAC outperforms DMAC in terms 

of ὅὓὒ , and in terms of another topology metric: node re-clustering time.  

Hafeez et al. [171] introduced a clustering algorithm in the context of a new MAC protocol. 

Vehicles are organized in clusters on the basis of the beaconing and clustering messages they 

exchange in their neighbourhood. The focus is again on the CH election as CH is assigned with the 

main organizing and communication roles inside its cluster. The vehicles can have 5 different states: 

lone (not clustered), member, temporal CH, backup CH and CH. Temporal CH and backup CH roles 

aim to provide on one hand a stable CH in the cluster, a temporal CH must prove that it is the most 

stable selection, and on the other hand to ensure a smoother CH re-election, backup CH is ready to 

take over the CH role. CH election algorithm is based on a weighted stability factor that is built upon 

the exponential-weighted moving average of the previous stability factors. Stability factor is 

computed for each vehicle and it is based on the relative movement between the neighbouring 

vehicles reflected in the average speed difference between the vehicle speed and its neighboursô 

speed. The novelty of this clustering scheme consists in the technique implemented in order to 

provide a smoother CH re-election and consequently to improve the cluster stability. Basically, this 

technique states how backup CH is taking over the CH role. The implementation of this technique is 

based on a FLS that aims to predict and learn driverôs behaviour. Based on this the next position and 

speed of the vehicles are computed. If in this next moment of time if not all the members of its 

cluster are in its range anymore, but they are still in the range of the backup CH, then CH hands over 

its role to the backup CH. 
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The proposed clustering solution is assessed using a large variety of metrics from all the 

classes presented. Thus, the MAC protocol integrating the clustering solution is assessed as well. 

However as our interest relays in the clustering schemes we mention the topology-based metrics 

employed in assessment: ὅὌὒ , ὅὛ , ὅὓὒ . The proposed clustering algorithm is demonstrated to 

overcome the performance of another cluster algorithm designed for a VANET MAC protocol [89] 

that was previously discussed. Moreover, the MAC protocol based on the proposed clustering 

solution shows better performance than the protocol used as comparison.  

Wahab et al. [122] is a very recently proposed two-hop CH-based clustering scheme for 

VANETs that is also incorporating computational intelligence. This is one of the proposed clustering 

algorithm novelties: the employment of Ant Colony Optimization in selecting the nodes having a 

state called multi point relay. These nodes are selected by CH for inter-cluster communication. The 

other novelty of this approach consist in building 5 new clustering metrics models with the focus on 

QoS. The most complex one combines bandwidth, connectivity and mobility metrics specific to 

VANETs (i.e. relative speed and distance). The output of the model is a QoS factor that is computed 

for each vehicle. Each of these models can be employed in further QoS-oriented clustering 

algorithms for VANETs, the authors describing each modelôs recommended scenario. This QoS 

factor is used to elect the most suitable CH and the multi point relays, while the clustering formation 

is done only on the basis of 2-hop neighbouring.  

The clustering algorithm is designed in the context of a new routing protocol dedicated for 

VANETs that derives from a MANET routing protocol designed to improve QoS, QoS-OLSR that 

on its turn derives from the state-of-the-art routing protocol for MANETs, QLSR (Optimized Link 

State Routing). Thus the performance assessment aims to demonstrate on one hand the efficiency of 

the clustering algorithm in terms of network stability and on the other hand to prove the efficiency of 

this algorithm in the designed routing protocol. In the first case, the performance is tested using a 

solution-dependent topology metric defined by the authors that is generic entitled stability. The 

metric is highly dependent on the clustering parameters. The authors show the performance of the 

algorithm in terms of stability and network metrics (e.g. packet delivery ratio) in five different cases 

corresponding to the five different clustering metrics models. No comparison is done with other 

clustering schemes. The comparison-based assessment is done only when showing the performances 

of the overall solution. The cluster-based routing protocol outperforms QoS-OLSR and OLSR both. 

3.3.3 Discussion ï Future Directions 

The start of a roadmap of clustering algorithms in the VANET research area can be roughly 

placed in 2005 when the first studies have been performed by employing Lowest Id and Highest 

Degree in VANETs scenarios and by suggesting new approaches that relate to these (e.g. [112]). 



82 

 

Actually, most of the VANET mobile clustering algorithms are using the basic principles that 

fundament the Lowest Id and Highest Degree algorithms. Back in 2005 some of the main clustering 

challenges in VANETs have been outlined as well: rapidly changing topology of VANETs, 

scalability, multiple services to be provided with different requirements [218]. Since then, clustering 

algorithms evolved, many approaches have been proposed to tackle especially the rapidly changing 

topology of VANETs. More and more mobility parameters have been considered in clustering: 

direction, lanes, speed, position, predicted speed and position and combined with other parameters 

such bandwidth, connectivity (or density of the vehicles) and signal strength. These parameters are 

mainly considered in selecting the nodes with extra-responsibilities in the cluster, especially CH. CH 

election algorithms are of high importance and some of the researchers are actually focusing on this 

aspect of clustering only. Usually CH has the main responsibilities in the cluster and therefore a 

stable CH is required. In addition, the stability of CH is highly influencing the stability of the cluster 

itself, as most of the times when CH is re-elected a cluster reconfiguration is required, too. 

Therefore, researchers employed all kinds of techniques to combine the clustering parameters and to 

decide which is the most suitable CH. The predominant techniques are utility functions and weight-

based techniques, but recently more innovatory techniques such as Affinity Propagation have been 

employed [109], [121]. One of the newest trends in VANET clustering algorithms is the employment 

of computational intelligence such as FL [171] and Ant Colony Optimization [122] in some 

secondary roles in clustering such as predicting the future positions of the vehicles. FL decisional 

systems, known as very powerful decisional systems, could be further employed as main player in 

CH election algorithms. FL is the perfect mathematical framework for dealing with imprecise 

information such as the one used in clustering (it is impossible to define precisely how each of the 

clustering parameters influence the stability of CH) and with multiple parameters. 

Another trend in VANET clustering is the employment of clustering algorithms in designing 

reliable and efficient VANET architectures that bring together multiple access technologies. The 

need to converge multiple types of technologies in VANET context in order to enable the diversity of 

vehicular applications is underlined more and more in the literature and is also enforced by the low 

penetration rate of the WAVE technology. Thus, design techniques of VANET architectures that 

bring together multiple access technologies are of high interest. First, VANET cluster-based 3G-

WAVE architectures were envisioned and very recently, VANET cluster-based architectures using 

4G together with other technologies (WLAN or WAVE) were proposed. Due to its superior 

suitability for VANET environment compared to 3G technologies, the interest in bringing LTE in 

vehicular networks is far higher and considerable research efforts are done in this direction [26]. 

Although, LTE has high data rates and supports high mobility, it does not support direct 

communication between vehicles and from the studies performed so far it appears that it also cannot 
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support the high number of messages exchanged by vehicles in certain scenarios (e.g. rush hours, 

applications that request an exchange of many messages such as collision avoidance applications). In 

addition, statistics have shown that the huge growth in mobile data will be almost impossible to be 

accommodated in cellular networks [219]. Therefore, if brought in the context of VANETs, either 

3G or 4G (LTE) technologies, these technologies need to be used in an optimum manner and they are 

mostly suitable for the communication between vehicles to infrastructure. In [128], LTE is used in 

CH-CM communication if IEEE 802.11p is not available or if it is overloaded. This is a novel idea of 

offloading. 

The cluster-based solutions presented in this chapter demonstrated that clustering is suitable 

for designing multiple access technologies-based VANET architectures with the aforementioned 

recommendations. Two instances of this type of architecture can be outlined: one in which the 

communication with the infrastructure is done via CHs and the other one in which the 

communication with the infrastructure is done via gateways. 

In conclusion, the future directions in this research area of clustering in VANETs can be 

summarized as follows: 

¶ More mathematical frameworks incorporating computational intelligence should be 

experimented in trying to find the most appropriate method of combining the 

clustering parameters in order to obtain stable CHs and stable networks; 

¶ A direction to be followed is the one that relates to clustering capabilities of 

conducting to a reliable and optimized design of VANET architecture based on 

multiple access technologies that is able to support the diversity of VANET 

applications. A comparison between the two outlined instances of VANET cluster 

and multiple access technologies-based architectures in diverse scenarios and 

application types would be of high interest. This research direction could lead to a 

generalized VANET cluster and multiple access technologies-based architecture or 

to guidelines in designing this type of architectures that are application-oriented, 

adapted to the type of application aiming to support. 

¶ Performance assessment as underlined in Chapter 2 is a big issue in VANET 

clustering algorithms. The analysis of the VANET clustering algorithms conducted 

in this work, leads to the idea that there is a need of standardizing clustering 

performance metrics, especially the general topology metrics. In addition, there is a 

huge need of traffic and mobility models for performing the testing of VANET 

clustering algorithms.   
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3.4. Chapter Summary 

This chapter presented and discussed related works in three main areas: green transportation 

solutions based on VANET, FL applications in VANET and clustering algorithms based on VANET. 

VANET-based green transportation solutions are classified in two main categories: eco-routing 

solutions and eco-driving solutions. Most of these solutions are dedicated to internal combustion 

engine-powered vehicles, but the current trend of designing such solutions for EVs a class of 

vehicles that would highly benefit from energy efficient solutions is also identified. In this class, 

electric bicycles are mentioned as having different characteristics when compared to electric cars. 

Although these are the most popular among EVs, they have been neglected so far in the context of 

VANET research. 

FL solutions in VANETs are thoroughly analyzed with the emphasis on how FL is employed 

in solving the issues in a large variety of VANET applications, but also on the design of FLS for 

each of the solutions. Although the analysis of the solutions is made in their specific context, a 

general classification of FL applications in VANET is outlined: decision making systems, control 

systems, respectively prediction and detection systems. The most popular class of solutions is 

represented by the FL-based decision making solutions. Thus, FL is applied to decide upon the best 

route choice, or best network to do the handover to, decide the similarity between the data or decide 

if the data is trustful in the context of data aggregation. Lessons learnt are presented among which 

the fact that FL is a powerful mathematical tool for dealing with imprecision and uncertainty of 

VANETs dynamic environment. FL is also able to deal with multiple parameters that are necessary 

in order to describe the complexity of VANETs environment. The two previous considerations plus 

the fact that FL is a powerful decisional tool results in the suitability of FL in being employed in 

making complex decisions in the context of VANETs. Therefore, it is not surprisingly that the most 

popular class of solutions is represented by the FL-based decision making solutions in VANETs. A 

summary of all these solutions and their distribution in the identified classes is presented in TABLE 

3.1. 

At the end of the chapter, VANET-based clustering algorithms are analysed. Clustering is 

employed in a large plethora of solutions in VANET having many applications. From this point of 

view there are two main classes: generic clustering solutions, but also application-based or solution-

integrated clustering algorithms. Independent of the type of VANET solution the clustering 

algorithm is designed for, one of the main purpose of clustering is to achieve network stability. 

Therefore, the clustering metrics are focusing mainly on this aspect and they relate to the VANET 

dynamic environments. This allows for a uniform analysis of clustering algorithms in VANETs, 

independent of the type of solution/application in which they are integrated. The analysis is focused 

on the cluster formation techniques, but also on the performance assessment as there are no 
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standardization or general guidelines in the literature to cover this aspect. A broad criterion in the 

cluster formation was used to classify these algorithms in two main classes: static clustering 

algorithms, respectively mobile clustering algorithms. 
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Chapter 4 

  

PROPOSED ARCHITECTURE AND ALGORITHMS  

  

 This chapter presents the architecture and algorithms of the proposed Intelligent Advisory 

Solution for Bicycle Eco-riding and Eco-routing over vehicular networks. This solution encompasses 

the major contributions of this thesis: a Speed Advisory System for Electric Bicycles (SAECy) that 

consists of a Green Optimal Speed Advisory solution for Electric Bicycles and a FL-based Weather-

Aware Speed Adaptation Policy for Electric Bicycles, an Energy Efficient Weather-aware Route 

Planner solution for Electric Bicycles (eWARPE) that provides off-route assistance to the cyclists 

and a FL-based Clustering Scheme over VANETs (FuzzC-VANET). SAECy exploits the traffic 

light to vehicle (I2V) communication aiming to provide on-route assistance to the cyclists in order to 

both reduce the energy consumption of the bicycles and to improve their cycling experience. FuzzC-

VANET can be employed for information dissemination in the Speed Advisory System in order to 

enhance the performances of the system.   

 

 

4.1. Overall Architecture and Network Model 

This thesis proposes an Intelligent Advisory Solution for Bicycle Eco-riding and Eco-

routing which provides on-route or on-trip assistance and off-route or pre-trip assistance for 

bicycles in general and electric bicycles in particular. The aim of the solution proposed is to 

increase user/cyclistôs riding experience and reduce the cyclistôs effort in the general case of 
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bicycles, respectively to decrease the energy consumption in the particular case of the electric 

bicycles.  

 

 Overall Solution Architecture and Network Model Figure 4.1.

The on-route assistance is provided during the cycling through a Speed Advisory System 

for Electric BiCycles (SAECy). SAECy exploits the traffic light to vehicle (I2V) communication 

aiming to reduce the energy consumption of the bicycles and to improve ridersô cycling experience. 

Based on traffic light phasing obtained via I2V communications, the solution recommends strategic 

riding (i.e. the appropriate speed) when bicycles are approaching an intersection to avoid, if 

possible, stopping and starting due to red traffic light signals, which are high power consumption 

scenarios. The proposed approach includes a FL-based speed adaptation policy independent of the 

traffic light phases which is wind-aware, as among all the vehicles, bicycles are the most affected 

by the wind.  This policy provides a better speed adaptation to the wind conditions leading to 

increased savings in energy. The wind information can be received from traffic light aggregated 

with the traffic light phasing information, if available, or via V2V communication from clustered 

vehicles. Clusters are used to optimize information dissemination and solve scalability and stability 

issues in VANETs. They are also known as being able to provide highly up-to-date and localized 

information of all types. Such a type is the weather information. The performances of SAECy can 

be enhanced by obtaining local-based wind information in a clustered network obtained through the 
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proposed Fuzzy Logic-based Clustering scheme for VANET  (FuzzC-VANET). FuzzC-VANET is 

a general clustering scheme that extends its benefits on all types of vehicles and that has as main 

objectives to solve some of the biggest challenges of VANETs scalability and stability issues. 

The off-route assistance of the proposed solution is provided by a novel energy-efficient 

WeatherïawARe route Planner solution for Electric bicycles (eWARPE). eWARPE makes use of 

weather information in order to recommend optimal departure time that allows a cyclist to avoid 

adverse weather conditions (such as wind, rain fall) and increase the energy savings of the electric 

bicycle. Note that the departure time is in a user-configurable time interval. Wind in particular has a 

great influence on the electric bicycle power consumption. Therefore reduced wind speed and a 

more favorable wind direction are preferable not only to improve the cyclist experience, but also to 

save the bicycle battery power. eWARPE represents a step forward for the cycling route planners, 

going beyond planning the route itself (how to get from point A to point B). eWARPE is planning 

the optimal departure time for the route: when to leave from point A to get to point B on the 

previously planned route in order to avoid the adverse weather conditions and to increase the energy 

savings. Moreover, to the best knowledge of the authors, this is the first route planner that is 

targeting electric bicycles. However it can be used by all cyclists in general, energy saving being 

translated into cyclist effort reduction. 

The system architecture of the overall Intelligent Advisory Solution for Eco-riding and Eco-

routing solution is presented in Figure 4.1.  It can be seen from the figure that prior the cycling 

journey, eWARPE recommends a departure time based on the information received from the 

weather server and route information in order to help cyclist avoid as much as possible adverse 

weather conditions. Once the cycling journey starts, the on-route assistance is activated. SAECy is 

responsible with providing on-route assistance and FuzzC-VANET can be also involved in this. 

SAECy is communicating with the traffic lights in order to retrieve traffic light phasing information 

and weather information that is referring to the wind.  Highly accurate wind information can be also 

retrieved from the clusters created based on FuzzC-VANET. Figure 4.1. shows how the cluster head 

from such a cluster communicates the weather information to the bicycle.  As shown in the figure, 

this solution can be deployed on the cyclist smartphone that can be easily mounted on the bicycle 

handlebar. The smartphone is considered to be configured as a vehicle on board unit and has IEEE 

801.11p Wireless Access Vehicular Environment (WAVE) support [137]. This configuration 

enables the smartphone to receive messages from the Road Side Units (RSU) associated to the 

traffic lights via IEEE 802.11p communication interface and messages from other vehicles.   

Next, each of the aforementioned contributions, SAECy, eWARPE and FuzzC-VANET, are 

described in more details, with the focus on their architecture, functionality and algorithms. 
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4.2. Speed Advisory System for Electric Bicycles - SAECy 

 

4.2.1. SAECy Overview 

This section presents an overview of the proposed speed advisory system, depicted in 

Figure 4.2, its main inputs and its functionality. SAECy recommends the cyclist the appropriate 

speed when approaching a signalled intersection in order to avoid stopping at the traffic light. This 

is the main function of any GLOSA system designed for vehicles in general. In addition to this main 

function, SAECy includes a secondary function which increases the benefits in terms of energy 

efficiency. This second functionality of the system is providing an additional recommendation to 

the cyclist: the advised speed is communicated in terms of maximum speed, and the cyclist should 

not exceed the indicated speed limit in order to increase the energy savings. This secondary function 

is provided by a FL-based wind-aware speed adaptation policy, is weather dependent, and does not 

relate to the traffic light phasing. Its aim is to provide a better adaptation of the bicycle speed to the 

wind conditions with the purpose of reducing the energy consumption. Among all the vehicles, the 

bicycles are mostly affected by the wind.  

 

 SAECy ï Overview Figure 4.2.

Figure 4.2 presents an overview of SAECy that can be deployed on the cyclistôs 

smartphone that can be easily mounted on the handlebar as shown in the figure. It is also shown the 
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communication of SAECy with two other components that are providing its inputs: Traffic Light 

Controller and Telematics Peripherals. More details about this are next presented. The smartphone 

SAECyôs deployed on is considered to be configured as a vehicle on board unit and has IEEE 

801.11p Wireless Access Vehicular Environment (WAVE) support being able to receive messages 

from the RSUs associated to the traffic lights via the IEEE 802.11p communication interface.  

These messages are generated by the Traffic Light Controller component that is associated to each 

traffic light. The Traffic Light Controller is considered to have a SPaT interface, thus able to 

generate and transmit the standardized SPaT and other associated messages such as GID messages.  

 Moreover in vehicular networking, the infrastructure, such as traffic lights, can disseminate 

updated and relevant weather information that can be easily obtained from local weather stations or 

through V2I communications [236]. In this approach the Traffic Light Controller is also in charge 

with providing wind information (i.e. wind speed and wind direction). Traffic Light Controller 

encapsulates all the information, SPaT, GID and wind information, into a single message. 

Alternatively, the wind information can be obtained via intra-cluster communications (V2V 

communications), the clusters being known in VANETs as able to provide highly up-to date and 

local-based information. 

The main fields of interest from SPaT messages are the following ones:  

- timeToChange, time until the current traffic light colour changes 

- signalState , indicating the current traffic light phase 

These message fields are stated for each lane and possible direction that can be taken at the 

intersection. The GID message provides the coordinates of the position of the intersection. Thus, the 

speed advisory system is receiving from Traffic Light Controller via I2V communications the 

necessary information related to the traffic light phasing and the position of the intersection.   

From the Telematics Peripherals SAECy is receiving the coordinates of the current position 

of the bicycle, the current speed, direction and the road gradient. Telematics Peripherals can be a set 

of sensors/tools/etc. within an external device (e.g. speedometer, cycling computer) or a set of 

integrated/single application(s) on the smartphone (e.g. the integrated GPS).  

4.2.2. SAECy Architecture 

This section presents the architecture of the speed advisory. Figure 4.3 describes this 

architecture that is based on two main architectural components: Data Collector and Processor and 

Computation and Recommendation Module.  Each of these architectural components and their 

interactions are detailed next.  
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4.2.2.1. Data Collector and Processor 

This component collects local information that relates to the bicycle and network 

information received via I2V communications. The local information comprises the bicycle current 

speed and location. The network information is represented by a message that encapsulates SpaT, 

GID and wind information. The Data Collector and Processor component extracts the following 

information: timeToChange, signalState, intersection location coordinates and wind speed and 

direction (vw, Dw). Based on the intersection location and the bicycle current location coordinates, 

the component computes the distance to the intersection, d. This parameter together with 

timeToChange, signalState, bicycle speed (vi), direction (DB), and vw are fed as input to the 

Computation and Recommendation Module. 

 

 SAECy ï Architecture Figure 4.3.
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4.2.2.2. Computation and Recommendation Module  

Computation and Recommendation Module is the core component of SAECy, its inputs 

being the aforementioned parameters fed by the Data Collector and Processor, while the output is 

the advised speed. Computation and Recommendation Module has four internal components: 

Advised Speed Computation, a Fuzzy Logic System (FLS), Bicycle Power Consumption Model and 

Bicycle Dynamics Model. The next sections present in detail these four components. 

A) Bicycle Power Consumption Model 

SAECy uses the power consumption model that was employed in computing the theoretical 

power consumption of an electric bicycle in [21]. According to this model the total power 

consumption (Ptotal ï eq. (4.1)) is the sum of three terms: the power needed to overcome the air drag 

(Pdrag ï eq. (4.2)), the power needed to overcome the slope (Phill ï eq. (4.3)) and the power needed to 

overcome the surface resistance (Pfriction ï eq. (4.4)). The notations employed in the equations are 

explained in TABLE 4.1. 

Ptotal = Pdrag + Phill  + Pfricition                      (4.1) 

Pdrag=      πȢυϽὅ ϽὈϽὃϽ ὺ  ὺ Ͻ ÃÏÓὈ  Ὀ Ͻὺ    (4.2) 

Phill =   Ὣ ϽὋ Ͻά Ͻ ὺ                   (4.3) 

Pfricition = ( Ὣ Ͻά Ͻ Ὑ  Ͻὺ                  (4.4) 

TABLE 4.1.      POWER CONSUMPTION MODEL NOTATIONS 

   

Notation 
Explanation 

Cd Drag coefficient  

D Air density (kg/m
3
) 

A Frontal Area (m
2
) 

vg Ground speed of the bicycle (m/s) 

DB Bicycle direction (degrees) 

vw Wind speed (m/s) 

Dw Wind direction (degrees) 

g Gravitational acceleration = 9.81 (m/s
2
) 

G Slope grade ï taken from the map data 

m The overall weight: cyclist + bicycle + additional equipment (kg) 

Rc Rolling coefficient 

 

Most of the parameters used in the power consumption model have typical values in urban 

environments [21], therefore they can be preset in the system and allowed to be changed through an 

user interface if necessary. The same user interface can be used to set the m value which is 

dependent on the cyclist and that can be changed when the bicycle is used by another user. The 
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variable parameters are vg, DB, Dw, vw and G. vg is provided by the components triggering the 

functionality of this model, while the rest of the parameters are provided by the Data Collector and 

Processor component. 

B) Bicycle Dynamics Model 

Equations of motion eq. (4.5) and eq. (4.6) ï for uniformly accelerated/decelerated motion 

ï, and eq. (4.7) ï for constant motion ï were used to model the bicycle dynamics [237] as follows: 

ὺ  ὺ ὥϽὸ      (4.5) 

ὺ ὺ  ςϽὥϽὨ ὼ     (4.6) 

ὼ ὸϽὺ      (4.7) 

ὸ  ὸ ὸ      (4.8) 

The equations were adapted to our solution (see TABLE 4.2 for more detailed explanations) 

and further computations were made. From eq. (4.5), eq. (4.6), eq. (4.7) and eq. (4.8) the value of 

ὺ is deducted in eq. (4.9). 

ὺ  

ừ
Ử
Ừ

Ử
ứ

Ͻ
ὺ ȟὭὪὸ π 

ὺ  ὥϽὸ ȿὥϽὥϽὸ  ςϽὸϽὺ  ςϽὨȿȟὭὪὸ π 

ὥὲὨ Ὥὸ Ὥί ὥὧὧὩὰὩὶὥὸὩὨ άέὸὭέὲ

ὺ ὥϽὸ ȿὥϽὥϽὸ  ςϽὸϽὺ  ςϽὨȿȟὭὪὸ π  

ὥὲὨ Ὥὸ Ὥί ὨὩὧὧὩὰὩὶὥὸὩὨ άέὸὭέὲ

          (4.9) 

TABLE 4.2.      BICYCLE DYNAMICS MODEL NOTATIONS 

   

Notation 
Explanation 

d The distance to the intersection  

t The time in which distance d is to be travelled  

vi 

Initial speed of the bicycle (current speed of the bicycle before advised 

speed is recommended ) 

va The advised speed  

tia The time passed till the moment the bicycle speed vi becomes va 

xc 

The distance the bicycle is assumed to be travelling at a constant 

speed after reaching the recommended speed necessary to cross the 

intersection without stopping 

tc The time distance xc is travelled 

a Acceleration or deceleration required so that vi  becomes va 

 

C) FLS and Advised Speed Computation components 

FLS is a FL system that implements the FL-based wind-aware speed adaptation policy. Its 

functionality is triggered by the Advised Speed Computation component.  The FLS has a single 

input and a single output and makes use of the Bicycle Power Consumption Model. The design of 
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the FLS is focused on reduced computation complexity following design principles from [61]. It 

follows a zero-order Sugeno model known for its efficiency, reduced complexity and suitability for 

real-time systems [73].  The structure of the system is classic for a FLS. The full description of this 

structure is presented in section 4.2.3.2., as it is intrinsically connected to its functionality which is 

described in that section. 

 Advised Speed Computation component is the core of the Computation and 

Recommendation module. It has as inputs all the inputs of the Computation and Recommendation 

module, while the output is the advised speed (va). The component makes use of the other 

components of the module as it can be seen from Figure 4.3 and it implements the main logic 

behind the computation of the advised speed, namely the SAECy algorithms that are described in 

the next section.  

4.2.3. SAECy Algorithms 

 The algorithm employed in the computation of the advised speed is presented in two stages. 

As described in SAECy overview, SAECyôs complete functionality is provided by: a Green 

Optimal Speed Advisory function, the main function of any GLOSA system designed for vehicles 

in general, and a FL-based wind-aware speed adaptation policy. In the first stage, the algorithm 

describes only the Green Optimal Speed Advisory function (Algorithm 4.1) that can work 

standalone. In the second stage, the FL-based wind-aware speed adaptation policy is added to this 

function and included in the description of the algorithm (Algorithm 4.3). The latter represents the 

complete SAECy algorithm and encompasses all the functionality of the proposed speed advisory 

system. This latter algorithm uses Algorithm 4.2 for computing the membership functions employed 

in the context of FL-based wind-aware speed adaptation policy. 

4.2.3.1. Green Optimal Speed Advisory Function 

The computation of the advised speed is described in details in Algorithm 4.1. It includes 

an initialization phase that assigns the initial values to some of the parameters and the main 

procedure. 

After the initialization phase, as long as the cyclist has not crossed the intersection yet, the speed of 

the bicycle is monitored continuously. Action is taken in two situations. First, if signalState = 

ñredò && timeToChange  > t  , a new, decreased speed is recommended. Second, if signalState = 

ñgreenò && timeToChange  < t  && timeToChange Ó d/vmax, a new, increased speed is 

recommended. The parameters t and d are explained in TABLE 4.2., while the parameter vmax is 

explained in the next paragraph. The advised speed is computed based on the Bicycle Dynamics 

Model (eq. (4.9)). 
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Algorithm 4.1: Green Optimal Speed Advisory  

INITIALIZATION PHASE:  

BEGIN 

maxSpeed = 6.95 //the maximum speed set for bicycle  

vmax =  maxSpeed 

vw = 0 

 END 

 

GREEN OPTIMAL SPEED ADVISORY PROCEDURE:  

-triggered when a message is received from a traffic light and then triggered in 

the monitoring cycle while the bicycle has not crossed the intersection yet 

BEGIN 

 

update vw 

compute vmax for  Ptotal = maxPower //eq. (4.1), where vmax  replaces vg in eq. 

(4.2), (4.3), (4.4) 

get the distance to the intersection, d  

get the current speed of the bicycle, vi 

t = d/ vi 

if  (signalState = ñredò && timeToChange  > t )    

     compute va : eq. (4.9) for decelerated motion 

endif 

if (signalState = ñgreenò && timeToChange  < t  &&  timeToChange  Ó  d/vmax) 

     compute va : eq. (4.9) for accelerated motion 

endif 

//the computed advised speed, va, is recommended to the rider 

END 

 

Note that this algorithm, although it does not include the FL wind-aware speed adaptation 

policy, it does consider the wind speed, too. The algorithm is designed to take into account the 

characteristics of the bicycles in general as compared to other vehicles, and as it was underlined 

before, the bicycles are the only class of vehicles highly affected by the wind. In most of the 

GLOSA systems designed for vehicles in general, the maximum speed considered in computation, 

vmax is equal to what in our algorithm is represented by maxSpeed, which is the maximum speed or 

the speed limit of the vehicles. In the case of the vehicles in general this is given by the road rules 

and regulations. In the case of the bicycles, we chose as maxSpeed a safety value of 25km/h 
































































































































































































































