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Irina Tal, ImprovingUser Experience and Energy Efficiency for Different Classes of Users in
Vehicular Networks

ABSTRACT

Lately, significant research efforts are put in the aredesigning mart citiesby both
academia and industrjocusing on making use of cityacilities (buildings, infrastructure,
transportation, energy, etc.) in order to improve pedpls qual i t y a bustdineblee an:
environmentVehicular ad hoc natorks (VANET) play a main role isupporting the creation of
smarter cities.VANET are based onfi s ma r t -eehicle rcomenunications and with the
infrastructure via so called V2X communications (i.e. VRWehicleto-vehicle and V2I/12Vi
vehicleto-infragructure/infrastructurego-vehicle). V2X communications demonstrated their huge
potential when designing not only intelligent transportatidnteEms, but also green transportation
solutions Most of the research in this area targets a single class oEVAMNers represented by the
car drivers. This thesis addresshfferent types of userspainly the cyclists, as cycling @ne of
the most sustainable and green forms of transportation.

The thesis proposelree main solutionsSpeed Advisory Systenfor Electric Bicycles
(SAECYy), an Energy Efficient Weather-aware Route Planner solution for Electric Bicycles
(eWARPE) and aFuzzy Logicbased Clustering Schemeg(FuzzC-VANET) over vehicular
networks SAECy provides onroute assistance to the cyclists order to improve their cycling
experienceandreduce the energy consumptionthe particular case of electriécipcles SAECy
uses mainlyi2V communicationfor obtaining traffic light related information, but also weather
information eWARPE provides offoute assistance to the cyclists in order to support them in
avoiding the adverse weather conditions as much as possible, but also to save the battery in the
particular case of electric bicycles. FUZ¢@NET is a generic clustering scheme dedicated for
VANET that can beemployed fori nf or mat i on di s s econtertimtoides to i n
enhance its performances and to increase the accuracy of weather inforfadm@VANET is
also a response to two of VANET main issusapility and scalability, and eshds its benefiten
all the other classes of users (i.e. drivers of different types of vehiclaNET.

The performance of the proposed solutions was evaluhtedgh multiple assessment
techniques: experimental testing based on a reabgestinterviews and online gquestionnaire to
measure the need for the solution proposed and the interest of users and simulations based on highly
realistic scenarios.The results clgashow improved performance of the proposed solutions in
comparison with other similar stapdé-the-art solutions.
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Chapter 1

INTRODUCTION

1.1.Motivation

Nowadays, smart cities represenhot research topic for both academia and industrg
goal of this research is to makese of city facilities (buildings, infrastructure, transportation,
energy, etc.) in order to improve peepd s qual i t y adustalnable envirammefit].cr e a't
There is a considerable number of initiatives/projects that relate to smart cities. For instance, in
2010, IBM has launched IBM Smarter Cifiehallenge, aiming to support 100 cities around the
world in addressing soe of their critical challenges. In the meanwhile the program has been
extended to include 116 cities to date and the program has already been scheduled to run in 2016,
too. In September 2015, US Government launched a smart cities inftaithiag to impove cities
services.$ 160 million were allocated for thi
Technol ogies I nformation Systemo, European Co
Smart Citied with the main goal of reducindi¢ greenhouse gas emissions by 40% by 2020, as
compared to 1990. This initiative addresses four dimensions of the city: buildings, heating and
cooling systems, electricity and transport. Related to transport, the declared aim is to build

intelligent public transportation systems based on -teak information, traffic management

1 IBM Smarter Cities Challengéttp://smartercitieschallenge.org/
2White House official websitdttps://www.whitehouse.gov/theressoffice/2015/09/14/facsheetadministratiorannouncemiew-smart
cities-initiative-help
% European Commission, SETIS project webditey://setis.ec.europa.eu/implementation/technetagylmap/europeainitiative-on-
smart-cities
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systems for congestion avoidance, promote cycling and walking. In 2011, European Commission
has launched the Smart Cities and Communities initiative, that covered only energy,2Ba®i

this initiative emerged into the European Innovation Partnership for Smart Cities and Comfhunities
that covered also the ICT (Information and Communication Technology) and transport sectors.

According to[2], theair pollution kills more than 3 million people across the world every
year,about 3.5 million to be more exaeind causes health problems from asthma to heart disease
for manyother peopleln the countries adhering to th@rganisation for Economic Goperation
and DevelopmenfOECD), the cost of the health impact of air pollution svabout 1.7 trillion
dollars in 2010, data that included deaths and illfigsfRoad transport accounts for about 50% of
this cost In US for instance, road transport accounts for 27% of CO2 emig8iprisherefore, it is
not surprising that smart transportation that relates to intelligent and green transportation solutions

represents a key dimension of smart cities research.

Cycling is consideredne of the most sustainable agréen forms of transportatioa fact
acknowledged by themart transportation initiatives in particular and smart citiegativies in
general. As sughpromoting cycling is listed as main objective lioth the Eurgean Initiative on
Smart Cities and European Innovation Partnership for Smart Cities and Comm[#itigs.

Cycling can be the answer to many problems of the nowadays society such as greenhouse gas
emissions, traffic congestion, parking, €fberefore, promoting cycling was not only an initiative

in the nev context of smarter cities, but also many governments had this on their agenda long
before the concept of smart cities was introduced. National policies were proposed and adopted
with the sole aim of promoting cycling in quite a considerable number oftrees more than ten

years bacK6] i [8]. As a result, cities have started to become more cycling friendly, new cycling
facilities hawe been built. One of the consequences of these policies was the successful adoption of
bike sharing schemes that currently is spread in cities all over the [@p&l0]. One of the actions
enlisted by these cycling policies is the developnuéradvanced telematics, namely systems that
bring benefits to cyclists, thus encaging them to cycle moréAs noticed by the European
Innovation Partnership for Smart Cities and Communities, but also when evaluating the
implementation of these cycling policies (e.g. the audit of Dublin City Council on the Ireland
National Cycle Polig Framework in Dublif11]) not many steps have been made in the direction

of providing such technical solutions. In European Innovation Partnership for Smast &itle
Communities one of the listed goals is to employ ICT in designing technical solutions that promote

and support cycling.

4 European Commission, Smart Cities project webbitp;//ec.europa.eu/eip/smartcities/index_en.htm
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Vehicularad hocnetworks(VANET) or simply vehicular networkare considered to play a
crucial role in supporting the creationsharter citiesVANETsarebased on #fehiciar t o
communications andinformation exchangewith the infrastructure via so called V2X
communications (i.e. V2V T  vehicleto-vehicle and V2I/I2Vv T  vehicleto-
infrastructure/infrastructur®-vehicle). VANETs demonstrated their huge potential when
designing not only intelligent transportation solutions and traffic management sysjeimst also
green transportetn solutions[12], [13]. The latter category was mostly focused W@aXx
communicationsaiming to reduce fuel consumption and gas emissions. With the increased
popularity of electric vehicles (EVY)the focus has been recently moved on how V2X

communications can helpVs save energySo far, these solutions targeted exclusivbby electric

cars, but there are also electric bicycles. Moreover, most VANET research is dedicated to cars,

although bicycles are also important in the context of vehicular networks. Therefore there is a need

to integrate the research in this spfitd], [15]. Ongoing efforts are made in this direction in the

context of the B FP7 VRUITS project for instance. To the best of our knowledge the only

VANET-based application that focuses on bicycles and that was proposed so far is the cooperative

automatic emergency breaking system that help the driver in avoiding possibler®Hiisih the
cyclists 1 in emergency cases and if the driver does not take any action, the car is stopped
automaticallyi, while warning the cyclist at the same time. This is proposed in the context of

VRUITS and some preliminary tests/trials were releaselis project in 201%$16].

1.2.Problem Statement and Proposed Solutions

As seen in the previous section, there is an ongoing effort of promoting cyari@af the
greenest mean of transportation. HoweMes, éffortsput so far are not enough to meet for instance
the targets imposed by national policifkl], and therefore other approaches are strongly
encouraged. One gap identified is the lack of technical solutionisg to address the needs of the
cyclists, especially regarding the factors that demotivates people from cythiage are several
such factors deotivating people from cycling among which are: safety, weather conditions, road

conditions, etc[17].

Lately, a modern form of cycling which uses electric biegchas gained popularity.
Research reports show that there is and there will be a worldwide increase af biepties in the
next years[18], [19]. Electric bicycles have many benefits. Like traditional bicycles, electric
bicycles are environmentally friendly and are associated with very low gas emissions when
compared tother vehicles. According to a study performed34 major cities in Ching20], the

CO, emissions of electric bicycles are betweer2TZd/pkm (passenger kilomefreabout 10 times

less than when compared to conventional vehicles and 9 times less than when compared to electric

® EU FP7 project VRUITS websitaftp://www.vruits.eu/



cars. h a top of 7 greenest vehicleglectric bicycles are situated second witB0§ CQe/km
depending on the type of fuel used for tleagration of electricity, just after the traditional bicycles
that have also associated some,@®issions if their production is considered. Electric bicycles
improve the traditional riding experience, especially for the people who are not seqfiite
significantly less effort and decrease time tralrelcomparison with other green vehicles, electric
bicycles have lower energyost per distance travelldd1] and avoid other additional costs (e.g.
parking, insurance, registration, etc.). Consequently, it is not a surprising fact that electric bicycles
are the most popar of all EVsand their popularity is increasing.

Similar factors that affect traditional cyog (i.e. safety issue, weather conditions, road
conditions) also affects electric bicycles.elther conditions are affecting the cyclists the most
among the traffic participantbad weather conditions, such as wind and rainfall, are not pleasant
for therider and theyare main demotivators for cycling17]. Moreover electric bicycles have a
weak point related to the same aspect that makes them capable of providing some of the already
mentioned advantages to the cyclists: the batiug. tothe battery, electric bicycles are in general
heavier than traditional bicycles with varying extraveight of 2 to 5kgthat corresponds to the
battery weight Furthermore, the battery has a relative short autonomthe 16km50km range
(i.e. affected in ime by the number of charges) amdongcharging cycle betwee2 and 6 hours
[21]. This relative long periodnakes performing research to find powsawing solutios for

electric bicycles of very high interest.

In order to address these challenges this thesis proposes a W#ddEd Intelligent
Advisory Solution for Bicycle Eceiding and Eccrouting that makes use & Speed Advisory
Systemfor Electric Bicycles (SAECy), ard anEnergy Efficient Weather-aware Route Planner
solution for Electric Bicycles (€WARPE) that provides offoute assistanceéo the cyclists
Moreover aFuzzy Logic-based Clustering Schemé¢FuzzC-VANET) over VANETS is proposed
SAECYy provides orroute assistance to the cyclists aiming to improve the cycling experience and
reduce the cyclistsd effort in the case of b
particular case of electric bicycles. SAECy is based mainlgheriaffic light to vehicle {.e. 12V)
communicationfor obtaining traffic light related information, but also weather information.
eWARPE provides offoute assistance to the cyclists supporting them to avoid the adverse weather
conditions and to save the l&it in the case of electric bicycles. FUzZ¢BNET is a generic
VANET clustering scheme that can &mployedfoi nf or mat i on di ssemextnati o
in order to enhance its performances and to increase the accuracy of weather information. As
mentianed in the previous section, VANET is an emergent technology with huge potential in the

context of smart transportation in general and in supporting cycling in particular. However, before

® Shrink That Footprint websitéttp://shrinkthatfootprint.com/greenvehicles
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the full adoption and deployment of this technology, there are alestesllenges that need to be
addressedScalability and stabilityare among these main challen§ls [22], [23]. FuzzGVANET
is also a response to these issues.

Thus, the proposed Intelligent Advisory Solution for Bicycle Hdang and Ecerouting
provides orroute and offroute assistance for electric bicycles in particular and bicycles in general,
energy savings being translated into reduced effort on behthlé cyclist.FuzzGVANET extends
its benefits on all the other classes of users (i.e. drivers of different types of vehicles) in vehicular

networking.

A more detailed overview of the solutions proposed which represent contributions of this

work, is given in the next section.

1.3. Contributions to the State of the Art

The contributions of the research work presented in this thesis are as follows:

1 SAECYy represents aovel vehicular communicatiofizased speed advisory system
dedicated to electric bicycle3he solutionbelongsto the class ofGreen Light
Optimal Speed AdvisoryGLOSA) systems based on th2V communications and
is the first GLOSA system dedicated to electric bicyclEse proposed solution
recommends strategic riding (i.e. the approprigbeed) when bicycles are
approaching an intersection to avoid high power consumption scenarios. Moreover,
the approach also includes an innovative Fuzzy l-bgged wineaware speed
adaptation policy as among all the other vehicles, bicycles are mostiedffey the
wind. The benefits of the solution translate not only in eneffjgiency, but also in
an increased user quality of experience, as the waiting times at traffic lights are

reduced or even avoided.

1 eWARPE represents a step forward for the cyglioute planners, going beyond
planning the route itself (how to get from point A to point B). eWARPE is planning
the optimal departure time for the route: when to leave from point A towards point B
on the previously planned route. The solution makes e aveather information
in order to recommend the departure time that allows the cyclist to avoid the adverse
weather conditiongs much as possibknd toincreasethe energy savings of the

electric bicycle.

1 FuzzC-VANET is a general Fuzzy Logicased Ckbased clustering scheme over
VANETS, the first, to the best of our knowledte employ Fuzzy Logic as the main
5



decision tool in choosing the CH. Creating a clustered network model, this scheme
solves some of the main isss of VANET, namely scalability and stability issues.

As a consequence of this, the V2V communications in the network will have an
increased throughput as it will be seen in the next chapters. Solving the scalability
and stability issues, the clusterirdheme creates a base for MAC, routing protocols
and information dissemination. In the latter case, it is known that clugintain
locatbased and highly um date information. In disseminating weather
information, these two characteristics are highlportant and in this context it is to

be mentioned that there are quite a few applications that are based on VANETSs
capacity of providing weather information, one of this being owvipusly
proposed SAECyYAnN instantiatiorof FuzzCGVANET is also proposethat is based

on a hybrid VANET architecture.

1.4. Structure of the thesis

The thesis was structured in six chapters as follows:

)l

Chapter 1 presents motivation for the research work conducted, identifies the
problem and gives a short overview of the psgmb solutions. The chapter also
presents the main contributions of this thesis.

Chapter 2introducedechnical backgrounfibr the work presented in this thesis.
Chapter 3 presents a comprehensive survey of the current wWarks the areas of
research thatrelate to the work presented in this thesis: green transportation
solutions, FLbased solutions and clustering algorithms, all in the context of
VANETS.

Chapter 4 presents the solution architecture and algorithms of SAECy, eWARPE
and Fuzz@/ANET, the solutions proposed in this thesis.

Chapter 5 presents performance evaluation of the proposed solutions.

Chapter 6 draws conclusions of the thesis and presents poskiblee work

directions.



Chapter 2

TECHNICAL BACKGROUND

This chapter describes the main technical conceptsat@used throughout the thesis
starts by introducing the vehicular networks, their architectures, maharacteristics and
applications Then, it introduced-uzzy Logicand clustering concepts in the context of vehicular

networks as the contributions of ththesis are based on them

2.1.Vehicular Networks
2.1.1. Vehicular Networks Overview

Vehicular Adhoc Networks(VANET) or simply vehicular networkare anovel class 6
mobile adhoc networks (MANET, where the mobile nodes drefact vehicles. AlthoughVANETSs
are a class of MANETS, they have specific characteristics that differentiate them, characteristics that
will be discussed irsection2.1.4 Vehicular networks are very important as tipdgy a crucial role
in supportiy the creation of smart citieSmart cities represent a hot research topic both for
academia and industry. The main purpose of smart citiés make use of city facilitiese(g.
buildings, infrastructure, transportation, energy,)etci n or der t o i mprove p:¢
while creating a sustainable environment. In this context, smart transportation, as a fundamental

dimensionof smart i t i es, relates to both inteVWVANETent a
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demonstrated their huge potential when designing not only intelligent transposiiems (ITS)

and traffic management systefta§, but also green transportation soluti¢h®], [13].

VANETs are based on communications between vehicle to vehicle (V2V), vehicle to
infrastructure (V2I) or infrastructure to vehicle (12V), generally referred as V2X communications.
This type of communications is supported & novel type of wireless access paradigm called
Wireless Access for Vehicular Environment (WAVE). WAVE includes a suite of standards
dedicated to communication in vehicular environments which will be presented in the next section.
Note that V2X communidens refer exclusively to the communications supported by WAVE (e.g.
if the communication between a vehicle and another vehicle is done via another type of access
technology such as WiFi for instance, this communication will not be referreas tv2V
comrunication).In addition to V2X communications, other types of technologies are also used in
supporting vehiculacommunicationsDepending on how these VANET enablirghnologies are
employed invehicularcommunicationsthree types of VANET architecturese defined: pure ad
hoc, pure WLAN/cellular and hybrif@3], [24]. Figure 2.1a) presentshe adhoc architecture, while
Figure 2.1(b) andFigure 2.1c) presat pure WLAN/cellulay respectively hybrid architecture.

In thead-hoc architecture there aré/2V communicatios only, without any infrastructure
support. Thissituation is widely encountered affrastructure and wireless access points are not

everywhee and their deployment is limited by the cost or geography.

In the WLAN/cellular architecture cellular base stations and WLAN access points facilitate
vehiclesdéd connection to the Il nter net -basedd pr c
applicatiors. In this type of architecture the vehictis not have support for direcommunication
with each other in a distributed manner with few exceptiohs. exceptionto this direct
communication approads the case when the vehicles are travelling in gr@mgsthey carinter-
communicate via WiFi. However, if the vehicles do not have similar mobjiagtern,
communication via WiFi is not possible. Cellular networks have a centralized architecture so they do
not provide any native support for direagmmuni@tion between vehicles and abmmunicatios
are done via infrastructurdmoryg the cellular technologiekpng Term Evolution (LTE) appears to
be the most promising enabling technology for vehicular applications due to the high data rates
provided, suppa for high mobility (up to 350km/h) and high market penetraiohTE was
confirmed as the fastest developingbile system technology eveHowever, so far, it appears
likely that LTE alone is not capable of supporting vehicular applications, espeapglications that
require an intense exchange of information between vehicles or dushdourd26]. Moreover,

there are already many studies showing thahtlge growth in data will be almost impossible to be

" GSM/3G Stats, GSA websitbitp://www.gsacom.com/news/statistiaecessed November 2015
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supported by the cellular networks at all imetnear future[27]. Therefore, even if cellular
technology is usd inthe VANET architectureit is preferably to limit themount ofcommunication
via these technologies as much as possible. In this costxtjons such aslustering can be
sucessfully employed to limitellular network communications.

In thehybrid architectureall types of communications are present. Vehicles can talk to each
other and exchange information (V2V communications), but also can communicatbenitted
infrastructure that ipotentially deployed alongside the roahd isreferredto asroad side ung
(RSU) (V2I) or with access points, or wireless towers (WLAN, cellular). This is the most complex
architecture and provides support fmmplex applications, for instandefotainment @plications
which require richcontent are basedn this type of architecture, but also complex traffic

management systems.

In VANET architectures the communication capabilities of a vehicle are provided by an in
vehicle component referred to as treboard unit(OBU) that can have multiple network interfaces
(e.g.V2X, UMTS, LTE, etc.). Note that this component was envisioned to be integrated in cars by
the car manufactures, but OBU can stand for different devices with wireless capahittiesshe
d r i vsmartphene because WAVE technology can be enabled in smartphones as $1&é[ in
This aspect is facilitating the integration of twdeel vehicles (i.e. bicyes, electric bicycles,

motorcycles) in VANETbased solutions.

OBU also supportsintre e hi cl e communi cation needed t
sensors and devices, data that is then used in the applications enabled by YdaEIrocessing or
any other computational processing is done by a unit calpgication unit(AU). Note that these
units can be physically integratedsaparately (or they can consiéta group of components) being
defined as such from a conceptual point of vislest VANET applications assume that the position
of the vehicle is known, so a GPS or other positioning system is considereditiogbéntegrated in
OBU or complemenDBU.

Figure 2.1. (a) Ad-hoc Architecture (b) WLAN/cellularchitecture



Figure 2.1. (c) HybridArchitecture

2.1.2. Supporting Standards

V2X communicationsare supported bymany standards and among the neamdthe most
important are the ones developed by IEEE under the n&Wieless Access for Vehicular
Environment (WAVE). WAVE containghefollowing standards dedated to vehicular environment
[28]: IEEE 802.11p and IEEE P1609.x standal@&E 802.11p, devel@u to provide wireless
access twehicles, is a new amendment of IEEE 8024t was ratified in July, 201[@29]. Its aim
was to make IEEE 802.11 suitable to the efenging transportation environment and able to deal
with very short latenciesEEE 802.11pvasbased upon the allocation thie Dedicaed Short Range
Communications (DSRQpectrum band. This initiative started in USA in 1999 andaktlasated
dedicated spectrum of frequency to be used exclusively by V2X communications. Seven channels of
10MHz in the 5.9GHz range are allocated for us®RC/IEEE 802.11p standarBligure 2.3
presents the channel assignment in North Ameriaa:06the 7 channels, 6 are service channels
(SCH), while the one leftsithe control channel (CCH) whidb reserved for system wtol and
safety messages. OB€Hchannel is dedicated to safety messages as well, whereas the rest of SCHs
are mainly used to exchange rsafety and larger datdhe next steps were the allocation of
dedicated spectrum in Europe and Japégure 2.4shows the DSRC spectrum allocatiomoass the

world.

In Europe, the European Telecommunication Standards Institute (ETSI) defined a profile
standard of IEEE 802.11[438] in order to adapt the 802.11p the European spectrum. Moreover,
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ETSI defined in a standard the ITS station and communication reference architecture that covers the
whole network stackl139]. Figure 2.2presents this reference network stack. Noteew layer is
introduced, Facilities layer, in comparisonto traditional network layers such as Network and
Transport, Access Technologies. This provides a collection of functions in order to support ITS
Applications. It provides data structures for storage and aggregates and maintains data that is either
locale. g. from vehicleds sensors), or received f

There are two other componentsFigure 2.2: ITS ManagementandITS Security. The
first one is in charge with ITS station configuration and with the dey®s exchange of
information, while he second one is in charge with security and privacy issues over the layers.

l ITS Applications

| ITS Facilities

ITS Management
ITS Security

’ ITS Access Technologies

Figure 2.2 Reference Protocol Stack of an ITS StafibB9]

Similar to ETSI, IEEE WAVE developed the IEEE P1609.x suite of standards covering the
entire VANET scope of services from application down to the MAC layer, as IEEE 802.11p already
covers thé’hysical and MAC layers. These are as follows:

- |EEE P1609.0[135] is the WAVE Architecture describes the WAVE architecture and
services necessary for mutfhannel DSRC/WAVE devices to communicate in a mobile

vehicular environment.

- |EEE P1609.130] is the WAVE Resource Managestandard, defining the interfaces and
services BWAVE applications and the format of data messages.

- |EEE P1609.231] is the WAVE Security Servicesor Applications and Management
Messages standardhat defines the WAVE security: anonymity, authenticity and

confidentiality and also the exchange of messages.

- |EEE P1609.332] is the WAVE Networking Servicethat defines routing and transport
services. It provides description and management to the protocol stack, network
configuration management and also provides the transmission and reception of WAVE short

messages.
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- |IEEE P1609.4[33] is the WAVE Multi-channel Operationghat provides enhancements to
the IEEE 802.11p MAC in order to support frequency band coordination and management.

- |EEE P1609.6[133] is the WAVE Remote Management Servidbat will provide inter
operable services in order to manage WAVE devices that comply to IEEE Std. P1609.3.

- |EEE P1609.11[134] is the WAVE Overthe-Air Electronic Payment Data Exchange
Protocol for ITSthat defines the services and secure messages formats dedicated to secure
electronic payments.

- |EEE P1609.17136] is the WAVE Identifier Allocationsthat provides identifier values
allocated to WAVE systems.
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Figure 2.4. DSRC Spectrum Allocation Worldwide

There are also specifications in the proposed standards for various typessafjes such as

cooperative awareness messaffeaM) [139], signal phase and timing messages (SPRATY],
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[142], and mechanisms for dissemination of these messages such as the-qulisigstbe
mechanism specified in CEN/ISO 17429 3]. The SPAT message details are further presented as it
is of particular interest in the context of this thesis.

SPAT is specified both by IEEE and ETSI, ltstformat was standardized by SAEJ2735
[140] and accepted by the previous standardization bodies in their proposed architectures for
VANET/ITS. SPAT message refits the current traffic light state of all lanes, in all approaches, in a
single intersectionFigure 2.5oresents the simplest type of a SPAT message that consists of 2 states:
one for the current active lanes (green light) and one for the currenvéngeti light). Lanes 1 and
2 are the active ones as for theseSkgnalStatgparameter of the SPAT message indicates the green
light. Note that in the figure the parameters are not assigned the specific values (i.e. as they are in the
message), but thealues are explained in detallimeToChang@arameter indicates the time until
the current colour is changing, in the given example, for lanes 1 and 2 is 12.3 seconds till the green

light will change.

SPAT messages are usually accompanied by mapM&atR) [141], [142], also known as
Geometric Intersection Descriptig@ID) when refers to the dynamic description of an intersection

that provides map data information useful to the applications using SPAT messages.

SPaT Message

Msg id = 0x0c (indicates a SPaT message)
SpaT id = TED (indicates a unique wvalue for this intersection)
States
State #1
Lane Set (list of lanes this applies to)
1, 2
Movement State (signal state or pedestrian state)
SignalState = Green light
TimeTolhange = 12.3 seconds
YellowSignalState =
State 2

Lane Set u(list of lanes this applies to)
3,4.5.6, etc...
Movement State (signal state or pedestrian state)
Signalstate = Red light
TimeToChange Indeterminate for this state
YellowSignalState

Figure 2.5 SPAT message example
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2.1.3 VANET Applications

A large plethora of applicatiesnhave been proposed for VANETS. These can be categorized
in three big classe§34]: active road safety applications, traffic efficiency and management
applicatiors and infotainment applications.

Active road safety applicationsaim to provide a safer driving environment by reducing the
probability of accidents and preventing the loss of lives. Such applications are traffic signal violation
warning, emergency eleotric brake light, prerash sensing, lane change warning, cooperative
forward collision warning, etd35] 7 [40]. These are all practive approaches that are trying to
avoid accidents. Reactive safety approaches based on VANETs can be developed in the context of
emergency syst ems. ergnGrvehilasocanrleadito saging human lieesn
recent surv, Martinezet al. [41]emphasized both the great potential of V2I/V2V communications
in enhancingthe emergency services and the need of designing systems based on this type of
communicationgo ensure efficient emergency service delivaige architecture and principles of a
complete solution, a VANEb as e d traffic manageme ntites oy st em

emergency vehicles has been proposgddh

Traffic efficiency and management applicationsaim to improve the overall efficiency of
transportation by managing the navigation of the vehicles via cooperatigedination (e.g.
cooperative adaptive cruise contf4B]). Also, they aim to improve not only the overall efficiency,
but alsothe efficiency per vehicle via speed management applications (e.g. avoiding stopping to the
intersection[48], [49]). This latter type of applications are situated somewhere at the border between
safety and infotainment applications.

Infotainm ent applications are applications that are not directly related to traffic safety or
efficiency, but they are designed for the needs and comfeehi¢ularusers. These applications can
be split into two big classes: entertainment applications and diggestance applications.

Entertainment applications include solutions fdifferent service delivery such as
multimedia delivery and live video streaming over VANH4#4], [45], file-sharing and gaming
platforms over VANETE [46], [47].

Driver assistance applications comprise many VAMi&Sed solutions. This type of
applications provide thealriver with information useful in driving process, but not only (e.g.
applications that provide valuable information for driver, such as price of fuel or closest charging
station, are also included). Example of such applications are routing appligadng53], free

parking discovery applicationb4], [55], tolling applications[56], [57], applications that give
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driving advice based on certain criteria (e.g. how to drive in certain conditions in order to reduce gas

emissons fuel or energy consumptiddg], [49]), etc.
2.1.4. VANET Characteristicsand Challenges

VANETSs have specific characteristics that differentiate them from Hrer type of achoc
networks. Some of these characteristics are very attractive for the researchers, while others are
creating new technical challenges that need to be addressed. To the first mentioned class subscribe

the following aspects

Theoretical unlimited power, due to the fact that the vehiat@de is capable of generating
itself power while moving. In the case of the mobile nodes of classic MANESVger is a very
serious issueHowever, thischaracteristic is not applicable the case of EVswhere energy

preservation is vital for increasing the range of the.EVs

High computational and storage capabilities unlike the handheld devices in the classic
MANETS, vehicles can afford significant computational, storage and communication capabilities.
This capability is partially made possible by the previous mentioned charac{egstiower)and is
not applicable in general for twweels vehicles where OBU is replaced usually by a handheld

device.

Predictable mobility is possible in VANETsdue to the fact that vehicle movemast
constrained by the roadsaffic regulationsand driver behaviorSo, givenparametersuch as the
current position, current speed, route, average spedidr learning driver behavidt,is possible to
predict tre next position of the vehicl@n the contrary, the mobility of the classic MANETSs nodes
is very hard to predict.

To the challenging class of VANEIharacteristics subscribe the following issues:

High mobility . Vehicle-nodes have very high speed compdrethe nodesn MANETS. In
highway scenarios speeds of up to 300km/h may occur, while in citgrszespeeds of up to 50

70km/h are encountered.

Rapidly changing topology The aforemntioned high mobility of VANET noddeads to a
frequent link disconnegion between the vehicleodes and consequently to a rapidly changing
technology of VANETS.

Diversity of conditions that mainly refetto the diversity of the network density that can be
very sparse or on the contrary, very dense. In a city scenarigialspeuring rush hours, the

network is extremely dense, while in a highway scenario the network can be very sparse.
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Frequently disconnectionsin the network that are mainly caused by the two previous
mentioned characteristics. Road desads is anothdactor that can produce frequent disconnections
in VANETS.

Potentially large scale VANETSs are networks with a potential high number of nodes. There
is no limitation in terms of number of nodes, as it is in the case of other networks, so-netiede

canpotentially expand over the entire road network.

Diversity of applications. As presented in therevious sectiona large plethora of
applicationshave been envisioned for VANETraffic safety applications, traffic management and
efficiency applicationsinfotainment applications from multimedia applications to driver assistance
applications. The requirements of these applications are as diverse as their range is. Consequently,
VANETs dedicated technology needs to be designed so these networks can topd this

diversity of applications.

In the presence of these characteristics, some of the main technical challenges of VANETSs
are imposed in the context of MAC protocols, securiuting and data dissemination protocarel
service delivery architeates due to the frequent disconnectif#®. MAC protocols are considered
to be a key issue in the design of VANH3BS]. Efficient MAC protocols need to be specifically
designed for VANETSs in order to cope with the high dynamic environment caused by the high
mobility and rapidly changing topology. In additiddAC protocols designed for VANETSs need to
fulfill the requirements of all the divezsapplication types. As suctiey need to be able to provide
quality of experience (QoS) for namafety applications (such as infotainment applications) and
reliability for safety applications. Routing protocatsVANETSs need to be able to cope with their
rapidly changing topology, but also with the different types of networks densities and diversity of
applications. Data dissemination in the conditions of potentialgelaumber of nodes must take
into account the efficient usage of the available bandwidth. Data aggregation addresses this issue in
the context of data collection, avoiding the dissemination of the similar information in the network.
In such a dynamic endinment, security protocols become a challenge as an optimaioffade

should be found between safety and complexity.

Socio-economic challenge@.e. the cost of the infrastructure needed for the deployment of
VANET solutions and market penetration \62X communication technologies) were included as
well among the main challenges of VANET=8]. Two solutions were proposed for the latter
problem that either enforce r@gulative order, or deplouseroriented applications in order to
advertise the added value of the technpl@3], [59]. While steps towards imposirte adoption of
the V2X communication technologies for new vehicles through regul&izae been made (e.g. in

USA), it is likely there will be long periods of time during which the penetration rate of these
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technologies will be very low (e.g. in USA alone it will take more than 10 years to acquire 100%
penetration rate if a new technology will start to be deployed on vehicles5@jw)n this context,

the deployment of usariented applications appears to be the kesitionto fasten the market
penetration of these technologies

2.2. Fuzzy Logic and Vehicular Networks

2.2.1. Introduction to FL

FL, first introduced i n 19 Gemftyjo minictadman Za d ¢
control logi® [60]. FL, an extension to the binary logic, uses continuous values in the [0, 1]
interval and allows for the usage of linguistic variables. Thus, FL is the only mathematical
framework able to ddhe reasoning based on linguistic information and simulate the human
reasoning. Moreover, FL is able to deal with uncertainty and imprecision, moddetemministic
problems and also deal with multiple parameters that describe the problem modeledakEsstm
suitable to modeling and solving a withinge of realvorld problems. FL had a huge impact, being
used on a wide scale and in many domains, including engineering, medicine, science, and business.
Applications of FL include: intelligent control sgshs, decisional systems, information systems,
pattern recognition systems (e.g. image processing, machine vision), prediction systems or systems
that detect different conditions (e.g. faults detection systems in automotive or process diagnostics
systems).There are many weknown, successful FL applications deployed in the industry.
Examples of such applications are: Sendai subway control (Hitachi), aircraft control (Rockwell
Corporation), cruise control (Nissan vehicles), -paifking model car (Tokyo Taaology
University), elevator scheduling (Hitachi, Mitsubishi, Fujitech), stock market analysis (Yamaichi
Securities), TV picture adjustment (Sony), video camera autofocus (Sanyo, (@tlorBesides
these welknown industrial applications, many of current research works in different areas further
explore the huge potential of FL. Telecommunication area subscribes to these various areas where
FL was successfullymeployed in solving various challenges and its potential is still being explored.
Some of the first FL applications in telecommunications have been analyp&?] end include:
gueue modeling, faults and other conditions detection in the telephone networks, decision making in
an automated very high frequency, dynamic assignments of radio channels and control applications
in the context of asynchronous transfer modevorks such as congestion or call admission control.
Since thenthe telecommunication field evolved, but FL continuedb® applied in new areas of
Telecommunications. The newest applications are in the context of wireless networks (e.g. decision
makingin network selectiof63]), wireless sensor networks (e.g. decision making in erengye

routing and clustering or security protocfdd]) and more recently in the context of cognitive radio
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net works (e.g. FL reasoning can be employed i

radio networkg65], [66]) and vehicular networks.

2.2.2. Fuzzy Logic Concepts
2.2.2.1. LinguisticVariables

Cognitive scientists state that humans tend to think in terms of conceptual patterns and
mental images rather than in terms of any numerical quantities. In consequence, natural language is
perhaps the most powerful form of describing a probleat thquires solving or reasoning. To
sustain this idea, the authors fr¢@7], give an interesting exampl e
Two Citi es 0 asfistr@nslatedlin® @@ md&dheroatical language. The fraginént wa s
t he best of ti mes, becamdwlalse tthiemewvoirmstte rofalt i xmevsa&s
a 100 percent maximum of possible as measured along some arbitrary social scalethfand)]
interval x was also the period of time exhibiting a 100 percent minimum of these values as
measur ed al on gwhichisa nmathematicas paradoxe Bhis power of natural language
has largely remained untapped in mathematical paradigms untiittbduction of FL that allows
reasoning in terms of natural language expressed by means of linguistic variables. Zadeh, the
f ounder of FL, d e f i vagables whosegvaluesdrei not nwnhersj batbwbrdss a
or sentences in a natural or #itial languagé [68]. The values of linguistic variables are called

(atomic) terms

Example 1:In the vehicular networks spaceyegdis one of the most commomguistic
variables. So far it was used to refer either to the speed of the vehicl6@,¢70]) or to the
differencein speed of the vehicles (e[gl]). The terms of speed linguistic variablg 1] arelow,
mediumandhigh.

In linguistics, often toa fundamental ternis associated a modifier likezery, extremely,
almost, approximately, slightlyFL allows for the usage of modifiers in association to the atomic

terms of a linguistic variable. In FL, the modifiers are nafmelistic hedges.

Example 2:Following Example 1in [69], the linguistic variable speed has as main terms
slow, mediumand fast Additionally, a linguistic hedge is applied to slow: very sldvus the

speed is eitherery slow slow, mediumor fast
2.2.2.2. Fuzzy Sets and Membership Functions

A fuzzy set is a fundamental concept in FL and represents a generalization of an ordinary
set, called in FLgrisp set A crisp set is defined eithday listing its elements or by defining the

condition that makes an elemenmember of the set. For any valu¢here are only two possible
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statuses: member of the set or yme mb e r . Thus, xi$ meenbesdf sefoe nmeannt : b €
either false, eithemte. In binary logic the false is assigned value 0 and true is assigned value 1.
Taking into considerations all the aforementioned aspects, a function that illustrates the membership
relation (i.e. membership function) can be defined. Adie a crisp set anda(x) its membersiu
function described by eR.1).
_ W EBEDIA Al AIR@GAO

W)= of  E@EDAT ARGA O (21)

A fuzzy setF, is described exclusively by its membership fiorctu(x) that unlike a
membership function describing a crisp set, can take morelthad lvalues;an take anyalues
in the interval [0, 1]. In this caspg(x) shows the degree of truth of the elemebting member of
the sefF. This is how fuzzy 98 extend the crisp sets and fuzzy logic extends the binary logic from
{0, 1} to [0, 1]. The formal definition of fuzzy sétis expressed as a set of paksu:(x)) as in eq.
(2.2.

F={xu()Ix aX x)OX }¥ [0, 1] (2.2)

whereX is called in FL theuniverse of discoursand defines all the possible values that
can take.

A fuzzy set describes what the atomic term of a variable signifies in a mathematical

language.

Example 3:In Examplel, the linguistic variablspeeds usedin the solutionpresented in
[71] having thefollowing atomic termslow, mediumandhigh. The interpretation of these terms is
defined by the fuzzy sets assocthte these terms. IRigure 2.6the fuzzy sets ofow andmedium

termsare presenteds described if71]. Note that trapezoidahembership functions are used.

7
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membership degree
o
o
1

Figure 2.6 The Fuzzy sets of low and medium termspéed[71])

The most popular membership functions in FL are: singleton, triangular, trapezaidal an

Gaussian, being named after the geometric figures that the pairgX)) are shaping. Note that
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less computational complex membership functions beside the singleton are triangular and

trapezoidal functions. These are the most common functions usadiimeering applicatior{§1].

Solving problems in FL implies &L inference systenor a FL controller, concepts
introduced by Mamdani in 197%2]. Note that these two terms, FL inference system or simply FL
system (FLS) and FL controller (FLC) are basically defining the same concept. On a common basis,
these terms are not differentiated, but on a strict basis there is a difference: a FLC is a specific type
of FLS that is designed for control purpose. There are several types of classic FLSs that were
imposed as models therefore they are also called fusgelst Among these, the one introduced by
Mamdani in 1975 is the most popular. Other fuzzy models were introduced in time, such as Sugeno
fuzzy model[73], also knavn as Takagi and Sugeno fuzzy model, Tsukamoto fuzzy njipdlehnd
Larsen fuzzy mod€l75]. FLSs can have multiple(M)/single(S) inputs(l) and multiple(M)/single(S)
outputs(O) in any combination (i.e. FLSs can be MIMO, MISO, SIMO, SISO systems). MISO FLSs
are the most common ones and therefore this type is further considerdemplification. The
architecture of a classic MCs FLS is presented ifrigure 2.7 but its components and their
description adapted to the number of inputs/outputs are valid for all FLSs, independent of the
number of inputs and outputs. In the next paragraphs, each of the components of a FLS is presented,

indicating the particularitiesf each fuzzy model.

Inout 1 / ) Y 4 w Out put
P oy ‘ ‘ I nf erence -
Fuzzifier E i Def uzzifier
I nput n | ‘ ‘ g J ’ ‘
A& 4 €

Knowledge Base

Figure 2.7. Classic FLS architecture

The Fuzzifier component takes the crisp values of input parameters and gives as output
their corresponding fuzzy degree of membership based on the defined membership functions for
each inptt

The Inference Enginecomponent does the mapping of the input fuzzified values on the
output fuzzy set described by the output membership function. The mapping is done based on the
rules contained in thRule Base FL operators are applied on these sulbifferent operators are
applied depending on the type of fuzzy model that is followed by the FLS: Mamdani, Sugeno,
Larsen or Tsukamoto. Therefore, in the FL terminoltiggre are the following terms used in
relation to inferenceMamdani, Sugeno, Tsukano, and Larsen inferences, respectively. The
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descriptions of the operators used in the inference is quite complex amitin the scope of this

work; however a thorougbresentation could be found[@l], [67], [76].

Knowledge Basecontains therule ba s e , which is -a@aHEMdJdI eat es
expessed linguistically, and the#zy sets of the inputs and outputat are represented in the data
base. An example of rule fomalization is given in ed2.3).

RV:IF uis F/AND u,is F;,AND é
Upis F, THEN v is G (2.3)

wherel is the index of the rule in the rule basgs ,andv are linguistic variableq is the
number of input variables considered in the rble; 'pare fuzzy sets  has different
interpretations depending on the types of inference: it is a fuzzy set in Mamdani and Larsen
inferences, a crisp function depending on the numerical valuessgfa singleton in the Sugeno

inference, or a fuzzy set with a monotonic membership function in the Tsukomoto inference.

Example: 4In [69], the authors built a FLS for congestion detectiontheir rules they
expressedinguisticaly the dependency of the congestion on the speed of the vehicle and density of
the vehicles aroundspeed as describedxample landExample2 is a linguistic variable having
as termsvery slow slow, mediumandfast Traffic density is a linguistic variable as well having as

termslow, medium high andveryhigh. An example ofrule is as follows

If speed is very slow and traffic density is medium then the level of congestion is

moderate.

The Defuzzifier performs the defuzzification process that is the opposite of fuzzification: a
fuzzy set (that resulted in the inference) is mapped to a crisp value. This value is the output of the
FLS. There are various defuzzification methods, including: centre of@f@a) also called centre
of gravity or centroid, bisecter of area, weighted average, maximum, mean of maximum. In Sugeno
and Tsukamoto fuzzy models the defuzzification used is the weighted average method, while in
Mamdani and Larsen the defuzzification hwd is not imposed by the fuzzy model applied, being
decided when designing the FLS. The most popular defuzzification method is COA. Further

discussions on defuzzification methods are includg@1h [67], [76].
2.2.3. Designing a Fuzy Logic System Stegby-Step

This section aims to outline the steps that should be followed in the design of a FLS. These
steps are general and can be used for developing FLSs in any context, but specific particularizations
to the vehicular networks conteare also presented. Also, for a better understanding, examples are

provided and these are taken exclusively from the FL solutions existent in the vehicular networks.
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Usually, when designing a FLS, a fuzzy model from the ones presented in the previous
section is followed and this is also considered here. However, these fuzzy models can be combined
to obtain a unique design for the FLS. However, this scenario considers there already is certain
experience in designing FLSs.

1) The first stepn designing &LS is to clearly define the inputs and the outputs of the
systems and their range. Translated into the FL terminology this means that the linguistic variables
representing the inputs and outputs are defined and their universe of discourse is identified.
Moreover, in this step, the terms of the linguistic variables and their numerical range are identified.

2) Second stejs to decide the type of membership functions of the fuzzy sets describing
the fuzzy terms of the inputs and outputs. As presented betoeee are various types of
membership functions. After selecting the type of membership functions, their parameters need to
be set. First, the setting of the parameters |
or lessons learnt from tHigerature. Further, these parameters can be modified by performing either

manual tuning, or automatic tuning.

3) Third stepin the design of a FLS is to define the rules. This is a very important step for
the performance of the system. Good rules caddfimed based on the knowledge about how the
system is supposed to work, its context and conditions. Thus, like in the case of the membership
functions, initial rules should be based on the expert knowledge or lessons learnt from the literature.
Further, nanual tuning can be performed in order to adjust the rules. The manual tuning is a good
choice for small FLSs that do not have many rules, but if the number of rules is high, this would be
a very difficult task. Automatic tuning techniques are availablelk but these are not as used as
the automatic tuning techniques for the membership funciafs

Example5: In Example 4 a rule was presented as an example from a FLS designed to
detect road congestion. The rule base for this FLS was built based on some levels of congestion
estimated by the Skyconjj7] following the analysis on the data collected through aerial surveys
of different freeways. The levels of congestion are described linguistically and they depend on
speed and density, the same parameters that are considered asfitiuta_S. Thus, this solution

represents an exampleaifule base build based on lessons learnt from the literature.

4) Fourth stegds to define the inference type and the defuzzification method. This step can
be influenced by the second step. For imsga if the output terms are represented through
singletons, then a Sugeno inference might be suitable, but not necessary. Also, if the fuzzy sets of
the output are monotonic, we have an incentive to apply a Tsukomoto inference, but again this is
not a mus However, Tsukomoto or Sugeno inferences are conditioned by the sets describing the
outputs of the system, as presented in the previous section. Moreover, these two inference types also
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come with their own defuzzification method, so this is not a des#gision anymore. However, in

the case of Mamdani or Larsen inferences, selecting a defuzzification method is a design decision.
COA is the most popular defuzzification method. It is more complex, thus more computational
effort is needed when compared therdefuzzification methods. However, if the complexity is not

an issue COA s highly recommended. In VANETs we need high performance, thus complexity is
an issue. So a traadf between accuracy anmgduced computation complexity should be made
when degning a FLS in this space. For instanttes membership functions selected should be less
computationally complex (e.g. singleton, triangular, trapezoidal functions) in order to compensate
the complexity of the COA defuzzifier.

5) Last stegdn the desigrof a FLS is represented by assessing and tuning of the system.
Tuning the system can refer to reviewing the range of the inputs/outputs and their terms, revising
the fuzzy sets and maybe defining additional ones, tuning the membership fuhcieisngtheir
parameters or shapie tuning the ruleg adding, removing, assigning/modifying their weights

and experimenting with different types of inferences.

Most of the actions performed in tuning a FLS are done manually. However, for tuning the
memberstp functions and the rules, automatic techniques were designed. These techniques are
based on learning algorithms. In tuning FLSs two types of learning are used: supervised and
reinforcement learning. In both cases, there are a variety of techniques dsedsircommonly
these are borrowed from the fields of Neural Networks and Genetic Algorithms, but in engineering

common techniques are also borrowed f[78 m Parti

In automatic tuning based on supervised learninghere is a need for a so called training
set. This is represented by numerical data for inputs and the corresponding outputs. In some fields
where FL is applied, the FLS is basically created starting from such a data set. But in the context of
vehicular retworks obtaining this training data set is not straightforward. One way to obtain it is
through simulation, considering for certain inputs what the best output that can be obtained is. For
the final evaluation of the system a different simulation scemaust be considered than the one
used for obtaining the training set. This is valid in the case of any manual tuning that is performed:
it is highly required that after tuning the FLS in a certain scenario the final tests to be performed on
different scenaos. The supervisedased learning is performed diffie, before the deployment of
the FLS.
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In automatic tuning based on reinforcement learninghere is no need for aaining set.
The FLS is able to adapt its parameters dynamicallfinenor, in otherwords,at runtime based
on the output of the system and the impact of the output on the environment (e.g. process
controlled, impact of the decision taken on the modplethlem, etc). Thus, this is based on-run
time recursion and consequently the architecture of a FLS that has reinforcement Idaguirey (
2.9) is slightly different compared to the architecture of a classic FLS. There is another type of real
time adaptie architecture used in the desigh FLSs and this is presented figure 2.9.The
adaptive mechanism is very simple and is not based on any kind of learning algorithms, but on the
impact of the output on the environment only. This is a typical archieeaged by FL controllers,

thus FLSs designed for control. These two architectures together with the classic arehitieatur

FLS that is displayed iRigure 2.7represent the main architectures of FLSs
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Figure 2.9.  Simple realtime adaptive FLSrahitecture

Note that the design of a FL inference system is a loopback process, manual/automatic
tuning being required to adjust especially the parameters of the membership functions and the rules.
Moreover, experimenting with different shapes of membprébnctions or different inference
engines can be very useful in designing the best FLS as there are no rigorous rules when designing a
FLS, only recommendations. Thuts cannotbe saidthat by using a Larsen inference better
performanceavould result tharby employing a Mamdani inference in certain conditions. As such,
the design process is quite difficult, if not performed with the support of a specialized FL tool.

Experimenting and tuning the system is very much limited unless a hugenepkementation
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effort is done. Moreover, idepth knowledge about the FL operators and their implementation and
complex Matlematicsis required to be implemented. Using a FL tool allows for defining each
component in a descriptive language and then to treat them gl lbbxes. This is the reason why
there is adedicatedsection to the FL tools.

2.2.4. Fuzzy Logic Tools

FL is very powerful for solving a wideange of problems, but there is a considerable
complexity required for implementing FLSs from scratch and a tadgked complexity if the
system is planned to be thoroughly tunedsTéthe reason why the auttaedicated this section to
the tools or libraries that offer support for designing FLSs. There is a considerable number of FL
software tools developed by thandustry and academia. We focused on the preferablesmene

software provided in the academia that meets the following requirements:

- At least the most common membership functions, singleton, triangular, trapezoidal,
gaussian, are builn.

- At leastMamdani inference, known to be the most popular, is supported.

- In case of opesource software, this is maintained and a minimum user support is
provided.

- The implementation is general and not specific (e.g. FuzzyPLC is dedicated to
programmable logic cordllers[79]).

The requirements were chosen to give flexibility and enough options in designing the FL
systems. After considering the aforementioned requiremédrggpliowing FL tools were selected
for this comparative study: Matlab FL toolb@0], Octave FL toolkit[82], R FL toolbox [81],
jFuzzylLogic[83], JFuzzyQT (i.e. a C++ clone of the jFuzzyLod®4] and XFuzzy3d85]. Among
these, Matlab FL toolbox is the only proprietary software, but was chosen due to its wide popularity
in the academic environment.

The selected FL tools are further analyzed considenew criteria that enlarge their
flexibility and easiness of use, such as: inference types supported in addition to Mamdani, linguistic
hedges support, automatic tuning support, graphical user interface (GUI) provided for building FL

systems and if the Floolbox is able to generate embeddable code.

As emphasized in the previous sections, there are no rules for a perfect FLS design, only
recommendations. Moreover, the performance of a FLS is dependent on the context. Thus, for
instance it has been notitkat Sugeno FLS are more efficient in some control problems than
Mamdani ones. Therefore, more options provided for the inference allows for experimenting with

multiple inference types and consequently allows for choosing the best inference for theddesigne
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FLS. Except for the R FL Toolbox, all the others FL tools have at least Sugeno inference supported

in addition to Mamdani. jFuzzyLogic and its C/C++ clone, jFuzzyQT, provide all the inference
types.

Linguistic hedges support allows for a better and inmatedgranularization of the fuzzy
sets. This is very helpful especially in manual tuning, as it is fastening the process of modifying the
fuzzy sets used for inputs or outputs. Except for MatlabRaRd toolboxes all the other FL tools
provide support folinguistic hedges.

Automatic tuning support is highly desirable, as implementing learning algorithms leads to
a considerable increase in the complexity of the FLS implementation. OctaweFntbolboxes
do not provide any support for automatic tunindpiler Matlab FL toolbox provides very limited
support, namely it all ows for the automatic
automatic tuning is based on supervised learning and targets only the membership functions
parameters. Supervised leagrbased automatic tuning is enabled by the XFuzzy3 tool as well, but
no limitations regarding the type of FLSs that can be applied on are imposed. Moreover, XFuzzy3
provides the biggest variety of supervised learning algorithms from all the analyzed|§,Land
these address both membership functions tuning and rules automatic tuning. However, XFuzzy3
does not enable reinforcement learning, this feature being under development at the moment.
Although jFuzzylLogic and jFuzzyQT do not have the same varidtysupervised learning
algorithms, theylo provideminimum support for creating retime adaptive FLSs.

Having a GUI option reduces even more from the complexity of developing a FLS.
Designing a FLS in FL toolboxes supposes a description of each oésign dlock presented in
the previous sections in a specific language, Matlab, Octave (similar as MatRb) tire case of
their corresponding FL toolboxes, or a joefined descriptive language in the case of other FL
toolboxes. A GUI eliminates the e of learning the specific description language for describing
the FL components. Thus the GUI option makes easier the design and development process of a
FLS. From the FL toolboxes analyzed Matlab and XFuzmy@ providethe GUI option.

In addition,taking into consideration that FL is analyzed in the context of its applicability
in VANETS, the inference system designed is most probable required to be embedded into a
simulation platform. Computer simulation is the method most used to test and villedatgdutions
proposed for VANETs. This is mostly due to the fact that-ltests are most of the times
prohibitively expensive. However, even if there is the possibility of creating thdeddst for
validation, still simulation is usually used as a fis¢p in testing and validation. A variety of

simulation tools are used fromdiab or its clone Octave, to theore specific simulators for

26



VANETSs such as STRAW Veins, iTETRIS, etc. A comprehensive survey on the latter category
of simulation tools is gesented itjf86]. These simulators are designedCinC++ or Java languages.
Thus theFL inference system could be required to be integrated in C, C++ or Javédncoaee that

FL system cannot be directly embeddable, additional effort is required to develop communication
interfaces between the simulation platform and FL tool. A summary of the FL tool comparison
under the considered criteria is presentetABLE 2.1.

TABLE 2.1. FL TooL COMPARISON

Linguistic _ _ Generating Gul _ for
FL Tool Inference Types Hedges Automatic Tuning Support EmbeddableCode building the FL
Support system
no automatic tuning based o
. supervised learning only for
MatlabFL toolbox | Mamdani, Sugeno Sugeno FLSs with severs Ccode yes
constraints;
OctaveFL toolkit Mamdani, Sugeno yes no no no
R FL toolbox Mamdani no no no no
yes Automatic tuning based o
iFuzzyLogic Mamdani, Sugeno, supervised Iearning_ + Java code no
TsukamotoLarsen support  for  reinforcemen
learning also
yes Automatic tuning based o
iFuzzyQT Mamdani, Sugeno, supervised Iearning_ + C/C++ code no
TsukamotoLarsen support  for  reinforcemen
learning also
XFuzzy3 Mamdani, Sugeno yes automatic - tuning based o Java, C or C+<ode yes
supervised learning

2.3. Clustering and Vehicular Networking

2.3.1 Introduction to Clustering

Clustering is a division technique that creates groups of similar ofg@gtsainly with the
purpose of dealing with scalability. The similarity between objects is built upon one or more
clustering metrics that are extremely varied and highly dependent on the cohtdustering.
Clustering is widely used in data analysis, data mining, statistics, text mining, information retrieval,
etc. It has been widely adopted in MANETS, as it provides support for good system performance,
good management and stability of the rarkg in the presence of mobility and large number of
terminals[88]. Thus, clustering helps solve some of the main issues in MANETS: scalability and
stability [87].

In MANETS, clustering involves dividing the nodes into virtual groups based on some rules
that establish if a node is suitable to be within a cluster or noteThies are defined based some
clustering metricsin MANETS these metricxcan be node type, battery energy level, mobility

pattern, etc.

8 STRAW simulator websitéhttp://www.aqualab.cs.northwestern.edu/projectsitdwstreetrandomwaypointvehicularmobility-
modetfor-networksimulationse-g-carnetworks
° VEINS simulator websitehttp://veins.car2x.org/
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In general, based on the node membership and task associaked rtode,a clustering

scheme considers that a eachn be in onef the followingstateq88]:

- unclusteredalso known as nealustered or independent, when it does not pertain to

any cluster
- cluster membeor clustered when the node is within a cluster

- cluster headCH) when the node has extresponsibilities in a cluster. Usually, CH
is the main controller of the cluster, the main coordinator of the communication
within the cluster (i.e. intraluster cormunication) and has a main role in the

functionality that is supposed to be provided by the cluster.

- gateway nodés the node that ensures the communication between the clusters, also

called intercluster communications.
Figure 2.1Qgraphically representbese states.

A general classification of MANET clustering schemes is basethe existence (or noof
a CH as follows CH-based clusteringif there is a CH in the clusters creatednonCH-based
clustering if there is no CH in the cluster createat&lthat in CHbased clustering, the performance
of clustering is highly dependent on CH electian this node has the main responsibilities in its
cluster. Therefore in this type of clustering algorithms the focus is mainly on CH selection
algorithms. Amther general classification of clustering is basethe number of hops between node

pairs in the clustert-hop clusteringor multi-hop clustering

Successfully applied in MANETS to address stability and scalability, clustering was adopted
in VANETS, where these issues are even more augmented. At the beginning, MANET clustering
algorithms were adopted and directly applied to VANETs without any modifications, but as this
research direction evolved, new clustering algorithms dedicated to VANETs wer@edesig
address their specific characteris{it21].

Clust b
Cluster heads (CHs) uster memoer

O

unclustered

Cluster member Gateway nodes

Figure 2.10 Illustration of node states in MANET clustering
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2.3.2 Clustering in VANETS

The clustering concepts presented in the context of MANETS are valid in VANETS context
as well, especially given the fact that clustering in VANETS has evolved from MANETS. There are
only some additional aspects that need to be mentioned and that derivehdradaptation of
clusteringto VANET-specific conditions.
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Figure 2.11  State machine representing MEsed clustering in VANETS

Clustering metrics were adapted not only to address VANET challenges imposed by their
specific characteristics such ligh mobility, rapidly changing topology and diversity of conditions,
but also to take advantage of some of these characteristics, such as predictability of their movement.
Therefore, clustering in VANETS is based upon more metrics than in MANETSs thatongestribe
the complexity of VANET environmest Among the most common metrics in VANET clustering
are direction, vehicleds relative speed 1in
relative position, but also traffic flow, the lane in urlsaenarios (e.g. right lane, left lane, and ahead

lane), predicted future speed and position, density of vehicles (sparse or dense), etc.

Additional states of the nodes have been added in VANETS in the effort to cope with their
more dynamic environmentsVe called these intermediate states as they are in between the well
known statesThese intermediate states include ¢hadidate nodendCH backupor CH candidate
states The candidate state was introduced by some approaches in order to obtain a better stability of

the cluster. A node is not immediately given the cluster member state; it goes into the candidate state
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until it proves that it has certain stability in thester. The CH backup/CH candidate (qu@ki in

other approaches) state was introduced to make faster and smoother the process of changing the CH.
Clustering in VANETS can be represented as a state machine, where the machine is throghicle

that can bén one of the following statesinclusteredcluster membeiCH (in the case of CHbased
clustering) and, optionally, in an intermediate statndidate and CH backup/candidateas
previously defined Figure 2.11 presents this state machine. The transiiehseen states are
controlled by different conditions that relate to different algorithms. For instance, in the context of
CH-based clustering, CH selection algorithm is one of the main algorithms. CH selection is based on
different metrics that are conm@d based on different rules that can be simple or more complex (e.g.

based on complex Mathematical models) depending on the clustering solution.

Once adopted in VANETS, clustering gained popularitystty due to their efficiency in
addressing network stidity issues. Qustering algorithms were implemented in the design of a large
variety of VANET solutions: MAC protocol$89] i [92], routing protocols[93] T [99], data
aggregation100], security[101], [102], inter-vehicle communicatiof103] i [105] and data and
infotainment disseminatiosolutions and architecturd406], [107]. In addition, various generic
clustering algorithms were defined for VANE[I®8] 1 [115].

Independent of the type of VANET solution the clustering algorithm is designed for, one of
the main purpose of clustering is to achieve network stabilitgrefore, clustering metrics are
focusing mai nly on this aspect and they rel
independently of the context in which clustering is appleed. MAC protocols, routing protocols,
etc), clustering metrics focus on tekame issues and they are similar to each other. They are only
dependent on the ingeniously modeling of the VANET environment and they are different from
solution to solution as researchers are experimenting in trying to find the best clustering metrics to
express the dynamicity of the VANETSs. Similarly, in clustering performance assessment, usually
first the network stability achieved is measured and then, the overall assessment of the clustering
solution is performed (the overall solution where clusteiniptegrated; e.g. MAC protocol, data
aggregation, etc)All these considerations allofer a uniform analysis of clustering algorithms in

VANETS, independent of the type of solution/applicatio which they are integrated.

Although there is a considetabnumber of clustering solutions in VANETS, this research
direction is still not mature. A closer analysis of the existent solutions in the literature reveals some
major issues that relate to the performance assessment of clustering solutions in VANBT &
analysis on this topic was provided in the literature and this is reflected by the fact that the existing
clustering solutions use intuitiveljefined performance assessment metrics atefmed metrics
similar with already existing ones moshgcause researchers were not aware that such metrics have

already been proposed in the literature. This resulted in metrics having various name versions. In
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particular this is the case for the metrics used to measure the stability of the clusters, which
contributes to network stability. These metrics are a direct measure of the performance of clustering
algorithms in the context of VANETS, where the performance of clustering algorithms is reflected in
how well clustering algorithms perform in achieving gawetwork stability. It can be therefore
concluded that the aforementioned major issues directly relate to the metrics used to evaluate the
performance of clustering algorithms in VANETS.

In the absence of a study on performance assessment metrics of ¥AdliESTering
solutions and in the absence of the standardized metrics, we performed a survey of the performance
evaluation of clustering solutions in VANETs and of clustering algorithms designed for these
solutions. This surveyesulted inthe identificatbn and comprehensive definition, including in
mathematical terms, of generic metrics that can be used in the evaluation of clusterifgragarit
VANETSs. Next sectionglescrbe in details the results of thétudy that can be consideraduide for
the erformance assessment of VANETSs cludtased solutions in general and VANET clustering
algorithms in particularThis guide was used when assessing the performance of the clustering

sdution proposed in this thesis.
2.3.3. Performance Assessment of Clusieg in VANETs

As a result of the analysis performed the VANET clustering schemes proposed in the
literature three major classes of performance assessment metrics for clustering solutions were
identified: networkspecific metrics, applicatiespecific metrics and topologypased metricsThese
are presented iRigure 2.12and are next described.

Networkspecific metricsare weltknown metrics applied in network communications,
evaluating the performance of the clustered network mainly in terms ofrdatdet: throughput,
loss, delay, data delivery ratio, overhead, Etr. instance, the overhead imposed by the clustering

messages is a commonly used metric in the performance assessment of clustering schemes.

Application-specific metricsdepend on theype of the clustebased solution employed. As
emphasized above, clustering algorithms were implemented in the design of a large variety of
VANET solutions: data aggregation solutions, MAC and routing protocols, security, etc. Therefore,
this class include a large variety of metrics as well. For instance, a data aggregation-bhsstdr
solution is evaluated by measuring the size of data that needs to be disseminated, as the goal of a data
aggregation scheme is to reduce the size of the data that ndeelslisseminated. Note that these
metrics and networkpecific metrics are evaluating the performance of the overall solution based on

clustering.

31



Topologybased metricghashed irFigure 2.13 evaluate the stability and robustness of the
resulted clusters. Cluster stability translates into network stability, thus topgmdegyg metrics are
measuring the network stability. Network stability is emphasized as an important issue in VANETS
due to tleir rapidly changing topology. Therefore, topolegjated metrics are of great importance,
fact acknowledged by researchdte majority of proposed clustering solutions are usipglogy
based metrics in the performance assessment.

Perf ormance Assessment
Metrics for VANETS
Clust ering Solutions

Application- Topology- based Net wor k- specific
specific Metrics Metrics Metrics
[ ]
General Topology- based Solution- dependent
Metrics Topology- based Metrics

Figure 2.12 Classification of the performance assessment metrics used in VANETS clustering

solutions

Independent on the type of VANET solution clustering algorithm is designed for, the general
aim of a clustering algorithm is to achieve network stability. In this &gntee performance of
clustering algorithms is not seen from a computational point of view (e.g. complexity of the
algorithms). The focus is on how well clustering algorithms perform in achieving good network
stability. Based on these considerationsiit lba said that in the context of VANETS, topoldipsed
metrics are a measure of clustering algorithms performadesoverhead imposed by the clustering
messages, metric included in the first category, is equally a measure of the performance of these
algorithms. The aim is for clustering algorithms to achieve network stability while not imposing a

big overhead.

2.3.4. Analysis of Topologybased Metrics for Clustering Algorithms Assessment in
VANETs

In the previous section, topolodpased metrics wereentified as the metrics suitable for
the evaluation of clustering algorithms in VANETSs. Therefore, this section containsdapti

analysis of the topologlpased metrics.

The topologybased metrics are classified in two classes: general metrics anibrsol
dependent topologlpased metrics. The first class is represented by general metrics that mave the
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definition and interpretation independent of any kind of particular characteristics of the clustering
algorithms they were defined to assess. Genepalogybased metrics can be used to evaluate the
performance of any type of clustering algorithms. A single restriction was defined in case of these
topologybased metrics, namely some of them can be applied to clusteb&sadl algorithms only.

However these metrics maintain their generality in that context.

The solutiordependent topologlgased metrics are dependent on the clustering solutions
they were defined to assess. The most common dependency is related to the interpretation of the

metric: ther interpretation depends on some particular characteristics of clustering solutions.

Next the topologypbased metrics identified during the analysis of VANETs clustering
algorithms are presented. Several aspects regarding the form of presentation meatktdidned
before getting to the presentation of the topolbgged metrics. These aspects relate to several issues

revealed during the study performed on the clustering solutions in VANETS.

TABLE 2.2.NOTATIONS USED IN TO®LOGY-BASED METRICS DEFINTION

Notation Explanation
V()| Total number of vehicles at tinte
[C(®)] Numbers of clusters at tinte
|CHi(t)] Number of cluster members in clusiet timet
"Yit) Velocity vector of vehicle at timet
["Y&t))| Speed of vehicleat timet
S Simulation time
CHL(Y) Time period between time when vehicle becomes a cluster
! head, and the moment of time vehicthanges to another state.
Time period between timewhen cluster is formed and the
CL(t) moment of time clusteris dismissed.
CMT(t) Time period between timegwhen vehiclg becomes a cluster
] member of cluster, and the moment of time vehigleeaves cluster.

An important issue is the inconsistency in naming the metrics. As already mentioned some
of the metrics have been-defined and consequently bare different names. In some cases of re
defining, general metrics are constrained by particular conditionsétiastics of the algorithm
they are used to assess: general metrics are defined either using particular conditions/assumptions of
the algorithm or using particular parameters of the current algorithm. This is not necessary wrong as
it is perfectly applichle for that particular algorithm, but can lead to misconceptions and misusing in

case of other clustering algorithms. In addition, there are a considerable number of metrics that are
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not provided with a mathematical definition at all, being describedoiisvonly. So far, a single
work in the literaturg¢89] has provided mathematical definitions for some general metrics used in the

evaluation of clustering.

Due tothe aforementioned aspects, when presenting the metrics in the next sections, all
naming versions are provided. The most representative name was chosen based on either the
popularity or the degree of match with the metric description. In addition, genataématical
definitions for each of the general metrics were provided. The mathematical formulas were proposed
based on the textual definitions of the metrics and thiepth analysis of the results. The general
mathematical definitions provided someof the general metridgy Suet al.[89] were taken in the
same form as presented in their work. Together with these metrics weresoakerofthe notations
usedin their defintions, notations that are listed inTABLE 2.2 which also lists the additional

notations used in this work to define the topolbgged metrics.

2.3.41. Topologybased Metrics or General Metrics for the Evaluation of Clustering Algorithms
in VANETSs

Average cluster head lifetime A € JHaverage cluster head duration, cluster head time) is
one of the most popular topolotpased metrics. It is applicable for the cluster Heaskd clustering
algorithms only. It was used for the evaluationM#NET clustering algorithms i89], [107] T
[109], [116], [125], [127] T [130]. The popularity of this metric is exjaable:the importance of
cluster heads lifetime is crucial as, usually, the cluster head is the main controller and content
forwarder in the cluster hedwmhsed clustered networkk09]. Smaller cluster head lifetime affects
the overall performance of the clustering algorithm. Take for example a data transfer between the
cluster head and a member of the cludtarger cluster head lifetime implies more stable elust
topologies, leading to a decrease in humber-ofusterings, and consequently avoiding the waste of

system resourcesd excessive computation tiff@9], [106].

The mathematical definition &f ( metric, as taken frorf89], is given in eq. (2§

In eq. @.4), BG(t) represents a function that defines the transition of a node (vehicle i) to the
cluster headtate as described ky.(2.5).
phE @A E ERE AT TRIOCOEGAAA
BCi(t) = A OE IOA (2.5
h I OEAOxEOA
# ( js one of the metrics that weredefined in the literature. I[108], this metric is given

a mathematical definition dependent on the particularityethhstering algorithm (eq2.6)).
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#(=-B # (2.6)

whereL is the number of clusters created throughout the sessio# andhas the same
meaning as CHUt). This is not a general definition, as the clusters are dismissed when the cluster
head is changed. There are clustering algoritf@8% where clusters have backp cluster heads.
Often, when the vehicle cluster head changes its state, its role is taken by-iip lzackthe cluster
is not dismised. In this situ#on, eq.(2.6) cannot be used in all cluster hdzased clustering
algorithm evaluation as e(R.4) can be.

Average number of clustersd o Fis a very popular metric used to assess the performance
of a large number of clustering algorithrfls)8] 1 [111], [100] 1 [101], [117]7 [118], [126], [127],
[129], [130]. It can be sited that same metric is usedidl], although instad of number of clusters
it measured the number of cluster heads. This is due to the fact that in this particular solution, a
cluster is dismissed when its cluster head is dismissed. In consequence, the number of cluster heads
is equal to the number of clusters created. @ a gneral metric that can be applied to assess the
performance of all the categories of clustering algorithiné. & a measure of network stability.
Usually, when there are fewer clusters, better network stability is obtdi®@@. Eq. (2.7 is
proposed as a general mathematical definition @f

OEE-B PDHos 2.7
Average cluster size ) metric (average number of cluster members) measures the
average size of the clusters throughout the session. This size of a cluster is considered to be
determined by the number of vehicles in the clusteBis a metricapplicable to all clustering
algorithms and was used [B9], [92], [93], [112], [113], [127]. Its general definition, as taken from
[89], is given in eq(2.8).

5°¥-B B & '00s 2.9

Average cluster head change ratg f F){ [109], [112] T [114], [117], [125], [128],
[129] is seen as a measure of cluster stabilitymore stable clusters, nodes in general and cluster
headsin particular change their cluster membership or their state less[&ft8h [117]. It is a
metric that can be used for the performance assessment of clustéraseddalgathms. Eq. 2.9)

is proposed as the general mathematical definitiod &Do 'Y
6 '06%B B %00 (2.9)

whereCHD, (t) is the cluster head dismissed function of vehicteat was defined in eq. (2.10

to express the transitions from cluster head to another type of node.
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CHD; (t) =

Average cluster member lifetime - &) (average cluster member duration, cluster
residence timewas used as a performance metri¢odi, [106], [109], [125], [128], [129] and is a
general topologyased metric measuring the overall stability of clustefl@g]. 6 0 Ois a similar
metric to the average cluster head lifetime just that the lifetime is computed for all the nodes in the
cluster members not only for the deishead. Same as for "Oflonger average cluster member
lifetime indicates a more stable clustering topology. A general mathematical definition a@fs
provided in eq(2.11).

114 (3] ”n B N
oV L;:S_sB B . B 5. (211)

whered 0 Q) is the cluster member dismissed function of veljiflem cluster being defined
in eq.(2.12.
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Cluster changes per node £ p (average number of cluster switches per ntiE0],
[118]) , [125] measures the number of transitions of a vehicle between clusters and is used in order
to measure cluster stability. The less number of transitions indicates better cluster stafif], In
the metric is called improperly cluster stability and was measured through average number of cluster

switches per node.

Based on the descriptions provided140] and[118] and on theevaluation of the results,
eq. (2.13 is proposed as the general hmahatical formula ford 6, applicable to all clustering
algorithms.

§6=-B B . 6 0 00 (2.13
whered 0 Gt) was defined in ed2.12.

Cluster stability is stated as a metric if108] and [110]. In [110], it is described and
measured in terms of the average number of cluster switches peturodgthe simulation, but it is

actuallyé 6. In[108], the authors sustain that the cluster stability metric depends on the change rate
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of the cluster and pride a formula that is not generic, but solutigpendent and uses some
undefined terms. However, we consider that no metric can be chlitdr stabilityuntil is not able
to comprise all the metrics that were defined so far for its measurement. tiorgdduster stability

is a property of the vehicular networks which is assessed by most of the tepliigyg metrics
defined and not a metric.

Average cluster lifetime (|==) [108] (average cluster lifecyclgl15]) it is another general
metric that can be used for performanceeasment of any type of clustering algorithm. It is a
measure of cluster stability: larger average cluster lifetime translates into more stable clusters, thus a
more stable network. I[108], the authors consider the average cluster lifetime equal to the average
cluster head lifetime, as the clusters are dismissed whenever their cluster head changes. The authors
defined (through eq. (2.5 which was considered not to be an appropriate general formula for cluster
head lifeime. It is obvious that ed2.6) cannot be also consideta general formula for the Oas
the cluster duration is not always dependent on the clustedifeggde. This is valid in norcluster
head schemes and even in cludeiadbased schemes. Eqg. (214 proposed as a general
mathematical definition fad 0

(0] D:B—H (2-14)

Cluster reconfiguration rate (|=| =|) [119] (number of reclusterings[106]) is a metric
defined to measure cluster stability basedthe factthat a good clustering algorithm should be
stable and it should not change the cluster configuration too drastically when a few nodes are moving
and the topology changes rapidly. This metric does not have a mathematical definition in none of the
solutionsthat use it. Moreover, these solutidd®6], [119] are both cluster hedshsed algorithms
and they state that the-ckustering/reconfiguratio happens when cluster head changes. Described
like this, the metric becomes identical & 00 .YHowever, eq. (2.)5proposed a general

mathematical description for tlie'Y "¥pplicable to all clustering algorithms.
6'Y¥B B %00 (2.15)

whereCD; () is the cluster dismisse@D) function for cluster as defined in eq2(16).
pHQQa 6 i'®D QNQI | aQi i QQ
Chi(y= O € aQeé o (2.19
mh €I VQ Q
Average relative speed compared to the cluster head within a clusted ¢| 5 F[89]
(average cluster stability factd©92]) measures the topology stability of clusters. It is a general
topologybased metric for all the cluster helaaised algorithms. In all cluster helaaised algorithms,

a smaller average speedtbé cluster member compared to that of the cluster head is translated into
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an increased stability of the cluster. HoweVér)Y w ds not a very common metric. Was defined
and used as in eq. (2)1]B9]. In [92], this metric was relefined as th@verage cluster stability
factor and is described depending on some padicparameters of the solution. A deeper analysis

reveals that average cluster stability factor is identica¥ &Y w 0

B s P P s

'Y"Yo'\)g—"s sB B

(2.17)

Average relative speed amongluster headsﬂ -|| Fx[89] is a general topologgased
metric for cluster heatlased algorithms. It measures the global wppbf the networkEq. (2.18

represents the general mathematical definition of this metric as take[88bm

Yoo 2h v 2P P e (2.19

Y Ywand'YYOde& more complex metrics for cluster hdmded algorithms that are
indicators of both cluster head and network stability, as this type of metrics are measuring better the
cluster stability in general. This statemaigo made irf112], where clustering algorithms defined
are first assessed usig™¥nd 6 "O0 .YThen, the authors define a relative measaréi "O0 JY
arguing that this is a better measurementustel stability.

All the general matrics presented and defin€elxcept the cluster stability which is not
considered a metric) are summarizedTIRBLE 2.3. This section and the tablmsel summary
provided represent a gogliide for the performance asseesnt of VANETS clustering algorithms
in particular and of VANETSs clustdrased solutions in generdtvaluating the performance of
clustering algorithms via these general metrics can greatly facilitate the comparison between the
clustering algorithms, ingeendent from their type: generic algorithms or integrated in a specific

solution (e.g. clustering algorithm implemented in a MAC protocol).
2.3.4.2 Solution-dependent Topologhased Metrics

Node reclustering time [94], [120] / Re-affiliation frequency [116] are metrics very
differently named, but botlklefined as the time between cluster associations for a given node.
Solutions using this metric consider that this is a measure of the stability of a clustegrstemand
shorter node relustering time/reaffiliation frequency means an increased stability of a cluster
membeship. However, thaverage cluster membership lifetime and average cluster head lifetime (in
case of cluer heaebased algorithms) akeetter indicatas of the stability ofcluster membership and
this statemenis basedn the following considerations. There are clustering algorithms[{€.8])
where not all the nodes are clustered. They have different roles like candidate anditbey are
not clustered untithey demonstrateéheir future stability in the cluster, meaning a long lifetime as a
cluster member. This translates into longer pkb reclustering/reaffiliation frequency, but this
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does not mean that the topology is less stable. These considerations represent also the motivation of
including this metric in the class of solutidependent topologlgased clustering metrics. In this

class, theaverage percentage ofehicles (nodestlustered nodeq113] metricis also includedA

bigger average percentage of clustered nodes usually translated into a better stability of the
network topology. However, in the aforementioned particular clustering algorithms, this metric is not
applicable because at some moments of time there can be a considerable number of nodes not
clusteredcandidate or visitors).

Although the average percentage of vehicles clustered is not a general metric, when
comparing similar clustering algorithms this metric is very useful to be analyzed in conjunction with
the other general clustering metrics sucld a@s @nd 60 “¥hetrics. Sometimes the average number of
clusters can be smaller due to the fact that a clustering scheme is not that successfully in clustering a
higher number of vehicles. For instance, if a clustering algorithm has highebbut also higher
average percentage of vehicles clustered and sithil@Uor 6 0 0Oit is more successful than the
clustering scheme being compared against. As a conclusion, in the performance assessment of
clustering solutions, in order to meastine stability, more metrics should be used and the results

should be corroborated and not analyzed independently for each metric.

2.4. Chapter Summary

This chapter presented the main technicaicepts that are used throughout this thesis. First,
vehicularnetworks also known as VANET are introducesithey represent the general context in
which the contributions of this thesis have been designed. They represent a novel type of

communications that enables ITS and cooperative ITS &t wh call smart cities

Then FL concepts were introduced as FL was used in all the proposed solutions. The
presentation of these concepts has both general and also particular character, as the concepts were

put in the context of VANET through the given examples.

In the end, clustering concepts were introduced in the context of VANET as this relates to
the last contribution that is presented in this thesis. Emphasize is made on the clustering evaluation
and an indepth study was made in the absence of some gugddtinthe literature referring to this

aspect in order to ensure a proper performance evaluation for the proposed algorithm.
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TABLE 2.3.GENERAL METRICS FOR THEEVALUATION OF CLUSTERINGALGORITHMS IN

VEHICULAR NETWORKS- SUMMARY

Metric Mathematical Definition Popularity Restriction
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Chapter 3

RELATED WORKS

This chapter presestand discussegrior art in the areas of research thate related tahe
work presented in thighesis There are three maisuch areas: green transportation solutions; FL

based solutions, and clustering algorithrals,in the context of VANETS.

3.1. VANET-based Green Transportation Solutions

First, VANETs were considered very promising in supporting especially safatgffic
(e.g. preventing accidents) and traffic congestion issues. Consequently the focus was on designing
VANET-based applications to solve these issues. Recently, due to the generally acknowledged
pollution problem and due to the advances made in VANETarelsg¢hat demonstrated their huge
potential, the focus shifted towards designi
vehicular communicationare atthe core of some successful designs of both intelligent and green
transportation solutiond], [12], [13]. Two main classes of green transportation solutions based on

vehicular communications can lekentified: ecerouting and ecalriving solutions
3.1.1. VANET-based Ecerouting Solutions

VANET-based ecwoouting approaches subscribe to the major class of vehicle routing

solutions. Vehicle routing aims to find the most convenient path from staestmaltion based on
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certain criteria. Invehicle ecorouting the criteriainclude lowergas emissions, fuel or energy
consumption. Vehicle routing is well represented in the literature and a large plethora of solutions
have been proposed. V2X communicasi@apabilities allowed for advanced dynamic andtiead

routing solutions based on more accurate information regardingimealkraffic conditions and
events or road characteristics and conditions. Such solutions are propdséd, i51], [228],

[226], [202] and are dedicated to internal combustion engmeered vehicles. The authors show
how theyreduce fuel consumption and gas emissions.

In [51] and[228], Collins et al. proposed both an eomuting solution, and also a traffic
management system enabling the routing solutitie bEst route decision is takdased on three
factors: travel time of the road, the estimated foehsumption and road congestion. In the
approach proposed by Doolan et[&0] time is not considered in taking the best route decision,
as a novelty, the road characteristics, namely the road rosmtamel gradient, are considered
together withroad congestionin both aforementionedpproaches, vehicular communicatioms a
employed in data collection and for both approaches the principle is similar: utility functions based
on the factors considered are employed to compute a rating associated to each road segment and

then the routing follows the Dijkstra algoritH225].

In [226], Jabbarpour et al. proposed a very complex approach thatdemnsnultiple
factors in their routing decision: travel time, speed, distance, vehicle density (i.e. congestion) and
road topology and characteristics. The purpose is to reduce fuel emissions by determining the least
congested shortest paths to the desitam. Similar to the solutions previously discussed, VANET is
employed in data collection. As a novelty, this solution involves computational intelligence in the
best route decision: an aphsed algorithm is employed for route selection. Extensive dionga
considering various scenarios have shown considerable reduction in fuel consumption and gas

emissions.

The solution proposeldy Souza et alin [202] has a dferent approach anid can be said
that is an evendriven ecerouting solution. The vehicéeare following theiregular route until an
event warning message (e.g. accident, congested road ahead) is received via vehicular
communications. Based on thigormation the vehicle arere-routedif neededin order to avoid

congestion that may determine increased doesumption and gas emissions.

Vehicular communicationbased ecwoouting solutions dedicated to EVs are in early
stages However, solutions k& been proposed for EVs too, such as the one presémted
Demestichas et ain [203]. In this solution, machine learning techniques are employed in the
computation of the most energy efficient route that integrates static map information and database

information containing previous driving experience: road conditions and charactetistftis,
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conditions, and charging stations. The data collection process is done via V2X communications. It
is expected that the solutions proposed for internal combustion gmuvered vehicles to baso
studied in the context of EVs as basically sameras factors that influence fuel consumption and
gas emissions, also affect the energy consumption in case of EVs.

3.1.2. VANET-based Ecedriving Solutions

Solutions in this class advise on how to drive in order to reduce fuel consumption, gas
emissionsor energy consumptiorthese solutions emplogommunications between traffic light
and vehicles combined or not with V2V communications. Some of these sol[2id4is [205]
adapt the traffic light phases to the flow of vehicles approaching the intersection. When employing
these approaches, the waiting times and the nupfbezhiclesstopped at the intersection reduce
and consequently the fuel consumption and gas emissions also decrease. In both cited approaches
the information regarding the density of the vehicles approaching the intersection is gathered via

V2V communicaibns and is further transmitted to the traffic light.

However, most approaches adapt the speed of the vehicles to the traffic light phases by
exploiting the traffic lighti to I vehicle communication (I2V communicati®nin order to avoid
stopping at theignaled intersections, havirngadequate speeds performingmaneuvers thdead
to increased fuel/energy consumption and/or gas emisdibese approaches can work both with
static traffic signals and as shown [227] adaptive traffic signals and amso known in the
literature as Green Light Optimal Speed Advisory (GLOSA) solutions. GLOSA approaches are
presented 48], [49], [206] i [208], [229], and are dedicated to internal combustion engine

powered vehicles.

In [206], the focus is not on the mechanisms behind the speed advisory system, but on
studying the factors influencing the reduction of the Gglsumption and gas emissions when such
a GLOSA system is employed. The main results of the study reveal two such important factors: the
gear choice and the distance from the traffic light where the message containing the information
from the traffic ligh is received by the vehicles. For fuel consumption and gas emission
measurements, the authors employ the Passenger car and Heavy duty Emissions Model (PHEM),
developed at the Institute of Internal Combustion Engines and Thermodynamics of Graz University

of TechnologyAustria,which is highly used in various R&D proje¢09], [210].

In [48], [49], [207] and [208] the focus is on the speed advisory algorithm of GLOSA
systems: finding the appropriate speed that will prevent stopping at the intersection if possible and
minimize the fuel consumption and gas emissiolrhe approaches proposed48] and[208] do
not consider in computing the appropriate speed any fuel consumption or gas emissions model, and

employ these models when evaluating the performance of the GLOSA systems proposed only.
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These solutions consider the vehicleds differen
from this point of view, the approach presentefPd8] is themost complex in the literature so far,

as it considers all possible maneuvers. It also includes complex testing, the performance of GLOSA
system being evaluated against penetration rate variations and using an almost realistic scenario. In
[48] and[207] the authors do consider a fuel consumption and emission model when icgnpet
appropriate speed, namely the Virginia Tech Microscopicilidro) model. The goal is to find the
optimum speed, especially [807] where a very complex gbrithm is employed for finding this
optimum. Specific td207] when compared to the other presented GLOSA approaches is the fact
that V2V communication is also employed in sending the traffic light phasing messages in a multi
hop architecture in addition to 12V (traffic light-vehicle communication). In the GLOSA
solutions presented, the benefits in terms of fuel savings and gas emissions reduction vary in a
range of 8% 22%, the higher ranges being associated with simple testing scenarios that consider a
single intersection. However, the lower range caevsn laver at small penetration rates as shown

in [208].

In the most recent eetriving solution described in this section, Xiang et[229] did the
first steps in considering driver reactions in the context of GLOSA. A novel model for GLOSA that
is adaptive to the driver behavior was proposed. Benefits in terms of fuel consuamgtiproven
against the baseline for a vehicle in a single intersection. However, before imposing as a reference
model, the model will need to be tested in the field which is a goal specified by the authors in their

future works along with more extensisignulations for more complex scenarios.

In [211], Tielert et al.performeda studyin order to demonstrate that similar GLOSA
systems proposed for reducing fuel somption and gas emissions can be employed for reducing
energy consumption of electric cars. The focus is natamputing the appropriate speeiingle
policiesare implemented in computation. These policiesbased on the strategies used for internal
combustion engin@owered vehicles. Instead, while showing benefits in terms of energy
consumption reduction, the authors of the study underline the need for GLOSA systems for EVs to
take into consideration EV specific characteristics as compared to Intenmbustion engine

powered vehicles.
3.1.3 Discussiofi Future Directions

There are very few energfficient or aware solutions based on VANETSs dedicated to EVs
are clearly very few and in their very beginning. Currently, battery models for microscopic
simulation of EVs are being proposed and steps necessary to integrate EVs in ‘gp&dHic
simulators are undertakg¢®30], [231]. The lack of simulation tools for EVs is one of the reasons

there are very few VANEDasedecosolutions dedicated to EVs. As EVs are a hot spot in both
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research and industry and they have as main issue energy and the relative small range imposed by
energy limitations, energgfficient solutions are and will be of high interest. Moreover, ssotd

EVs, electric bicycles, was completely neglected so far in the context of VANETSs. Note that electric
bicycles have different energy models, different traffic conditions, and different facilities than
electric cars that were so far considered in tatiens. Consequently, dedicated eneeffjcient
solutions must be developed for electric bicycles that are not only the most popular among the
electric vehicle$220], but also their popularity is on ride Cyclist smartphones could replace OBU,

as there are already solutions for deploying the IEEE 802.11p communication stack on mobiles.
Therefore ecoouting and ecaiding solutions dedicated to bicycles thatnao improve energy
efficiency in the case of electric bicycles or reduce cyclist effort based on vehicular communications
could be proposed. These can provide better service or enhance the service of existing cycling
planners. Existing cycling route plagrs are static and they assist the rider only in creating a cycling
route apriori to their trip.Some cycling route planners aldldor a singlecriterion routing a$221] or

as the cycling planner recently incorporated in Google Maphis new feature of Google Maps is
further used as a support for building other cycling route planners and applications such as Bike
Route Planner (&trackéf)application for Android The more complex ones allow for medtiiteria
routingsuch a$222], [223].

In [222], the authors proposed a wbhsed cycling route planner meant to promote cycling
in Vancouver, Canada. This solution enables users to find a cycling route from start to destination
based onheir preferences. Users can select one of the following preferences: shortest path route,
restricted maximum slope, least elevation gain, least traffic pollution and most vegetated route.
Separately, users can select between two road types: efridindly roads that encompasses cycling
lanes and roads considered safe by the cyclists and municipal planners, and all roads. The
preferences were decided based on the survey that determines main cycling motivators and de
motivators[17].

BBBike [223] is a cycle route planner originally developed for Berlin, Germany but then
extended to 200 cities worldwide based on OpenStreetftigia. It can be used either online or as
desktopAndroid application and allows for a route selection based on multiple criteria: shortest route
(default setting), road surface, street category (sindarad type but more than two types are
considered), avoidance of unlit streets, avoidance of traffic lights and green routes preference. The
latter two criteria are available for Berlin onlpue to the recent interest shown in sustainable

transportationand especially in cycling, a special branch @bpenStreetMapvas dedicated to

0 7DNet websitehttp://www.smartplanet.com/blog/cities/populasafrelectricbikeson-therise/4413
1 Google Maps, https://www.google.ie/maps
2 Google AppsBike Route Plannehttps://play.google.com/store/apps/details?id=net.bikerouteplanner&hl=en
13 OpenStreetMap websithttp://www.openstreetmap.org
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cycling: OpenCycleMajl. Based on this, cycling route planners have been developed such-as web
based BikeHul, BikeHub for smartphones (for Andrdfdfor iPhoné’) that provideswo options:
the fastest road or the quietest one.

The solutions proposed in the thesis comedmplement and enhance thegpraaches.
One of the contributiomepresents a step forward for the cycling route planners, going beyond
planning the route itse(how to get from point A to point Bjndplanning the departure time for the
route: when to leave from point A tetgto point B on th@lanned route in order to avaad much as
possiblethe adverse weather conditions andnimrease the energy savingsthe particular case of
electric bicycles. Moreover, the first VANEHJased GLOSA system for the bicycles is being
proposed in this thesis that aims to increase cycling/user experience and decrease energy

consumption in the particular case of electric tliey.

3.2 Fuzzy Logic Solutions in VANETS

This sectiorpreserd and discusses most importanttfdsed solutions proposédthe area
of VANETSs. As FL has recentlgtarted to be used in VANET#e number of solutions is ndtigh
and there is still placeof improving and experimenting in this direction. Howeuwbe FL has been
employed in various types of VANE3olutions such as routing, MAC protocols, handover, data
aggregdon, traffic (understoodboth as data traffic and roadaffic), congestion detéion, mobility
models,and trust systems. The most representative soluiomsnumerical point of vievare so far
designed inauting, MAC protocols, handovemnd data aggregatioAs emphasized in Chapter 2,
the design of FLS in VANETSs context is hightgpendent on the solutions they are designed for.
Therefore, FL solutions are next described in the context they were designed for.

3.21. FL-based and Routing Protocolsn VANETS
3.2.1.1. Routing Protocols in VANETSs

A routing protocol defines the waywo communication entities exchange information in a
network andas described iRigure 3.1 includespath/route selection in the network, data forwarding

and action in maintaining the route or recovering from route/link fajili#4).

In the literature there are several surveys about routing protocols in VANETS s{tAdés:
i [148]. Based on the afementioned surveys a general VANEdsedrouting classifications
presentedin Figure 3.2. Routing protocols are grouped into threeajor classes: unicast,
multicast/geocast and broadcadt45]. Futhermore, VANET unicast routing protocols are

categorized into two big classes: topoldmsed rating protocols and geograpHiased (position

4 OpenCycleMap websitéttp://www.opencyclemap.org/
15 BikeHub websitehttp:/routes.bikehub.co.uk/
16Google Apps BikeHubhttps://play.google.com/store/apps/details?id=com.bikehub.journeyplanner&hl=en
" Iphone App, BikeHubhttp://www.bikehub.co.uk/iphoraepp/bikehb-iphoneappnow-in-review/
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based) routing protocold44], [147]. Similar, multicast routing is classified in topolelggsed and
positionbased[148]. The geographibased routing protocols represent a new type of routing
dedicated to VANETS that are exploiting the VANET characteristic of having a géogtgpe of
communication. FL is@plied in a variety of routing protocols that subscribe to most of the classes
presented. The classes of routsadutionsin which FL is applied are hashed in Figure 3.2
Moreover, FL is employed in two from the three phases of rouiagliustrated wh yellow in
Figure 3.1).

path /route

selection

route
maintenance &
recovering from
route/link failure

data forwarding

Figure 3.1.  Routing Protocol Description

VANETS
Routing

Figure 3.2. VANET-based Routing Classification

Routing isnot trivial in VANETSs because of their specific challenging characteristics which
include: rapid change in topology, relative high speed of nodes, dynamic information exchange,
frequently disconnected networks. Consequently, it is of high importance to consider these
characteristics in VANET routing protocols in order to create stable routes. Moreover, VANETSs are
also associated with several particular characteristicgdhabe very helpful such asedictability of
the movement. In developing routing protocolsjrigkadvantage of these useful particularities often
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increases their performance. Thus, it is clear that a routing protocol in VANETs should consider
multiple parametes that should also includéANET specific characteristics. However, so far there
are no @terministic models that describe with precision the influence of these parameters in routing.
FL is known as a perfect mathematical framework for handling multiple parameters and dealing with
imprecision andnon-deterministic problems. Therefor&L seemsto be a perfect candidate to
solving routing challenges in VANETSs and the following section demonstrates this idea.

3.2.1.2. Fl-based Routing Protocols in VANETSs

Wang et al[149] proposed the Fuzzy contrbased AODV routing (Fcar), which enhances
the performance of the classical ad hoedemand distance vector routing (AODV) by taking into
consideration VANET specific criteria. Simulations performed show tbat inproves the routing
performance in comparison with AODV in a VANET context. Several criteria are incorporated into
the input parameters of the FLS designed for route selection: percentage -oireatitnal vehicles
and route lifetime. Routeftitimeis computed based on vehidpeed and distance between vehicles
related to the effective communication range between vehicles. A FLS is very flexible and allows for
multiple inputs which lead to multiple path/route selection criteria. This aspect wadared by the
authors when choosing to employ FL in their solution. The best route is indicated by the output
parameter of the FLS which is the selection probability. FLS has trapezoidal membership functions,
the authors motivating their decision basedtlom fact that these are simple and computational
efficient. I n the design of the rul e sbfdeste, ma
and adj uH®e)mehe tastiors do not provide any details about the inference type
implemented in the FLS or about the defuzzification process.

Huang et al[150] propose a Fl-based load balancing and congestwnidance routing
protocol aiming to satisfy the stringent Quality of Service (QoS) requirements dafmealraffic
over VANETs. The proposed protocol is derived again from AODV which is considered to be
suitabk for bandwidth constrained routing and provides some minimal control to enable nodes to
specify QoS parameters. In addition, VANET specific criteria are taken into consideration in order to
address the rapidly changing topology. These parameters wengdrated into the inputs of a FLS
that determines as output the appropriateness of the vehicle as an intermediate node in the route.
Namely, the inputs are: minimum bandwidth required for satisfying theimeakraffic (R)/length of
the queue for the nareattime traffic (Q), expected remaining connection time between the vehicle
and its neighbors (L) and the bandwidth currently used (B). The traffic is differentiated between real
time and nomreattime and dependent of this, the FLS has R, L and B @mdsmor Q, L and B,
respectively. The VANET specific criteria are incorporated into the L input which is dependent on
vehiclebs speed, position and vehicleds mobil |

way to avoid congestion and to providad balancing. In this way, the protocol proposes to satisfy
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the stringent QoS requirements in VANETS, especiallyhn dase of realme traffic [34]. In the
design of the FLS, triangular functions are t
membership functions are automatically tuned usinmfidity filtering in order to adapt to the

volatile characteristics of VANET. Thus, the FLS designetiegpting in reatime and subscribes to

the generalized aritkcture illistrated in Chapter 2, Figure 2.8he authors experimentdubth

neural networks (NNbased tuning and genetic afigoms (GA)}based tuningbut the performance

tests have shown thatwle the accuracis comparable, NN approach perforsfightly beter, while

GA is visible worse. Tie learning time iglsomuch longer for these latter techniques. In VANSET

due to thanultiple and repeategetwork topologychangesfrequent training isequired, so NN and

GA based learning techniques are soitable for reatime applications in VANES. However, this

last statement cannot be generalized, as not many details are provided about the specific learning
algorithms implemented and multiple Nishd GAbased learning algorithms can be implemented.
The rule base of FLS resulted from Aexpert kn
of each parameter in the network. The Inference Engine is based on the Tsukamoto inference and

consequelhy, the defuzzification process is also Tsukamoto.

Ghafoor et al[151] proposed a Fbased delay and reliabiligware routing protocol aiming
to overcome the disadvantages of the existent protocols for mobile ad hoc networks that do not take
into consideration the specific characteristics of VANETSs or the fact thabthmgnication channel
betweenvehicles is prone to radio frequency interfereand shadowing as wels different forms
of fading including multipath and slow fading. The FLS designed has as inputs signal taatise
(SNR) as an estimator of the behavior of time vargihgnnels, channel delay awelocity vector
differene. Thk latter parameter israobility-related parameter representing the difference in speed
between the current vehicle and its neighbors. The output of the FLS is the Fuzzy Cost that indicates
the probability of the vehicle being chosen in the routing pdiB. iE deployed in each vehicle and
whenever the source or an intermediate node selects a routing path FLS are activated in each of the
source or intermediate node neighbors. The neighbor having the highest Fuzzy Cost is selected in the
routing path. In thelesign of the FLS, the authors opted for triangular functions motivating that these
are extensively used in redine applications and they are computationally efficient. flimetions
are initially chosen based on experience and then automatically tuned usifigitid filtering
technique to adapt in retiine to the rapid chaying topology of VANETS. e automatic tuning is
based on reinforcement learning and the FLS has the¢imealadaptive arcdtecture illstrated in
Chapter 2, Figure2.8 The rul e base benefitted from exper
t he phil osophy behind metrics and vehicul ar

defuzzification the authors &ive chosen the Mamdani inference, respectively COA.
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Ghafoor et al[152] proposed a FHbased routingrotocol aiming to tackléhe problem of
the lsssy wireless channeldout considering other parameters. In addition, a mechargsm
implemented to deal with dataorivarding in VANET environment that is prone to network
disconnection. FL is implemented only in the route selection mechanism. One of the inputs of the
FLS that is deployed in each vehicle is the relative distance between the source node/intermediate
node and its neighbors based on the consideration that lossy wireless channels lead to signal
attenuati on. The other input is related to ve
similar to the previous discussed approach, is a Fuzzy ©ogputed for each neighbor of the
source/intermediate nod€he nmembership functions selected are triangular and their parameters are
selected based on experience and manual tunirigl anderror. The rule base is agabased on
Afexpert knoawio the revidus ap@aachj the inference type is the Mamdani inference,
while the defuzzification is performed via COA. There is no comparison between the thasé&d
routing protocols proposed by the same authors. Both have the same main purpostseamngdlby
a FLS to decide the best path in routing. However, the parameters considered as inputs for FLS are
different and it would have been very useful to see which of the two solutions is better and in what

conditions.

Khokhar et al[153] proposed a routing protocol dedicated to urban vehicular environment
that employs novetoncepts in order to addresscurity challengein VANETS. The novel aspect is
the ratonale behind the routing protocol. The authors state that there are some social behavior
patterns developed in urban environments and these should be exploited in order to make secure
routing decisions. A friendship mechanism is developed that is ude#imng routing decisions at
intersections. The decision making is based on a FLS that has the following inputs: Friends, Friends
of Friends and Noffriends and gives as output the path fuzzy cost. The list of friends of a vehicle is
made based on the sddehavior pattern developed in traffic: if there was a V2V communication
between the vehicle and another vehicle, the latter is its friend. In addition, the social networks of the
drivers are considered. For instance, if the drivers are friends on Fic#i®movehicles are friends
as well. Regarding the FLS design decisions, the authors opted for triangular functions as they are
computationally efficient. Membership functi ol
on expert knowledge and mahuat uni ng. The COA defuzzificatior

defuzzification, while the inference type is not revealed.

Wu et al.[154] introduced a FL dedisnal system to select the nodes where to relay the
broadcast messages in the context of a new broadcast protocol for VANETSs. The technique of using
only a few neighboring nodes for relaying the broadcast messages ensures the efficiency of the
proposed bradcast protocol. The FLS uses multiple parameters in the relay node selection which
ensures the high reliability of the protocol. These parameters are distance facteve{iidier
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distance), mobility factor that considers both the current position andetkt moment position and
received signal strength indicator. They are used as inputs by the FLS that outputs the rank of a node.
The node with the higher rank is selected as relay node. The FLS has trapezoidal and triangular
functions, but the authors amt give any details about the rationale behind this design decision. The
selection of functions6 parameters i sS not mot |
is provided regarding the inference type (i.e. Mamdani) and defuzzificattimoch (i.e. COA)In

[232], this FL-based solution is combined with network coding in order to reduce the packets

retransmission in case of failure. However, tharabteristics of FLS are not changed.

In [155], Huang et al.designed and employed two fblased decisional systems for the
selection of relay nodes in an infotainment dissemination scheme over vehicular heterogeneous
networks. The desigdecisions of the FLSs are very poorly described. The first FLS is used to
decide upon the most appropriate vehicle from a list of candidates to become the relay node that is
storing and forwarding the infotainment data to the requesting nodes. A seconsl ddsiyned to
decide from these requesting nodes if they aitalsle to becomeelay nodesvhen neededThe first
FLS has as inputs bandwidth, overhead and lifetime, the latter parameter representing a combination
of VANET specific criteria: vehicle vetity, distance between vehicles and direction of vehicles.
These criteria define the connectivity in the VANET dynamic and-elvanging environment. The
output is represented by the appropriateness of the node to be a relay node. The membership
functionsare triangular and the FLS has a Tsukamaoto inference type and defuzzification method.
None of the design decisions are motivated. Regarding the second FLS, no details are provided
except for the inputs that are represented by the capabilities of thestiagunode such as
computation capability, buffer size and the stability of the signal strength and the output is the
suitability of the node to become a relay.

In [156] and[157], Wu et al. poposed FL and @earning[158] based appiches for unicast
routing. Both approaches derive from the AODV protocol. Tutimg protocol proposed j{i56] is
called FQLAODV (Fuzzy Q.earning AOD\Vbased praicol), while the one proposed [457] is
called PFQAODYV (Portable Fuzzy €earning AOD\tbased protocol). Both protocols have the
same basic principle: they usé&BS for evaluating the link that is possible to be used in the routing
path and based on the ranking provided by the Fl-leafhing is applied for selecting a route that
ensures mukhop reliability and efficiency. The differences between FQLAODV and-RBEQV
are in the inputs considered for the FLS and in the fact that the last one does not make the
assumption of existence of any GPS or other positioning system, making it portable and more
practical. The FLS in FQLAODV has as inputs: bandwidth, mobfhigtor and received signal
strength indicator. The last/ inputs are exactly the same computed and have the same membership
functions as the inputs of the FLS proposed fier iroadcasting protocol jh54]. PFQAODV has
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more refinedinputs, considering again bandwidth, mobility factor and a new input link quality.
Mobility factor is computed different than in FQLAODYV, as it does not make terggion that the
vehicles know their positions. Link quality is a more complex input than received signal strength
taking into consideration in its computation a network metric, packet loss, and a topologyi metric
number of neighbors. In the design aftb FLSs, same decisions are applied: triangular and
trapezoidal membership functions for their efficiency, Mamdani inference type and COA
defuzzification method. The membership functi
aut hor s 6 mxkpowledges thus eexpaat knowledge, although the authors do state that
automatic tuning is possible and brings an advantage to FLS in VANEd@aptability to any kind

of conditions (e.g. sparse or dense network). Moreover, the benefits of employinthElpimoposed
routing protocols are demonded against AODV and QLAODY159] 1 AODV modified with Q
learning via both simulations and real testbed. However, uttoi@s do not perform a comparison

between their two [E-based approaches.

Huang et al[160] introduced a Ftbased proactive recovery from link failure mechanism.
This mechanism, deployed in each vehicle, involves two components: an alternative link
construction component and a prediction component. The prediction component predicts both the
congestion or link failure and either if congestion is detected or linkéais predictegdit activates
the alternate link construction component. The prediction component has two modules: Fuzzy speed
prediction module and Fuzzy congestion detection module. Basically, these modules are represented
by two FLSs. The FLS predicin t he speed incorporates some kno
is a connection between driverds age and driv
age, distane between vehicle and the front vehialed current speed. The output ig fbredicted
velocity. The FLS for congestion detection has as inputs: the queue length, the hop counts that the
packet travel through the vehicles and the expected number of the vehicles within radio range of the
vehicle during next time period, and as puitthe congestion indicator. Both FLS have similar
design: trapezoidal membership functions chosen to reduce computational complexity, and
Tsukamoto inference and defuzzification method. The design of the FLS is-taneeadaptive
design that allows foautomatically tuning the parameters of the membership functions based on
Particle Swarm Optimization techniques. The authors do not provide any details about how the rule

base was built.
3.2.1.3 Discussion

Routing is considered among the main challengdsANETSs as it faces an evehanging
environment. However, as emphasized before, VANETs do not impose challenges only, they also
have attractive characteristics such as the fact that the movement of the nodes can be more easily

predicted as the vehiclégdlow the road rules and regulations, topology, etc. Thus, selecting the best
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route/path is a complex decision that should be based on multiple criteria that incorporate also the
characteristics othe VANET complex environment. In almost all the an&gzsolutions, FL is
applied in decision making based on multiple metrics that aresfagpats into FLSs that provides

outputs a ranking of best choices: a list of fuzzy costs, appropriateness, selection probabilities, ranks,
etc. In the unicast routinghe FLSs provide the ranking that indicates which is the best link/path in
the route [L49] 1 [153], [156], [157]). In broadcasting, the FLS provides the ranking that indicates
the best choice for the rglmodes supposed to store themiation to be broadcastgd$4], [155]).

A single routing protocol from the analyzed approaches employs FL in prediction in order to design
a mechanism for prative recovery from failurg¢l60]. Two FLSs are used: one to predict the future

speed and the other one to predict the network traffic congestion.

Regarding the inputs selected for the FLSs, most of the approaches search for the successful
combination of parameters to describe the high mglalitd rapidly changing topology of VANETSs
and to take advantage of the predictability of the movement. However, so far the siriasdel
routing solutions (e.g. unicast topoleggsed solutions) have not been compared among themselves
and consequently avcannotstate with accuracy regardirthe most successful combination of
parameters used for describing the VANET environment in order to make the best decisions
regarding the best route. The lack of comparison among thaséd solutions also prevenssfrom
learning some lessons regarding the performance of different fuzzy modelsigms in the context
of VANET routing. So far, Tsukamoto model and Mamdani with COA as defuzzification method
were employed in the Fhased routing protocols. A comparmsoould result in some conclusions
regarding the Tsukamoto vs. Mamdani fuzzy models performance in VANET routing. Thus
comparison between Fhased routing protocols is a fAmusto
approaches and the best design deciglmtscan be at the basement of future improved works in this
direction. However, there are some lessons regarding the design of FLSs in the context of VANETSs
routing that can be learnt even in the absence of these comparisons. First lesson is that afdngu
trapezoidal functionsprovide good performance in this context and due to their reduced
computational complexity and efficiency they are perfect candidates when chumsiagign any
FLS used in VANETrouting. The Rule base is built in all the apachegresented based @xpert
knowledge and in very few approaches is further refined through manual tuning. These rules can be

further used and improved by tuning when designing new approaches.

FL is successfly employedand presenteth the literature, in various domains to address
both problems: decision making and prediction. The-bBked routing protocols analyzed
demonstrate that FL can be succe$gihployed in the context of VANETouting in both decision

making and predictian
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3.2.2 FL-based MAC Protocols in VANETs
3.2.2.1. MAC Protocols in VANETs

MAC protocols are considered to be a kesuie in the design of VANETS4] and they are
identified among the main technicdiatlenges imposed by VANET23]. In a VANET context,
efficient MAC protocols need to be designed in order to cope with ¢fidyhilynamic environment.

In addition they need to be able to providigh quality of service (QoS) levels for nonsafety
applications and reliability for safety applications. It is clearly stated the need of designing new

MAC protocols designed for VANET&s the exitent ones are not suitaplé1].

In [162], the MAC probcols for VANETSs are classified in two broad classes: contention
based protocols and schedulsased protocols. The first class has the advantage of not being
influenced by the everchanging topology of VANETS, but their main problem relates to the random
delay introduced in order to regulate the access to the medium gbetledtances of collisions are
reduced. This delay is boundédy an i nt er vbadkoffintarVal that is atdtitakyd A
increased/decreased, approach that is not the best for a dynamic environment such as VANET. Thus,
the delay is controlled through the increase/decrease of this backoff interval regulated by so called
backoff schemes. An inapgate control of this delay can cause serious issues especially in the
case of safetypplications. he second class MAC protocols does not have thiglay issue, but it
is influenced by the topology changeslot relocation may often occur due to ta@idly changing
topology of VANETS. So far, FL has been implemented in VANET MAC protocols piergaio the

first class Figure 3.3 in order to address their main drawback.

VANETs MAC
Prot ocols

Cont ention- Scheduled-
based based

Figure 3.3. VANETs MAC Protocols Classification
3.2.2.2. Fl-based MAC Potocols in VANETSs

Abdelkader et al[163] proposed a feedback FLS that controls the changes in the backoff
interval (i.e. the level of increase/decrease). Theytestafrom an observation that a constant
increase/decrease of backoff interval is not appropriate for the dynamic environment of VANETS

and that this process should take into consideration the dynamic network conditions. So, each node in
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the network shoulanonitor network conditions and based on this to control their backoff interval
increase/decrease. However, there is no direct mathematical mapping between network conditions
and backoff interval computation therefore an exact model cannot be built. F-Lthkepwn for its
capabilities to deal with imprecise information is selected for modelling the relationship between the
network conditions and backoff interval computation. The network conditions monitored are
successful transmission ratio (S) and the baskdf interval value (Blast). S measurtee fraction

of delivered packets to the total generated packets per node, while Blast is the measure of network
load.

The FLS designed for controlling the increase/decrease in the backoff interval uses S and
Blast as inputs and gives as output the normalized amount of decrease/increase of the interval, dB.
The actual value to modify the backoff interval is obtained by multiplying dB with Blast. Note that
this is an adaptive FLS as the output processed in Bldsd back into the FLS as input. The
membership functions for all inputs and output are triangular and their parameters are described in
the simulation scenario, but the authors do not explain how their selection has been done. The rule
base is designédda s ed on e x [ authors kkawledge regadrdiregdhe influence of the
network conditions taken into consideration and backoff intéivahd manual tuning At r i al
experimentso. The inference type FLSStappeatstobepeci f

Mamdani. he COA method is applied in defuzzification.

It is demonstrated that the Hased backoff scheme outperforms wiged backoff
schemes in MAC protocols in terms of throughput and fairness and gets closer to the performances

of what is considered to be an idbatkoff schem§L64].

In [165], Abdelkader et alproposed four Fibased backoff control schemes: three aitt bu
upon SISO FLSand the other one is built upon a MISO FLS. All these FLSs are designed based on
the previously proposed FLEG63]. The MISO FLS in[165] has the same inputs (successful
transmission ratid ST and last backoff interval valui Blast ) and output (change iradkoff
intervali dB) as in[163]. The changes are in the membership function of the output, that now has 5
fuzzy terms instead of 8nd consequently the rule base is extended with new rules, but it is built
based on the same considerationse x per t K aim168. Age the parametersf the
input membership functions used in the simulation, again their selection is not motivated, are
different than the ones used163].

Regarding the three SO FLSs proposed, they have only one input, S, and same output as

the MISO FLS and each of them follows a certain policy:

- Selfish policy, where the node objective is to access the network regardless of its
limited share. The backoff scheme based on L&ifmplementing this policy is called Fuzz{iiS.
55



- Generous policy, where the channel is given to other nodes if found busy. The

backoff scheme based on the FLS implementing this policy is called-BEG&Ry

- Cautious policy or a fair policy where eagbtwork node has the objective of a fair
access to the medium. The backoff scheme based on the FLS implementing this policy is called
Fuzzy1CS.

The rule base for each of the systems is d
is the understandinof the authors on how the input influence the output. This knowledge can be
summarized as follows: if the success ratio is very low this means that the channel is busy so the
probability of collision is very high, therefore the recommendation is toaeerthe backoff interval.

This recommendation is reflected differently by the three FLS in their rule bases depending on the
policy adopted: selfish, generous or fair. For instance, the selfish scheme,-B&zydll tend to

rather decrease the backoftarval than to increase it in most of the circumstances. All FLSs have
triangular functions and their parameters are specified in the simulation scenario, but no explanation
of how these were selected is given. A# fourFL-based backoff schemes arenmared against a
widely-used backoff scheme for MAC protocols and the onsidered optimunfil63]. Most of FL-

based schemes outperform the first one and get dimslee optimum in terms of throughput, but in

terms of fairness, FuzzyS scheme suffers the most.

Souza et al[166] proposed a Fbased adaptive mechanism #obetter control of access to
the medium. Similar to the previousscussed approaches (i[@63] and [165]), the backoff is
controlled depending on the network conditions. The parameter monitored is the density of the
vehicles within the transmission range of each vehicle. This parameter is the only input of the FLS
that isdeployed in each of the vehicles for controlling the access to the medium. The output is the
backoff value. The membership functions are gaussian functions and their parameters are chosen
based on previous studies in the literature that relates toaffie density[167] and backoff values
[168. The rule base is designed based on fAexper:t
the density is low, the fuzzy system returns a small backoff value and close to the optimuim value
order not to underutilize the network. On the other hand, if the network is dense, the returned backoff
value is great and near to optimal value, enough to provide a goelecegit relationship between
throughp t and col | [186]. d\o #énforroation Is prewdedoabout the inference and

defuzzification method implemented in the designed FLS.

The improved performance of the {blased adaptive backoff leeme is demonstrated
against the one implemented in the IEEE 802.11p standard that-edaptive based on network
conditions. It is interesting to mention that one of the metrics used for assessment is the success ratio

that is used as input in the prews discussed Fhasedbackoff schemes proposed[i63], [165].
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The athors should have considered a comparison ag#ie scheme proposed [163], as their
approach was probabtieveloped in parallel witfil65]. However, the lack in details regarding the
design of the FLS makes the comparison between these schemesfielty, For instance if163],

we only assumed based on the description a Mamdani inference type was used, but this was not
clearly specified.

Chrysostomou et a]169] proposed a FLS to control the wireless access in an adaptive QoS
aware MAC protocol. The proposed MAC protocol presents a different approach for controlling the
backoff value. It keeps the IEEE 802.11p basic priecgs updating the backoff interval based on
the contention window (CW) value, but controls the CW based on network conditions reflected in
channel traffic occupancy (CTO). Keeping the IEEE 802.11p basic mechanism allows for the
differentiation and priorization of different traffic types in the proposed solution. This combined
with the FL-based control scheme of CW lead to providing an improved QoS compared to the classic
IEEE 802.11p. The FLS ensuring the control of CW has as inputs CTO values forutiorsec
sampling periods. The membership functions are triangular, design decision motivated by the authors
based on their computational simplicity. Thei
under standi ng o fy,thehuke bse was bdltrom the usderstanding of the system,
Afexpert knowl edgeo, and manual tuni ng. The ph
hand aggressive response when the density of the channel is very high for two consecutive periods of
time and orthe other hand smooth response when the density is low. No information about inference

and defuzzification processes is provided.

In [170], the same authors propdsa FL-based mechanism for controlling thmn andmax
values of CW. According to the authors, this is the ficheme in the literature in whi€W minand
CW maxvalues are adapted based on network conditions. The FLS has the same inputs as the FLS
proposedn [169] and as output the value controlling the increase/decdgd®#/ minand CW max
values calledactor. Similar design principles are adopted for designing the proposed Fbh8sas t
employed in169].

Hafeez et al[171] described their new VANET MAC protocol which makes use of an
adaptive FLS for predicting the speed and || o
behaviour on the road. In this solution, FL is not employed directly in controlling the acches to t
medium, the challenge of the contentlmased protocols being addressed in this approach through
clustering. The FLS is used in the cluster maintenance process and based on the predictions made,
the structure of the cluster is updated or not. The inglutise FLS are the speed and intiestance
and the output predicts if the driver is going to accelerate or decelerate. Based on this prediction, the
vehiclebs speed and position in the near futu

inputs and output are triangular. A basic reinforcement learning algorithm is implemented for
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automatic tuning of the parameters of speed membership function. Basically this mechanism adapts
the FLS to the driver 6s behayvscobadanditlishbasedron!|l e
ifexpert knowledgeo. Al so, f ul IiyMamdanfidearence typeo n i
is implementedi and defuzzification method adoptédCOA. This is probably the only FLS
proposed in the context of MAC protocolsitihas a complete description.

3.2.2.3. Discussion

FL is wellknown for its popularity in control applications, especially but not exclusively in
the automotive industry. The solutions analyzed and their results prove that FL can be successfully
employed or control purposes in a VANET context as well, namely in controlling the access to the
medium in VANETSs. Except for the SISO FLB$5], [166], the rest of the solutions designed for
control have a simple retime adaptive FLS architecture: a typical architecture of a FLC illustrated
in Chapter 2, Figure2.%rom the protoals andyzed, a single one emplo¥. in prediction, namely
in predicting if the driver accelerates or decelerates and based on that the future position and speed of

the vehicle is predicted.

The FLSs proposed in the context of MAC protocols lack in detaijarding the design
decisions. Moreover, the same issue that was outlined in the casebab&dl routing protocols can
be outlined here as well: Fhased MAC protocols are not compared against themselves, excepting
the approach where the authors pregbfour Fl-based schemes for controlling the backoff interval
and a comparisowas made between these f¢L85]. However, in most of the approaches the rule
baseis completely described, and therefore these rules can be further used in designing new FLSs in
a similar context. Moreover, the rules describe a very detailed dependency, in a linguistic language,
between the inputs used and the outputs. Thus, althougipatidons are not made between
solutions, and therefore it is not possible to state which is the best combination of inputs in the
control solutions designed, the rules can lead towards-depih understanding on the influence of
the inputs consideredhis provides a support for better decisions regarding the parameters that can
be considered as inputs when a new FLS is designed for controlling the medium access in VANETS.
From the solutions analyzed, a single one uses gaussian membership functicest, dine using
triangular functions. Thus, we can emphasize on the conclusion drawn in the section referring to the
FL-based routing protocols, that triangular functions are perfect candidates for designing new FLSs
in the context of VANET MAC protocols iparticular and in the context of VANET solutions in

general.
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3.2.3 FL-based Data Aggregation Solutions in VANETS

3.2.3.1. Data Aggregation in VANETSs

Dissemination ke

Aggregation

Storage

Figure 3.4. Data Aggregatiofi Functional Components

One of the major challenges in VANETSs, wetks with potential large numbers of vehicle
nodes, is the efficient usagéthe available bandwidfi72]. Data aggregation addresses this issue
in the contexbf data collection, avoiding the dissemination of similar information in the network.
Thus data aggregation is used to combine correlated information from different nodes before
redistributing the information in the network. Data aggregatiacgss is ilistrated inFigure 3.4
and basically consists of the following functional components: decision, fustorage and
disseminatiorf172]. In the decision component the data that is collected locally from the vehicle
sensors or received from other vehicles from the network is analyzed to see whether there is any
correlation beween atomic data items and a decision is taken accordingly. If the decision component
detects a correlation then the data is fused (i.e. fusion component). Data, fused or not depending on
the correlation, is disseminated in the network (i.e. disseminatimponent). Regarding the storage
component this is placed either before decision phase in which case it stores all the collected data, or

after the fusion, in which case it stores the aggregated data biskemihating it in the network

Data aggregatio schemes in VANETs have several limitations and challenges. One
common problem of data aggregation schemes is the lack of flexibility in the criteria of similarity
between data. The information is correlated based on fixed or structured segmentat@noatith
assuming that two information items fit into the same spatial segment. The data aggregation schemes
based on these decision components are not flexible, being static as they depend fxébeiraad
segments (e.§173], [174]) or predefind structures as trees (e[§75]) or clusters (e.d176]).
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Another challenge that arises in data aggregation is the security. The integrity of aggregated
data is harder to be verified, opening new opportunities for attackers. In order to address this
challenge, some datagregation solutions (e [d.77]) rely on a tampeproof service in each vehicle
that requests for integrity proofs from the randomly chosen original records, but this service can be
easily bypassed by atkers. Other approaches employ security mechanisms that are d¢mende
node reputation (e.q178]) or on some fixed structwsge.g. fixed road segmerits79]). Security
schemes based on node reputations are very hard to employ in ibeyaeifed networks such as
VANETSs [180], while the security schemes based on fixed structures are demonsirédiade
scalability issue§181].

Most of the data aggregation schemes proposed so far are applaréited and are not
able to cope with different types of data or even less with simultaneous applications. In this context,
European Telecommunications Standard Institutes (ETSI) unelérthe need of datggregation
standardizatiofil82]. Few steps in this diréon have been done to datfl72], [183], and the

identification of the four functional components is one of the results of these steps.
3.2.3.2FL-basa data aggregation solutions in VANETs

This section proposes to exhaustively discuss thévdded data aggregation schemes in
VANETs. As emphasized iRigure 3.4 FL was employed in three of the four phases of the data

aggregation process so far.

CaballereGil et al. [178] proposed a data aggregation solution that employs FL in the
decision component. The FL decisional system is exemplified with two inpptei the
approximate location of the provenience of information, and ftirttee persistence of information.

The output parameter is the correlation between the pieces of information to be aggregated and has
two possible values: YES and NO. The solutienopen to extensibility and generalization by
considering other input parameters that might be dependent on the application type (e.g. speed,
distance between vehicles etc.). In the given example, the membership functions used for inputs are
triangular, vhile the output has a singleton function. The inference, as it appears to be from the rules
description, is of Sugeno type. However, the focus is not on the FLS design, but instead on the
benefits of using FL in the decision component of a data aggregatlmeme: flexibility and
extensibility in the set of criteria used for correlatihg information for aggregatioihis approach

also proposes a Fhased selection scheme to be implemented in the storage component that is
placed in this solution immedidyeafter data collection. This scheme aims to select the most relevant
data items for aggregation in order to avoid the overloading of communication channel that could

lead to restrictions in data that is sent in the network to the vehicles. The scimetndatailed, and
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only some of the parameters that could be considered in the selection are mentioned, such as severity

or antiquity of information.

Dietzel et al[71], [184] proposed a Flbased decision component in their data aggregation
approach that does a step forward in showing the flexibility, extensibility and generality that can be
reached via FL. The comit parameter of the FL decisional system is the same as in the
aforementioned approach, but the input parameters are generalized and called infloéuneese
1, énfluence n These are the parameters that represent an influence on deciding upon data
similarity. Examples of influences are speed differgiidg, [184] and locatiordifference between
vehicles [184]. In exemplifying the fuzzification of the inputs, the authors use trapezoidal
membership functions for the speed difference input. However, the focus is again not on the internal
design decisions of the FL decisional system, but on its generalizati@teasly emphasized, all
the proposed Fbased decision components ensure flexibility and extensibility in the set of criteria
used for correlating the information for aggregation. This resulted in stridfodereand dynamic
aggregation approaches unlike ththers data aggregation approaches existent in the literature that

do not rely on FL.

The flexibility and extensibility provided by the Fiased approaches are of great
importance in the development of a data aggregation solution. As such, in thetagely of the
development, such as the architectural description or design of the architectural components, there is
no need of knowing all or even none of the parameters that influence the correlation between the
pieces of information supposed to be aggted. Moreover, as claimed jAl] and [178], it is
adually more likely that in these early stages of the design these parameters not to be even known.
By comparison, consider the other aggregation sebeimat rely on structures whetee decision
component follows the following rule: if the pieces of dagatain to the same structure then these
are similar, so consequently they are aggregated. This means that when designing such an approach
we need to be absolutely sure about the parameters that define the similarity of data in order to create
correspondig structures. If later on it is decided that there are other parameters that define the
similarity, the impact on the solution is huge. Most probably the designed structures would not be
valid anymore, as they would not reflect these new parameters. IBesicamplete relesign would

be required.

Based on the aforementioned arguments that show the advantages brought over the non
fuzzy solutions and based on its generality, a FL decisional system could be imposed as a design
model for the decision compent of the data aggregation schemes. This could represent a step

forward in the modeling and the desired standardization of data aggregation schemes.
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In [185], Dietzel et al.enhanced the fusion component that resulted in $&dsked trust
fusion component aiming to address the security challenge imposed by data aggregation in vehicular
networks. The Flbased security mechanism is dagmtric. A probabilistic s@me is employed to
achieve a selective attestation of the aggregates. The selective attestation process results in clues
leading to trust in the correctness of an aggregate. The clues are used as input parameters of a FLS
that has as output parameter frast with valuesin the {0%100%]} range. The Flbased design
allows for extensibility and flexibility in the considered clues depending on the type of the
application, been presented as a generalization. Thus the inputs of the FLS are repreSaraget] as
é , Clue n Some examples of inputs are provided together with their fuzzification for which

trapezoidal membership functions has been chosen.

However, as in the previous presentedifésed approaches, the focus is not on the internal
design decisions dhe FLS, but on its flexibility and generalization. Basically in each vehicle the
parameters influencing the trust can be different, the clues being selected locally through the
probabilistic scheme. Moreover, this generalized design of the securityesdasnibe employed in
any type of data aggregation solution independent of the application type. In addition;ithseHL
approactaddressesome of the aforementioned limitations of the other security mechanistiage
in VANET data aggregation solutisnThus, it removes the need for a tarqm®of service in each
car, and it is neither dependent on node reputation as the schemedentiatanor on any kind of
structures. In the case of structin@sed trust mechanisms implemented in data aggregaliaions
more or less same disadvantages are met as in the case of the data aggregation approaches that hav
their decision component depdent on such structures. Tingportantdisadvantages thelack of
flexibility in the correlation criteria, herehe lack offlexibility in the trust criteria.The vehicles
pertaining to the same structure woaitherhave to agree on the common views on the environment
(i.e. view that is defining what is secuietrustful i and what is not), or would have this view
Ahardcodedod by design in the structure they p
issues as it was mentioned in the description of the data aggregation concept and challenges, due to
the fact that vehicles need to exchange messagskddng the common view. Changing in the trust
criteria can be acquired easier compared to the second case, but this only augments the scalability
issue, as more messages need to be exchanged. In the second case, changing in trust criteria is
impossible The whole data aggregation solution should beesigned as it is highly coupled by the

structures that are defined in this case by the parameters influencing the trust.
3.2.3.3.Discussion

Flexibility (structurefree), extensibility and generality arense of the requirements that
data aggegation schemes based on FL haweneet. None of the solutions is bounded to specific

inputs, thus none of the solution is bounded to any specific application requirements. The solutions
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presented can be considemdhitectural models for VANETata aggregation schemes based on

FL. Two models can be outlined: a model for the decision component and a model for secure or trust
fusion component. These models can represent steps forward ipotkatial process of
standadlization of data aggregation schemes in VANETs. One of the main benefits of using these
architectures in developing data aggregation schemes for VANETS is the extensibility: the solutions
are not bounded to any structures and late modifications to th®sslhave a minimum impact on

the design. It was emphasized during the presentation of the solutions that this impact is very high in
the case of the other approaches in the literature. Taking into consideration the complexity of
VANET environment, it isvery optimistic to consider that the parameters that are defining the

similarity in data for instance are unchangeable.

The FL-based architectural models can be further followed in proposing strfictardata
aggregation solutions based on differerd anultiple criteria. Moreover, the solutions also suggest
other possible applications of FL in the context of data aggregation schemes in VANETs. The
solutions presented give the incentives necessary for applying FL in data aggregation. What needs to
be dae is to decide the inputs and to take the internal decisions regarding the design of the FLS.
Regarding this last aspect, not many lessons can be learnt, as the solutions are focusing more on the
flexibility and generalization, rather than on presentiragtipular solutions. However, some
examples are presented and from thesebestoncludel that triangular, trapezoidal and singleton
membership functions are perfect candidates in designing FLSs in the context of data aggregation
solutions in VANETS.

3.2.4 FL-based and Handover in VANETSs

3.2.4.1. Handover in VANETS

This section analyzes FL employment in handover (HO) solutions in the context of vehicular
heterogeneous networks. HO in vehicular heterogeneous networks subscribes to the HO problem in
heterogeneous networks. However, vehicular networks, due to their specific characteristics, need

new approaches.
The HO praess has three phaségre 3.9:

1 monitoring (i.e. collecting the information related to network conditions based on

which the HD decision phase is triggered)

1 HO decision (i.e. selecting the most suitable access netwoetwork selection

and deciding whethéo switch to this network)

1 HO execution (connecting to the pelected network).
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HO decision phase has an overwhelmimgadrtance in the HO process as its performance
highly depends on how the targeted network is selected in order to be best possible. In consequence,
it is not a surprising fact that in the literature a large number of solutions were dedicated to solve the
network selection issug.86], [187] and researchers employed a varigitynathematical models in
solving this issue: utility function, multiple attribute decision making (MADM), game theory and FL
[63], [188].

Handover

HO Decision

Figure 3.5. HO Phases

An effective network selection takes into account multiple criteria that can subscribe to the
following classes: network metrics, device related, applicagguirements and user preferences
[188]. Deciding with precision the influence of these parameters on the degree of electability of a
network is impossible. Thu# network selection there is a need of combining multiple parameters
with a level of uncertainty. Therefore, FL, known for its capability of dealing with imprecision and
with multiple parameters, provides a robust framework for HO decision. A considetabler of
HO solutions for heterogeneous networks have employed FL in the network selection, ELB9) as:

T [192]. Some of the solutions are simply applying FL without any automatic techniques, tuning or
learning, such apgl89], [191], whereas other solutions, combine FL withestkechniques such as
MADM [190] or neural networkg192]. Note that these are not applied for building or tuning the
rule base or membershiprictions. For instance, if192] the neural network module is used to

estimate the number of users in a network, result that is fedwsnrtpe FLS.

The focus in this section is on the vehicular heterogeneous networks that, as underlined
before, have different characteristics and requires dedicated solutions. ConsequebthgedrL

network selection solutions for vehicular hetercgmrsnetworks are further anakys.
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3.2.4.2. Fl-based Handover Solutions in VANETSs

This section analyzes FL employment in handover (HO) solutions in the context of vehicular
heterogeneous networks. HO in vehicular heterogeneous networks subscribes to toblel® ip
heterogeneous networks. However, vehicular networks, due to their specific characteristics, need
new approaches.

Chantaksinopas et al[193] proposed a geeral framework for network selection
transparency on vehicular networks considering multiple decision criteria from each of the following
classes: network metrics, device related, user preferences and application requirements. For the
decision making pragss the authors propose FL adahematicamodel. The authors provide only
architectural details of the framework, where decision making is one of the architectural blocks,

leaving the implementation details out of the picture.

Bechler et al[194] employed FL in the network selection in a vehicular communication
scenario. The particularity of the FLS designed to solve the decision problem is that it has actually
two FL controllers connected: AbstractionController and DecisionController. The first one has
multiple inputs representing network metrics and application requirements. The outputs of
Abstraction Controller, link quality and load of network, are the mot the DecisionController.

The information regarding the design of the FLS is very poor. The type of the membership functions,
triangular, is specified and an example of rule from the rule base of DecisionController is given only.
However, although thauthors claim that their solution is for vehicular networks none of these

net worksd specific characteristics is taken in

Ma et al.[195] proposed a speed adaptive HO algorithm for vehicular heterogeneous
networks based on FL. The HO decision is based on a FL decisional system that decides the best
available network and whethéite HO should be done. The input parameters of the system are a
combination of network metrics and application requirements: bandwidth capacity, power charge,
received signal strength (RSS) and delay. No VANET specific characteristics are directlyrednside
in the inputs of FLS. These are incorporated in the speed adaptive strategy that takes into
consideration the high mobility of the vehicles. This strategy is applied in orddentfy the
candidate netwdis that are then ranked BY.S. The membershifunctions chosen for the designed
FLS were triangular and trapezoidal based on the fact that these are known for their good
performance especially in retiine systems. Except for specifying the type of the membership
functions, their parameters are ispecified either, no other design decisions are revealed about the
FLS. The efficiency of the solution proposed is demonstrated against a clagmsdtlsolution for

heterogeneous networks that does not take into consideration VANET specific characterist
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Dhar et al[196] proposed an intelligent scheme based on FL aiming to ensure the always
best connectivity for intelligent transportation systems. In the regsiork selection, the Fhased
scheme considers multiple criteria that subscribe to all the aforementioned categories: network
metrics, device related, user preferences and application requirements. In addition, another criterion
considered relates toANETS: the speed of vehicles. The network selection is triggered by received
signal strength (RSS) and application required bandwidth. Further, network traffic load, affordable
cost and vehicle speed are inputted in a FLS that gives as output the natwoBased on this rank
the best network is selected. The FLS has its triangular membership functions fully described in the
paper. However the selection of the parameters is not motivated. The rule base is built based on the
analysis done in order to pritize the influence of the three inputs considered in ranking the
network. This analysis is performed via Analytic Hierarchy Process (AHP). AHP was developed by
Saaty[197] and its aim is to determine and prioritize the relevance of each criterion that has
influence in a multcriteria decisional process. The authors do not provide any details about the

inference type implemented in FLS or about the defuzzifiegifocess.
3.2.4.3.Discussion

The FL:-based HO solutions for vehicular networks, excepthe solution proposed [£96]
that combines FL with AHP for building the rule base, are quite basic compared to the complexity of
the solutions proposed in general in the wireless heterogeneous networks space. They simply apply
FL without any other techniques. Consequently, thera |t of space for improvement in this
research direction. However, even if the solutions analyzed are not that complex, the results obtained
demonstrate that FL can be successfully employed in solving the network selection problem in the
context of vehicwdr networks. It can be concluded that this is another area in VANETs where FL is
proven to have applicability, area that joins to the large diversity of areas and domains where FL is

used in decision making.

Regarding the design of FLSs, we emphasize atpairsuitability of using triangular and
trapezoidal functions when developing FLSs in the context of HO in particular and VANETS in
general. The description of FL decisional systems lacks in details and therefore best design practices

cannot be underlined
3.2.5 FL Solutions in VANETs | Classification and Lessons Learnt

This section provides a general classificatioh the Fl-based solutions in VANETS,
classification that is not bounded anymore to the context FL is applied in (whether is routing or
handoer, etc.). The classification is based upba analysis performed in thehapteron the Fl-
based solutions in VANETS, and also on otherbialsed solutions existent in thestiiture that are

debated in thisection At the end, lessons learnt based drnhel analysed solutions are presented
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3.2.5.1 Classification
FL applications in VANETS can be classified in:
1 decision making systems
1 control systems
9 prediction and detection systems

The most popular class of solutions is represented byFthbased dedion making
solutions Thus, FL is applied to decide upon the best route choice, or best network to do the
handover to, decide the similarity between the data or decide if the data is trustful in the context of

data aggregation.

The next most popular Fhased solutions in VANETs are tlentrol systems In the
solutions previously analysed, FL control systems or FL controllers were designed for controlling the
access to the medium in the context of VANETs MAC protocols. Anotlangebe of FL in control
process is provided b@hafoor et alin [198], where a FLS is used to control the beacon rate in the
vehicular network, depending on thaffic conditions: in dense traffic conditions the beacon rate is
required to be low, in sparse traffic conditions the beacon rate is required to be higher to increase the
cooperative awareness. The inputs of the FLS designed to control the amount of laeacithe
percentage of the same directional vehicles and the vehicle emergency status. The first parameter is
chosen based on the traffic flow theory of Kerf#€9] that states this parameter is an indicator of
traffic density, while the latter is imposed by the fact that an emergency vehicle has to continue
sending its status in the network. Thus the amount of the beacons is dependent not only on the traffic
densty, but also on the emergency status of the vehicle. This is one of the considerations that
together with the expert knowledge is at the basis of the FLS rule base. The output of the FLS is
represented by the beacon rate. Both, the inputs and the outmuttriengular membership
functions. The inference type of the FLS is Mamdani, while the defuzzification method is COA.

In [200], Milanés et al.proposed a FHbased crossroataversing system for autonomous
cars that aims to improve the traffic flow. The FL controller is used to control the speed of the car
without right of way in accordance to the speed of the car with right of way. The input information of
the FLS is based on the information provided from the vehicular network: the speed and positions of
other vehicles. The FLS has a Mamdani inference type and IM®M/pe system, having 3 inputs
and 2 outputs the throttle (T) and break (B). The membership functions of the inputs are trapezoidal
and triangular, while the outputs have singleton membership functions. The decisions of the FLS

design are not motivateBefuzzification process is based on COA method.
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In [201], Ghafoor et alproposed a FL redundancy controller for controlling the amount of
redundant packets depengdion the traffic density and SNR of the channel. These latter parameters
are the inputs of the FLS, while the output is called the coding density: the ratio between the encoded
packets and the whole amount of packets received. Triangular and trapezoitiaht are chosen
for inputs and outputs considering their computational efficiency and their large scale success in real
time systems. A Mamdani inference type is used in the FLS and a COA method for defuzzification.
The option for FL employment in caotling the amount of redundant packets in order to improve
the network load is motivated by the authors based on the capacity of FL of dealing with the
uncertainty and imprecision, characteristics of the-elianging VANET environment. Moreover,
the autlors emphasize on the advantages of the FLSs/FL controllers that are the modifiability: it is
easy to tune rules, membership functions or even changing the parameters of the system in order to

enhance the performance.

Theprediction and detection solutionsgpresented so far are used to predict acceleration and
speed on one hand and to detect the network congestion on the other hand. In addition to these,
another example of Fhased detection solution is describef6®] and[70]: Bauza et aldesigned a
FL-based system for road traffic congestion detection starting fromehager that FL is a powerful
tool to address complex nondeterministic problems such as the identification of the traffic
congestion. The FLS developed to determine the level of congestion is designed following some
rules of congestion developed by Skycojnp]. These rules express in a linguistic manner the level
of congestion based on density of the vehicles and their speed. Thus, FL appears as the natural tool in
solving this problem. A FLS is designed to be deployed on each vehicle for detecting the level of
congestion around. The inputs of the FLS are the speed of the vehicle and the density that is
determined based on the number of neighboring vehicles detbctemih V2V communications.

The membership functions of the inputs are triangular and trapezoidal. The output of the FLS is the
level of congestion and its membership function is a singleton. Although not specified, from the

description and the results dégd, it is clear that the FLS has a Sugeno inference type.

TABLE 3.1 presents a summary of all the analysed solutions with the emphasis on the class

the solutions subscribe to, problem FL solves and defggisions regarding the FLS.
3.2.5.2 Lessons karnt

Employed in a variety of VANEBolutions, FLhasbeendemonstrateésa powerful tool
that isable to solve a variety of issues in VANET$e following lessons can be learnt from the

study performed on FL solutions in VANETS:
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FL is a powerfulmathematical tool for dealing with imprecision and uncertainty of
VANETs dynamic environment. FL is also able to deal with multiple parameters
that are necessary in order to describe the complexity of VANET enviraament

The two previous considerations plthe fact that FL is a powerful decisional tool
results in the suitability of FL in being employed in making complex decisions in the
context of VANETSs. Therefore, it is not surprisinthat the most popular class of

solutions is represented by the-Basel decision making solutions in VANETS.

FL is a powerful technique for controlling processes that are difficult to model and

this is exactly the case in the VANET environment.

A FLS has a design that allows for flexibility and generality at a conceptual,
structural and architectural level when this characteristic is needed as it is the case in

VANETSs data aggregation schemes.

FLS are suitable to be applied in VANETSs as they have predefined automatic tuning
techniques for adjusting membership functions ardsyuthus for adjusting the
entire system to the evehanging network environment. In a VANET context, +eal
time tuning (i.e. reinforcement learnibgsed tuning) appears to be more suitable
than oftline tuning (supervised learnidgased tuning); excefor the cases where
VANET solution is designed for certain network architecture. Otherwise, in order to
adapt to the diversity of conditions imposed by VANETS, it is most appropriate that
FLS to be reatime adaptive. However, there are not enough studlaged to this
aspect that allows us to say with certainty that a reinforcement |ledrariegl tuning

is better than a supervised learnlmsed tuning. It is still not clear how much the
learning time affects the performance of the FhSuch a dynamienvironment.
Regarding this aspect, the solutions proposed so far imipeselS filtering
technigue in learning as it appears to be faster. In this context, a better option is to
choose a simple retime adaptive FLS architecture as this eliminates the
complexity of leariing algorithms and the time needed for learning, but it might still

provide a good adaptation.

Regarding the other design decisions related to FLS, Mamdani is the most popular
inference type, together with its specific COA method for defigation. The
complexity of this is compensated by opting for singleton, triangular or trapezoidal
membership functions that prove to provide good performance in this context and
due to their reduced computational complexity and efficiency they areciperfe

candidates when choosing to design any FLS used in VANETS.
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TABLE 3.1.FL-BASEDVANET SOLUTIONST CLASSIFICATION

Class Motivation for FL Objective FLS design decisions Ref
) g
Rule base
u functions building Inf_lt_ererelce Defuzz FLS Arch.
. method yp
Route/path selection Trapezoidal
in a unicast topology funpctionS' [149]
based routing protoco| Paramet Manual
- h - - Classic FLS
selection tuning
method not
specified
Route/path selection Triangular Reinforcemen
ina unﬁ:ast topology functions; Expert Tsukamo t learning
based routing protocol Au_torr]_atlc knowledge Tsukamoto to- _based ree_ll [150]
tuningi H- specific | time adaptive
infinity FLS
Route/path selection Triangular Reinforcemen
in a unicast functions; Expert t learning
geographiebased Automatic p Mamdani COA based real 151
knowledge
FL is known as routing protocol tuningi H- 9 time adaptive
a perfect ‘ infinity FLS
mathematical Route/path selection
framework for in a unicast Triangular Expert _ _
decision making geographidbased functions; knowledge Mamdani COA Classic FLS | [152]
based omultiple routing protocol Manual tuning
parameters arfbr _
dealing with Route/path selection )
imprecision and na Un!CaSt Trle_\ngulal’ EXpert )
nondeterministic geographidbased functions; knowledge - COA Classic FLS | [153]
problems. routing protocol Manual tuning
Relay nodes selection :
orstomgthe |, 100
messages to be - ) . .
broadcasted in a funcéf;;t Mamdani COA Classic FLS | [154]
broadcast protocol knowledge
FL-based _ .
Decision Relay nodes selection Triangular
Making for storing the functions; Tsukamo
Solutions messages to be Parameters ) ) :
disseminated in an 6 sel e Tsukamoto . teocific Classic FLS | [232]
infotainment method not P
dissemination scheme specified
Route/path selection d 'tl'nangul_gr |
in a unicast topology anf reatpezq| a Expert Mamdani COA Classic FLS | 1155
based routing protoco| uncEg?g’:& knowledge amaan assic [155]
knowledge
Above reason +
automatic tuning is
possibleand brings . Triangular
an advantage to FL ﬁogféieggtiglegigon and trapezoidal Expert
in VANETSs baced routin P ‘ otgg’o‘ functions; kn ovfl e | Mamaani COA Classic FLS | [156]
adaptability to any 9p Expert 9
kind of conditions knowledge
(e.g. sparse or deng|
network)
Triangular
Deciding upon the functions;
data similarity in data Parameters 3 Sugene :
aggregation Oselection Sugeno specific Classic FLS
method not [157]
FL is able to specified [178]
take decisions base{  Selection of most
on multiple criteria relevant datafrom ) ) ) i
A FL-based the aggregates to be
design allows for further disseminated
flexibility, Trapezoida
extensibility and - | functions;
o Deciding upon the :
generalization data similarity in data 5 Parsargeltegs - - - Classic FLS
aggregation method not
specified
Deciding upon the Trapezoida ) ] _ . [71],
data trustfulnessin | functions; Classic FLS [184]
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data aggregation Parameters|
6 sele
method not
specified
HO Decision:
network selection ] ) ) ) [185]
. HO Decision: :
exc elllzeLnltsn? ch network selection - ) ) ) Classic FLS | [193]
framework for d 'tl'rlangul_gr |
complex decision HO Decision: anfunréitrijoenzgl a
making based on network selection g ;
multiplegparameters and decide if the HO - Paramelters ) ) ) Classic FLS | [195]
that describe the | should be performed 0 hsde €
environment with a method not
degree of specified -
imprecision L . Built upon
HO Decision: Triangular | an analysis ) ) Classic FLS | [194]
network selection functions performed
with AHP
Triangular
Controlling the fugcpomnst . Expert Simple real
backoff interval in a o5 oS oo dge | Mamdani | COA | time adaptive| [196]
The capability MAC protocol method not FLS
to qualitatively specified
capture the Triangular
attributes of a : functions .
control system back(c:)f?fri‘g?e”rlcg tiEea Parameters Expert Mamdani COA t%ngggz;eal
A ptive | [163]
based on observabl MAC protocol 6 s el e| knowledge FLS
phenomena is a method not
mainfeature of FL specified
control The Gaussian
capacity of Controlling the functions; Expert
modelling backoff interval in a Lessons | | —hoT - - [165]
imprecision that MAC protocol learnt from the 9
characterize the literature
network conditions . Triangular :
influence on backoff Controlling the functior?s; Expert Simple real
and contention contention windowin Expert knowledge - - time adaptive | [166]
window a MAC protocol knowledge FLS
Controlling the EL?&%:}I? Expert Simple real
contention windowin ’ p - - time adaptive | [169]
a MAC protocol kn%)\j\tjlg(rjtge knowledge FLS
FL isapplied to
control thebeacon
FL-based rate basedro
Control intelligently Lessons
Solutions combined metrics : learnt from .
and to deal with the Contfr?)llmg the Triangular the Mamdani COA _Slmplg real 170
uncertainty that amo;Jhnt S/ Aﬁégons n functions literature amaant tlmes_s ptive | [170]
characterize the € and expert
relationship betwee knowledge
these parameters
and tre value of
beacon rate
Controlling the speed Singleton,
FLisa of the car without triangular and
powerful technique right of way in trapezoidal
for controlling accordance to the functions; . .
processes thaire speed of the car with Par amet ) Mamdani COA ClassicFLS | [198]
difficult to model right of way in a selection
and linearize crossroad traversing methal not
system specified
1) FL is able to deal
with the uncertainty
and Imprecision, Triangular and
characteristics of ) trapezoidal
the everchanging Controlling the functions
VANET amount of redundant | par a me 1 - Mamdai | COA | Classic FLS | [200]
environment. P VANET selection
2) Modifiability and method not
adaptability ofFLSs specified
controllers: it is
theoreticallyeasy to
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tunerules,
membership
functions or even
changing the
parameters of the
system in order to
enhance the
performance.
FLS with real Prediction Of
time adaptive speeodf ﬁgt(?”%?lt(ectlon Trapezoidal Reinforcemen
architectu_re able to congestiorin a pro function:_s; Tsukamo t learning
deal with the active recovery from Automatic - Tsukamoto to- ‘based real [201]
volatl_le' failure mechanism for tuningi PSO specific | time adaptive
characteristics of - techniques FLS
VANETS a unicast topology
based routing protocol|
1) FL iscapable of
uneertaln Tiangular |
Fragegon | betavir mns g
case) Acceleration tuning using a Expert .
D e?en ccli on 2)FLS is adaptable prediction ~ basic knowledge Mamdani COA ti%isggarpe)g\lle [150]
Solutions | to external changes reinforcement FLS
when combined learning
with learning algoithm
techniques
FLisa :
powertl 00 o cangeen
add(rjests co_mp{_ex ~oad taf trapezoidal ILesston S
nondeterministic oad traffic PR s learn ugene .
problems such as | congestion detection Lefgggrt:(s)rr:émt from the Sugeno spgcific Classic FLS | [171]
the identifica_ation of from the literature
égﬁ gt;asf;filgn literature

3.3. Clustering Algorithms in VANETSs

MANETSs. Lowestld [217] is a stateof-the-art clustering algorithm in adoc networks and was
borrowed in VANETSs from MANETS. Its principle is very simple. The nodes have assigned a unique
fixed id which is broadcasd periodically in the network. The clusters are formed around the node

with the lowest id among them, whids chosen as CH. Although the principle is very simple,

Lowest Idis a very efficient algorithm, more efficient than other clustering schemel, asic

HighestDegree[88], that take into consideratiomore factors[112]. HighestDegreeis another

stateof-the-art clustering algorithm in the area of-ladc networks. Its principle is similar to the

Initial approaches of clustering in VANETs used clustering algorithms designed for

Lowest Id algorithm, but the clusters are formed around the node with the highest number of

neighbors. These two algorithmess stateof-the-art algorithms in the area of 4c networks, are

very often used in the comparisbased assessment of the VANETs clustering algorithms and

served as source of inspiration for many VANETS clustering approaches.

As emphasized before, atiligh VANETS represent an instantiation of MANETS, they have
unique features that need to be considered in order to design appropriate clustering algorithms for
vehicular networksOn one hand some of the VANEharacteristics need to be overcome by the
clustering schemes, such as their rapidly changing topology, high mobility and scalability, while on

the other hand clustering schemes can make use of other characteristics such as predictable mobility
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due to the road t opol oggehaviorrRasedrchers ackmogledged these n s
facts and VANETdedicated clustering solutions have been proposed.

As discussed in Chapter ustering algorithms were implemented in the design of a large
variety of VANET solutions: MAC protocols, routing pozols, data aggregation, security protocols,
inter-vehicle communication, and data and infotainment dissemination solutions and architectures. In
addition, a considerable number afeneric clustering algorithms were defined for VANETS.
Independent of theype of VANET solution the clustering algorithm is designed for, one of the main
purpose of clustering is to achieve network stability. Therefore, the clustering metrics are focusing
mainly on this aspect and they 5 i@degendentlytobtheV ANE"
context inwhich clustering is appliece@. MAC protocols, routing protocolsjc), clustering metrics
focus, in the majority of casesn the same issues and they are similar to each other. They are only
dependent on the ingenidyianodeling of the VANET environment and they are different from
solution to solution as researchers are experimenting in trying to find the best clustering metrics to
express the dynamicity of the VANETSs. Similarly, in clustering performance assesssily u
first the network stability achieved is measured and then, the overall assessment of the clustering
solution is performed (the overall solution where clustering is integrated; e.g. MAC protocol, data
aggregation, etc). All these considerations aldar a uniform analysis of clustering algorithms in

VANETS, independent of the type of solution/application in which they are integrated.

After an overview of VANET clustering solutions in the literature, a very broad
classification is provided here andeveral approaches are presented for each class for
exemplification. The classification is made based on the cluster formation criterion: is the cluster
formation dependent on some fixed structures such as road segments, grids, etc, or is it independent
onany kind of structure and it is just folling the traffic flow, vehiclenovement? In the first case,
vehicles from the same structure (road segment, grig, are grouped into a cluster. Thus static
clusters are created bounded by this structure. Tdrerefve called this type of VANET clustering
algorithm under the generic name of static clustering algorithms. In the second case, cluster
formation does not depend on any type of structures. Clusters are created by following the movement
of the vehiclesvehicles with similar mobility patterns such as neighboring vehicles are grouped into
clusters through exchange of clustering messages. In this type of approaches there is usually a
beaconing message (a periodically broadcasted message in the networlditteemtby the
unclustered vehicle, either by a CH or a node with extsponsibilities in the cluster. In the absence
of predefined structures, this is nhecessary in order to announce the availability of joining the cluster
or the availability of a clustein zone so that a vehicle can join a cluster. The clusters created
following this approach are mobile clusters, following the mobility of the vehicles and therefore we
name this class of VANET clustering algorithms, mobile clustering algorithms.
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3.3.1. $atic Clustering Algorithms

Cherif et al. [115] propose a CHbased clustering algorithm where the cluster formation is
depended on fixed road segments. The communication area where vehicles can be reached by RSU
via multi-hop communications called extended communication area. This area is split into fixed
length segments, vehicles located tile same segment forming a cluster. Beside CH and simple
cluster member, nodes can have another status inside a cluster, calledesuper. This ig node
that has been a CH and is yielding the job to another node. Inside the cluster, a main area of interest
is conceptually partitioned in the centre of the segment. This area is called central zone and has the
radius equal to the transmission rangenital zone has an important role in the distributed election
of the CH. Initially, each member in the cluster estimates the time period it is going to spend in the
central zone. The main principle behind CH election algorithm is to choose as CH the wéthicl
the highest probability to spend the longest duration in the central zone. The speed and the position
of the vehicle are also taken into consideration. All these parameters are used in the computation of
each vehicl ebds el e c hithe CH fs sseldctedr After hats eadh vehicle wh i
periodically examines its status and, by using the laws of uniform motion from PIQ&@s © & 0 'Q
i N Q&WBAQ§ redicts its future position in the immediate next moment of time. If a CHlats
that it will be leaving the central zone in this moment of time, it will resign as CH, and a new CH is
elected following the same procedure.

The proposed algorithm takes into consideration the high mobility of VANET nodes and
movement predictability Algorithm assessment is performed both via general topdiaged
metricsT6® O and network metric§ overhead,end to end delaynd delivery ratia These are
evaluated in relation to network density, but it is to be mentioned as a limitation thbafatiie

solution is not compared against any other clustering scheme.

Luo et al.[95] propose aCHhased <clustering algorithm wh
based on square grids. The geographical area is divided into a subset of square grids. All the vehicles
pertaining toa grid form a cluster. The vehicle having the closest position to the centre of the grid is
elected as CH. This clustering scheme is implemented in a cluster and puesitimh routing
protocol dedicated to VANETSs and claims to reduce the overhead aret gatikery delay. CHs are
the main data forwarders, a packet is sent from CH to CH until it gets to the CH that governs in the
cluster where the destination node is positioned. The performasessaent is not very thorough
the authors presenting juss@all analysis where they make some obsernaéibout their algorithm
in comparison with statef-the-art routing algorithms. Moreover, the clustering scheme netties
to address any of VANEThallenging characteristicsior takes advantage of any of/ANET
characteristics. Tus, the clustering schentey itself is not VANET dedicated, but the routing
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protocol is taking advantage of the vehicl eds
integrated in their OBU.

Ramakrishnaret al [103] adopt a similar approach in their proposed-iided clustering
algorithm to the one previously discussed: cluster formation is based on road segments called
clustering aras. However, these clustering areas are not assigned with a fixed length value. Their
size varies depending on the average speed of the vehicles within them. If the average speed is small
then the cluster size is smaller, otherwise bigger. Howeverndtisnathematically described what
smaller or bigger means. If an RSU is inside a cluster, then this is elected as CH. Otherwise, CH
election is based on a single metric that isvislecity. As the clusters are static, the vehicle with the
lowest speed ithe cluster is going to spend the more time inside the cluster. Thus this vehicle is
elected as CH. However, although thé00 ¥ reduced, is not clear how the fact that the position of
CH related to the other cluster members is not taken into consideration is affecting the
communication btween CH and cluster membePerformance assessment is done via topology
metrics only, whih are quite different than the ones typically used. Instead of measuring directly the
rate of changes in CH or clusters, the times of creation of clusters or the time of electing CH is
measured. However, these are not good measurements of the stablilistars; instead these assess

the initial performance of clustering.

Tung et al[124] proposed a clustering algorithm designed in the conteah dfitersection
collision avoidance service. This clustering algorithm is employed in the design of a novel VANET
WLAN -cellular architecture. This architecture is based on a heterogeneous network: LTE and WiFi.
The communication messages inside the cla@stedone via WiFi and they are called beacons, while
CHs only are using the LTE interface for communicating with the base stations. This algorithm
bridges the two types of clustering algorithms as it uses both static and mobile approach. On one
hand, theclustering is bounded by the so called service region, region that is placed in the nearby of
the intersection, but on the other hand it follows the mobility of the vehicles taking into account their
direction. The proposed clustering algorithm is verycjgeto the solution built within. However, it
indicates an efficient modality of bringing LTE in the vehicular networking context, as at this
moment it appears to be more likely that LTE cannot handle the multiple messages that can be
generated in VANETespecially during rush hours and in the traffic collision related applications
when a huge number of messages can be generated. This solutioeceaegtby the one proposed
in [213] that hasemployed a clustering algorithm to design a EMWMAVE network architecture
dedicated to multimedia delivery. This latest work uses a similar principle [@44hand [215],
where a generic VANET UMTS8VAVE architecture based on clustering is designed, but thstea
3G brings 4G in the VANET context. The principle of these three works differ Trong et al.

solution[124] by delegating the responsibility of communicatiognfrastructure (via 3G or 4G) to
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another node, a gateway node, while CH is the main forwarder of messages inside the cluster.
Multiple metrics are involved in both selection procedures: CH and gateway node as both states are
of great importance. Indepdently of the type of node that has the responsibility of communicating
with the infrastructure, CH or gateway, there is a single node in each cluster that is accessing the
cellular network interface. This leads to @ptimized architecture thas also poven to be reliable
evenfor applications that requimich content such as multimedia applications.

In [124], the procedure of selecting the CH is based on desmetric: the proximity to the
base station. The algorithm is evaluated in the context of the overall solution using solution
dependent metrics. Although WiFi standard is chosen for theviatécle communications, the
authors suggest that this can belaeed with V2V communication (IEEE 802.11p). Such
architecture is used in thelustering solution proposed ifil27]: IEEE 802.11pi V2V
communicatiori for intra-cluster communication and LTE for the communication between CH and
base station. This algorithm is a generak@s$ed clustering algorithm for \METSs. The clustering
metrics are not clearly stated, but the CH is selected following the same policy as above: minimum
distance to the base station. The algorithm is evaluated in terms of both rebeoific

performance metrics and topoleggsed perfanance metrics, namelg: "'O)6 “#nd0 € &
3.3.2. Mobile Clustering Algorithms

Ucar et al[128] proposed a mobile clustering algorithm in the context of a safety message
dissemination solution. Similar to the last approaches discussed in the Static Clustering Algorithm
section, this algrithm is used to create a hybrid architecture that is aniLTEEE 802.11gbhased
architecture. The clustering is based on the exchange of hello packets containing the clustering
information. The vehicles are clustered in a rAotip fashion around a ches head that is elected
based on the relative mobility metiicthe average relative speed with respect to the neighbouring
vehicles. The novelty as compared to other clustering schemes is the fact that it allows for fast
connection with the neighbour thia already a cluster member or a cluster head rather than a multi
hop connection with the cluster head. Moreover, LTE is employed if IEEE 802.11p is not available
or overloaded, this being a novelty as compared to the other hybrid architectures, eteei o
offload into LTE in case IEEE 802.11p is overload€de algorithm is evaluated in terms of both
networkspecific performance metricsuch as overhead, delay and data packet delivery ratio that are
also a measure of the overall solutioand tgology-based performance metrics, namaly:O0
0 0 @nd 6 00 .YThe evaluation is comparisdrased against the clustering scheme proposed in
[118] that wa adapted to have an IEEEB02AT{E hybrid architecture and the previously
mentioned solution[215] that originally has an IEEE802.1APMTS architecture, but in the
evaluation it was modified to an IEEE802.ATPE hybrid architecture. The proposed algorithm
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outperforms these schemes imterof solution/network specific metrics and the authors explain the
success of their algorithm based on the fact that it is most successful in achieving a better clustering
stability that was measured through the topology metrics.

Suet al.[89] proposed a CHbased clustering algorithm in the design of a dedicated VANET
MAC protocol. The cluster formation is based on beaconing messages (an iniishgee
periodically broadcast in the network either by a vehicle recently entered in the nemaylCHs)
and other cluster messages among the shraetion neighbours. Thus in cluster formation the main
criterion considered is the direction of the wis based on the assumption that vehicles flowing in
the same direction have similar speeds and moving patterns that are regulated by the traffic rules.
Another criterion considered in cluster formation is signal strength and its role is revealedextthe n

paragraph.

The possible states of a vehiclede in this clustering algorithm are: CH, qu@sl, cluster
member and quasiuster member. Each vehicle is seen from the moment of entering on the road a
potential CH, so it receives the qu&sil state. Ifafter a predefined period of time it does not receive
any validinvite-to-join beaconing message from a CH, the vehicle elects himself as a CH, otherwise
the vehicle joins the cluster and its state changes to cluster member. Note thatvitetd-join
message must have the signal strength greater than a predefined threshold. Thus the size of the

cluster is determined by the signal strength threshold.

This algorithm is among the first mobile VANET clustering algorithms. Its principle is
simple, the onlyclustering metrics considered atieection andsignal strengttand the CH election
is very simple, no decision process based on multiple metrics is involved. However, it is the first that
considered direction metric in clustering the vehicles. In adglitiois is the first approach in the
literature that thoroughly defined some of the most popular general topology metrics in VANETS:
0 "'Oand 6 "YAlso, they defined twaelative topology metrics, previously discuss&tY w dand
'Y "YO. These meics are used to illustrate the performances of the clustering algorithm, but no other
clustering algorithm is used as reference. The focus of the authors is on testing the MAC protocol
where the clustering solution has been integrated. Tests show th&8AKRl protocol outperforms
the standard IEEE 802.11p.

Kuklinski et al. [113] proposd a mobile clustering algorithm where mobile clusters are
formed by the neighbouring vehicles through beaconing and other message exchange. Multiple
clustering metrics are consider@ocreating stable clusters such as: connectivity level that is actually
measuring the density, link quality estimated by SNR, relative nodes position and the prediction of
this position in the future (based on speed and position) and nodes reputatiopdyuilbe history

of node connections. The prediction of vehicle positions aims on one hand to avoid situations like
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clustering the vehicles that are moving in different directions with high speed. On the other hand, it
allows for clustering the vehiclebét are moving in different directions but with a low speed (e.qg.
vehicles in traffic jam). This approach leads to a greater stability of the clusters. Moreover, in order
to avoid a high rate of relusterings, a node is given three possible states, @xgape CH state:
member, candidate and visitor. Vehicles must prove they are potentially stable members of the
clusters before they can join. First, a vehicle is in the vistade then after a time threshold is given

the candidate state and only afégplying the other clustering metric (connectivity, future position,

etc), its state is changed into a member. Candidate and visitor nodes do not have the same rights as
members do. They are not provided with the services that are provided in thearidsteey only

have the right to exchange clustering messages. CH election algorithm is not described, although in
each cluster a vehicle is assigned with this role. In addition, it is not clear thbh CH
responsibilities arelThe proposed solution is egpared against the statéthe-art algorithm, Highest

Degree and proves better performances in terras ®#ndo "O0 tdpology metrics.

Almalaget al.[114] introduced a CHbased clustering algorithm designed mainly for urban
scenarios that uses traffic flow in cluster formation. The authors focus on the CH election algorithm
as it is a welknown fact that stable CHs conduct to stable clusters. This algorithm is based on
multiple clustering parameterdensity distance between vehiclepeedandlane of travelling This
last parameter is a new parameter considered so far in the clusteringsemehthe key novelty of
the algorithm. The rationale behind considering this parameter is that CH should be selected from a
lane that the majority of vehicles are travelling in. Each vehicle first determines its own lane. Then
each lane, referred as fiiafflow, is given a weight. It is not explained what is the rationale behind
wei ghtsé assignment for each traffic fl ow. T
number of vehicles it is connected to (density), the comparison of its spegxhrea to others
within its range and the comparison of its distance from all other vehicles within its range and on the
other hand all these parameters but within their own traffic flows. The first group of parameters are
multiplied with the traffic floweights and then added to the second group in order to obtain the CH
level of each vehicle. The vehicle with the highest CHL is selected as CH.

The proposed algorithm is compared against other three algorithms: tHenoweit Lowest
Id, Highest Degree andgainst what authors generic named the Utility Function algorithm for
VANETSs. The latter clustering approach was proposedli?] having as models Lowe Id and
Highest Degree anid probably the first clustering scheme proposed for VANETSs. The focus in this
scheme is fully on the CH election that is suggested to be chosen for VANETS as the vehicle having
the speed closest to the average and the distance betelgeles/ closest to the average. Although
the authors do not provide details about what closest to the average means, they state that simulation

results show better performance of their approach compared to Liovaesl Highest Degree. In the
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performance ssessment of the traffic flow based algorithm, the authors use their own understanding
of what closest to the average means for both speed and distance parameters. This is the same
understanding that they used for implementing their own algorithm wittecesp speed and
distance metrics. The traffic flobased algorithm outperforms all three algorithms (i.e. Lowest Id,

Highest Degree and Utility Function) in terms of the topology metric @sé&d@ .Y

In [109], the authors introduceahother mobilitybased clustering algorithm for VANETS
with focus on the stability of the resulted clustered network. The novelty of the algorithm consists in
employirg affinity propagation[212], a clustering technique that is borrowed frdhe data
clustering field. Same pattern for clustering formation is followed as in tiner structurdree
discussed algorithms: exchange of clustering messages between vehiclespimeighbourhood.
Direction is the first parameter considered in clustering formation: the vehicles form clusters with
their -hop samedirection neighbours. Ehfocus is again on the CH election algorithm where the
affinity propagation technique applies. This technique is based upon a similarity function that is
tailored for VANETSs. Thus it is based on the Euclidean distance between the position of the node
and the positions of its sarmirection neighbours and the Euclidean distance between the next
position of the node and the next positions of its sdimextion neighbours. The efficiency of the
algorithm is demonstrated against the previously discussedritigstdgorihm proposed irf89]
applying the most popular topolotpased metricsd 00 6 0 § 0 € dand 6 "O06 “Mn [121] the

efficiency of this algorithm is demonstrated against two more clustering algofthi#sand[216].

Goonewardene et aJ]94] proposed a mobile clustering algorithm based on exchange of
clustering messages betweetndp neighbours designed with a robust aalipty to mobility T
RMAC (i.e. the robust mobility adapte clustering). The algorithm is designed to support
geographic routing, although no routing protocol is proposed. An unclusterd node first makes a list of
its 1-hop neighbours that answer to its beaconing messages with a message containing their speed,
location and direction of travelling. Based on these metrics, the list is then sorted so that the most
appropriate neighbour of the unclustered node to be selected as its CH. The appropriateness is
decided as follows. First thpositionparameter is consided. Based on this tHeuclidean distances
computed between the node and its neighbours. If the distances are comparable, then the next
parametersspeedandlocation are considered. Based on these two parameters the next locations of
the node and itsaighbours are computed. The first neighbour in the list, the most appropriate to
become the CH, is the one closer in the current moment of time and in the next one. This is quite a
new approach in the literature, as usually a CH is elected in the clastt bn some values (id,
computed weight using different techniques) that applies globally. The clustering algorithm proposed
here is nod®rientedi node precedence algorithinas each node elects its own CH. If the first node

in its 1-hop neighbours liss already a CH then the unclustered node becomes a member of its CH
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cluster. Otherwise, the vehicle selects this node as its CH and e new cluster is formed. Thus, beside
cluster member and CH, a node can be in a dual state that is when it is a CHisiEraarld a
member of another cluster. This leads to overlapping neighbouring clusters and no message overhead
in case of a cluster member trdimi to a neighbouring clusteknother novel concept introduced by

this algorithm is the zone of interest thetables each vehicle to keep an updated table of its
nei ghbours that goes beyond their transmissio
times their transmission range. Thus vehicles have prior knowledge about the network while they are
travellinginto the neighbourhood whicls translated into an optimized and smoother process of re
clustering. The algorithm is compared against anrilgo proposed by Basagfl20] that is

shortly called DMAC (Distributed and Mobility Adaptive ClusteringPMAC is a generalised
clustering algorithm designed for MANETs where the CH election is done globally and is net node
oriented. Each vehicle has a weight assiec. The clustering process begins with each node
examining the weights of all nodes within its own transmission range. The node with the highest
weight becomes the CH. This algorithm can be tailored for VANETS where the weight of a vehicle

is calculatedising metrics such as distance/speed/acceleration. RMAC outperforms DMAC in terms

of 6 0 ) and in terms of another topology metriode reclustering time

Hafeez et al[171] introduced a clustering algorithm in the context of a new MAC protocol.
Vehicles are organized in clusters on the basis of the beaconing and clustering messages they
exchange in their neighbdhood. The focus is again on the CH election as CH is assigned with the
main organizing and communication roles inside its cluster. The vehicles can have 5 different states:
lone (not clustered), member, temporal CH, backup CH and CH. Temporal CH aogd R&tkoles
aim to provide on one hand a stable CH in the cluster, a tempdraiuSt prove that it is the most
stable selection, and on the other hand to ensure a smoothereldtien, backup CH is ready to
take over the CH role. CH election algoritisrbased on a weighted stability factor that is built upon
the exponentialveighted moving average of the previous stability factors. Stability factor is
computed for each vehicle and it is based on the relative movement between the neighbouring
vehicesef |l ected in the average speed difference
speed. The novelty of this clustering scheme consists in the technique implemented in order to
provide a smoother CH 4@ection and consequently to improve the clustability. Basically, this
technique states how backup CH is taking over the CH role. The implementation of this technique is
based on & LSt hat ai ms to predict and |l earn driverds
speed of the vehicles aremsputed. If in this next moment of time if not all the menshar its
cluster are in its range anymore, but they are still in the range of the backup CH, then CH hands over

its role to the backup CH.
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The proposed clustering solution is assessed usiagga variety of metrics from all the
classes presented. Thus, the MAC protocol integrating the clustering solution is assessed as well.
However as our interest relays in the clustering schemes we mention the tdpssegymetrics
employed in assessmerit:"O) 6 "Y6 O 0 The proposed clustering algorithm is demonsttao
overcome the performancd another clustealgorithm designed for a VANEMAC protocol [89]
that was previosly discussedMoreover, the MAC protocol based on the proposed clustering
solutionshows better performantean the protocol used as comparison.

Wahab et al[122] is a very recently proposed twmwp CHbased clustering scheme for
VANETSs that is also incorporating computational intelligence. This is one of the proposed clustering
algorithm novelties: # employment of Ant Colony Optimization in selecting the nodes having a
state called multi point relay. These nodes are selected by CH focluségr communication. The
other novelty of this approach consist in building 5 new clustering metrics maittetth&/focus on
Qo0S. The most complex one combines bandwidth, connectivity and mobility metrics specific to
VANETS (i.e. relative speed and distance). The output of the model is a QoS factor that is computed
for each vehicle. Each of these models can bwl@yed in further Qo%riented clustering
al gorithms for VANETSs, the authors describing
factor is used to elect the most suitable CH and the multi point relays, while the clustering formation

is done only on thbasis of 2zhop neighbouring.

The clustering algorithm is designed in the context of a new routing protocol dedicated for
VANETS that derives from a MANET routing protocol designed to impiQe&S, QoSOLSR that
on its turnderives from thestateof-the-art routing protocol for MANETS, QLSR (Optimized Link
State Routing). Thus the performance assessment aims to demonstrate on one hand the efficiency of
the clustering algorithm in terms of network stability and on the other hand to provédbeaey of
this algorithm in the designed routing protocol. In the first case, the performance is tested using a
solutiondependent topology metric defined by the authors that is generic entitled stability. The
metric is highly dependent on the clustgriparameters. e authors show the performaraethe
algorithm in terms of stability and network metriesg; packet delivery ratio) in fivdifferent casge
corresponding to the fivdifferent clustering metrics models. No comparison is done with other
clustering schemes. The comparidmsed assessment is done only when showing the performances

of the overall solution. The clustbased routing protocol outperforms QOESR and OLSR both.
3.3.3 Discussion Future Directions

The start of aoadmap of clstering algorithms in the MNET research area can be roughly
placedin 2005 when the first studies have been performed by employing Lowest Id and Highest

Degree in VANETSs scenarios and by suggesting new approaches thatodladse (e.g[112]).
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Actually, most of the VANET mobile clustering algorithms are using the basic principles that
fundamenthe Lowest Id and Highest Degree algorithms. Back in 2005 sortieeahain clustering
challenges in VANETs have been outlined as well: rapidly changing topology of VANETS,
scalability, multiple services to be provided with different requiresi@i8]. Since then, clustering
algorithms evolved, many approaches have been proposed to tackle especially the rapidly changing
topology of VANETs. More and more mobility parameters have been considered in clustering:
direction, lanes spe@, position predictedspeedand positionand combined with other parameters
suchbandwidth connectivity(or density of the vehiclgsindsignal strength These parameters are
mainly considered in selecting the nodes with essponsibilities in the chier, especially CH. CH
election algorithms are of high importance and some of the researchers are actually focusing on this
aspect of clustering only. Usually CH has the main responsibilities in the cluster and therefore a
stable CH is required. In additi, the stability of CH is highly influencing the stability of the cluster
itself, as most of the times when CH iselected a cluster reconfiguration is required, too.
Therefore, researchers employed all kinfitechniques to combine the clustering paeters and to

decide which is the most suitable CH. The predominant techniques are utility functions and weight
based techniques, but recently more innovatory techniques such as Affinity Propagation have been
employed109], [121]. One of the newest trends in VANET clustering algorithms is the employment

of computatbnal intelligence such as FI[171] and Ant Colony @timization [122] in some
secondary roles in clustering such as predicting the futnsiigns of the vehicles. Ftecisional
systems, known as very powerful decisional syst@msld be further employed as main player in

CH election algorithmsFL is the perfect mathematical fmework for dealing with imprecise
information such as the one used in clustering (it is impossible to gwéoesely how each of the

clustering parameters influence the stability of CH) and with multiple parameters.

Another trend in VANET clustering isi¢ employment of clustering algorithms in designing
reliable and efficient VANET architectures that bring together multiple access technologies. The
need to converge multiple types of technologies in VANET context in order to enable the diversity of
vehicdar applications is underlined more and more in the literature and is also enforced by the low
penetration rate of the WAVE technology. Thus, design techniques of VANET architectures that
bring together multiple access technologies are of high interest, WANET clusterbased 3G
WAVE architectures were envisioned and very recently, VANET chiisised architectures using
4G together with other technologi€g/LAN or WAVE) were proposedDue to its superior
suitability for VANET environment compared to 3€chnologies, the interest in bringing LTE in
vehicular networks is far higher and considerable research efforts are ditnie dgirection[26].
Although, LTE ha high data rates and supports high mobility, it does not support direct

communication between vehicles and from the studies performed so far it appears that it also cannot
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support the high number of messages exchanged by vehicles in certain scenamashégurs,
applications that request an exchange of many messages such as collision avoidance applications). In
addition, statistics have shown that the huge growth in mobile data will be almost impossible to be
accommodated in delar networks[219]. Therefore, if brought in the context of VANETS, either

3G or 4G (LTE) technologies, these technologies need to be used in an optimum manner and they are
mostly suitable for the communication between vehicles to infrastrudtuj®28], LTE is used in

CH-CM communication if IEEE 802.11p is not available at i§ overloaded. This is a novel idea of
offloading.

The clustetbased solutions presented in this chagemonstrated that clustering is suitable
for designing multiple access technologiesed VANET architecturewith the aforementioned
recommendations. Two instances of this type of architecture can be outlined: one in which the
communication with the iméstructure is done via CHs and the other one in which the

communication with the infrastructuiedone via gateways

In conclusion, the future directions in this research area of clustering in VANETs can be

summarized as follows:

1 More mathematical framewks incorporating computational intelligence should be
experimented in trying to find the most appropriate method of combining the
clustering parameters in order to obtain stable CHs and stable networks;

1 A direction to be followed is the one that relates clustering capabilities of
conducting to a reliable and optimized design of VANET architecture based on
multiple access technologies that is able to support the diversity of VANET
applications. A comparison between the two outlined instances of VANETecl
and multiple access technologiigased architectures diverse scenarios and
application types would be of high interest. This research direction could lead to a
generalized VANET cluster and multiple access technoldmissd architecture or
to guidelines in designing this type of architectures that are applieatiented,

adapted to the type of application aiming to support.

1 Performance assessment as underlined in Chapter 2 is a big issue in VANET
clustering algorithmsThe analysis of the VANETIustering algorithms conducted
in this work, leads to the idea that there is a need of standardizing clustering
performance metrics, especially the general topology metrics. In addition, there is a
huge need of traffic and mobility models fperforming he testing of VANET

clustering algorithms.
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3.4. Chapter Summary

This chapter presented and discussed related works in three main areas: green transportation
solutions based on VANET, FL applications in VANET and clustering algorithms based on VANET.
VANET-based green transportation solutions are classified in two main categorigsutiug
solutions and ecdriving solutions. Most of these solutions are dedicatemhteynal combustion
enginepowered vehiclesbut the current trend of designing susblutions for EVs a class of
vehicles that would highly benefit from energy efficient solutions is also identified. In this class,
electric bicycles are mentioned as having different characteristics when compared to electric cars.
Although these are the miopopular among EVs, they have been neglected so far in the context of
VANET research.

FL solutions in VANETSs are thoroughly analyzed with the emphasis on how FL is employed
in solving the issues in a large variety of VANET applications, but also oneigndof FLS for
each of the solutions. Although the analysis of the solutions is made in their specific context, a
general classification of FL applications in VANET is outlinddcision making systems, control
systems, respectively prediction and detectsystems. The most popular class of solutions is
represented by the Hhased decision making solutions. Thus, FL is applied to decide upon the best
route choice, or best network to do the handover to, decide the similarity between the data or decide
if the data is trustful in the context of data aggregatiessons learnt are presented among which
the fact thatFL is a powerful mathematical tool for dealing with imprecision and uncertainty of
VANETSs dynamic environment. FL is also able to deal with iplgltparameters that are necessary
in order to describe the owplexity of VANETS environmentThe two previous considerations plus
the fact that FL is a powerful decisional tool results in the suitability of FL in being employed in
making complex decisioria the context of VANETS. Therefore, it is not surprisingly that the most
popular class of solutions is represented by thd&ded decision making solutions in VANETs.
summary of all these solutions and their distribution in the identfestes is resented in TABLE
3.1

At the end of the chapter, VANEBased clustering algorithms are analysed. Clustering is
employed in a large plethora of solutions in VANET having many applications. From this point of
view there are two main classes: generic cluggesolutions, but also applicatidrased or solution
integrated clustering algorithmdndependent of the type of VANET solution the clustering
algorithm is designed for, one of the main purpose of clustering is to achieve network stability.
Therefore, tkb clustering metrics are focusing mainly on this aspect and they reliie Y(ANET
dynamic environmest This allowsfor a uniform analysis of clustering algorithms in VANETS,
independent of the type of solution/application in which they are integiétedanalysis is focused

on the cluster formation techniques, but also on the performance assessment as there are no
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standardization or general guidelines in the literature to cover this aspect. A broad criterion in the
cluster formation was used to clagsihese algorithms in two main classes: static clustering

algorithms, respectively mobile clustering algorithms.
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Chapter 4

PROPOSEDARCHITECTURE AND ALGORITHMS

This chapter presents the architecture and algorithms of the propossiigent Advisory
Solution for Bicycle Ecoiding and Ecerouting over vehicular networks. This solution encompasses
the major contributions of this thesis Speed Advisory System for Electric Bicycles (SAEDgt
consists of a Green Optimal Speed i8dwy solution for Electric Bicycles and a fased Weather
Aware Speed Adaptation Policy for Electric Bicycles,Eaergy Efficient Weatheraware Route
Planner solution for Electric Bicycles (e€WARPBhat provides offoute assistance to the cyclists
and a FL-based Clustering Scheme over VANETs (Fuz¢@NET). SAECy exploits the traffic
light to vehicle (I2V) communication aiming to provideronte assistance to the cyclists in order to
both reduce the energy consumption of the bicycles and to improveyitieng experience. FuzzC
VANET can be employed for information dissemination in the Speed Advisory System in order to

enhance the performances of the system.

4.1.0verall Architecture and Network Model

This thesis proposean Intelligent Advisory Stution for Bicycle Eceriding and Ece
routing which provides osroute or ortrip assistance and efbute or prerip assistance for
bicycles in general and electric bicycles in particular. The aim of the solution proposed is to

i ncrease userg/ cegyxcddrsitedbrsceriaind reduce the <cycl
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bicycles, respectively to decrease the energy consumption in the particular case of the electric

bicycles.
Of f_- route Route
assistance inf or mation
Weat her server Rout e-awar e Recommended departure

time for eco-routing and
increased user

' satisf action
h

weat her information

Internet

>
Q
5 Recommended speed
o o for eco-riding and
Tr_aff ic Light 4 reduced waiting time

phiasing & weat her at traffic lights
. SAECY 4

On-route
assist ance

Figure 4.1.  Overall Solution Architecturand Network Model

The onroute assistance is provided during the cycling throu@eedAdvisory System
for Electric BiCycles (SAECy). SAECy exploits the traffic light to vehicle (I12V) communication
aiming to reduce the energy consumption of the bicycles and to impdeve &/@ing experience
Based ontraffic light phasing obtained viRY communicationsthe solution recommends strategic
riding (i.e. the appropriate speed) when bicycles are approaching an intersection to avoid, if
possible, stopping and starting duered traffic light signals, which are high power consumption
scenarios. The proposed approach includek-hasedspeed adaptation policy independent of the
traffic light phases which is windware as among all the vehicles, bicycles are the raffscted
by the wind This policy provides a better speed adaptation to the wind conditions leading to
increased savings in energyhe wind information can be received from traffic light aggregated
with the traffic light phasing information, if available, or W&V communication from clustered
vehicles. Clusters are used to optimize information dissemination and solve scalability and stability
issues in VANETSs. They are also known as being able to provide hightly-date and localized
information of all typesSuch a type is the weather information. The performances of SAECy can

be enhanced by obtaining lodzdsed wind information in a clustered network obtained through the
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proposedruzzy Logic-basedClustering scheme fovANET (FuzzGVANET). FuzzGVANET is
a general clustering scheme that extends its benefits on all types of vehicles and that has as main
objectives to solve some of the biggest challenges of VANETSs scalability and stability issues.

The offroute assistance of the proposed solution is provided by a sosejy-efficient
WeatherawARe routePlanner solution foElectric bicycles ¢ WARPH. eWARPEmakes use of
weather information in order to recommend optimal departure time that alowdist to avoid
adverse weather conditisrfsuch as wind, rain falandincreasethe energy savings of the electric
bicycle. Note that the departure time is in a ws@rfigurable time interval. Wind in particular has a
great influence on the electriicycle power consumption. Therefore reduced wind speed and a
more favorable wind direction are preferable not only to improve the cyclist experience, but also to
save the bicycle battery powedWARPE represents a step forward for the cycling route planne
going beyond planning the route itself (how to get from point A to point B). eWARPE is planning
the optimal departure time for the route: when to leave from point A to get to point B on the
previously planned route in order to avoid the adverse weathelitions and tincreasehe energy
savings. Moreover, to the best knowledge of the authors, this is the first route planner that is
targeting electric bicycles. However it can be used by all cyclists in general, energy saving being

translated into cyat effort reduction.

The system architecture of the overall Intelligent Advisory Solution fofrkiiog and Ece
routing solution is presented Figure 4.1 It can be seen from the figure that prior the cycling
journey, eWARPE recommends a departure time based on the information received from the
weather server and route information in order to help cyclist avoid as much as possible adverse
weather conditions. Qe the cycling journey starts, the-moute assistance is activated. SAECYy is
responsible with providing eroute assistance and Fuzx@NET can be also involved in this.
SAECy is communicating with the traffic lights in order to retrieve traffic lighspigainformation
and weather information that is referring to the wind. Highly accurate wind information can be also
retrieved from the clusters created based on FRMZRET. Figure 4.1 shows how the cluster head
from such a cluster communicates the weather information to the bicycle. As shown in the figure,
this solutioncan be deployed on the cyclist smartphone that can be easily mountedbacythe
handlebar. The smartphone is considered to be configurededscéevon board unit and h#SEE
801.11p Wireless Access Vehicular Environment (WAVE) suppbB]. This configuration
enables the smartphone receive messages from the Road Side Units (RSU) associated to the

traffic lights via IEEE 802.11p communication interfacel messages from other vehicles

Next, each of the aforementioned contributions, SAEEWARPE and Fuzz8ANET, are

described in more details, with the focus on their architecture, functionality and algorithms.
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4.2. Speed Advisory System for Electric BicyclesSAECy

4.2.1. SAECy Overview

This section presentan overview of the proposedpeed advisorysystem, depicted in
Figure 4.2 its main inputs and its functionalittp AECy recommend the cyclist the appropriate
speed when approaching a signalled intersection in order to avoid stopping at the traffic light. This
is the main function of any GLOSA system designed for vehicles in general. In addition to this main
function, SAECy includesa secondary functiowhich increases the benefits in terms of energy
efficiency. This second functionality of the system is providingadditionalrecommendation to
the cyclist: the advised speed is communicated in terms of maximum speed, and the cyclist should
not exceed the indicated speed limit in order to increase the energy sawisgsecondarfunction
is provided by a E-basedwind-aware speed adaptation policy, is weather dependent, and does not
relate to the traffic light phasing. Its aim is to provide a better adaptation of the bicycle speed to the
wind conditions with the purpose of reducing the energy consumption. Amotig alkhicles, the

bicycles aremostly affected by the wind

Traffic Light
Controller with SPaT
interface
EY

((.) SPaT + Gl D +wind info
) message
| EEE 802.

Bicycle current speed
and location, road
gradient.,

g

Advised Speed

~3:: Telematics

peripherals(e.g —
speedometer, GPS) T

Figure 4.2. SAECyT Overview

Figure 4.2 presents an overview of SAECy thaan be deployed on the cycliss

smartphone that can be easily mounted on the handislsrown in the figurdt is also shown the
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communication of SAECy with two other components that are providing its inprafic Light
Controller and Telematics Peripheraldvore details about thiare next presentetlhe smartphone
SAECyYy 06s d eipdomsigesed to denconfigured as a vehicle on board unit and has IEEE
801.11p Wireless Access Vehiculanvironment (WAVE) support being able teceive messages
from the RSUs associated to the tfaf lights via the IEEE 802.11p communication interface.
These messages are generated byf'th#fic Light Controllercomponent that is associated to each
traffic light. The Traffic Light Controlleris considered to have a SPaierface, thus able to
gererate and transmit the standardized SPaT and other associated messages sugtfeasagH3

Moreover in vehicular networking, the infrastructure, such as traffic lightsjisseminate
updated and relevant weather informatibatcan be easily obtaidefrom local weather stations or
through V2l communicationf236]. In this approach the Traffic Light Controller is also in charge
with providing wind information(i.e. wind speed and wind direction)raffic Light Controller
encapsulates all the information, SPaT, GID and wind information, into a single message.
Alternatively, the wind information can be obtained via iui@ster communications (V2V
communications), the clusters being known in VANETSs as able to provide highty dgte and

locatbased information.
The main fields of interest from SPaT messaage the following ones:
- timeToChanggetime until the current traffic light colour changes
- signalState indicating the current traffic light phase

These message fields are stated for each lane and possible direction that can be taken at the
intersecton. The GID message provides the coordinates of the position of the intersection. Thus, the
speed advisory system is receiving from Traffic Light Controller via 12V communications the

necessary information related to the traffic light phasing and théquositthe intersection.

From theTelematics PeripheralSAECY is receiving the coordinates of the current position
of the bicycle, the current speed, direction and the road gradient. Telematics Peripheraks s&tn be
of sensors/tools/etc. withian external device (e.g. speedometer, cycling computea) set of
integrated/single application(eh the smaphone (e.g. the integrated GPS)

4.2.2.SAECYy Architecture

This section presents the architeet of the speed advisorfigure 4.3describes this
architecture that is based on two main architectural components: Data Collector and Processor and
Computation and Recommendation Modul&ach of thee architectural componentand their

interactions are dailed next.
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4.2.21. Data Collector and Processor

This component collects local information that relates to the bicycle and network
information received via 12V communications. The local informatiomprises the bicycle current
speed and location. The network information is represented by a message that encapsulates SpaT,
GID and wind information. The Data Collector and Processor component extracts the following
information: timeToChange, signalSgtintersection location coordinates and wind speed and
direction {4, Dy). Based on the intersection location and the bicycle current location coordinates
the component computes the distartoethe intersection,d. This parameter together with
timeToChage, signalStatebicycle speedV), direction Dg), and v, are fed as inputo the

Computation and Recommendation Module.

Local dat a:
Bicycle Speed
& Location

Network data

Dat a Collector &
Processor

Wind speed & direction (Vw, Dw) +d +
bicycle speed & direction (Vi, Db)
+ G +timeToChange + signalState

Bicycle y E;i)gycle 4
Dynamics e
Model Consumption /
y Model

|

ses |
Pt ot al\l calls

Advised Speed
Comput ation Vmax

iAdvised Speed
(Va)

Comput ation and Recommandat ion Module

Advised Speed

SAECy

Figure 4.3. SAECYy1 Architecture
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4.2.22. Computation and Recommendation Module

Computation and Recommendation Modidethe core component of SAECYy, its inputs
being the aforementioned parameters fed by the Data Collector and Processor, while the output is
the advised speed. Computatiand Recommendation Module has fdaternal components:
Advised Speed ComputatipaFuzzy Logic System (FLS), Bicycle Power Consumption Model and
Bicycle Dynamics ModelThe nextsections present in detail théser components.

A) Bicycle Power Consumption Model
SAECYy uses the power consumption model that was employed in computingahetital

power consumption of an electric bicycle jAl]. According to this model the total power
consumptionPy 1 €g. @.1)) is the sum of three terms: thewer needed to overcome the air drag
(Parag’ €4Q. @.2)), the power needed to overcome the sléhgi( eq. @.3)) and the power needed to
overcome the surface resistan&i{on 1 €q. @.4)). The notations employed in the equations are
explained inTABLE 4.1.

Piotat = Parag* Prin + Piiicition (4.1)
Pirag= TXH 0ODBOV U OATO 0O I (42
PhiII = "Q OO:]J( OU (43)

Priicition = ( QX oY (44)

TABLE 4.1. POWERCONSUMPTIONMODEL NOTATIONS

Notation Explanation
Cq Drag coefficient
D Air density (kg/m)
A Frontal Area (M)
Vg Ground speed of the bicycle (m/s)
Dg Bicycle direction (degrees)
Vi Wind speed (m/s)
Dy, Wind direction(degrees)
g Gravitational acceleration = 9.81 (rf)/s
G Slope gradé taken from the map data
m The overall weight: cyclist + bicycle + additional equipment (
R Rolling coefficient

Most of the parameters used in the power consumption model have typical values in urban
environmentg21], therefore they can be preset in the system and allaweel thanged througin
user interface if necessarfhe same user interface can be used to semthalue which is

dependent on the cyclist and that can be changed when the bicycle is used by another user. The
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variable parameters asg, Dg, D, W, and G. vy is provided by the components triggering the
functionality of this model, while the rest of the parameters are provided by the Diet@z@nd

Processor component.

B) Bicycle Dynamics Model
Equations of motioreq.(4.5) andeq.(4.6) i for uniformly accelerated/decelerated motion

T, andeq.(4.7) 1 for constant motioii were used to model the bicycle dynanj37] as follows:

b U GO (45)
b U C3IOQ (4.56)
O 0D 47)
6 o o (4.8)

The equations were adapted to our solution Tg€&LE 4.2 for more detailed explanations)
and further computations were ma@eom eq.(4.5), eq.(4.6), eq. (4.7) andeq. (4.8) the value of
U is deducted in ed4.9).

o 2y fom m

" o oo (v (mdiom

o G OB O OO B DTS (4.9)
o Gd  HOGD (DD (DndHon T
tr G VRNQHO QA RE & 0O R

TABLE 4.2. BICYCLE DYNAMICS MODEL NOTATIONS

Notation Explanation

d The distance to the intersection

t The time in which distanagis to be travelled

v Initial speed of thdicycle (current speed of the bicycle before advi
' speed is recommended )

Va The advised speed

tia The time passed till the moment the bicycle spgbdcomes,

The distance the bicycle is assumed to be travelling at a con
Xe speed aftereaching the recommended speed necessary to cros
intersection without stopping
te The time distancg.is travelled
a Acceleration or deceleration required so thdiecomey,

C) FLS and Advised Speed Computation components
FLS is a FLsystemthat implements thelFbased wineéaware speed adaptation policy. Its

functionality is triggered by the Advised Speed Computation component. The FLS has a single

input and a single output and makes use of the Bicycle Power Consumption Muelelesign of
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the FLS is focused on reduced computation compldritpwing design principles fronfigl]. It
follows a zereorder Sugeno model known for its efficiency, reducenhplexity and suitability for
reattime system$73]. The structure of the system is classic for a FLS. The full description of this
structue is presented isection 4.2.3.2, as it is intrinsically connected to its functadity which is
described in thagection.

Advised Speed Computation component is the core of the Computation and
Recommendation module. It has as inputs all the inputs of the Computatiéteaochmendation
module, while the output is the advised speeg. (The component makes use of the other
components of the module as it can be seen ffayure 4.3and it implements the main logic
behind the computation of the advised speed, namely the SAECy algothhtraredescribed in

the next section.
4.2.3. SAECy Algorithms

The algorithm emplged in the computation of the advised speed is presented in two stages.
As described in SAECy overviewls AECy 6 s compl ete functionalit)
Optimal Speed Advisory function, the main function of any GLOSA system designed for vehicles
in general,and a [E-based wineaware speed adaptation policy. In the first stage, the algorithm
describes only the Green Optimape®d Advisory function (Algorithmd4.1l) that can work
standaloneln the second stage, thé ased wineaware speed adaptationlipg is added to this
function and included in the description of the algorithm (Algorith8). The latter represents the
complete SAECy algorithm and encompasses all the functionality of the proposed speed advisory
system.This latter algorithm uses Algithm 4.2 for computing the membership functions employed
in the context of Fthased wineaware speed adaptation policy.

4.2.3.1.Green Optimal Speed Advisory Function

The computation of the advised speed is described in details in Algatithrit includes
an initialization phase that assigns the initial values to some of the parameters and the main

procedure.

After the initialization phase, as long as the cyclist has not crossed the intersection yet, the speed of
the bicycle is monitored continuously. than is taken in two situations. First, gignalState =
Aredo && t i mte, aodvhdearegsed speed is recommended. SecaimghafState =
igreend && t i<nme & &Cha mueeT o Qliva,nag eew, iicreased speed is
recommended. The parametérandd are explained iMABLE 4.2, while the parametey,is
explained in the next paragraph. The advised speed is computed based on the Bicycle Dynamics
Model (eqg. 4.9)).
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Algorithm 4.1: Green Ofimal Speed Advisory

INITIALIZATION PHASE:
BEGIN
maxSpeed $.95 /the maximum speed set for bicycle

Vmax= MaxSpeed
V=0
END

GREEN OPTIMAL SPEED ADVISORY PROCEDURE:

-triggered when a message is receifredn a traffic lightand then triggered ii
the monitoring cycle while the bicycle has not crossed the intersection yet

BEGIN

update v,

compute Vpax for Pio = maxPowerf/eq. @.1), wherevy. replaces yin eq.
(4.2), @4.3), @44)

getthe distance to thiatersectiond

getthe current speed of the bicycle,

t=d/ v

if (signalState= i r e tinteTo&ldanget)
computev,: eq. @.9) for decelerated motion

endif

if (signalStatee 7 g r e enredoCladge<t && timeToChangeO d/Vinay)
computev,: eq. @.9) for accelerated motion

endif

/lthe computed advised speeg,is recommended to the rider

END

Note that this algorithm, althgh it does not include theLRvind-aware speed adaptation
policy, it does consider the wind speed, too. The algorithm is designed to take into account the
characteristics of the bicycles in general as compared to other vehicles, and as it was underlined
before, the bicycles are thenlg class of vehicles highly affected by the wind. In most of the
GLOSA systems designed for vehicles in general, the maximum speed considered in computation,
Vmax IS €qual to what in our algorithm is representedriaxSpeedwhich is the maximum speed or
the speed limit of the vehicles. In the case of the vehicles in general this is given by the road rules

and regulations. In the case of the bicycles, we chosmaxSpeedh safety value of 25km/h
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