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Abstract

Jinming Min

Utilizing External Resources for Enriching

Information Retrieval

Information retrieval (IR) seeks to support users in finding infor-
mation relevant to their information needs. One obstacle for many
IR algorithms to achieve better results in many IR tasks is that
there is insufficient information available to enable relevant con-
tent to be identified. For example, users typically enter very short
queries, in text-based image retrieval where textual annotations
often describe the content of the images inadequately, or there is
insufficient user log data for personalization of the search process.
This thesis explores the problem of inadequate data in IR tasks.
We propose methods for Enriching Information Retrieval (ENIR)
which address various challenges relating to insufficient data in
IR. Applying standard methods to address these problems can face
unexpected challenges. For example, standard query expansion
methods assume that the target collection contains sufficient data
to be able to identify relevant terms to add to the original query
to improve retrieval effectiveness. In the case of short documents,
this assumption is not valid. One strategy to address this problem
is document side expansion which has been largely overlooked in
the past research. Similarly, topic modeling in personalized search
often lacks the knowledge required to form adequate models lead-
ing to mismatch problems when trying to apply these models to



improve search. This thesis focuses on methods of ENIR for tasks
affected by problems of insufficient data. To achieve ENIR, our
overall solution is to include external resources for ENIR. This re-
search focuses on developing methods for two typical ENIR tasks:
text-based image retrieval and personalized web data search.

In this research, the main relevant areas within existing IR research
are relevance feedback and personalized modeling. ENIR is shown
to be effective to augment existing knowledge in these classical ar-
eas. The areas of relevance feedback and personalized modeling
are strongly correlated since user modeling and document mod-
eling in personalized retrieval enrich the data from both sides of
the query and document, which is similar to query and document
expansion in relevance feedback. Enriching IR is the key challenge
in these areas for IR. By addressing these two research areas, this
thesis provides a prototype for an external resource based search
solution. The experimental results show external resources can
play a key role in enriching IR.



Chapter 1

Introduction

Information retrieval (IR) is one of the major research topics in computer sci-

ence. IR seeks to find material (conventionally documents) of an unstructured

nature (conventionally text) that satisfies a user information need from within

large collections (conventionally stored on computers). In a typical IR frame-

work, the user inputs a query to the system, the IR system returns a ranked

list related to this user query with items ranked in decreasing order of likeli-

hood of relevance to the information need. Early IR systems were commonly

used by professional librarians or academic researchers. With the emergence

and rapid growth of the Internet, the most visible IR application - web search

engine - appeared. Web search has transformed IR to be a core technology

for online users to locate information to support them in their daily activi-

ties. In state-of-the-art IR, three important changes have occurred: users of

IR systems have changed from qualified librarians or scholarly researchers to

the average online user; the data size of IR systems has moved from small

document sets to collections of huge size; the rapid growth of the Internet has

1



CHAPTER 1. INTRODUCTION

increased the range of types of data to be searched by IR applications, such

as metadata search, mutimedia search, personalized search, social search and

etc.

The Internet is one of the main areas of application for IR technologies.

The Internet is not only a place for authoritative sources to publish informa-

tion, it is also a place for everyone to share their own information with others.

The information published by average users is usually not as complete and

comprehensive as the information from authoritative sources. These new data

types bring challenges for IR technologies. Although the data size is typically

huge, one obvious characteristic of Web data is that there is no rich context

to make it self-supported. Human beings are able to understand incomplete

information which is not explicitly written by its author if they have the rel-

evant background knowledge, but this is hard for computers. Without suffi-

cient context and background information for incomplete Web data, classical

IR algorithms developed based on full length articles will typically achieve

weaker performance on these new data types. Thus new IR approaches are

needed to help computers find relevant information for web data which is

not informative enough. Motivated by these challenges for IR, we propose

the topic of this thesis research of enriching IR applications using external

resources.

The main interest of this thesis is to enrich IR using information from ex-

ternal resources. One obstacle for many IR algorithms to achieve better results

is that the data is too sparse to enable the relevant content to be identified.

For example, users typically enter very short queries in text-based image re-

trieval, in which textual annotations often describe the content of the images

2



CHAPTER 1. INTRODUCTION

Figure 1.1: Example of sparse data.

inadequately. In Figure 1.1, the annotation only gives a simple description,

which is a very typical situation for online images. But more information is

needed for effective and reliable text-based image retrieval. With a richer an-

notation of the image, we can know for example where the image was taken

and who the person in the image is, etc. This inadequate labelling of online

images potentially results in poor performance of standard IR algorithms to

find useful information for users. Addressing sparse data problems by using

external information is the main focus of this thesis.

1.1 Motivation and Applications

Typical IR algorithms assume there is sufficient information available in the

user queries and the target documents to enable effective retrieval. This is due

to many IR algorithms being developed for tasks such as retrieval of news

3



CHAPTER 1. INTRODUCTION

articles for benchmark tasks such as the TREC Ad-Hoc evaluation tasks 1. In

this kind of search task, the queries and target documents usually contain

enough and precise information to describe the user intent and the document

content. But in many real-world IR tasks, this assumption may not be true.

The rapid growth of the Internet brings new types of data for IR. In many of

these new IR applications, the data can be too sparse to describe itself. Several

typical IR tasks where a sparse data problem occurs are:

Image Search Image annotations usually contain very few terms to describe

the content of the images. Text-based image retrieval relies on these

sparse annotations to find relevant images. This is still the mainstream

solution to the image search task.

Video Search Similar to image search, text-based video search relies heavily

on sparse text annotations of videos.

Micro-blog Search Micro-blog documents are usually composed of very short

sentences which do not provide enough detail for effective search.

Social Network Search In typical social networks, there are usually no com-

plete texts which describe the events being referred to since users only

use very simple text to describe their activities.

Chat Messages Search Dialogue in online conversations usually resemble spo-

ken sentences, and are usually short and incomplete. The background

information is known for the person in the conversation, but is not avail-

able to the computer.

1http://trec.nist.gov/
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SMS Search Short messages sent on a mobile devices usually contain very

short messages from mobile users without context.

Alternative strategy for improving IR effectiveness where the search task

is adequately described is personalization. The purpose of personalization is

to provide different retrieval results for different users by exploring knowl-

edge of the interests of the specific user making the search. In personalized

retrieval tasks, a key step is to build a user model based on the user’s his-

torical data. However, the data available is usually too sparse to create a

rich and comprehensive model of the user’s interests. This is a typical sparse

data problem in IR. Thus, in personalized retrieval, one challenge is how to

provide personalized search results with sparse user historical data.

In the meantime, the growth of the Internet provides opportunities to re-

solve sparse data problems in IR since it provides large amounts of data which

could be utilized in the retrieval process. In the last ten years, Internet data

has rapidly grown into many billions of web pages. Table 1.1 shows the esti-

mated number of web pages from Google’s web index.

Table 1.1: Size of Google Index.
Year Estimated Number of Web Pages
2005 11.50 billion
2009 25.21 billion
2012 55.00 billion

The huge size of Internet data provides an opportunity to resolve the

sparse data problem in IR research. Internet data may contain suitable content

to address the incomplete information in the target documents in IR tasks; In-

ternet data may contain content relevant to the user information need suitable

5
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for enriching the user query; and online reference sites contain references to

many topics of general human knowledge, extracting information from this

data may be used to enrich the queries or documents on the same topics in

many IR tasks where the sparse data problem is present.

For example, the well-known Wikipedia archive contains a large number

of articles relating to general human knowledge. Wikipedia can potentially

be used as a general resource for resolving the sparse data problem in search

tasks. Several other online reference sites are shown in Table 1.2 1. These

reference sites can also potentially be very useful resources for enriching data

used in IR tasks. PageRank, Alexa Rank and the number of monthly visitors

shown in Table 1.2 suggest that these sites are popular sites for online users

seeking to acquire general information to satisfy their search interests.

Table 1.2: Wikipedia in Reference Sites

PageRank Alexa Rank Monthly Visitors

Wikipedia 9 8 41,422,790

Answers.com 7 309 10,607,121

HowStuffWorks 8 1,416 3,240,959

Encyclopaedia Britanica 8 4,370 1,329,460

Infoplease 7 4,692 1,463,272

1.2 Hypothesis

Based on the motivation of the previous section, we know that one of the

critical challenges for IR in many retrieval tasks is the sparse data problem
1The data are collected in January, 2008
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and that Internet data provides a potential opportunity to relieve it. Our re-

search aims to utilize external resources to resolve the sparse data problem

in IR tasks. Usually, IR tasks contain three kinds of data: user queries, tar-

get documents, and user historical data. We conduct research into utilizing

external resources in all these parts. We select two tasks as the focus for our

research: text-based image retrieval and personalized web data search. These

two tasks are selected due to the challenges of the sparse data problem in the

three components of these tasks: the query, the target documents and the user

data. Text-based image retrieval is a typical task where the target corpus and

the user queries do not contain adequate information, and personalized web

search is a typical task where there is the lack of user historical information.

We propose methods to utilize external resources to enrich IR in these two

tasks. To utilize external resources for user queries and target documents, our

methods use the classical method of relevance feedback. For personalized

search, we expand the user data from external resources before building the

user search interests model. Thus the main hypotheses of the thesis can be

summarized as follows:

� External resources can be incorporated into the relevance feedback pro-

cess to provide better feedback information for retrieval tasks with the

sparse data problem. The enrichment could be helpful from both the

query and document sides of the retrieval process.

� External resources can enrich user historical data, thus enabling user

models based on user historical data to model more user search inter-

ests. This will help the retrieval system to provide effective personalized
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search results to an individual user.

Based on these hypotheses, we specify our research described in this thesis

into the research questions in Section 1.3.

1.3 Overview of the Thesis

Currently there is no comprehensive study into the utilization of external

resource in IR applications. Although there exists empirical research on uti-

lizing external resource in some areas such as query expansion, it fails to pro-

vide systemic conclusions for the topic of external resources use in IR. This

thesis addresses a number of critical problems regarding utilizing external

resources to enrich IR research. It aims to establish the potential of external

resources for IR techniques, such as relevance feedback and personalized web

data search. The thesis focuses on two typical IR tasks where insufficient data

occurs: text-based image retrieval and personalized web data search. The

research content of the thesis is summarized in Table 1.3:

Table 1.3: Structure of the thesis.
Research tasks Algorithms
Image search chap 3: query expansion chap 4: document expansion
Personalization chap 5: term model chap 6: topic model

We separate the research into four parts with an overview in the following

subsections. In the beginning of each subsection, several research questions

are listed which the thesis aims to answer.

8
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1.3.1 Query Expansion

Query expansion is a classical solution to the query/document mismatch

problem in IR method [Xu & Croft, 1996]. The basic assumption of a typi-

cal query expansion method is that the target corpus contains sufficient data

to enrich the original query to form a longer query. Results in previous re-

search conclude that longer queries achieve better retrieval effectiveness in

various IR tasks [Buckley et al., 1994b; Rocchio, 1971]. But in many new IR

tasks such as short document retrieval, this assumption may be not true due

to the lack of information in the target corpus.

In this part of our research, we aim to discover whether utilizing external

resources performs well for IR tasks with sparse data problem. We conduct

our research by answering the following research questions:

� How does query expansion perform for retrieval tasks with sparse in-

formation? The purpose of this research question is intended to find the

limitation of the classical query expansion on IR tasks with the sparse

data problem.

� Is query expansion from the target collection or query expansion from

an external collection? The purpose of this research question is intended

to discover whether the utilization of external resources plays a positive

role for IR tasks with the sparse data problem.

� Are classical query expansion methods the best for query expansion

using external resources? The purpose of this research question is in-

tended to discover whether alternative methods can be utilized with

9
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external resources for IR tasks with the sparse data problem to produce

results better than those achieved using classical methods.

In this part of the thesis, we explore the utilization of external resources

on a classical query expansion algorithms. For a text-based image search task,

we propose to compare external query expansion with classical query expan-

sion. Furthermore, we propose a definition-based query expansion method

to utilize Wikipedia as the external resource. This method not only utilizes

the overall external corpus as the resource to enrich the original query, it also

utilizes the knowledge of definition documents which directly explain the key

concept of the user query.

1.3.2 Document Expansion

Document expansion has been a less investigated topic in IR research. There

are some negative reports about the utilization of document expansion in

TREC search tasks [Billerbeck & Zobel, December 2005]. These show that

document expansion for news articles research does not yield significant im-

provement for retrieval effectiveness. While in our research, the problem in

IR we want to resolve is the sparse data problem. In this setting, document

expansion may show different behavior to that found for the TREC search

tasks. Some research questions we are addressing in this topic are listed as:

� Is document expansion effective on retrieval tasks with sparse informa-

tion? The purpose of this research question is to test whether document

expansion from external resources can help to improve retrieval effec-

tiveness for IR tasks with the sparse data problem.

10
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� Is using the whole document as a query to find relevant documents the

optimal approach for document expansion research? For this research

question, we aim to find the most effective way to form queries for doc-

ument expansion in our research.

In this part of the thesis, we investigate document expansion for the text-

based image retrieval task. Rather than using document expansion from the

target corpus, we introduce external document expansion from Wikipedia. A

typical document expansion algorithm uses the whole document as the query

to find relevant documents in external corpus [Singhal & Pereira, 1999a]. We

introduce a method we refer to as document reduction to select the most impor-

tant terms in a document to form a document “query”. This query is sent to

the external resource to identify the best feedback documents for the original

document. A new expanded document is formed by combining the origi-

nal document terms with the feedback terms obtained from the top ranked

external documents.

1.3.3 Term Model on Personalization

Personalization is an important topic in IR since next generation search sys-

tem targets seeks to improve their effectiveness by providing different search

results to individual users. In personalized IR, the most important compo-

nent is to model the user’s search interests and the target documents into the

same knowledge base. Since using external resources for personalized search

task is a new topic, we need to answer the following research questions to

test whether the external resources can be helpful for improving the retrieval

11
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effectiveness for personalized search task:

� Can widely available external resources be used for effective personal-

ized IR? For this research question, we propose to find a method to uti-

lize external resources for building user models in personalized search

task.

� Is there a simple and effective solution to a general personalized web

data search task? For this research question, we aim to propose a simple

method to utilize external resources for ranking documents in personal-

ized search tasks.

In this chapter, we propose an external resource based knowledge system

to model the user search data and web documents on the term level. User

search interests and web documents can be presented as vectors of terms.

Thus how much the target web documents are interesting to the user can

be described by the similarity of the user interests vector and the document

vector in the same knowledge base.

1.3.4 Topic Modeling in Personalization

Topic modeling is a major breakthrough in recent research in Natural Lan-

guage Processing (NLP), and has been applied widely in IR tasks [Wei &

Croft, 2006]. Modeling a document into topics is a fundamental problem in

NLP research. In personalization, one key step is to model the user’s search

interests from their historical documents. Topics can be used to model the

user’s search interests. Building a topic model from the user’s historical docu-

ments is a natural way for modeling user search interests. Thus, the technique

12
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of the topic model is naturally potentially useful in personalization tasks. The

challenge in a personalization task is the lack of user data to model the user’s

search interests. In this research, we propose to utilize external resources for

building topic models from user data in a personalized search task. Some

research questions we are addressing in this research are:

� Can a topic modeling framework be used to model the user and doc-

uments for personalized search task? The purpose of this research is

to seek to find a way to utilize topic modeling for user modeling in

personalized search task.

� Can external resources be utilized in user modeling and document mod-

eling? The purpose of this research is to seek to utilize external resources

for user modeling in personalized search task.

� Can external resources based user models be used to effectively rank

documents in a personalized search task in a learning-to-rank frame-

work? The purpose of this research question is to investigate the uti-

lization of external resources for ranking documents in a personalized

search task.

We propose a method to update the user model from an external resource

- a web collection. The similarity between the updated user model and doc-

ument model can be used as metrics to evaluate the topic relevance between

the user and the document. All the user models and the document model

in our search are produced using a standard topic model algorithm - Latent

Dirichlet Allocation.
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In chapter 2, we present background information related to our thesis,

and survey the related work. After chapter 2, we then proceed in subsequent

chapters with each of the four main parts of our investigation: query expan-

sion, document expansion, term modeling on personalization, topic modeling

on personalization.

14



Chapter 2

Background and Review

As introduced in Chapter 1, this thesis is focused on utilizing external re-

sources to resolve the sparse data problem in IR. In this chapter, we give a

more formal introduction to this problem and review past research on this

topic. To introduce the sparse data problem in IR, we review different aspects

of IR data including user queries, target documents, and user historical data.

To review past research on resolving the sparse data problem, we analyse the

advances of the past research and use this to motivate our research.

In past research in IR, there has been no significant work which explicitly

aims to resolve the sparse data problem by using external resources. Re-

lated work to our research can be found in works on relevance feedback [Roc-

chio, 1971; Ide, 1968; Robertson, 1991], personalized search [Liu et al., 2002;

Pretschner & Gauch, 1999] and utilizing external resources in IR [Diaz & Met-

zler, 2006]. We review this existing work, build connections between it and

then, based on this work to motivate our research on the utilization of external

resources on the sparse data problem in IR.
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This chapter is structured as follows: Section 2.1 introduces previous re-

search on addressing the sparse data problem in IR, especially focusing on

work on relevance feedback and personalized search. Section 2.2 introduces

existing methods used for utilizing the external resources in IR. Section 2.3

summarizes previous research of resolving sparse data problem and illus-

trates the opportunity of our proposed methods for this problem and Section

2.4 provides a summary of this chapter.

2.1 Review of Sparse Data Problem in IR Research

Classical IR uses the statistics of natural language to build retrieval models.

The classical probabilistic retrieval model Okapi BM25 [Robertson & Spärck

Jones, 1994] relies on a variant of Term Frequency (TF) and Inverse Document

Frequency (IDF) as the key components. However, a problem in many IR

tasks is that a lack of sufficient text data means that IR model may not be

trained effectively which can harm the retrieval results. An example is that

the values of TF for many terms could all be 1 in a short documents retrieval

task. For the short user query (the usual case for most IR tasks), TF for

most query terms could be 1. Thus TF cannot make an effective contribution

to weighting the importance of terms in a user query or document in these

situations. Also in many IR tasks, the data can be sparse where the content is

not described fully, which can lead to a mismatch problem between the query

and the document. Although the document and query may be relevant to

each other in this case, the retrieval models could still fail to match them due

to the relevant queries and documents using different vocabulary to describe
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themselves. The query/document mismatch problem can be viewed as a

form of sparse data problem. Without sufficient data, the mismatch problem

could happen. In this situation, a user query may not contain the term in the

relevant target document, and the relevant target document may not contain

the term found in the user query.

The sparse data problem happens in many places of IR tasks such as user

queries, target documents and user historical search data. The reasons for

such sparse data problem can be:

� User queries are usually short and sparse. This is a feature of many IR

tasks, particularly for non-professional searchers.

� Target documents are short in some IR tasks. This happens for many

emerging IR tasks such as the text-based image retrieval tasks, social

network retrieval tasks such as the search tasks on the Twitter.com, or

Facebook.com where the user posts are usually very short.

� Historical user search data is not sufficiently complete to describe the

full extent of the user’s search interests. This happens in many per-

sonalized search tasks where there is not sufficient user historical data

available.

The sparse data problem in user queries and target documents can in-

crease the likelihood and impact of query/document mismatch. The sparse

data problem in user historical data can lead to the user/document topic mis-

match, since the user historical data fails to record the user’s search interests,

resulting in the the calculation of the personal relevance between the user and

target documents may not be reliable.
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To resolve these mismatch problems arising from the sparse data prob-

lem, a classical strategy to adopt is relevance feedback. In the next section,

we review the past efforts in using relevance feedback to resolve the sparse

data problem in IR. Also, we review research on personalized search where

the sparse data problem has been less noted. We review methods to utilize

external resources in IR research which motivate our work described in this

thesis where we seek to utilize external resources to resolve the sparse data

problem in IR.

2.1.1 Relevance Feedback as a Solution to the Sparse Data

Problem

In modern IR systems, the user is typically asked to input a simple text query

to describe his information need. The query is sent to the IR system to conduct

an initial retrieval, in response to which a ranked list of potentially relevant

documents is returned to the user. Several problems can be observed to occur

with this basic approach to using an IR system:

� The user may not be knowledgeable about the subject of their informa-

tion need to form a useful query to describe his information need.

� The formed query may be too short to describe the user’s information

need sufficiently to reliably identify potentially relevant documents.

� Relevant documents in the target collection may use a different vocab-

ulary to describe the content of the user’s information need than that

used by the user in the query.
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These problems can be summarized as the sparse data problem in the user

queries and target documents of IR tasks. Relevance Feedback (RF) in IR was

introduced as a mechanism which seeks to relieve these problems [Rocchio,

1971; Ide, 1968]. The basic idea of RF is that the user is asked to provide

relevance judgments for the top-ranked documents after the initial retrieval

run. This feedback information is combined with the initial query to revise the

query and/or the parameter of the IR system prior to carrying out a second

retrieval run. With the expectation of helping to identify relevant documents

more effectively, The RF process can be conducted iteratively until the user’s

information need is satisfied or there is no further improvement in retrieval

effectiveness.

When the user activity provides relevance judgments in this way, this pro-

cess is referred to as explicit relevance feedback [White et al., 2002]. Since

users are often reluctant to provide relevance information in this way, the

top-ranked documents can be assumed all to be relevant to the user query.

This fully automatic process is called blind (pseudo) relevance feedback. Since

blind RF will often assume that non-relevant documents are relevant as well

as relevant ones, its effectiveness is on average lower than that of explicit RF.

Early work on relevance feedback can be found in [Rocchio, 1971; Ide,

1968]. The Rocchio algorithm for relevance feedback was first implemented in

the SMART system around 1970 [Salton, 1971]. The SMART system is based

on the Vector Space Model (VSM) which is one of the earliest information

retrieval models [Salton et al., 1975]. In the VSM models, the user query and

the target documents are modeled as vectors, and the similarity between the

user query and target document is calculated as the cosine similarity between
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the vectors of the query and the document.

In the Rocchio algorithm, after the initial retrieval run a refined query is

formed from three parts: the initial user query vector Q0, the judged relevant

documents vector Dr, the judged non-relevant document vector Dnr. Three

parameters a, b, g are used to combine these three vectors. The new query

can be described shown in Equation 2.1:

�!
Q = a � �!Q0 + b � 1

jDrj
� å
�!
Dj2Dr

�!
Dj � g � 1

jDnrj
� å
�!
Dk2Dnr

�!
Dk (2.1)

In Equation 2.1, Dr is the number of judged relevant documents and Dj is

a judged relevant document, and Dnr is the number of judged non-relevant

documents and Dk is a judged non-relevant document. The Rocchio model

can be explained as the newly expanded query is strengthening the informa-

tion from the initial query and the judged relevant documents, while reducing

the contribution of information from the judged non-relevant documents. The

Rocchio algorithm is based on the VSM and all terms in judged relevant doc-

uments are considered as additions for the query. This is early work in the

utilization of terms in the judged documents to improve the representation

of the user query. Thus the modified query contains the new terms from

the judged relevant documents and it has bigger chance to match the rele-

vant documents which do not contain the original terms in the original query.

The feedback source is usually the target document collection in these experi-

ments. This process can be viewed as the process of utilizing the information

from the target documents to resolve the sparse data problem in the query

side in IR process.
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More recently the probabilistic models have become the mainstream rank-

ing IR models, and relevance feedback has also been interpreted within the

framework of probabilistic models. As the Rocchio algorithm suggests, it is a

natural choice to update the user query with terms found in the relevant doc-

uments from an initial retrieval run. In the framework of probabilistic models,

these questions have formed the core consideration in the RF process:

1. How many terms in judged relevant documents (feedback terms) should

be added to the user query?

2. How to weight these feedback terms to make a better query?

For the first question, a natural way to expand the user query is to add all

the terms of relevant documents into the user query, but this is not a good

strategy due to the curse of dimensionality [Rijsbergen, 1979]. Thus selecting

some good terms for query expansion is a more reasonable way.

For the second question, a natural approach to weighting feedback terms

from judged relevant documents is to rank all these terms using an existing

term weighting method in the retrieval process. But analysis reveals that the

term weighting methods of retrieval and relevance feedback should be differ-

ent since their aims are different [Robertson, 1991]. As described in [Robert-

son, 1991], this is due to these two processes addressing different purposes:

one is about term selection and a measure for this, and the other is about

weighting the term in the revised query for ranking documents after feed-

back. Different questions should be resolved by different methods. Based on

the argument, a term weighting score at of term t for relevance feedback has
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been proposed in [Robertson, 1991] as:

at = wt(pt � qt) (2.2)

In Equation 2.2, pt is the probability that a given relevant document is as-

signed the term t, qt is the equivalent non-relevant probability. wt is the term

weight of t in the retrieval process. qt is usually much smaller than pt, and can

be ignored. pt can be estimated by r/R. r is the number of known relevant

documents term t occurs in, R is the number of known relevant document for

a request. R is equal for all the feedback terms, thus the Offer Weight (OW)

of the feedback terms can be described as:

OW = r � wt (2.3)

Based on the proposed offer weight score, a comprehensive experimental

investigation of using this method for relevance feedback was conducted in

[Jones et al., 2000]. In [Jones et al., 2000], the results of series of experiments

can be broadly summarized with the following conclusion: when query ex-

pansion from retrieved relevant documents is significantly better than no ex-

pansion is performed; massive expansion terms does not provide better re-

sults than modest managed expansion runs; blind relevance feedback can get

comparable results compared to the explicit relevant feedback method; blind

relevance feedback gets better results compared to the no expansion runs.

This research provides us with a very solid methodology to utilize relevance

feedback in resolving the sparse data problem in IR. This method has been

shown to be effective, but remains unclear when using external resources as

22



CHAPTER 2. BACKGROUND AND REVIEW

the feedback source.

Much other research on relevance feedback has focused on answering the

question of when RF can improve retrieval effectiveness. It has been demon-

strated that it was important to expand the query in addition to re-weighting

the terms, with most improvement coming for query expansion [Harman,

1992]. This work also suggests that queries can be expanded using only 20 se-

lected terms, rather than all terms from the retrieved relevant documents, and

if these terms are selected using a suitable method, significant performance

improvements over no relevance feedback condition can be expected.

An experimental investigation to test a modified Rocchio relevance feed-

back approach on a TREC test collection [Buckley et al., 1994a] showed that

the recall-precision effectiveness varied linearly with the log of a number of

terms added to the query from the relevant documents. Recall-precision also

appeared to vary linearly with the log of the number of known relevant doc-

uments. The overall improvement in retrieval effectiveness (using MAP as

the evaluation metric) arising from the application of relevance feedback are

impressive, ranging from 19% to 38% depending on the number of known

relevant documents using in the relevance feedback process.

Motivated by the hypothesis that query expansion terms should only be

sought from the most relevant areas of a document, an investigation explored

the use of document summaries in query expansion [Lam-Adesina & Jones,

2001]. In their experiments, using the Okapi BM25 model with the TREC-8 ad

hoc retrieval task, query expansion using document summaries was shown

to be considerably more effective than using full-document expansion. Later

work showed that blind RF can be substituted for explicit evidence from hu-
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man judgment in RF [White et al., 2002]. The experimental results showed the

automatic RF performed as well as the explicit system with human judgment

in the process of RF.

Subsequent research in RF has asked interesting questions based on the

previous research, with new work being motivated by the rapid growth in the

application of machine leaning technologies in IR. These questions include:

� How can the parameter settings in RF be set automatically?

� How can the best feedback documents at the top of the ranked retrieval

documents be chosen automatically?

In a typical process of query expansion, there are several free parameters

that need to be set. One of the most important parameters is the coefficient

between the original query terms and feedback query expansion terms. A

query-regularized mixture model for PRF which automatically adjusts coeffi-

cient for feedback terms was introduced in [Tao & Zhai, 2006]. In this model,

the feedback documents are assumed to be generated from a mixture model.

Each feedback document was generated from a linear combination of a feed-

back document topic model and a background document topic model. In the

process of linear combination, the parameters were different for each feed-

back document. The EM algorithm was used to estimate these parameters for

the mixture model. Experimental results showed that this approach outper-

formed the standard language model for IR with feedback.

Three heuristics are used to adjust the coefficients for feedback informa-

tion in [Lv & Zhai, 2009]: the more discriminative the query is, the more drift
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tolerant it is likely to be, and thus, it is safe to utilize more feedback infor-

mation; the less discriminative feedback documents could be trusted more; if

the divergence between a query and its feedback documents is large, this can

mean that the query does not represent relevant documents well, thus it may

need a larger feedback coefficient. By adaptive RF, the experimental results

on several TREC retrieval tasks can be improved by 1.12% to 4.12% by the

criterion of MAP compared to the RF method with fixed coefficients [Lv &

Zhai, 2009].

A problem in blind RF is that the assumed top feedback terms may not

actually be relevant, while the default option in blind RF has generally been

to assume that all top ranked feedback terms are relevant. Research on how

to choose good feedback terms has been carried out [Cao et al., 2008; Lv &

Zhai, 2010]. Automatic method for selecting good feedback terms was intro-

duced in [Cao et al., 2008]. In this research, supervised learning was utilized

to classify good feedback terms from the bad ones. Results showed signifi-

cant improvement on three TREC collections. A method named the positional

relevance model was introduced in [Lv & Zhai, 2010]. It demonstrated that not

all feedback terms were relevant to the user query since the feedback docu-

ments may contain more than one topic and some topics were not relevant

to the user topic. Their model was based on the assumption that the words

closer to query words were more likely to be related to the query topic. The

experimental results on two large data-sets show effective and robust results

compared to the classical RF method.

The query-document mismatch problem which RF seeks to resolve is ex-

plained as an uncertainty problem in [Collins-Thompson & Callan, 2007].
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Here the uncertainty means that the user’s information need may be vague

or incompletely specified by these queries. Even if the query is perfectly

specified, the language in the collection documents is inherently complex and

ambiguous and matching such language effectively is a formidable problem

by itself. This work focused on the hypothesis that estimating the uncertainty

in feedback was useful and led to better individual feedback models and more

robust combined models. They proposed a method for estimating uncertainty

associated with an individual feedback model in terms of a posterior distri-

bution over language models. This work estimates a posterior distribution for

the feedback model by resampling a given query’s top-retrieved documents,

using the posterior mean or mode as the enhanced feedback model. The idea

behind this work is that the original feedback documents may not be good

enough to represent the best feedback information since some feedback doc-

uments are not similar to the overall feedback information. Thus an estimated

distribution from the original feedback documents can help to produce better

feedback documents which are more relevant to the overall feedback infor-

mation. These new feedback documents are then utilized for RF and more

robust results have been gained in various TREC collections especially for the

results of P@10 [Collins-Thompson & Callan, 2007].

In summary, RF provides a solid methodology to ameliorate the sparse

data problem in many IR tasks. One limitation of past RF research is that

these methods focus on utilizing the information from the target corpus to

enrich the query information for resolving the sparse data problem. Less

attention has been paid to resolving the problem from the document side or

obtaining feedback information from external sources. Emerging new tasks
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require new ways to utilize RF. In our research, we propose to utilize external

resources in the process of RF from both query side and document side.

2.1.2 Sparse Data Problem in Personalized Search

Our research focuses on resolving the sparse data problem in IR. One way in

which we propose to address this problem is by expanding existing work on

RF to use external resources for query expansion and document expansion.

The other aspect of IR data that we propose to explore is the use of user histor-

ical data, which is frequently used in personalized search. In this section, we

review previous research on personalized search and motivate our research

on this topic.

Personalization is an important trend in the modern IR systems. In this

section, we introduce the topic of personalized search, the history of research

investigating the personalization search and the state-of-the-art research in

this area. With this background information, we then introduce the sparse

data problem within personalized search.

For IR systems, personalization aims to provide search results adapted

for a specific user such that the results are likely to be of interest to this

user. The reason for the personalized search is that even when users enter the

same search query, their search intent can be different. The reasons for this

phenomenon can arise from various situations:

� The background of search users can be different, and their intent can

be different when using the same search query. For example, a query

such as “football”, could mean looking for information about soccer or
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information about American football.

� A query term can have many different meanings and different users can

use the same query term, but intend a different meaning of the query

term. For example, the query term “bank”, could mean a river bank, a

financial bank, or to bank an aeroplane.

� Search users have different levels of understanding of the search topics.

Even when their search intent is the same, users can still have different

interest or interpretation of relevance in the returned results.

For the query “machine translation”, the top ten results returned by Google.com

on a trial search run were: the Wikipedia page describing Machine Translation

(MT)1, the MT journal from Springer publisher2, the free Translation service

from WorldLingo3, a statistical MT research website4, and the MT engine from

Foreignword5, MT archive6, MT system from SYSTRAN7, MT page from Mi-

crosoft research8, MT research from Google research9 and MT system from

Google.com10. While these are all related to the topic of machine translation,

different users will often be interested in different results. A user who wants

to find a free MT service is likely to be most interested in the machine trans-

lation systems available from WorldLingo, SYSTRAN, or Google; for an early

1https://en.wikipedia.org/wiki/machine_translation
2http://link.springer.com/journal/10590
3http://www.worldlingo.com/
4http://www.statmt.org/
5http://www.foreignword.com/
6http://www.mt-archive.info/
7http://www.systransoft.com/
8http://research.microsoft.com/en-us/projects/mt/
9http://research.google.com/pubs/MachineTranslation.html

10https://translate.google.com/
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stage researcher who wants to gain a general introduction to machine transla-

tion, the Wikipedia page should be interesting; while for a senior researcher,

maybe the links to Microsoft research, Google research, links from Springer or

the archive of MT are better choices. The demands for different information

when using the same query from different search users makes personalization

a compelling challenge for IR research.

For online search services, personalization functions are already applied

in our daily Internet usage. An example of personalized search can be found

in Twitter.com. For the query “information retrieval”, the twitter posts from

the search function can be seen in Figure 2.1. The results are ranked by the

time of twitter posts which contain the query terms. The newer posts are

ranked higher than the older posts while these posts contain all of the query

terms.

If we change the search function into the configuration of “from people

you follow”, the new search results are shown in Figure 2.2. The returned

twitter posts are filtered only to include tweets from people which the search

user is following. This is a very simple form of personalized search since

the new results are only from people that has the search user has expressed

interest in.

This search function could be more suitable for search users of twitter.com

since people that the searcher is following could be providing the most useful

information to the searcher. twitter.com also allows the search user to choose

to personalize the search results or not. Another example of personalized

search can be found on Twitter.com via its search from “near you” which

recalls posts from twitter users near the searcher’s location.
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Figure 2.1: Search results form Twitter.com using the query “information re-
trieval".
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Figure 2.2: Personalized search results from Twitter.com using the query “in-
formation retrieval".
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In the Twitter examples, the search system utilizes the user’s social rela-

tionship and geographic information to personalize their search results. Many

similar personalization services can be found in other online services such as

Google and Facebook.

Classical IR research has focused on the similarity between the user’s

search query and potentially relevant items in the available document col-

lection. There is no place within these classical IR models for the incorpora-

tion of personal preferences. The desire to incorporate elements of personal

preference into the IR process introduces new challenges within IR research.

To personalize search results for a particular user, some quantification of

the personal relevance between the user and the target documents is needed.

To be able to calculate this, personal information relating to the current user

is needed. A typical personalized search system contains a user modeling

component which learns from the user’s historical search activities and uses

this information to personalize the search results for this particular user. The

data produced by the user modeling component is called the user model. Each

search user can be associated with a personal user model in a personalized

search system. Some material in the user model may be captured in a regis-

tration form or a questionnaire which describes personal details of the user

and their interest. More complex user models can be produced by incorpo-

rating details of the user’s background information such as education level,

the location of the user, their phone number, their familiarity with the topic

of interest, etc.

User modeling in personalized search aims to record the user’s search

interests from their explicit and implicit data. The explicit data could con-
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tain the user’s registered profile for any web services; the implicit data could

contain data associated with their interactions with their information system.

The most obvious implicit data for an online search system is the user’s click-

through documents and the historical queries for a search system.

In the following analysis, we summarize the user modeling methods in-

troduced in previous research of personalized search, and explain how these

user models are utilized to contribute to ranking methods in IR.

An early exploration of personalized search can be seen in [Pretschner

& Gauch, 1999]. This work is one of the earliest studies of the construction

of user profiles in a search system. The study examines ways to model a

user’s search interests and shows how these models can be deployed for more

effective IR and information filtering. In this work, user profiles are created by

periodically processing the user’s web cache to extract the URLs of Web pages

that they visited. A spider collects the identified Web pages, and the pages are

then classified into the appropriate concept(s) in a reference ontology using a

vector-space classifier.

In this work, the reference ontology includes 4, 400 nodes. Each node

is associated with a set of documents to represent the content of the node,

and these documents can be merged into a super-document. Thus the user

historical data can be compared with the super-documents of these nodes. For

a user’s surfed page, a vector of this page can be compared with the vectors

of the super-documents of the nodes using a standard vector space IR model

[Salton, 1988]. The nodes with the top similarity scores are assumed to be

related to the browsed page.

To create the user profile automatically, the surfed pages are collected pe-
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riodically. For the top five categories (each node is a category), the weight

of the category (weight) is combined from the time a user spent on the page

(time) and the length of the page (length). The weight between the surfed

page and the node can be adjusted using the Equation 2.4. In Equation 2.4,

g(d, ci) is the similarity score between the super-document of the node ci and

the surfed document d computed using the vector space model.

Dl(d, ci) = log
time

log(length)
� g(d, ci) (2.4)

The equation adjusts the weight between the surfed page and the cate-

gories. The more time the user has spent on the page, the higher the assigned

weight; the longer the page, the lower the assigned weight. This can be justi-

fied since if the user spends more time on a page, they are likely to be more

interested in this page, but this weight should be modulated by the length of

the page since a longer page needs more time to read. Thus the top categories

identified from the historical surfed web pages are stored as the user’s profile

for later use.

One research question that this work sought to answer is whether auto-

matically generated user profiles created using this proposed method really

indicate the user’s search interests. To answer this question, one step was to

validate the convergence of the user interests from the surfed pages. If the

categories created using the user’s surfed pages do not converge into sev-

eral important ones, it means that the method does not produce converged

user search interests. The experimental results show that for the user’s surfed

pages, the categories related to a user will converge into a fixed number. This
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indicates the user’s search interests can be identified after accumulating a

certain amount of surfed pages. A further investigation asked whether these

automatically produced categories really represent the search user’s search

interests. This was explored using a questionnaire. The user’s answers to

which showed nearly half of them agreed that the categories were accurate.

User profiles constructed in this way are used in re-ranking of the search

results. The re-ranking process uses the personal relevance between the iden-

tified categories of most interest to the user and the target web pages to re-

rank the results from an initial search run. The best personalized results show

an 8% improvement in MAP compared to the initial search results without

personalized re-ranking in a web search task.

The basic methodology adopted in this work has been widely adopted in

later personalized search research. Some key ideas for personalized search

arising from this work can be summarized as:

� The search system does not ask the user to input search interests explic-

itly for building the user profiles.

� Surfed web pages from the user play a key role in modeling the user’s

search interests.

� Automatically constructed user profiles are used to re-rank the general

search results for the individual user.

Following this early research work, various methods of personalized search

have been proposed. Some of these work focuses on utilizing knowledge

systems to build user profiles automatically, frequently used knowledge re-
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sources are ODP1 [Liu et al., 2002] and data collected from Folksonomy sys-

tems [Xu et al., 2008b]; some work concentrates on building personalized

PageRank for target corpus [Haveliwala, 2002]; other research focuses on

grouping users in personalized search [Teevan et al., 2009]. We introduce

these methods in this section, and analyse the advantages and drawbacks of

these methods.

ODP web categories were used to build user profiles for users in [Liu

et al., 2002]. ODP categorizes all websites into a comprehensive human-edited

directory. An example directory of open source software in ODP is shown

in Figure 2.3. For the top level category “Computers:Open Source:Software”,

it includes 15 sub-categories. Under each sub-category, it can include several

sub-categories. The sub-categories can still include their own sub-categories.

Thus the ODP system consists of many levels of categories. In the bottom

level of the hierarchical system, there are the links to the websites.

To build a user profile, one user’s search record can be saved as shown in

the Figure 2.4. Each user query is categorized into one or more categories in

the ODP system. Usually the categories used to map the user data are the top

one and two level categories, since ODP contains many categories levels. The

surfed web pages using the query are also associated with the corresponding

categories in the user profile. An example is shown in Figure 2.4, the query

“apple” belongs to the category “Food & Cooking” and the surfed pages are

“page1” and “page2”.

A general user profile for all users was utilized to smooth the category

results. This general user profile uses all the user’s data to produce an overall

1http://www.dmoz.org/
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Figure 2.3: An Example of an ODP Category.

Figure 2.4: Model and Example of a Search Record.
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profile. It can also be used to get a general relevance between the target web

pages and the general user profile.

In this work, for each user query, the similarity between the user query

and the general profile along with the similarity between the user query and

user profile was computed. The general profile was extracted from the ODP

web categories with each category associated with terms. This is similar to

the work of [Pretschner & Gauch, 1999]. The similarity between the user

query and the user profile can be also generated in this way. Also, several

text categorization algorithms have been tested to classify the user query into

categories. The experimental results showed that combining a general profile

and a user profile can produce better personalized search results than using

only a user profile. The results can be explained as shown that the general

user profiles are used as a supplement for the individual user’s profile for

user modeling. It also reveals that the user profile may be not sufficient to

record the user’s search interests.

An attractive feature of this ODP method is that ODP is an existing web

category system which can be utilized in the user modeling process for per-

sonalized search. One problem with the ODP system is that ODP has been

developed by different online users, with the result that the categories are not

well organized and some categories can be very broad while others are very

narrow. Also the topics of different categories can overlap with each other,

which is not good for identifying distinct user search interests.

The alternative to using the ODP web directory is to utilize a folksonomy

for user modeling. A folksonomy is a system of classifications derived by col-

laboratively creating and managing tags to annotate and categorize content.
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It is also known as collaborative tagging, social classification, social index-

ing, or social tagging. The use of folksonomy in personalized web search is

explored in [Xu et al., 2008b]. Several useful features can be brought into per-

sonalization by using a folksonomy: social annotations can provide category

names, social annotations can be used as keywords, and it can introduce a

collaborative link structure. In this work, the final query/document relevance

r(u, q, p) (u: user, q: query, p: web page) was a linear combination of the

term relevance between query and documents, and the topic relevance be-

tween document and user as shown in Equation 2.5. rterm(q, p) is the term

relevance between the query and the web page, rtopic(u, p) is the topic rele-

vance between the user and page, and g is a coefficient to adjust the weight

of the linear combination.

r(u, q, p) = g � rterm(q, p) + (1� g) � rtopic(u, p) (2.5)

The topic relevance rtopic(u, p) is computed using the vector space model

as shown in Equation 2.6. ~pti and ~uti is the topic vector of the web page and

the user. The dimension of the vectors is the number of tags in the folksonomy

system and then each dimension in the vector represents a tag. For ~pti, the

weight in each dimension is the number of times that the web page contains

this tag. For ~uti, the weight in each dimension is the number of times that the

user profile contains this tag. Experimental results show improvement in the

search quality on a web search task [Xu et al., 2008b].

simtopic(pi, uj) =
~pti � ~uti

j~ptij � j ~utij
(2.6)
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Similar work can be seen in [Braun et al., 2008]. In this work, a system

is built to record the user’s click-through data on Web 2.0 websites such as

Youtube, Flick, and del.icio.us to collect tags related to the user. Tags were used

to rank the future search results from the same user. This research showed

that a folksonomy is a good resource to build user profiles in personalized

search when available. One problem in using a folksonomy to model the

user’s search interests is that the folksonomy only exists on some web data

and it is not easy to collect relevant folksonomy data for a general personal-

ized search task.

PageRank is an important algorithm in a web search engine. It provides a

score for each web page based on how many outside links point to this page,

which means how important for this web page on the overall Internet [Page

et al., 1999]. The original PageRank algorithm provides unified scores for web-

sites, but different websites might mean different weights for different users.

Thus it is interesting to develop a personalized version of PageRank scores

for a personalized web search task. Going beyond the original PageRank,

a topic sensitive PageRank is introduced in [Haveliwala, 2002]. A personal-

ized web search method based on the personalized topic sensitive PageRank

method was proposed in [Qiu & Cho, 2006]. Each user is associated with a

topic distribution. Web search result ranking is based on the estimated user

profile and the topic sensitive PageRank score. Their results show significant

improvement compared to topic sensitive PageRank scores on data for 10 sub-

jects collected from Google search history in a computer science department.

Past research has focused on small collections of data for personalized

search research. With the fast progress of web search engines, the personal-
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ized search research for large scale data has become the focus of state-of-the-

art research. In large scale web search tasks, user logs become a key resource

to build user models. User logs are the focus of much research on person-

alized web search [Sugiyama et al., 2004; Speretta & Gauch, 2005; Wen et al.,

2009; Zhu et al., 2010].

In [Speretta & Gauch, 2005], the study was conducted through three phases:

� Collecting information from users. All searches, for which at least one

of the results was clicked were logged for each user.

� Creation of user profiles. Two different sources of information were

identified for this purpose: all queries submitted for which at least one

of the results was visited, and all visited snippets of web pages. Two

profiles were created: one created from queries and one using the snip-

pets.

� Evaluation: the created profiles were used to calculate a new rank of re-

sults browsed by users for a query. The new rank was used to compared

with the Google’s original ranked output.

The evaluation was based on a personalized web search task and the

data was collected from six users with 45 queries. The average rank of the

user’s click documents by this method was improved by 37% compared with

Google’s original rank. This work can be viewed as an early exploration of

personalized search methods for web search.

Methods are applied to perform personalized query expansion from the

individual user’s logs in [Cui et al., 2003]. The assumption is that the histor-

ical data from users contains relevant information with regard to the current
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user query, thus this feedback can create a better user query to find better

results on the target corpus. A client-side web search agent to perform im-

plicit feedback and query expansion was described by [Shen et al., 2005]. In

this work, query expansion was based on previous queries and immediate

result re-ranking based on click-through information. The main focus of this

research was how to exploit the immediate and short-term search context to

improve search. They presented a decision-theoretic framework for optimiz-

ing interactive information retrieval based on eager user model updating. A

method for improving web queries by expanding them with terms collected

from each user’s personal information repository was proposed in [Chirita

et al., 2007], this implicitly personalized the search output. Their results show

that some of these approaches perform very well, especially on ambiguous

queries, producing a very strong increase in the quality of the output rank-

ings of relevant documents.

While the basic methodology of personalized search has been proven to be

effective, more problems have been addressed in the following research. One

important problem is that the lack of user data may harm the user modeling

and lead to the failure of personalized search. Later research tried to enrich

the user data using data from other users. A typical method used the group-

ing of similar users [Teevan et al., 2009], thus a group user model was used to

model an individual user’s search interests. Another way to enrich the user

data is to get information from the user’s friends in Internet social networks

[Carmel et al., 2009]. This problem is directly related with our thesis topic of

the sparse data problem in IR.

The sparse data problem in user data is a less researched problem in per-
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sonalized search tasks. Work on grouping user data for personalized search

may be the earliest exploration to examine this problem [Teevan et al., 2009].

Previous research on personalized search focused on methods for creating

user profiles and how to use them to adjust document ranking. Less attention

has been paid to the problem of whether sufficient user data is available to

adopt this strategy. In a real search environment, collecting enough user data

to build user profiles can be a challenge, since the user’s historical data may

not be sufficient to cover the user’s search interests.

Grouping similar users’ data is one method to enrich an individual user’s

data. This method is called grouplization in this work. Experimental results

show that people show explicit similarity share similar search interests and

intent, and it can be beneficial to group their historical data to get better per-

sonalized results. In this work, people from the same age range, same sex

or same occupation are called an explicit group. Some common queries from

the explicit group are more effective when using the grouplizaton method.

These groups indicate the potential of sharing the same search interests be-

tween individuals. But the information for grouping users such as age, sex

or occupation is usually hard to collect for general online search users. Thus

a more common and easy to implement method to enrich the user historical

data in personalized search is needed.

Social search has gained considerable attention in recent years. It can be

viewed as a solution to the sparse data problem of user data in personalized

search. A personalized social search method based on the user’s social re-

lations is described in [Carmel et al., 2009]. In this work, search results are

re-ranked according to their relations with individuals in the user’s social
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network. Three types of strategies were studied: a familiarity-based network

of people related to the user through explicit familiarity connection, where fa-

miliarity means two individuals know each other; a similarity-based network

of people similar to the user as reflected by their social activity, where similar-

ity means two individuals having common activities; and an overall network

that provides both relationship types. All these social based methods outper-

form a topic-based strategy which builds user profiles based on terms in their

experiments.

Previous research into personalized search has demonstrated the effec-

tiveness of personalization for IR and utilizes several knowledge systems to

construct the user profiles [Pretschner & Gauch, 1999; Xu et al., 2008b; Teevan

et al., 2009]. The lack of user data problem has also been investigated. The

current solution is not general enough to be used in the general personal-

ized search task. In our research, we propose to utilize external resources to

update the user historical data which can be utilized in any common person-

alized search tasks. In the next subsection, we introduce and review previous

methodologies to utilize external resources in IR tasks.

2.2 Utilizing External Resources in IR

A typical IR evaluation task contains a target corpus for retrieval, a set of user

queries and the human relevance judgments for these user queries. We refer

to a corpus other than the target corpus included in the retrieval process as an

external corpus. In this section, we survey important work in the utilization of

external resources in IR. The purpose of this section is to introduce methods
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in previous research on the utilization of external resources in IR.

The work described in [Diaz & Metzler, 2006] introduces external corpus

into the relevance model [Lavrenko & Croft, 2001]. Relevance models provide

a framework for estimating a probability distribution, bqQ, over possible query

terms, w, given a short query, Q. This work takes a Bayesian approach, as

shown in Equation 2.10.

The query and the target documents are used to estimate a probability

distribution bqQ as Equation 2.7.

P(wjbqQ) � P(wjQ) � P(w, Q)

P(Q)
(2.7)

Since P(Q) is the same for all w, this can be reduced to the form shown in

Equation 2.8.

P(wjbqQ) µ P(w, Q) (2.8)

All the target documents with document model qD can then be produced

as shown in Equation 2.9.

P(w, Q) =
Z

qD

P(wjqD)P(QjqD)P(qD) (2.9)

Equation 2.8 and 2.9 can be combined to produce Equation 2.10.

P(wjbqQ) µ
Z

qD

P(wjqD)P(QjqD)P(qD) (2.10)

where qD is a document language model and P(QjqD) is the query likelihood.

The relevance model combines two models by linear interpolation as shown
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in Equation 2.11.

P(wjqQ) = lP(wjeqQ) + (1� l)P(wjbqQ) (2.11)

where eqQ is the maximum likelihood query estimate.

To build a query model that combines evidence from one or more col-

lections, a mixture of relevance models is formed. This results in modifying

Equation 2.11 to produce Equation 2.12.

P(wjqQ) = å
c2C

P(c)P(wjqQ, c) (2.12)

where C is the set of collections and P(wjqQ) is the relevance model computed

using collection c. Thus, two collections including the target corpus and an

external corpus can be used to estimate the query model. When compared

to traditional PRF techniques, external expansion is more stable across topics

and up to 10% more effective in terms of MAP. This work utilizes the external

resources as the source to estimate the language models of the query. This

process is a very similar process to query expansion methods in RF research.

[He et al., 2012] proposes a framework that combines both implicitly and

explicitly represented sub-topics, and allows a flexible combination of mul-

tiple external resources in a transparent and unified manner. Specifically, a

random walk based approach is used to estimate the similarities of the ex-

plicit subtopics mined from a number of heterogeneous resources: click logs,

anchor text, and web n-grams. These similarities are then used to regular-

ize the latent topics extracted from the top-ranked documents, the internal

subtopics. Empirical results show that regularizing the latent topics extracted
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from the right resource leads to improved diversification results, indicating

that the proposed regularization with external resources forms better topic

models. Click logs and anchor text are shown to be more effective resources

than web n-grams under current experimental settings. Combining resources

does not always lead to better results, but is found to achieve robust perfor-

mance in all cases. This robustness is important for two reasons: it cannot

be predicted which resources will be most effective for a given query, and it

is not yet known how to reliably determine the optimal model parameters

for building implicit topic models. By this method, the external resources are

utilized to build topic models in the initial retrieved results.

Utilizing external resources for query expansion continues to be an attrac-

tive topic in IR research. [Bendersky et al., 2012] presents a unified frame-

work that automatically optimizes the combination of information sources

used for effective query formulation. The proposed framework produces fully

weighted and expanded queries that are both more effective and more com-

pact than those produced by the current state-of-the-art query expansion and

weighting methods. Empirical evaluation is reported for both newswire and

web corpora. In all cases, the combination of multiple information sources for

query formulation of multiple information sources for query formulation is

found to be more effective than using any single source. The proposed query

formulations are especially advantageous for large scale web corpora, where

they also reduce the number of terms required for effective query expansion

and improve the diversity of the retrieved results.

[Bouchoucha et al., 2013] utilized the ConceptNet1 as an external resource

1http://conceptnet.io/
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to conduct query expansion. Expansion terms were selected from ConceptNet

so as to cover as diverse aspects as possible. Diversifying query expansion has

a very similar goal to result diversification. The expansion terms need to be

diverse, or non-redundant. An approach similar to MMR (Maximal Marginal

Relevance) can naturally be used. MMR is a method of SRD (Search Result

Diversification) which tries to select documents that are dissimilar from the

ones already selected. The use of MMR for diversity is shown in Equation

2.13.

MMR(Di) = l � rel(Di, Q)� (1� l) �max
Dj2S

sim(Di, Dj) (2.13)

where Di is a candidate document from a collection, and S is the set of doc-

uments already selected. The parameter l controls the trade-off between rel-

evance and novelty. rel and sim determine respectively the relevance score of

the candidate document to the query and its similarity to a selected document.

In each step, MMR selects the document with the highest MMR score. Exper-

iments were conducted on the ClueWeb09 dataset, using the test queries from

the TREC 2009, 2010 and 2011 web tracks. The MAP values for these query

sets improve from 0.160 to 0.206 compared to a baseline for SRD [Vargas et al.,

2013].

To summarize previous research into utilizing external resources in IR, it

has focused on using external resources to improve the retrieval effectiveness

by query expansion. The difference between these studies has been in the

retrieval model used such as the language model retrieval method [Diaz &

Metzler, 2006], or topic modeling [He et al., 2012]. Also search result diver-
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sification is a motivating factor to include external resources to bring more

relevant topics to the query side using information from the external re-

sources. The key reason that external resources work for result diversification

is that the external resources tend to expand the queries from different as-

pects of its meaning than expanding only on the target document collection.

This work demonstrates the effectiveness of utilizing external resources in IR

tasks. For our research topic - the sparse data problem in IR, utilizing external

resources may play an important role, since resolving the sparse data prob-

lem by adding more data from external resources is an attractive possibility.

These existing successful applications motivate our research to utilize exter-

nal resources to address the sparse data problem in IR tasks, since external

resources have been shown to be effective in bringing useful information into

the IR process.

2.3 Stepping-off to Our Research

From the findings of the previous work described in this chapter, several

ongoing problems can be identified:

1. Previous research ignores retrieval tasks where there is a sparse data

problem.

2. Most work assumes that the target corpus contains sufficient informa-

tion for RF which is not true for some retrieval tasks.

3. Most work is focused on the query side and little research investigates

how to solve sparse data problem from the document side.

49



CHAPTER 2. BACKGROUND AND REVIEW

4. In personalized search research, the sparse data problem in user histor-

ical data has been less noted.

Based on these points, this motivates us to conduct a research study into

the utilization of external resources in IR to resolve the sparse data problem,

including QE, Document Expansion (DE) and enriching the user data in per-

sonalized search task. RF from external resources for the sparse data problem

is a less studied problem. In Chapter 3 and Chapter 4, we report a more

detailed study of QE and DE using external resources.

Although much work has been done on personalized search, there are still

unsolved research problems in this area. Analysis of existing research reveals

that personalized search has a sparse data problem due to the ambiguous and

short queries and incomplete user historical data. Based on this analysis, we

note several problems with personalized search:

� User logs may be insufficient to enrich the user query. Thus, the ques-

tion arises, can we utilize external resources to enrich the user logs to

overcome this problem?

� The second question is, can we utilize external resources in personalized

search effectively?

Based on these research problems, we propose to examine the utilization

of external resources to enrich user historical data in personalized search. This

research is described in Chapter 5 and Chapter 6.
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2.4 Summary

In this chapter, we introduced the problem of sparse data in IR. We surveyed

existing research in RF and personalized search, and their efforts in resolving

the sparse data problem. We also introduced previous research into utilizing

external resources in IR. Based on state-of-the-art of these topics, we introduce

research studies seeking to utilize external resources to resolve the sparse data

problem in IR. In the following chapters, we begin to introduce our research

work on these topics.
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Chapter 3

Exploring External Resources in

Query Expansion

Following the introduction to our research in Chapter 1, and the survey of

related existing work in Chapter 2, we begin our investigation into the uti-

lization of external resources in IR. We first investigate the potential for the

use of external resources in Query Expansion (QE) which we refer to as Exter-

nal Query Expansion (EQE). In EQE, an external resource is used to augment

the user’s query as the source of feedback information. Our experiments on

EQE are conducted on a text-based image retrieval task. We select this task

due to the sparse data problem which arises because of the short document

length in this task, where the textual description of these documents only

consists of a small number of meta-data entities. In this research, we compare

EQE to the standard Query Expansion (QE) from the target collection and

also introduce a novel Definition-document based Relevance Feedback (DRF)

method which seeks to fully utilize the external resources.
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In this part of our research, we aim to find whether utilizing external re-

sources in query expansion performs well for the IR tasks with sparse data

problem. We conduct our research by answering the following research ques-

tions:

� How does the classical query expansion perform for retrieval tasks with

sparse information?

� Which is better to compare query expansion from the target collection

with query expansion from external collection?

� Is the classical query expansion algorithm the best for query expansion

using external resources?

The structure of the chapter is as follows. Section 3.1 introduces the back-

ground and related work on utilizing external resources in QE. Section 3.2

describes our method to apply the RF method by utilizing an external re-

source. Section 3.3 proposes our new DRF method which seeks to improve

the utilization of external resources in RF for IR. Section 3.5 and 3.6 discusses

the work described in this chpater and summarizes our findings for this chap-

ter.

3.1 Background and Related Work

As introduced in Chapter 2, previous research on RF has focused on the uti-

lization of information from the target corpus. A key assumption of this

approach is that the target corpus contains enough information to enrich the
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user query to resolve the sparse data problem in the query side. For some

emerging retrieval tasks, this assumption may not be true since for many IR

tasks the target documents are short, with the result that they do not fully

describe the topic of themselves. To resolve this problem, a potential solu-

tion is to get the information from an alternative external resources for the RF

process. We refer to this approach tof RF as EQE.

A straightforward approach to EQE is to conduct an initial retrieval run

on the external corpus, and then to select expansion terms from feedback

documents selected from this initial run. The new query expanded is then

applied to the target corpus to perform the second retrieval step. In this

section, we review existing work on QE using external resources.

Early work on QE using external resources can be found in the TREC

newswire retrieval tasks [Walker et al., 1998; Robertson et al., 1999; Robertson

& Walker, 2000; Robertson et al., 2000]. TREC newswire documents are usu-

ally long and comprehensive meaning that there is no sparse data problem to

harm retrieval effectiveness. However, research at TREC showed that external

QE can work well in tasks using TREC newswire collection. QE from a larger

collection than target collection has been shown to be effective in TREC tasks

[Robertson et al., 2000]. Blind expansion using the TREC 1-5 showed a gain

of 8% in MAP compared to a baseline without QE for the TREC 6 task. In

this experiment, the TREC 6 data-set was the target collection and the TREC

1-5 datasets were used as a large external collection for RF. The TREC 6 data

consists of newswire documents where the document length is usually long

(average length of documents ranges from several hundred terms to several

thousands terms) and the description of the content is thus quite detailed.
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The relevance feedback from external collections proves to be effective in this

task. EQE improves the MAP by 8% over a method without EQE for the

TREC8 ad hoc task [Kwok, 2000]. The results of further experiments showed

that EQE produces better results for shorter queries than for long queries

[Kwok, 2000]. EQE was investigated in later work which modelled the QE

process as a random walk process [Collins-Thompson & Callan, 2005]. In this

work, the combination of an external collection and the target collection as

evidence for QE achieved higher performance than using the target collection

only on several TREC newswire tasks.

Since the TREC newswire collections do not suffer from the sparse data

problem, EQE may not always work better than QE from the target corpus

for all queries. Later research proposed a method to select use of the exter-

nal collection or the target collection itself as the source of QE information

for different queries [He & Ounis, 2007]. In this work, retrieval performance

is estimated by a query performance predictor for each query. The external

resource or target collection is chosen for QE based on the estimated perfor-

mance. This adaptive QE method achieved the best result compared with QE

from only one collection for two standard TREC web search tasks. Further

research classified TREC topics into three categories based on an external cor-

pus: i) entity queries; ii) ambiguous queries and iii) broader queries [Xu et al.,

2009]. Experimental results showed that use of an external resource helped to

improve retrieval effectiveness for all three query types.

Current research lacks deep analysis of the reason why EQE works on

some retrieval tasks and not on others. This gives us the opportunity for a

detailed examination for tasks with a sparse data problem, and investigation
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of the potential for QE using external resources.

3.2 Query Expansion from External Resources

In this section, we investigate QE from external resources on a text-based

image retrieval task. The Dbpedia collection 1 is used as our external re-

source since it contains a broad coverage of topics and less noise information

than full Wikipedia articles 2. Our initial QE method employs the standard

Okapi feedback method [Robertson, 1991; Robertson et al., 1994] as described

in Chapter 2.

Our experiments were conducted on the collection from the ImageCLEF

WikipediaMM 2008 task [Theodora Tsikrika, 2008]. We selected this task to

conduct the research on utilizing external resources for IR on the query side,

since it is a typical task where the queries are short and the target documents

are short as well. Some example queries can be seen in table 3.1. The example

queries show that the queries are all very short. The length of the 75 queries

in this collection ranges from 2 to 7 words. Short queries are usually unable

to describe the search intent of the user in full details. This is a typical sparse

data problem in IR tasks.

Table 3.1: Example Queries of WikipediaMM 2008.
1 blue flower 2 sea sunset
3 ferrari red 4 white cat
5 silver race car 6 potato chips
7 spider web 8 beach volleyball
9 surfing 10 portrait of Jintao Hu

1http://wiki.dbpedia.org/
2In the research of this chapter, we refer to Dbpedia when we use Wikipedia documents
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