Abstract

Neural Machine Translation (NMT) systems require a lot of data to be competitive. For this reason, data selection techniques are used only for fine-tuning systems that have been trained with larger amounts of data. In this work we aim to use Feature Decay Algorithms (FDA) data selection techniques not only to fine-tune a system but also to build a complete system with less data. Our findings reveal that it is possible to find a subset of sentence pairs, that outperforms by 1.11 BLEU points the full training corpus, when used for training a German-English NMT system.

1 Introduction

In Statistical Machine Translation (SMT) it has been shown that having more data does not always lead to better results [Ozdowska and Way, 2009]. In fact, performance can increase by limiting the training data to a smaller but more relevant set [Eetemadi et al., 2015]. Neural Machine Translation (NMT) models in contrast are data-hungry, and perform better only with large amounts of available training data, in some cases underperforming SMT when low amounts of data are available [Östling and Tiedemann, 2017; Dowling et al., 2018]. However, the amount of training data required to make NMT work really well depends a lot on the domain of the training data and test set, and possibly also how similar they are. For certain training domains such as TED talks [Bentivogli et al., 2016] it has already been shown that even with fairly limited training sizes NMT can already outperform SMT by a large margin.

Larger training sets also introduce noise and require models to cover a larger number of words, whereas for practical reasons the vocabulary cannot be arbitrarily increased to facilitate these extra words. Consequently, training material that is not relevant for the test set risks wasting limited entries in the vocabulary on source words that are not relevant to the test domain. This is why domain adaptation has proven to be useful in NMT [Chu et al., 2017] by tailoring a model towards in-domain data.

While traditional Machine Translation (MT) approaches perform an inductive learning (i.e. learn a model from translated sentences in order to predict unseen examples), transductive learning approaches
aim to identify the best training instance to predict the test set [Bianchini et al., 2016]. Models trained with sentences retrieved by transductive learning methods are tailored towards the test set. This is similar to the way many domain-adaptation methods adapt the training material to be suitable for a specific domain.

In this work, we use Feature Decay Algorithms (FDA), a transductive data selection method that has achieved good results in SMT and apply it to NMT. Our purpose is twofold: i) to question the widely held assumption that in Neural Machine Translation it is always better to use more data; and ii) to explore how a transductive data-selection technique like FDA should be applied in order to build models that outperform those built with all training data.

2 Related Work

Feature Decay Algorithms In our work, in order to extract a subset of the data, we use Feature Decay Algorithms [Biçici and Yuret, 2011; Biçici et al., 2015; Biçici and Yuret, 2015]. This is a method that uses the source side of the test set to select sentences that provide translation examples that are most relevant for this set. Furthermore, FDA aims to maximize the variability of these selected relevant $n$-grams in the training set by decreasing their value as they are being selected.

In order to do that, the features ($n$-grams extracted from the test set) are assigned an initial value, and each sentence of the training data is scored as the normalized (by dividing by the number of words) sum of the values of its $n$-grams. Then, the method iteratively selects the sentence with the highest score and adds it to the set of selected data (which initially is empty). After selecting a sentence, the values of the features contained in it are decreased according to the decay function. By default, the value of a feature $f$ is defined as in (1):

$$decay(f) = init(f)0.5^{C_L(f)}$$  (1)

where $init(f)$ is the initial value and $C_L(f)$ is the count of the feature $f$ in selected data.

The score of a sentence $s$ at a particular iteration is the sum of the values of $C_L(f)$ of the features present in $s$, normalized by the length of $s$. The score of a sentence, using the default configuration in Equation (1), computed as in (2):

$$score(s) = \frac{\sum_{f\in F_s} 0.5^{C_L(f)}}{\# \text{ words in } s}$$  (2)

where $F_s$ is the set of features present in $s$.

FDA has proven to be useful in Statistical Machine Translation (SMT) Biçici [2013]; Poncelas et al. [2016, 2017]. Selecting a small subset of sentences from a parallel corpus using FDA is enough to train SMT systems that perform better than systems trained using the whole parallel corpus.

Neural Machine Translation We use neural machine translation [Kalchbrenner and Blunsom, 2013; Cho et al., 2014] in the form of sequence-to-sequence models [Sutskever et al.] based on recurrent neural networks [Bahdanau et al., 2014; Luong et al., 2015].

Fine-tuning A method of domain adaptation that has been used in NMT is “fine-tuning”, which involves using a pre-built NMT system and training it further for several epochs with smaller amounts of in-domain data.

Most works Luong and Manning [2015]; Freitag and Al-Onaizan [2016] first use general domain data for training a system, and then a different in-domain data set for fine-tuning. Chu et al. [2017] train a system using a resource-rich domain corpus, and then use a small domain corpus to fine-tune the system.
The approach of Li et al. [2016] is the closest to our work, as they use the information of the test set to retrieve the data for tuning. Li et al. [2016] use string similarity measures, such as Levenshtein [Levenshtein, 1966] or the cosine similarity of the average of the word embedding [Mikolov et al., 2013] in order to find sentences that are close to a given sentence of the test set.

An alternative technique of performing fine-tuning is proposed by van der Wees et al. [2017]. They train the model with a dataset that is varied for each epoch, instead of training a model with a fixed training set, and then tuning it with a subset or another dataset for the last epoch. The size of the data is decreased gradually, keeping the sentences that are more in-domain, weighted using Cross-Entropy Difference [Axelrod et al., 2011]. The size of the subset of a training data \( S \) at each epoch \( e \) is defined as Equation (3):

\[
n(e) = \alpha \cdot |S| \cdot \beta^{(e-1)/\eta}
\]

where \( \alpha \) is the relative start size, the fraction of training data used for the first epochs (relative start size), \( \beta \) is the fraction of training data kept in the new selection (retention rate), and \( \eta \) is the number of epochs for which the same subset is used.

3 Data selection using the source-side of the test set

Using the source side of test examples is central to machine translation. For example, SMT effectively uses only those phrase-pairs that match the source side of a test sentence. Matching can be done implicitly, inside the decoder and during translation, or explicitly, by filtering the phrase-table with the source-side of the test set before passing it to the decoder.

The usage of the test set source side by FDA is conceptually not different from well-established lazy supervised learning methods such as K-nearest neighbors, and is also not fundamentally different from the usage of source information for matching phrase-pair selection by SMT grammar extractors/decoders [Lopez, 2008].

4 Research questions

Due to the good performance achieved by FDA in SMT, we want to explore whether the improvements also maintain in NMT. Accordingly, the first question we want to answer is:

- Is FDA also useful for selecting a subset of training data to train NMT models that perform better than models trained with the larger (full) training data without any selection?

In NMT there are several possible configurations for applying a data-selection techniques. One method is to build a complete model from scratch using just a subset of the data. Another way is to use fine-tuning to specialize an existing model.

On the top of that, there are several possibilities of how to tune a model: (i) Performing fine-tuning (and even in this option, there are several possibilities as we can choose different epochs of the model to tune); and (ii) perform a gradual tuning, where at each epoch the model is trained in using gradually smaller in-domain subsets.

Due to the different configurations available, our second research question is:

- What configuration should be applied so that NMT model benefits the most from FDA techniques?

The test set may not always be accessible when building the NMT model. However, a system tuned for a document of one domain using FDA may be be useful for translating a different one if they share the domain.
Can a model biased towards one test set using FDA be useful for translating a different test set in the same domain?

5 Experiments

In this work we have constructed a German-to-English NMT system using the Pytorch port \(^1\) of OpenNMT [Klein et al., 2017] to train the models. According to the creators of OpenNMT, a good baseline for German-to-English WMT 2015 data is the one built with default parameters (2-layer LSTM with 500 hidden units, vocabulary size of 50002 and 50004 for source and target language, respectively) executed for 13 Epochs. The words in the output that are not in the vocabulary are replaced with the word in the source with the highest attention.

The data sets used in the experiments are based on the ones used in the work of Biçici [2013]:

- **Training data**: The training data provided in the WMT 2015 [Bojar et al., 2015]\(^3\) translation task setting a maximum sentence length of 126 words (4.5M sentence pairs, 225M words).
- **Validation data**: 5K randomly sampled sentences from development sets from previous years.

We extract subset of different sizes (100K, 200K, 500K, 1M and 2M sentences) from the training data with FDA using the test set from the WMT 2015 Translation Task. We use the default configuration of FDA (i.e. 3-grams as features, 0.5 as decay factor and 0 as decay exponent of 0). We perform several experiments building different NMT models using the training data and the data extracted with FDA. In order to answer the research questions in Section 4, models are built following different configurations:

- **FDA experiments**: Build NMT models from scratch, using only the output of FDA as training data.
- **BASE12+FDA experiments**: Fine-tune the last epoch of the baseline model with the output of FDA. Since the baseline is run for 13 epochs, we use the model of the 12th epoch.
- **BASE8+FDA experiments**: Fine-tune the baseline model starting from the 8th epoch. We choose the 8th epoch not only because it is close to the middle stage of the training, but also because it is the point where fine-tuning and convergence of the model is initiated by starting the decay of the learning rate.
- **Gradual fine-tuning experiments**: Perform a gradual fine-tuning where the complete training data is used on the first epochs but gradually smaller sizes of training data are used thereafter. The sentences that are kept for the next iteration are the top sentences retrieved by FDA (being smaller at each epoch). The experiments are performed with the same configuration in the original work of van der Wees et al. [2017], using \(\alpha = 0.5\), \(\beta = 0.7\) and \(\eta = 2\) in Equation (3).

In addition, we are interested in exploring whether the model trained on data retrieved by FDA using one document could also be useful for translating different documents in the same domain. We use the same models (trained with data using the test set of WMT 2015 as seed) for translating a different test set, the namely WMT 2014 [Bojar et al., 2014] news test set, which is in the same domain.

---

\(^1\)https://github.com/OpenNMT/OpenNMT-py

\(^2\)http://opennmt.net/Models/

\(^3\)http://www.statmt.org/wmt15/translation-task.html
6 Results

In Table 1 and 2 we show several evaluation metrics: BLEU [Papineni et al., 2002], TER [Snover et al., 2006], METEOR [Banerjee and Lavie, 2005] and CHRF3 [Popovic, 2015]. These scores give an estimation of the quality of the output of the experiment when compared to a translated reference. In Table 2 we have also marked in bold the scores that outperform the baseline (Table 1) and computed the statistical significance (marked with an asterisk) with multeval [Clark et al., 2011] for BLEU, TER and METEOR when compared to the baseline at level p=0.01 using Bootstrap Resampling [Koehn, 2004].

<table>
<thead>
<tr>
<th></th>
<th>baseline</th>
<th>FDA 100K lines (2%)</th>
<th>BASE8+FDA</th>
<th>BASE12+FDA</th>
<th>FDA 200K lines (4%)</th>
<th>BASE8+FDA</th>
<th>BASE12+FDA</th>
<th>FDA 500K lines (11%)</th>
<th>BASE8+FDA</th>
<th>BASE12+FDA</th>
<th>FDA 1M lines (22.3%)</th>
<th>BASE8+FDA</th>
<th>BASE12+FDA</th>
<th>FDA 2M lines (44.6%)</th>
<th>BASE8+FDA</th>
<th>BASE12+FDA</th>
<th>Gradual fine-tuning</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLEU</td>
<td>0.2474</td>
<td>0.1951</td>
<td>0.2445</td>
<td>0.2458</td>
<td>0.2304</td>
<td>0.2445</td>
<td>0.2479</td>
<td>0.2517*</td>
<td>0.2480</td>
<td>0.2475</td>
<td>0.2560*</td>
<td>0.2484</td>
<td>0.2472</td>
<td>0.2585*</td>
<td>0.2484</td>
<td>0.2472</td>
<td></td>
</tr>
<tr>
<td>TER</td>
<td>0.5525</td>
<td>0.6243</td>
<td>0.5567</td>
<td>0.553</td>
<td>0.5788</td>
<td>0.5562</td>
<td>0.5523</td>
<td>0.5497</td>
<td>0.5533</td>
<td>0.5524</td>
<td>0.5454*</td>
<td>0.5543</td>
<td>0.5522</td>
<td>0.5454*</td>
<td>0.5543</td>
<td>0.5522</td>
<td></td>
</tr>
<tr>
<td>METEOR</td>
<td>0.2798</td>
<td>0.245</td>
<td>0.2771</td>
<td>0.2793</td>
<td>0.2722</td>
<td>0.2773</td>
<td>0.2804</td>
<td>0.2886*</td>
<td>0.2797</td>
<td>0.2801</td>
<td>0.2886*</td>
<td>0.2795</td>
<td>0.2802</td>
<td>0.2894*</td>
<td>0.2795</td>
<td>0.2802</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Results of the model trained with all available training data.

In the baseline column of Table 2 we see the scores of the translation of the test set (WMT 2015 document) using all training data. In the column FDA we present the results of the models built from scratch on different sizes of data retrieved by FDA (different subtables). As expected, an NMT model trained with small sets of data achieves worse results than the baseline. However, we discover that after selecting enough data, the system trained with less data outperforms the baseline. Using just 11% of sentences is enough to obtain better results (500K subtable) that are statistically significant for more than one evaluation metric. We observe the best results when selecting 2 million sentences, which is just 44.6% of the total number of sentences.

If we compare the models which have been fine-tuned (columns BASE8+FDA

Table 2: Comparison of results of system trained in different sizes of training data retrieved by FDA.
and BASE12+FDA), the scores obtained in BASE12+FDA experiments are better than BASE8+FDA. Almost all the evaluation metrics (the only exception is the BLEU score in subtable of 1M lines) are better when the fine-tuning is applied in the last epoch rather than in earlier stages. The BASE12+FDA experiment performs better than the baseline when using subsets of more than 200K sentences (we see in column BASE12+FDA that most of the scores are in bold). However none of them are statistically significant better than the baseline.

In the last subtable of Table 2 we show the performance of the model built using gradual fine-tuning. Even if it obtains a higher BLEU score the output is not statistically significantly better than the baseline at level $p=0.01$ for any of the metric.

We have seen that models trained with a subset of data perform better than those trained with all the data. As models built from scratch are not required to extract the words from the whole training data but only from the subset of sentences pairs relevant to the test set source, these are able to focus the limited vocabulary space more on those words that are relevant for the test set source. Tuning approaches in contrast preserve the initial vocabulary, which means they do not benefit from the more focused vocabulary training from scratch using FDA allows, which is one of the principles behind the working of FDA.

### 6.1 Further analysis: generalisation to additional test sets within the same domain

In order to explore whether the models built are also useful for translating another test set, we present Table 4. Here we see that the only scores that are statistically significantly better (marked with an asterisk) than the baseline (Table 3) are those of the FDA experiment when 2M sentences are selected. These results are consistent with those observed in Table 2.

Training models with smaller in-domain data sets achieves better results. In addition, fine-tuning applied in the last epoch causes the results to improve, as in Table 2. However, while we can still see improvements over the baseline for BASE12+FDA (numbers in bold in Table 4, column BASE12+FDA when 500K sentences or more are selected), none of these improvements are observed for the BASE8+FDA configuration/column in Table 4. Furthermore none of these improvements are statistically significant.

The main difference with Table 2 is that more training data is necessary to achieve results that are better than the baseline. This is because in this set of experiments, the vocabulary is not directly obtained from the test set but from a document in the same domain. Note that in this set of experiments the seed used to extract in-domain data is the WMT 2015 test set which contains only 2169 lines. In future work, we want to explore whether the results can improve if we use documents with more sentences as seed.

As we argued in the introduction, using the source side of the test set is used even implicitly for fragment selection by all data-oriented (fragment based) methods, including SMT, though this may not be widely realized by practitioners in the field. But these results show that FDA can give improvements even if...
we omit the direct use of the source side of the test set, as is normally done by FDA.

7 Conclusion and Future Work

In this work we have discovered that using FDA, it is possible to find a subset of data that can be used to train an NMT model that achieves better results than a model trained with all data. In particular, our best model, trained on 44.6% of the data improves over the baseline trained on the full training set, while also giving significant improvements on other metrics. Besides the significant improvement in translation quality, this also implies (in the chosen training regime, with 13 epochs and FDA after 8 epochs) a linear reduction in training time compared to the baseline system. For example, by reducing the training data by half for the last 8 epochs we use only 81% of the original training time\(^4\).

In future work, we want to study the impact of the differences in vocabulary in each experiment. We also want to compare these results to different data-selection techniques or different variants of FDA (either using different values in the parameters, or different variants of the algorithm such as the one proposed in Ponce-las et al. [2016, 2017]).
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\(^4\)If the last 5 epochs are trained using 50% of the data, the training time is \(((8 \times 1) + (5 \times 0.5))/13 = 0.81\)

Table 4: Comparison of results of system trained in different sizes of training data retrieved by FDA using a different test set (WMT 2014 test set).
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