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We conduct the rst experiment in the literature in which a nwel is translated
automatically and then post-edited by professional liteny translators. Our case study
is Warbreaker, a popular fantasy novel originally written in English, wdti we translate
into Catalan. We translated one chapter of the novel (over 300 words, 330 sentences)
with two data-driven approaches to Machine Translation (MT phrase-based statistical
MT (PBMT) and neural MT (NMT). Both systems are tailored to wels; they are trained
on over 100 million words of ction. In the post-editing expeiment, six professional
translators with previous experience in literary transliain translate subsets of this chapter
under three alternating conditions: from scratch (the normin the novel translation
industry), post-editing PBMT, and post-editing NMT. We reord all the keystrokes, the
time taken to translate each sentence, as well as the numberfgpauses and their duration.
Based on these measurements, and using mixed-effects mods| we study post-editing
effort across its three commonly studied dimensions: tempual, technical and cognitive.
We observe that both MT approaches result in increases in treslation productivity: PBMT
by 18%, and NMT by 36%. Post-editing also leads to reductionsin the number of
keystrokes: by 9% with PBMT, and by 23% with NMT. Finally, regrding cognitive effort,
post-editing results in fewer (29 and 42% less with PBMT and MT, respectively) but
longer pauses (14 and 25%).

Keywords: literary translation, post-editing, neural mach
literature, foreign ction

ine translation, statistical machine translation, foreign

1. INTRODUCTION

Machine Translation (MT) is widely used in the translatiordirstry today to assist professional
human translators, as using MT results in notable increasésnslator productivity compared to
translation from scratch. This has been empirically showmiany use-cases over the last decade
that rely on the phrase- and rule-based paradigms to MT (PBMT anbllRBfor several text types,
including technical documents>(itt and Masselot, 20)@nd news flartin and Serra, 20)4to
mention just two.

The most common work ow employed is post-editing, a sequdmigeline in which the source
document is rst translated with MT, and subsequently, a tlater edits the MT translation (e.qg.,
xing errors) to produce the nal translation.

In most of the use-cases explored in the literature the traticsh aim is dissemination, and the
translations obtained via post-editing have been found t@bequivalent or higher qualityR(itt
and Masselot, 2010; Green et al., 2dd3hose produced from scratch.
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Nonetheless, post-editing has been found to prime thesystem. For each sentence translated, we record (i) thesjraet
translator, thus resulting in a nal translation that is silar to  to translate it, (ii) the number of keystrokes used, and (ifigt
that initially suggested by the MT syster@reen et al., 203 number of pauses and time devoted to them. We then use these
Because the MT approaches most widely used to date in poghiree measurements to attempt to provide answers to questions
editing translation work ows—RBMT and, above all, PBMT—RQ1, RQ2, and RQ3, respectively.

are known to lead to literal translations, post-edited triations The rest of the paper is organized as follows. Section 2 ostline
are also perceived as being more literal than translatioos fr the state-of-the-art in MT of novels. Next, section 3 presents th
scratch Martin and Serra, 2034 MT systems (section 3.1) and the novel (section 3.2) used in our

While this is acceptable for text types such as technicaxperiment, followed by the experimental set-up (section.3.3)
documents, as the main objective of the translation for&tgpes Section 4 presents and discusses the results. Finally, iorséct
of texts is to preserve the meaning of the original, it mightbe we draw our conclusions and propose lines of future work.
the case for other text types of a more creative nature, such as

literary texts, because in this case the objective of threstagion
is twofold: not only the meaning of the source text needs to b&. STATE-OF-THE-ART IN LITERARY

preserved but also its reading experientenes and Irvine, 2013 TRANSLATION USING MT

Recently, neural machine translation (NMT) has emerged as a
new paradigm in MT, and has been shown to considerably/oigt and Jurafsky (2012%tudied how referential cohesion
improve the translation quality achieved, regardless ofs expressed in literary (short stories) and non-literane\s
the language pair Toral and Sanchez-Cartagena, 201lh  stories) texts and how this cohesion a ects translation. yrhe
addition, the translations produced by NMT are much morefound that literary texts use more dense reference chains
uent (Bentivogli et al., 20)6than those derived by PBMT, to express greater referential cohesion than news. They then
until recently by far the most dominant paradigm in the eld. compared the referential cohesion of human versus machine
In addition, relevant to this work, it has been claimed tha¥iN  translations of short stories from Chinese-to-English. MT
does not lead to literal translatiohsas is the case with PBMT systems had diculty in conveying the cohesion, which is
and RBMT. attributed to the fact that they translate each sentencsaration

At this point, because of (i) the maturity of post-editing in while human translators can rely on information beyond the
industry, and (ii) the rise of a new MT paradigm (NMT) that sentence level.
results in more uent and less literal translations than picais Jones and Irvine (2013used generic PBMT systems to
models (PBMT and RBMT), it is timely to study the extent totranslate samples of French literature (prose and poetry)
which current MT technology can be useful in assisting withincluding a fragment of Camug'Etrangerinto English. They
professional translations of literary text. In this work weké analysed the translations from a qualitative perspective tivess
the rst steps in this direction by assessing the e ort invalve what makes literary translation hard and to discover what th
in the post-editing of a novel, along the three dimensiongotential role of MT could be.

commonly studied in the literatureKrings and Koby, 2001 Besacier and Schwartz (201gresented a pilot study where
which constitute the research questions (RQs) underpinninigt a generic PBMT system followed by post-editing was applied
work: to translate a short story from English into French. Post-

editing was performed by non-professional translators, gmal t
authors concluded that such a work ow can be a useful low-cost
alternative for translating literary works, albeit at theperse of
lower translation quality.

RQ1 (temporal e ort). Does post-editing an MT output (using
the NMT or PBMT paradigm) result in shorter translation
time compared to post-editing of outputs from the other type

i 2
of MT system and/or to transiation from scratch Simultaneously to the previous workpral and Way (2015)

RQ2 (technical e ort). Does post-editing on one of the two, . . .
MT paradigms result in a lower number of keystrokes than thebuIIt a PBMT system tailored to a contemporary best-selling

other MT paradigm and/or than translation from scratch? ﬁ_uthor (Ruiz Za_lfc_)n) and thef_‘ applied it to translate one of
. o is novels,El prisionero del cieldetween two closely-related
RQ3 (cognitive e ort). Does post-editing on one of the MT | Spanish-to-Catalan). For 20% of the sentertes, t
paradigms result in changes in cognitive e ort? anguages (Spanis : ° !
translations produced by the MT system and the professional
In this work we translate a fragment of a novel with NMT and translator (i.e., taken from the published novel in the targe
PBMT. Subsequently, six professional translators with previo language) were exactly the same. In addition, a human etiatua
experience in literary translation translate subsets thevader revealed that for over 60% of the sentences, Catalan native
three di erent conditions: from scratch (the norm in the nove speakers judged the translations produced by MT and by the
translation industry), post-editing the translation prodest by professional translator to be of the same quality.
the PBMT system, and post-editing that generated by the NMT O Murchti (2017)machine-translated the sci- novélir Cuan
Dubh DrilseachHrom Scottish Gaelic to Irish, a pair of closely
» ) ) related languages, using the hybrid MT system Intergaelit an
Neural network-based MT can, rather than do a literal translationd the . . L.
cultural equivalent in another language”, according to Alan Padkrgineering SUbsequemly post-edlted th_e resultlng MT output. POSt'edltmg
Director at Facebook, in 2016, cf. https://slator.com/techngffagebook-says- Was 31% faster than translating from scratch and fewer ti®% 5
statistical-machine-translation-has-reached- end-of-life of the tokens in the MT output were corrected by the translator.
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Toral and Way (in presspuilt PBMT and NMT systems TABLE 1 | N-gram overlap (1 D f2,3,4g, TTR and sentence length for
tailored to novels for the English—Catalan language paiesgn Warbreakerand the means and 95% con dence intervals of those measures fo
were evaluated on a set of 12 widely known novels from ttie 20" 12 Pooks previously translated byforal and Way (in press)

and 2ktcenturies by authors such as Joyce, Orwell, Rowling angbcument N-gram overlap TR Sentence
Salinger, to name but a few. Overall, NMT resulted in an 11% length
relative improvement (3 points absolute) over PBMT according 5 3 4

to the BLEU evaluation metricRapineni et al., 20021In a

human evaluation conducted on the books by Orwell, RowlinGyarbreaker ~ 0.86 0.67 0.41 0.15 1254
and Salinger, the translations generated by the NMT systera we pygiogue 0.86 0.63 0.38 13.14
perceived by Catalan native speakers to be of equivalentgualit chaprer1 0.87 0.66 0.41 13.81
to the professional human translations for 14, 29, and 32%@ft cpaper2  0.89 0.67 0.42 13.08

sentences, respectively, compared to 5, 14, and 20% respectivg, pooks 086 003 063 003 037 003 0.17 003 16.78 3.03
with the PBMT system. These ndings have encouraged us to
expand this study to the post-editing of a novel, which we detai

below.

3.2. Novel

The novel used in this experiment is Sandersaiarbreake?.
3. MATERIALS AND METHODS This book fullls our two requirements, namely (i) literary

quality, to make sure that the task is indeed challenging, (@nhd
being freely redistributable, to guarantee the reprodditybdf
our experiment. The rst criterion is attested by its revieb
%ritics, while the second is met as the book was publishedunde
a Creative Commons License (CC-NC-ND speci cally).
Warbreaker is pre-processed in the same way as the training
data, namely it is sentence-split with NLTKi¢d, 200§ and
subsequently tokenized, truecased, and normalized (in sesfn
punctuation) with the corresponding Moses scripts.

3.1. MT Systems
We trained two MT systems belonging to two dierent
paradigms: PBMT and NMT. Both are tailored to novels and
brief description of them follows. For a more detailed acdpun
the reader is referred tdoral and Way (in press)

The PBMT system is trained on a linear interpolation
of in-domain (133 parallel novels from dierent genres
amounting to over 1 million sentence pairs) and out-of-domai

(around 400,000 sentence pairs of subtiflegprallel data, In order to have an estimate of the di culty posed by the

with version 3 of the Moses toolklt.K(oehn. .et al., 2007 translation of Warbreaker, we use two automatic metrics. The
The n-gram-based language model, in addition to the target, oy type-token ratio (TTR), provides an indication of the
side of the training paraII_eI dat_a, uses monollngugl in-dama richness of the vocabulary used in the book. The secorgiam
(aml.md 1,000 books written in Catalgn amounting to.qveroverlap, corresponds to the percentagenajrams in the novel

5 million sentences) and out-of-domain (around 16 million that are also found in the training data used to build the MT

gg\ialag fent%:ces c;awled frorré the v(\jlqh_besc a3d| Tolral,_ ystem. This measure thus provides an indication of the degre
) data, e system uses 3 reordering models (lexica 5f lexical divergence (or “novelty”) of the book that is to be

and phrase-based, and hierarchical), an operation sequenge  lated with respect to the training data
model Qurrani et al., 201)land an additional language model Table 1shows the TTR and-gram overlép (fon D 12,3, 4)

_tlj_zse? (:nt Cont'm:jmfs spatiegrargs Uatiwa_nl det aI._, 2033" Iof Warbreaker (both for the whole book and for some indivitlua
d f ast two models are frained on the in-domain para echapters‘j as well as for the 12 books previously translated with
ata. our MT systemsToral and Way, in pregsFor the latter we show

The NMT system follows the encoder-decoder approacighe mean value for the 12 books as well as the 95% con dence

andt IS I_Ou'ltt \_N'tr:j Nen:ztus $enr1r|cht_et alf.,tﬁoﬁ Tﬁ"? ._interval. In addition, we calculate the average sentencgtie
system 1S lraned on the concatenation of the parafle 'r.]'(average number of words per sentence) as previous reseach ha
domain training data (133 parallel novels) and a syntheti

%hown that the performance of current NMT systems degrades
corpus obtained by machine-translating the Catalan in-doma P y g

: L . . ith i i t lengtfiqral and Sanchez-Cart )
monolingual training data (1,000 books) into English. The\é\lcl)1 increasing sentence lengtfiqral and Sanchez-Cartagena

system uses sub-words as the basic translation unit; we
segmented the training data into characters and performe%e
90,000 operations jointly on both the source and targe‘tSln
languagesSennrich et al., 20)6Finally, we generate ambest
list with the NMT system and rerank it with a left-to-right NMT
systerf.

Comparing the scores oiVarbreakerto those of the twelve
Il-known books we have previously translated allows uateh
approximation as to how challenging translatrbreaker

is going to be. The scores fa¥arbreaker(full book) fall inside
the con dence intervals obtained for the twelve books footw
measures (2-gram overlap and TTR), they are slightly higher fo
another two (3- and 4-gram overlap), and slightly lower foeth

2http://opus.ling l.uu.se/OpenSubtitles.php

Shttps://github.com/rsennrich/nematus Shttps://brandonsanderson.com/books/warbreaker/warbreaker/
4This system has the same settings as the regular NMT system, lihei@mence 5TTR scores are not shown for chapters as it is computed on 20,00Gw@mnduch
being that the target sentences of the training data are redatsthe word level. bigger amount of text than what makes up a chapter.
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remaining one (sentence length). According to these resul  not that uncommon to have some cases of many-to-one (more

expect the novel chosen to be slightly easier to translatetthe  than one source sentence translated as one target sentence)

average of the twelve novels we translated previously. one-to-many (one source sentence translated as more than on
As for Warbreaker's individual chapters, we select one for outarget sentence) translations. Due to this characteristiterary

experiment that has similar values to the whole book, as thdtanslation, translators were told that they could, in adiutit to

would make it (to some extent) representative of the book asne-to-one translations, perform one-to-many and/or matay-

a whole. We show the values for the rst three (prologue andne translations. Details on how they could go about this are

Chapters 1 and 2) ifable 1and pick Chapter 1 as it is the one provided in the translator's manual.

whose results are closest to the whole book for all the meetric  For each research question (temporal, technical and cagniti

considered (except sentence length, whose value is longar the ort), we rstreportthe (descriptive) results for the samplé&or

the average). example, for temporal e ort, the relative change in translatio
productivity with post-editing versus translating from stofa is
3.3 Experimental Setup provided. Subsequently, we aim to generalize from the samples

(the translators that participate in the study and the senénc
they translate) to populations (any translator and any similar
text) by using mixed-e ects regression modemayen, 20080,

The professional translators performed the translation gSIET
v2.0 (Aziz et al., 201¢, a computer-assisted translation tool that

supports both translating from scratch and post-editiRET is ’ ) > .
used with its default settings. A snapshot of the tool, as used Mixed-e ects regression models distinguish between xed esect
our experiment, is shown ifigure 1 (i.e., the e ects we are usually interested in) and random esect

The source text translated in the experiment (Warbreaker'&"e" the factors we W‘_’”'_d I|I_<e to generalise over). Witspeect
Chapter 1) is made up of 3,743 words distributed in 330_to random _eects, a distinction can be made _between_random
sentences. We divided it into 33 translation jobs, each atlvh |ntercepts (i.e., the value of the dependent variable varthe
is made of 10 consecutive sentences (translation segment??s's of the level of the random-e ectfgctor),apd randoqus
There are three types of translation jobs (translation ctinds): l.e., the strength of the e ect of a predictor varies on the_@anﬁ
translation from scratch (HT), and post-editing the trartsbe the level of the random-e ect factor). Speci ca_lly, we W_'I!'hm
produced by the PBMT (MT1) and NMT systems (M'PZ) .modells where we contrast the three- trans!atlon conditions by

Six translators (henceforth T1 to T6) took part in the study.'nCIUd'ng them as xeq e ects, while including the translator
They saw all factors but not all combinations, since the);6 levels) and translation segments, or sentences (33G)eae!
translated each job in one translation condition. The type O{andom_eects. L »
translation to be carried out for each job by each translasor Pr.eV|ous studies in post-editing have shown that result;v ar
chosen randomly, with the following three constraints: cqn3|derably betwee_n translators and segments. By taking a

mixed-e ects regression approach, we are able to include the
1. The rstjob is set to translation condition HT for trangtars  by-translator and by-segment random intercepts and slopes to

Tland T2, to MT1 for T3 and T4 and to MT2 for TS and T6. model the variability associated with translator and segimior
2. Two consecutive jobs by a translator cannot follow the samexample, one individual translator may tend to take longer, o

translation condition. rewrite a larger part of a sentence than another, which is reatle
3. For each translator the number of jobs under each traisiat by a by-translator random intercept. Similarly, one sente(uue

condition is equal, i.e., each translator translates 1§ joirler  to its structure) may be more likely to be rewritten than aneth
translation condition HT, 11 under MT1 and 11 under MT2. or may take more cognitive e ort to translate, which is modele

We provided the translators with comprehensive translationby itby;]segment ri“d‘(’jﬁ“ mterceEt.tln addtlrt_:ont,hone trands;igto
guidelines", where it is stated that the aim is to achieve9t Sow a greater dierence between the three condiions

than another, which is modeled by by-translator random slfue

publishable professional quality translations, both for

translations from scratch and for post-editing. With respecttran5|at'0n condition. Similarly, a by-segment randompidor

to post-editing, the guidelines encourage the translatotrio translation condition i§ able to model that a translatiomelition

to x the translation provided by the MT system. Only if this may show a greater di erence for one s_entenpe than for ?‘”Other

is deemed too time-consuming to X (e.g., because the qualit¥ V(;/e cgnduct exy?loratoryl analyszs, in which wde rs[;[ include

of the MT output is too low) were the translators instructed to andom intercepts or transfator and segment, and su setlyaen

delete it and carry out the translation from scratch. add xed-e ect pre(_jlctors one by one. For_ ee_lch predictor,
As in other computer-assisted tools, translationsPBET are we .ch.eck whether its add!tlon results in a signi cantly lm.tt

related to source sentences on a one-to-one basis. In otth‘F’lt'StICaI model by comparing the model that adds that preemic

words, each source sentence corresponds to one target senteho a S|mpler model without that predlctor. Any pair of models

(see Chapter 3). However, in the translation of novels it idS subsequently compared in terms of Akaikes Information

Criterion (AIC; Akaike, 197} If the AIC of the model that

http://rgcl.wiv.ac.uk/projects/PET/resources/PET-v2.0.tgz
8We referred to the two MT systems as MT1 and MT2 throughout the experime  1°For our analysis we use thee4 R package, for anormal linear regression model
so that the translators could not know anything about the MT pagadlinto which or a Poisson generalized linear regression model, but for a ratioeadehendent
they fell. variable, we use the packagegcv, as beta regression is not implemented in the
9The manual is available as part of the Supplementary Material. Ime4 package.
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ready to edit! revisi: (1] total: 0s
Mentre Bevalis era técnicament la capital d'idris, no era tan gran, i tothom la coneixia de vista.

o/10

0saved

NMonooaaa

FIGURE 1 | Snapshot from the translation environment showing the thiftask, in which the translator is to post-edit the translatins produced by the NMT system for
sentences 21-30 of the chapter.

includes the predictor is at least 2 points lower than the modethe data. The subsequent three subsections attempt to provide
without the predictor then we consider the rst model to be answers to these three questions, based on the experimextéal d
signi cantly better. The evidence ratio can be calculated o collected.

the basis of the AIC dierencé and represents the relative
probability that the model with the lowest AIC is more likely t
provide a more precise model of the data. By using a thresho
of 2 (see als@sroenewold et al., 20)4Awe only select a more
complex model if it is 2.7 times more likely than the simpler
model. After including the xed e ect predictors separatelyew
evaluate (using AIC comparisons) if interactions betweea th
xed-e ect predictors are necessary. After obtaining the tbes
xed-e ects structure, we evaluate the optimal random-e ects
structure (i.e., by including random e ects, and evaluatthgir
inclusion again using AIC comparison) and retain all xed-ete m
factors which are signi cant when the appropriate randome ects . .

structure is included. This approach is similar to that used by We also pre-processed those translations without a 1-to-1
Wieling et al. (2011) sentence equivalence. None of the translators produced any 1

An ethics approval for this study was obtained from Theto-many translations, and only three out of the six transtat

Research Ethics Committee of the Faculty of Arts, Universi'gger}er"’m:"f_'li marLy-tto-l Itr?nslat!ons. Mcf)reover, th.e?e tmg?a 10
of Groningen. The professional translators involved in th eriormed such transiations n very 1ew cases. rom b 1o
sentences, i.e., from 1.8 to 3% of the translation units. The

study gave written informed consent in accordance with the -
. g0 reason given by the translators as to why some of them
Declaration of Helsinki. .
produced many-to-1 translations but no 1-to-many was due
to the fact that sentences in novels in Catalan tend to be
4. RESULTS AND DISCUSSION longer than in English. Accordingly, con ating more than en
) ) ] ] ] English sentence into a single Catalan translation eqgeial
As was previously mentioned in section 1, this work has thrégyade sense, albeit on rare occasions. The fact that the vast
research questions, concerning temporal (RQ1), technicaliRQmajority of translations were 1-to-1 could be attributed to
and cognitive e ort (RQ3). Next we detail the pre-processing ofsjther of the two following reasons (or a combination of

.1. Pre-processing

or each translated sentence by each translator, we extract
following elements from thePET logs: length of the source
and target text (in words and characters), translation dtéod
(HT, MT1, or MT2), translation time, number of keystrokes
(total as well as belonging to di erent categories: letteligjts,
whitespace, symbols, navigation, deletion, copy, cut ancepast
and number of pauses and their duration. Following the ndings
by Lacruz et al. (2014we include only pauses longer than 300

both):
UEyidence ratioe™3° ) ) . )
12https://web.archive.org/web/20091015082020/http://wmma.net/en/ While the instructions allowed for translations beyond the
30publications/10policies/b3/index.html 1-to-1 sentence equivalence, the computer-assisted tool used
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900

condition

600 [ Eu

B vt
MT2
30
0
e T ) T4 5 6

translator

words per hour

o

FIGURE 2 | Translation productivity measured as words per hour for edtof the translators in each of the translation conditions.

expects 1-to-1 sentence equivalence, so translators mhy fee Next, in order to generalize from samples to populations and
discouraged to do otherwise; to nd out whether di erences are statistically signi cant,ev
While there may be the perception that in original novels andbuild a linear mixed-e ects regression model in which we predic
their translations, sentences do not tend to correspond-1;to translation timé3 given two ( xed-e ect) numerical predictors
this is actually the most frequent case, at least for thedagg (length of the source segment in characters and trial nuhber
pair we cover in this study. Inforal and Way (in press) one xed-e ect factorial predictor (translation condition)ral

we sentence-aligned over 100 novels in English and theiwo random-e ect factors (translators and segments). Nunedric
translations in Catalan. Overall, 77% of the sentences wepgedictors are centred and scaled. After tting the nal mdde
successfully aligned 1-to-1. The remaining 23% is made up @fe conduct model criticism by excluding data points which have
alignments that are not 1-to-1 but also of 1-to-1 alignmentsan observed value deviating more than 2.5 standard dewigtio

that the alignment tool could not align con dently. from the predicted value by the modéland re t the model.
In this way, we prevent potentially signi cant e ects from being
4.2. Temporal Effort “carried” by these outliers (which are not well representedhzy

First, we report on translation productivity (measured as dor model;Baayen, 2008We assessed that the residuals of our nal
per hour) per translation condition, as this is a metric comnhon model approximately followed a normal distribution and were
used in related work, e.gBlitt and Masselot (2010)Overall, homoscedastic.
translators produce 503 words per hour when translating from In the best model, the two numerical xed predictors are
scratch (condition HT). Compared to this, post-editing the signi cant: translators take longer time the longer the itpu
translation produced by the PBMT results in 594 words per hourfext and shorter time as they advance through the experiment
an 18% increase in productivity, while post-editing the NMT (trial number). The e ect of translation condition is also
output leads to double that gure: 36% (685 words per hour).sThi signi cant: compared to HT, translation time in condition MT1
is clearly indicative of the fact that NMT outputs were supetmr is signi cantly reduced, and so this is also the case for MT2
those from PBMT. compared to MT1.

We now zoom in and look at each translator individually. We nd a signi cant interaction between input length and
Results are shown iRigure 2 We can observe a large variability translation condition.Figure 3 shows that the longer the input
in translation speed, from the lowest value of 402 words/housentence the lower the advantage of MT2 over HT. There
(translator T3, condition HT) to the highest of 1,140 (T2,is no such e ect for MT1 though. The fact that post-editing
MT2). Despite this variability, we can observe clear trendenwh NMT is not advantageous over translating from scratch forgon
comparing translation conditions: all translators are &isin
condition MT1 compared to HT (relative mcr_eases range fr.Omlawe transform it logarithmically, since its distribution is heavilyesked to the
1% for T6 to 46% for T2), and all are faster with MT2 than with gn;.
MT1 (increases range from to 0.001% for T1 to 37% for T3).  “Atotal of 56 out of 1,980 data points (2.8%) were removed.
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TABLE 2 | Signi cance of predictors in the mixed models built for each &ort
61 dimension.
Predictor Temporal Technical Cognitive (pauses)
(time) (keystrokes)
54 number  mean ratio
condition duration
8 —ht
faes "okkk "okkk "okkk "okkk "ok
g o med Source length
- o mt2 T”al #*** #* # #**
Condition (MT1 vs. HT) i #r* Hrxx "k "k
34 Condition (MT2 vs. HT) i #r* Hrxx "k "
’ ( / Condition (MT2 vs. MT1) #* H#rx Hrxx i
- Length:MT1 - - — _
-1 0 1 2 3 . "ok "okkk _ — -
character source length (scaled) Length:MT2
FIGURE 3 | Interaction between the length of the source sentence and the Signi cance levels: -~ (p> 0.1), (p  0.1),*(p  0.05),*(p ~ 0.01),*(p  0.001).
translation condition on temporal effort. Direction:" (signi cantly_h|gher),#.(_3|gn! cantly I.ower). Two comparisons are carried out
for level MT2 of the predictor condition (i.e., against levels HT and MT1), hence werrect

these p-values with Holm-Bonferroni.

sentences corroborates the nding that the translation lgya o
provided by NMT degrades with sentence lengffoal and keystrokes for all translators except T6, for whom it incesas

Sanchez-Cartagena, 2)1Table 2 shows the signi cance level slightly (2%). The maximum reduction is, as in the case of MT1,

for each predictor and interaction between predictors, nolyon for T2 (59%).

for the model built for temporal e ort but also for those used ~ Ne€xt, as for temporal e ort, we build a statistical mixed
for technical and cognitive e ort (see sections 4.3 and 4.4model to predict technical e ort, for which we consider the
respectively). same set of predictors. Our dependent variable is the total

In terms of the random-e ects structure. the nal model Number of keystrokes. As this dependent variable re ects
included both random intercepts (by segment and translator)cOUnt data, we use Poisson generalized linear mixed-e ects
and a by-item (segment) random slope for translationf€dression. As in temporal e ort, all the xed predictors are

condition. The random slope reects that the dierence Signicant. The longer the input, the more keystrokes are
in temporal eort between the three conditions varies perused and the further a translator advances in the experiment,

the fewer keystrokes s/he uses. The e ect of post-editing is
signi cant; fewer keystrokes are required with MT1 compared
to HT, and the same occurs when we compare MT2 to

segment.

4.3. Technical Effort MTL.
We measure the technical e ort by means of the number of e jnteraction between input length and translation
keystrokes used to produce the nal translation. Similadythat condition, which was signi cant for temporal e ort, is signtant
was done for temporal e ort (cf. section 4.2), we calculate thg oo 100 put again only shows a dierence between HT
number of keystrokes per character in the source sentence ang 4 MT2’. The interaction is shown ifFigure 5 The longer
per translation condition (HT, MT1, and MT2), i.e., the number the input sentence, the smaller the dierence becomes
of keystrokes that it takes to translate one character wétthe patveen the number of keystrokes used in conditions HT
translation method. Overall, it takes 1.94 keystrokes amstate ;4 MT2.

each character when translating from scratch (condition)HT = e optimal random-e ects structure, in this case, consists
Compared to this, post-editing PBMT (condition MT1) results ¢ oy 5 by-translator and a by-segment random slope for
in a 9% reduction (1.76 keystrokes per character), while NMY,ang1ation condition, and a by-translator random slope foal
leads to more than double that reduction, 23% (1.49 keystok (re ecting that the trial, i.e., learing e ects, are di eremper

per character). translator).

We now zoom inl gnd look at e{;\ch translator individually. |, the experiment we not only logged the number of
Results are shown iftigure 4 As with temporal e ort, there  eysirokes used but also their type. We now delve deeper
is large variability across translators and conditions west 4 the keystroke results by di erentiating the keystrokeoi
value being 0.8 keystrokes per second (translator T2, condit i1, ee groups: content (digits, letters, white space and syshpol

MT2) and the highest 2.9 (translator T5, condition MT1). Somenavigation keys and erase k&sFigure 4 showed the average
trends arise but they are not as clear as was the case with tampo

e ort. Compared to HT, the number of keystrokes is reducedlSOth Y PV— oaaed too. for th i opypast

: . PR er types of keystrokes were logged too, for the operations cepypaste
with _MTl for three ,tranSIators (maXImum r,educ“F’”' 45/0’_ T2) and undo. However, their usage was negligible in the experimesy;dlacount for
and is increased with the other three (maximum increase: 13%yst 0.19% of the total number of keystrokes used, so have netibetided in our
T5). Compared to HT, MT2 results in a reduced number oOfanalysis.

Frontiers in Digital Humanities | www.frontiersin.org 7 May 2018 | Volume 5 | Article 9


https://www.frontiersin.org/journals/digital-humanities
https://www.frontiersin.org
https://www.frontiersin.org/journals/digital-humanities#articles

Toral et al. Post-editing Effort of a Novel

FIGURE 4 | Technical effort measured as number of keystrokes per sougcharacter for each of the translators under each of the trasiation conditions.

TABLE 3 | Average number of different types of keystrokes used to traslate each
source character in each translation condition.

Keystroke type Task Type

ht mtl 1% mt2 1%
Total 1.94 1.76 9 1.49 23%
Content 1.52 0.69 55 0.56 63%
Navigation 0.18 0.59 228 0.53 195%
Erase 0.23 0.47 105 0.40 72%

For conditions MT1 and MT2, the relative changes with respect to translation from satch
(HT) are shown alongside the absolute values.

that belong to each of the three groups considered (content,
navigation and erase). In translation from scratch, comten
FIGURE 5 | Interaction between the length of the source sentence and the keystrokes make up 79% of the total, navigation 9% and ehase t
translation condition on technical effort. remaining 12%. Post-editing leads to roughly equal percerstag
for each keystroke category: 39% content, 34% for navigatid
27% for erase with PBMT and 38, 36, and 27%, respectively with
number of keys per source character for each translator undegnmT.
each of the translation conditions. Now, we show a di erent Finally, we show the complete picture with three variables at
perspective infable 3 where we break up the average numbergnce (translators, translation condition and keystroke fyjre
of total keys into three groups of keys and we aggregate tfee datigure 7. The trend is similar across translators for content keys;
for all the translators. all of them use substantially more keystrokes when trangjatin
It has been previously shown that post-editing leads to @om scratch than when post-editing. Navigation is the type of
very dierent usage of the keyboard compared to translatiorkeystrokes for which we observe the highest variation acros
from scratch Carl et al., 201)L Our results corroborate this: translators; on one extreme two translators (T2 and T6) use
while post-editing reduces considerably the number of conhte very few navigation keys, regardless of the translatiorditimm.
keywords used (55% with PBMT and 63% with NMT), that On the other, one translator (T5) uses more than double
translation pipeline results in a massive increase in the dse the number of navigation keys than the second translator
navigation keys (228% with PBMT and 195% with NMT) and, toin number of navigation keys (T3). For erase keys, we see
a lesser extent, erase keys (105% for PBMT and 72% with NMTgimilar trends across translators; all of them except T2 use
Figure 6 shows a complementary view of this data. Formore erase keys when post-editing than when translating from
each translation condition, we depict the proportion of keysscratch.
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FIGURE 6 | Proportion of each keystroke type (content, navigation an@rase) in each translation condition (HT, MT1, and MT2) agegating all the translators.

FIGURE 7 | Proportion of each keystroke type (content, navigation an@rase) in each translation condition (HT, MT1, and MT2) andrfeach translator.

4.4. Cognitive Effort dependent variable with the Poisson regression model preijou
We wuse pauses as a proxy to measure cognitivieuilt fortechnical e ort (see section 4.3). According to thedel,
eort (Schilperoord, 1996; O'Brien, 2006We consider there are 15.3 pauses per sentence when translating fronclscrat
three di erent ways of expressing the dependent variaBleeén  Condition MT1 signi cantly reduces this by 29% (10.9) and MT2
etal., 2013 by 42% (8.8).
. The mean duration of pauses correlates weakly with
Count: the number of pauses. . . .

. translation time R D 0.25) and has no correlation with number

Mean duration: how long pauses take on average. .

- . o of keystrokes R D  0.02). We t the mean duration of
Ratio: the amount of time devoted to pauses divided by the . ; . . )
total translation time pause¥® with the model previously built to predict translation

) time (see section 4.2). Pauses have a mean duration of 2,243
The number of pauses correlates strongly with the number of
keystrokesR D 0.87). Due to this and because number of pausesyye transform it logarithmically, since its distribution is heavilyesked to the
is a count-dependent variable, we t number of pauses as thgyht.
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ms in the translating-from-scratch condition. In condiidT1  fraction of the total translation time when post-editing, atitht
this signi cantly increases by 14% (2,559 ms), while in MTig th the di erence between PBMT and NMT is not signi cant.
increases further, by 25% (2,810 ms). In this study we have looked at post-editing e ort, covering its
The ratio of pauses is a proportion, and thus we use betthree dimensions: temporal, technical and cognitive. In tegtn
regression. Pause ratio correlates with translation tiRi®(0.57)  phase of this work, we will explore translators' perceptionsciwhi
and hence we will use the same predictors, interactions aqesl we recorded during the experiments by means of pre- and post-
as in the model previously built to predict time (see sectid?).4. experiment questionnaires and a debrie ng session, and coenpa
According to the model, pauses take 63% of the translatioe timthese perceptions to the results and conclusions from theetuirr
in condition HT. Post-editing, be it with MT1 or MT2, leads to study.
signi cant increments of around 2.5 percentage points (6516 a Finally, we will assess the quality of the resulting post-edite
65.3%, respectively) of the time devoted to pauses. The di erent¢ranslations. In previous post-editing studies this is comiiyon

between MT1 and MT2 is not signi cant. measured by assessing the translations in terms of adequacy
and uency. For literary texts, however, there is an additib
5. CONCLUSIONS AND FUTURE WORK requirement, namely that the translation should preserve th

reading experience of the source text. Accordingly, we aim to
We have conducted the rst experiment in the literature inwhi  measure this in our future work.
a fragment of a novel is translated automatically and thertpos
edited by professional translators. Speci cally, we havesteded ETHICS STATEMENT
one chapter ofWarbreaker(over 3,700 words) from English

into Catalan with domain-speci ¢ PBMT and NMT systems. WeThe Research Ethics Committee (CETO) of the Faculty of Arts,

provide all the necessary data, code and instructions to e  ynjversity of Groningen has reviewed the proposal PiPeNovel:

our experiments (see section Supplementary Material). Pilot on Post-editing Novels (52251856) submitted by Anoni
The experiment has been conducted by six professiongloral. The CETO has established that the research protocol

translators, who translated consecutive fragments of iesees  follows internationally recognized standards to protect the

each in three alternating conditions: from scratch, positied  research participants and has therefore no objection agéiisst

PBMT, and post-editing NMT. The time taken for each segmenproposal.

as well as the keystrokes used, the number of pauses and

the duration of pauses were recorded, which has allowed u

to analyse the translation logs and study how post-editin UTHOR CONTRIBUTIONS

with PBMT and NMT a ects temporal, technical and cognitive AT conceptualized the research, co-designed and conducted

eort. . . the experiments and wrote the manuscript. MW directed the
Regarding temporal e ort, compared to translation from g . . . .
- .statistical analysis and reviewed/edited the manuscript. ¢oA/
scratch, both PBMT and NMT lead to substantial increases in, . . . . .
! o designed the experiments and reviewed/edited the manuscript
translation productivity (measured as word per hour), of 18 . - . .
) . S All authors listed have made a substantial, direct, andlietéual
and 36%, respectively. This demonstrates convincingly thstt po o . S
o contribution to the work and approved it for publication.
editing MT output—whatever the system—makes translators
faster than when they translate from scratch. Furthermadte,
indicates that translations output by NMT engines were betteFUNDING
than those from the corresponding PBMT systems. In addition, ) . .
we found that the gain with PBMT remains constant regardlesd he research leading to these results has received funcing f
of the length of the input sentence, while the gain with NmTthe European Association for Machine Translation through
decreases with long sentences. its 2015 sponsorship of activities programme, proposal named
With respect to the number of keystrokes used (the measur@ilot on Post-editing Novels (PiPeNovel). The ADAPT Centre
used for technical eort), NMT again resulted in a more for Digital Content Technology at_Dublln City University is
substantial reduction (23%) than PBMT (9%). As with temporafunded under the Science Foundation Ir_eland Research Centre
e ort, the reduction in the number of keystrokes for PBMT Programme (Grant 13/RC/2106) and is cofunded under the
remains constant across input sentences of di erent lengtiiley  European Regional Development Fund.
the reduction with NMT decreases for long sentences. Fipaly
have observed that the distribution of types of keystrokeeiy ACKNOWLEDGMENTS
di erent in post-editing compared to translation from scratch
While the rst results in considerably fewer content keyweyit  We would like to thank the six professional translators that
notably increases the number of navigation and erase kalyestt  took part in this study, in alphabetical order: Neus Bonilla
As for cognitive e ort, which we measured using pausesBenages, Josep Manuel Marco Borillo, Xavier Pamies Giménez,
as proxies, we found that NMT—and to a lesser extenMario Soler Doria, and two translators that preferred to rema
PBMT—signi cantly reduce the number of pauses (42 and 29%anonymous. In addition, we would like to thank Sheila Castilho
respectively). Pauses are considerably longer when pdstgedi and Joss Moorkens for their feedback on the experiment set up
(14% with PBMT and 25% with NMT) than when translating and the translation guidelines and Wilker Aziz for his help o
from scratch. Finally, we observed that pauses take a longprocessing the PET log les.
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SUPPLEMENTARY MATERIAL Data Sheet 1| The translation guidelines provided to translators, the m

. ) ) logs from PET and an R notebook (source code and HTML report)
The Supplementary Material for this article can be foundwith all the statistical analyses conducted. This supplenmtary material

online at: https://www.frontiersin.org/articles/10.388ligh.  can also be found online at https:/github.com/antot/

2018.00009/full#supplementary-material postediting_novel_frontiers.
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