Telops for Language Learning: Japanese Language Learners’ Perceptions of Authentic Japanese Variety Shows and Implications for Their Use in the Classroom

Eline Christina Sikkema

BA, MA

Thesis Submitted for the Award of Doctor of Philosophy

School of Applied Language and Intercultural Studies
Dublin City University

Supervisors:
Dr Joss Moorkens
Prof. Françoise Blin

December 2019
DECLARATION

I hereby certify that this material, which I now submit for assessment on the programme of study leading to the award of Doctor of Philosophy is entirely my own work, and that I have exercised reasonable care to ensure that the work is original, and does not to the best of my knowledge breach any law of copyright, and has not been taken from the work of others save and to the extent that such work has been cited and acknowledged within the text of my work.

Signed: ______________ (Candidate) ID No.: ______________ Date: ______________

(Eline Sikkema)
ACKNOWLEDGEMENTS

I would like to express my gratitude to the principal investigators of the overarching project Impact Caption for Everyone – Reception Metrics for Creative Subtitling on TV, Dr Ryoko Sasamoto and Prof. Minako O’Hagan, for taking me on as a doctoral researcher and to have given me this opportunity. This thesis could not have been realised without the financial support that Dr Ryoko Sasamoto afforded through the Careers Enhancement Award and the International Strategic Cooperation Award. Without her help I would not have been able to travel to Japan or to have availed of eye-tracking technology in order to conduct this study.

This research was also funded by the School of Applied Language and Intercultural Studies at Dublin City University. I would like to extend my appreciation for this financial support. I would also like to thank the School of Applied Language and Intercultural Studies and the Faculty of Humanities and Social Sciences at Dublin City University for the grants that have facilitated my attendance at trainings and conferences.

This PhD journey has been a most challenging yet rewarding venture. I am deeply grateful to my supervisors Dr Joss Moorkens and Prof. Françoise Blin for their support, constructive feedback, and belief in me throughout this process. Their encouragement and patience have played a pivotal role in the completion of this thesis and during personally challenging moments over the past few years.

I would also like to express my sincerest gratitude towards Prof. Dorothy Kenny and the support networks at Dublin City University for their guidance over the course of this PhD programme.

Thanks also to the participants who were involved in this study. It was a joy to work with you and to experience your enthusiasm for both the project and Japanese language learning. I would also like to thank our partners in Japan and Ireland for the valuable insights into eye-tracking technology, Japanese variety shows, and telop production. It was a real privilege to visit your offices in Japan and to learn more about your experiences with television broadcasts.

I am very grateful to my fellow doctoral students and friends at Dublin City University. Your support meant a lot to me throughout the years and I am glad to have shared the workspace in the Postgraduate Research Room with you.

I am deeply grateful to the external and internal examiners of this thesis, Prof. Jorge Díaz Cintas and Dr Patrick Cadwell, for their constructive feedback. I am also thankful for the exciting and positive viva experience!

Lastly, I would like to thank my dear friends and family back at home in the Netherlands and elsewhere for their support over the past five years. I would definitely not have been able to finish this thesis without you!
LIST OF PRESENTATIONS AND PUBLICATIONS


# TABLE OF CONTENTS

DECLARATION ........................................................................................................ iii
ACKNOWLEDGEMENTS ......................................................................................... v
LIST OF PRESENTATIONS AND PUBLICATIONS ............................................. vi
LIST OF ABBREVIATIONS ..................................................................................... xi
LIST OF TABLES ................................................................................................... xii
LIST OF FIGURES ................................................................................................. xiii
GLOSSARY OF TERMS ......................................................................................... xiv
NOTE ON SYSTEM OF ROMANISATION ............................................................. xix
ABSTRACT ............................................................................................................. xx

## 1. INTRODUCTION .......................................................................................... 1
  1.1 Background .................................................................................................... 3
  1.2 Research context .......................................................................................... 4
  1.3 Scope of thesis ............................................................................................. 6
     1.3.1 Objectives and research questions ....................................................... 7
  1.4 Thesis structure ......................................................................................... 8

## 2. LITERATURE REVIEW ............................................................................. 9
  2.1 Authentic materials and foreign language learning ..................................... 9
     2.1.1 Defining authenticity ........................................................................... 9
     2.1.2 Audiovisual materials in the language classroom ............................... 10
     2.1.3 The case of television programmes with intralingual text .................. 12
  2.2 Japanese television programmes and telop .............................................. 14
     2.2.1 Defining telop .................................................................................... 14
     2.2.2 Overview of telops ............................................................................ 15
     2.2.3 Japanese speakers’ perceptions of telops .......................................... 24
  2.3 Mixed-methods approaches and perception ............................................ 25
     2.3.1 Moving images ................................................................................... 25
     2.3.2 Online learning behaviour ............................................................... 25
  2.4 Summary ................................................................................................... 27

## 3. RESEARCH DESIGN AND METHODOLOGY ..................................... 29
  3.1 Guiding principles ..................................................................................... 29
     3.1.1 Research questions ........................................................................... 29
     3.1.2 Methodological approach of this study ............................................ 30
     3.1.3 Pilot experiment sessions ................................................................. 33
  3.2 Research design ......................................................................................... 36
     3.2.1 Overview of stages ........................................................................... 36
     3.2.2 Stage 1 ............................................................................................... 38
     3.2.3 Stage 2 ............................................................................................... 39
     3.2.4 Stage 3 ............................................................................................... 42
  3.3 Research setting ......................................................................................... 47
     3.3.1 Context of this study ....................................................................... 47
     3.3.2 Video material .................................................................................. 47
  3.4 Participants ................................................................................................ 48
     3.4.1 Recruitment and ethics ................................................................... 48
     3.4.2 Meaningful selection of participants ............................................. 49
     3.4.3 Grouping of participants ................................................................. 51
     3.4.4 Profile of participant groups ........................................................... 52
  3.5 Summary ................................................................................................... 55

## 4. METHODS AND PROCEDURES FOR EMPIRICAL DATA ANALYSIS ....... 57
6.2.2 Prevalence of (sub)themes .......................................................... 126
6.2.3 Thematic Network 1 ................................................................. 126
6.2.4 Thematic Network 2 ................................................................. 131
6.3 Viewer experience of video stimulus ................................................. 135
6.3.1 Comprehension of analysed video segments ................................. 135
6.3.2 Observations for further use ...................................................... 136
6.4 Summary and discussion .................................................................. 137
6.5 Conclusion ...................................................................................... 140

7. JAPANESE LANGUAGE LEARNERS' GAZE BEHAVIOUR WHILE
WATCHING A JAPANESE VARIETY SHOW .............................................. 143
7.1 Viewer reception of spatial dimension ................................................. 143
7.1.1 Observations for analysed video segments .................................... 143
7.1.2 Observations per analysed video segment .................................... 147
7.2 Viewer reception of temporal dimension .......................................... 149
7.2.1 Meaningful study of gaze paths ................................................. 149
7.2.2 Observations for main focal points ............................................. 151
7.2.3 Observations for other types of visual input ................................. 154
7.3 Distribution of visual attention ....................................................... 155
7.3.1 Fixation count for analysed video segments ............................... 155
7.3.2 Total fixation duration for analysed video segments ................. 159
7.4 Summary and discussion ............................................................... 162
7.5 Conclusion ...................................................................................... 166

8. CONCLUSIONS .............................................................................. 167
8.1 Research questions answered .......................................................... 168
8.1.1 Question 1 ................................................................................. 168
8.1.2 Question 2 ................................................................................. 168
8.1.3 Question 3 ................................................................................. 169
8.2 Problem space revisited ................................................................... 172
8.2.1 Contributions of this study ......................................................... 172
8.2.2 Limitations of this study ............................................................ 175
8.3 Directions for further research ......................................................... 179

REFERENCES .................................................................................... 185

APPENDICES ..................................................................................... 199
Appendix A. Pre-task questionnaire ...................................................... 1
Appendix A.1 English version .............................................................. 1
Appendix A.1.1 Japanese language learners at Dublin City University .... 1
Appendix A.1.2 Japanese language learners on exchange in Japan ....... 2
Appendix A.2 Japanese version ............................................................. 3
Appendix B. Plain language statement ................................................. 1
Appendix B.1 English version .............................................................. 1
Appendix B.2 Japanese version ............................................................. 2
Appendix C. Informed consent form ..................................................... 1
Appendix C.1 English version .............................................................. 1
Appendix C.2 Japanese version ............................................................. 2
Appendix D. Script for main experiment sessions ................................. 1
Appendix D.1 English version .............................................................. 1
Appendix D.2 Japanese version ............................................................. 1
Appendix E. Post-task questionnaire ..................................................... 1
Appendix E.1 English version .............................................................. 1
Appendix E.1.1 Part 1 ........................................................................... 1
<table>
<thead>
<tr>
<th>Appendix</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>E.1.2</td>
<td>Part 2</td>
<td>3</td>
</tr>
<tr>
<td>E.2</td>
<td>Japanese version</td>
<td>6</td>
</tr>
<tr>
<td>E.2.1</td>
<td>Part 1</td>
<td>6</td>
</tr>
<tr>
<td>E.2.2</td>
<td>Part 2</td>
<td>8</td>
</tr>
<tr>
<td>F.</td>
<td>Evaluation of collected data</td>
<td>1</td>
</tr>
<tr>
<td>G.</td>
<td>Description of initial codes</td>
<td>1</td>
</tr>
<tr>
<td>G.1</td>
<td>Yellow</td>
<td>1</td>
</tr>
<tr>
<td>G.2</td>
<td>Blue</td>
<td>1</td>
</tr>
<tr>
<td>G.3</td>
<td>Green</td>
<td>2</td>
</tr>
<tr>
<td>G.4</td>
<td>Orange</td>
<td>2</td>
</tr>
<tr>
<td>G.5</td>
<td>Pink</td>
<td>3</td>
</tr>
<tr>
<td>G.1</td>
<td>Yellow</td>
<td>1</td>
</tr>
<tr>
<td>G.2</td>
<td>Blue</td>
<td>1</td>
</tr>
<tr>
<td>G.3</td>
<td>Green</td>
<td>2</td>
</tr>
<tr>
<td>G.4</td>
<td>Orange</td>
<td>2</td>
</tr>
<tr>
<td>G.5</td>
<td>Pink</td>
<td>3</td>
</tr>
<tr>
<td>H.</td>
<td>Representation of initial codes in thematic map</td>
<td>1</td>
</tr>
<tr>
<td>I.</td>
<td>List of data extracts</td>
<td>1</td>
</tr>
<tr>
<td>I.1</td>
<td>Subtheme 1.1.1: mood</td>
<td>1</td>
</tr>
<tr>
<td>I.2</td>
<td>Subtheme 1.1.2: tone of voice</td>
<td>2</td>
</tr>
<tr>
<td>I.3</td>
<td>Subtheme 1.2.1: speakers</td>
<td>2</td>
</tr>
<tr>
<td>I.4</td>
<td>Subtheme 1.2.2: main points of dialogue</td>
<td>2</td>
</tr>
<tr>
<td>I.5</td>
<td>Subtheme 2.1: fast-paced</td>
<td>4</td>
</tr>
<tr>
<td>I.6</td>
<td>Subtheme 2.2: distracting</td>
<td>5</td>
</tr>
<tr>
<td>J.</td>
<td>Heat maps per analysed video segment</td>
<td>1</td>
</tr>
<tr>
<td>J.1</td>
<td>Fixation count aggregated onto screen for Segment 2</td>
<td>1</td>
</tr>
<tr>
<td>J.2</td>
<td>Fixation count aggregated onto screen for Segment 4</td>
<td>2</td>
</tr>
<tr>
<td>J.3</td>
<td>Absolute gaze duration aggregated onto screen for Segment 2</td>
<td>3</td>
</tr>
<tr>
<td>J.4</td>
<td>Absolute gaze duration aggregated onto screen for Segment 3</td>
<td>4</td>
</tr>
<tr>
<td>J.5</td>
<td>Absolute gaze duration aggregated onto screen for Segment 4</td>
<td>5</td>
</tr>
<tr>
<td>K.</td>
<td>Scope of input for analysed video segments</td>
<td>1</td>
</tr>
<tr>
<td>L.</td>
<td>Scheme for area of interest groups</td>
<td>1</td>
</tr>
<tr>
<td>M.</td>
<td>Fixation-data exports</td>
<td>1</td>
</tr>
<tr>
<td>M.1</td>
<td>Fixation count</td>
<td>1</td>
</tr>
<tr>
<td>M.2</td>
<td>Total fixation duration</td>
<td>2</td>
</tr>
</tbody>
</table>
**LIST OF ABBREVIATIONS**

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALA</td>
<td>American Library Association</td>
</tr>
<tr>
<td>AOI</td>
<td>Area Of Interest</td>
</tr>
<tr>
<td>AV</td>
<td>AudioVisual</td>
</tr>
<tr>
<td>AVT</td>
<td>AudioVisual Translation</td>
</tr>
<tr>
<td>CAQDAS</td>
<td>Computer-Assisted Qualitative Data Analysis Software</td>
</tr>
<tr>
<td>DCU</td>
<td>Dublin City University</td>
</tr>
<tr>
<td>FL</td>
<td>Foreign Language</td>
</tr>
<tr>
<td>ICE</td>
<td>Impact Caption for Everyone</td>
</tr>
<tr>
<td>I-VT</td>
<td>Velocity-Threshold Identification</td>
</tr>
<tr>
<td>JF</td>
<td>The Japan Foundation</td>
</tr>
<tr>
<td>JLL</td>
<td>Japanese Language Learner</td>
</tr>
<tr>
<td>JLA</td>
<td>Japanese Language Acquisition</td>
</tr>
<tr>
<td>JLT</td>
<td>Japanese Language Teaching</td>
</tr>
<tr>
<td>JP</td>
<td>Japanese Participant</td>
</tr>
<tr>
<td>L1</td>
<td>First Language</td>
</tr>
<tr>
<td>LC</td>
<td>Library of Congress</td>
</tr>
<tr>
<td>MMR</td>
<td>Mixed-Methods Research</td>
</tr>
<tr>
<td>NHK</td>
<td>Nippon Hōsō Kyōkai [Japan Broadcasting Corporation]</td>
</tr>
<tr>
<td>OCT</td>
<td>Open Caption Telop</td>
</tr>
<tr>
<td>P</td>
<td>Participant</td>
</tr>
<tr>
<td>post1</td>
<td>Post-task questionnaire (part 1)</td>
</tr>
<tr>
<td>post2</td>
<td>Post-task questionnaire (part 2)</td>
</tr>
<tr>
<td>pre</td>
<td>Pre-task questionnaire</td>
</tr>
<tr>
<td>Q</td>
<td>Question(s)</td>
</tr>
<tr>
<td>QUAL</td>
<td>Qualitative</td>
</tr>
<tr>
<td>quan</td>
<td>Quantitative</td>
</tr>
<tr>
<td>RQ</td>
<td>Research Question</td>
</tr>
<tr>
<td>RTA</td>
<td>Retrospective Think Aloud</td>
</tr>
<tr>
<td>SCMC</td>
<td>Synchronous Computer-Mediated Communication</td>
</tr>
<tr>
<td>SDH</td>
<td>Subtitles for the Deaf and Hard-of-Hearing</td>
</tr>
<tr>
<td>SLA</td>
<td>Second Language Acquisition</td>
</tr>
</tbody>
</table>
LIST OF TABLES

Table 2.1 Taxonomy of telops (translated and adapted from Sakamoto, 2009b) ...........19
Table 3.1 Background per participant group ..........................................................52
Table 3.2 Data quality per participant group ...........................................................54
Table 4.1 Scheme for initial codes ....................................................................71
Table 4.2 Timings of analysed video segments ....................................................80
Table 5.1 Scheme for types of resemblance ...........................................................104
Table 5.2 Rates of occurrence for types of input ..................................................106
Table 5.3 Rates of occurrence for types of resemblance .......................................107
Table 5.4 Display rate for visual-verbal types of input ........................................108
Table 5.5 Display rate for types of resemblance ...................................................108
Table 6.1 Perceptions of telop design ................................................................122
Table 6.2 Perceptions of other types of input .......................................................123
Table 6.3 Representation of participant groups in (sub)themes .........................125
Table 6.4 Rates of occurrence for (sub)themes ....................................................126
Table 6.5 Perceptions of Japanese television programmes ..................................136
Table 6.6 Joint display of findings on perceptions ...............................................137
Table 7.1 Joint display of findings on gaze behaviour ..........................................162
LIST OF FIGURES

Figure 1.1 Example of Japanese variety show ................................................................. 2
Figure 2.1 Examples of telops that provide metalinguistic commentary .................................. 17
Figure 2.2 Examples of telops that directly render dialogue ........................................ 19
Figure 2.3 Examples of telops that facilitate comprehension ........................................... 20
Figure 2.4 Examples of telops that bridge scene change ................................................ 21
Figure 3.1 Set-up of pilot experiment sessions .................................................................... 34
Figure 3.2 Structure of research design ............................................................................. 36
Figure 3.3 Structure of main experiment sessions .............................................................. 40
Figure 3.4 Organisation of participants into participant groups ......................................... 51
Figure 4.1 Set-up of main experiment sessions .................................................................. 58
Figure 4.2 Excerpt of initial coding file ............................................................................ 67
Figure 4.3 Excerpt of initial coding .................................................................................. 70
Figure 4.4 Excerpt of issues discussed per initial code .................................................... 72
Figure 4.5 Observations for accuracy ................................................................................ 77
Figure 4.6 Observations for shot changes .......................................................................... 78
Figure 5.1 Structure of video stimulus .............................................................................. 86
Figure 5.2 Varieties of text in background ......................................................................... 91
Figure 5.3 Varieties of telops that directly render dialogue .............................................. 92
Figure 5.4 Varieties of telops that facilitate comprehension ............................................ 93
Figure 5.5 Varieties of telops that bridge scene change .................................................. 94
Figure 5.6 Varieties of telop design .................................................................................. 95
Figure 5.7 Varieties of imagery ........................................................................................ 96
Figure 5.8 Varieties of kinesic action ............................................................................... 97
Figure 5.9 Excerpt of multimodal transcript ................................................................. 99
Figure 5.10 Excerpt of multimodal units .................................................................... 102
Figure 5.11 Excerpt of colour coding ............................................................................. 103
Figure 5.12 Example of area of interest sequence ......................................................... 111
Figure 5.13 Organisation of areas of interest into area of interest groups ....................... 113
Figure 6.1 Perceptions of telops for Group 1: pre-exchange ........................................... 118
Figure 6.2 Perceptions of telops for Group 2: exchange ................................................ 119
Figure 6.3 Perceptions of telops for Group 3: post-exchange ......................................... 120
Figure 6.4 Perceptions of telops for Reference group .................................................... 121
Figure 6.5 Organisation of data extracts and uncoded segments into (sub)themes ......... 124
Figure 7.1 Fixation count aggregated onto screen ............................................................. 144
Figure 7.2 Contextualisation of fixation count aggregated onto screen ......................... 145
Figure 7.3 Absolute gaze duration aggregated onto screen ............................................. 146
Figure 7.4 Contextualisation of fixation count aggregated onto screen for Segment 4 .... 147
Figure 7.5 Fixation count aggregated onto screen for Segment 3 ................................ 148
Figure 7.6 Contextualisation of fixation count aggregated onto screen for Segment 3 .... 149
Figure 7.7 Gaze behaviour for faces and telops that directly render dialogue ............. 152
Figure 7.8 Gaze behaviour for faces and kinesic action .................................................. 153
Figure 7.9 Gaze behaviour for telops that facilitate comprehension and nameplates .... 154
Figure 7.10 Fixation count on types of input .................................................................. 156
Figure 7.11 Fixation count on types of resemblance ....................................................... 158
Figure 7.12 Total fixation duration on types of input ..................................................... 159
Figure 7.13 Total fixation duration on types of resemblance ......................................... 161
GLOSSARY OF TERMS

**Absolute gaze duration** – The accumulated duration of all fixations of all selected participants on a chosen test element (Bojko, 2009, p. 32; Tobii AB, 2014b, p. 66).

**Abusive subtitle** – Abusive subtitling is a term coined by Nornes and refers to the creation of subtitles that do not follow conventional subtitling rules. Subtitles are abusive when they are not restricted by the conventions of the target language or the constraints posed by the target text and have their origin in the source text foregrounded by the subtitler (Nornes, 1999; Nornes, 2007).

**Accuracy** – Accuracy is an indicator of data validity in eye-tracking research (Tobii AB, 2018). It is a measurement of error between a participant’s actual gaze point and the idealised gaze point a participant is supposed to look at or has been instructed to look at by the researcher. The closer the actual gaze point of a participant is to the idealised gaze point, the higher the accuracy of the eye-tracking data is (Sullivan, 2016). Accuracy is reported in degrees and can be measured in relation to spatial and temporal qualities (Blignaut and Wium, 2014, p. 67).

**Area Of Interest (AOI)** – An AOI is a user-defined region in a test element over which descriptive statistics are extracted from the gaze data. There are two types of AOI:

1. Static AOIs that remain unchanged and active for the duration of the test element
2. Dynamic AOIs which can deactivate for certain time intervals of the test element and change shape

(Tobii AB, 2014b, pp. 77-78)

**Area Of Interest (AOI) group** – An AOI group consists of several AOIs. The AOIs contained in a group have been labelled with the same identifier (Tobii AB, 2014b, p. 83).

**Authenticity** – Authenticity in language learning material is defined based on a material’s purpose. If a material has not been created for language learning purposes or constructed in order to teach a language and its linguistic features or form then the material is considered to be authentic (Gilmore, 2011, p. 791; Tomlinson, 2012, p. 162).

**Authorial title** – Authorial titling is a term coined by Pérez-González and refers to the use of intralingual text in commercial media products which do not fulfil a translational purpose. Authorial titles facilitate complex narratives as they provide viewers insights into characters’ internal thinking processes and other diegetic knowledge that would otherwise not be accessible to viewers (Pérez-González, 2012).

**Bodily configuration** – Bodily configuration relates to meaning that results from body spacing, movements and appearances, and gaze (Kalantzis et al., 2016, p. 386). For the purposes of this thesis, bodily configuration is defined less broadly and refers to movements of body parts other than the hands or face.

**Calibration** – The calibration process is a procedure during which a participant is instructed to look at a dot moving on the screen (Olk and Kappas, 2011, p. 439). An estimate of actual points the participant was looking at on the screen during the calibration are shown in a calibration plot and used by the researcher to gauge whether the eye-tracker can record a participant’s gaze points accurately. Participants are calibrated prior to an eye-
tracking experiment in order to reduce the error in accuracy (Blignaut and Wium, 2014, pp. 69-70; Sullivan, 2016).

**Data extract** – Data extract refers to the raw data contained in a data item or part of a data item that has been labelled with one or more initial codes, and extracted from the data item for further analysis. This means that a data item is broken down into one or more extracts after it has been initially coded. A representative selection of these extracts are featured in the final report of a thematic analysis (Braun and Clarke, 2006, p. 79).

**Data item** – A data set consists of smaller chunks of raw data which are called data items. How a data item is defined depends on the type of data collected and the type of analysis conducted for a study (Braun and Clarke, 2006, p. 79). For example, each of the completed questionnaires can be called a data item while each response to one particular question in these questionnaires can also be defined as a data item.

**Error vector** – An error vector is a green line in the calibration plot which shows the error in accuracy between the calibration point and the actual point a participant is looking at (Tobii AB, 2014b, p. 35).

**Eye-movement classification** – The eye-movement classification is also known as the “fixation filter”. Such a filter defines how the raw eye-movement data is visualised in the eye-tracking software and how the eye-tracking measures are calculated (Tobii AB, 2014b, p. 51).

**Eye-position sample** – Raw gaze data consists of eye-position samples which comprise timestamps and coordinates of a participant’s gaze points (Tobii AB, 2014b, p. 51).

**Fansub** – Fansubbing is the creation of unofficial subtitles by fan groups. Subtitles created through this practice are called “fansubs” (Pérez-González, 2012; O’Hagan, 2013).

**Fixation** – A fixation is an aggregation of eye-position samples in accordance with the eye-movement classification and the fixation threshold set by the researcher. The way in which eye-position samples are counted as fixations changes when these settings are altered (Tobii AB, 2014b, p. 51).

**Gaze path** – A gaze path is a visual record of a participant’s gaze points and can be replayed to observe that participants’ gaze behaviour.

**Gaze plot** – A gaze plot is a type of data visualisation in which the test element is overlaid with gaze points of a participant’s gaze path. Gaze points in gaze plots can be numbered to show the order of allocated visual attention and the size of each gaze point can be made proportional to its duration (Tobii AB, 2014b, pp. 63-64).

**Gaze replay video** – A gaze replay video is a recording in which the test element is overlaid with a participant’s gaze path to observe that participants’ gaze behaviour (Tobii AB, 2014b, p. 38).

**Gaze sample ratio** – The eye-tracking software Tobii Studio automatically generates a gaze sample percentage for each recording. This percentage shows the extent to which a participant’s eyes have been detected during an eye-tracking experiment. It is calculated by dividing the total number of correctly identified eye-tracking samples with the total number of attempts. Although the gaze sample ratio does not specify which eye is detected
throughout an experiment, the general rule is that high percentages show high levels of
detection for eye-tracking experiments in which participants are not required to look away
from the screen (Tobii AB, 2014b, p. 39).

**Gesticulation** – Hand or arm movements that support or accompany utterances (Kalantzis
*et al.*, 2016, p. 388). Although such movements can include gestures that visually represent
some of the contents of an utterance (e.g. giving the thumps up), they can also refer to
those automatic gestures made by a speaker that do not add any meaning to an utterance
but help the flow of speech.

**Hawthorne effect** – The Hawthorne effect entails deliberate changes in a participant’s
behaviour as a result of the awareness that his or her behaviour is being studied. This
affects the validity of findings (Winke, Gass and Sydorenko, 2013, p. 269; Saldanha and

**Heat map** – A heat map is a type of data visualisation in which the test element is overlaid
with colour gradients to show the distribution of participants’ visual attention (Tobii AB,
2014b, p. 65).

**High-level factor** – High-level factors are cognitive factors that guide top-down
processing of a test element (Dyer and Pink, 2015, para. 4). Such factors include a user’s
goal(s), expectation(s) and previous knowledge or the specific task that was given to the
user (Holsanova, 2014, p. 289).

**Impact caption** – Impact captioning is a term coined by Park and refers to a captioning
practice used in South Korean variety and talk-shows. Impact captions are intralingual
texts that not only represent utterances; they also provide unspoken commentary on a
show’s contents in various ways. Such captions are typically shown in a variety of
typefaces, sizes and colours. According to Park, a producer can exploit these features (i.e.
impact captioning) to convey his or her own interpretations in a manner that seems
objective and authoritative as the producer’s intentions are incorporated into impact
captions and therefore attributed to people appearing on the show rather than him or herself
(Park, 2009).

**Initial code** – An initial code is a label attached to a data item or part of a data item. The
raw data a researcher labels with an initial code represents an aspect of the data set of
which he or she thinks could prove to be important for the identification of themes across
the data items (Braun and Clarke, 2006, pp. 88-89). Coding schemes vary between studies
but initial codes generally comprise descriptive or interpretive codes (Moran, 2017). Initial
coding can be done manually or with the help of software (Braun and Clarke, 2006, p. 89;

**Interlingual** – Interlingual is a term that originates from Roman Jakobson’s tripartite
taxonomy of translation and refers to “translation proper” or rendition from one language
into another (Jakobson, 1959, p. 233).

**Intersubject bias** – Intersubject bias affects the validity of research findings and occurs
when participants influence each other or share details about the research with other
subjects during data collection (Saldanha and O’Brien, 2014, pp. 32-33).

**Intralingual** – Intralingual is another type of translation in Roman Jakobson’s taxonomy
and refers to rewording within the same language (Jakobson, 1959, p. 233).
Japanese variety show – Japanese variety shows are Japanese television programmes aimed at entertainment. They comprise a great variety of genres which range from talk and game shows to variety shows that are focused on music, quizzes, comedy or travel to name but a few (O’Hagan, 2010, p. 79; Shitara, 2011, p. 3; O’Hagan, 2013).

Late measure – Late eye-tracking measures give indications on later stages of cognitive processing as opposed to early measures which give insights into the initial stages (Roberts and Siyanova-Chanturia, 2013, p. 217; Conklin and Pellicer-Sánchez, 2016, p. 3).

Likert scale – A Likert scale is a type of attitudinal rating scale in which participants indicate whether they (dis)agree with a statement and the degree to which they (dis)agree with a statement. This happens through the selection of a number on a scale (Brace, 2004, p. 62).

Low-level factor – Low-level factors in a test element concern the salience of stimuli. Such factors include colour, contrast and motion to name but a few (Holsanova, 2014, p. 289). Eye-movements guided by low-level factors are related to bottom-up processing (Dyer and Pink, 2015, para. 4).

McGurk effect – The McGurk effect is a term coined by McGurk and MacDonald, and refers to a multisensory illusion that occurs in audiovisual speech perception under particular conditions (Tiippana, 2014, p. 1; MacDonald, 2018, p. 10). These conditions involve the simultaneous presentation of a voice that articulates a consonant with a face that articulates another consonant. Exposure to such incongruent stimuli results in the user experiencing the McGurk effect which means that the user hears a consonant that is different from those articulated in the stimuli (Tiippana, 2014, p. 1).

Multimodality – Multimodality refers to the nature of communicative situations or acts. In a very broad sense, communication depends on the interrelationship between its forms of expression or components in order to be effective (Bateman, Wildfeuer and Hiippala, 2017, pp. 7-8). Utterances, for instance, not only comprise linguistic content; they also rely on intonation, stress and tone of voice. Multimodal analyses are conducted in order to gain a better understanding of the choices that communicators make in relation to such forms of expression and the ways in which recipients perceive the information contained in multimodal messages (Holsanova, 2014, p. 293). The arrangement of forms of expression in a communicative situation is called multimodal landscape within the scope of this thesis. Recipients’ perceptions of such multimodal landscapes are called multimodal perception.

Precision – Precision is an indicator of eye-tracking data validity (Tobii AB, 2018). It measures the spread or variance of a participant’s actual gaze point. Precision is high when less measurement noise is detected in the gaze point of the participant (Sullivan, 2016). Precision is given in degrees and can be assessed for both spatial and temporal properties (Blignaut and Wium, 2014, pp. 67-68).

Relative gaze duration – The normalisation of the absolute gaze duration in which the accumulated duration of fixations of all selected participants on a chosen test element is relative to the total viewing time, is called the relative gaze duration (Bojko, 2009, p. 33; Tobii AB, 2014b, p. 66).

Sampling frequency – The sampling frequency is given in Hertz and shows the speed of an eye-tracking device and the rate at which samples are recorded per second (Holmqvist et al., 2011, pp. 29-31).
**Semantic differential scale** – A semantic differential scale is a type of attitudinal rating scale in which participants can express their attitude towards specific aspects of a research phenomenon. A semantic differential scale includes opposite statements for these aspects at each end of a scale. Participants can indicate with which of these statements they (dis)agree and to what extent by selecting one of the numbers on the scale (Brace, 2004, p. 65).

**Subtitles for the Deaf and Hard-of-Hearing (SDH)** – SDH are subtitles that not only represent the dialogue; they also incorporate brief descriptions of sounds, and use colours and other techniques to convey phonological information to viewers (De Linde and Kay, 1999, pp. 11-12; Neves, 2008, p. 178; Díaz Cintas, 2013, p. 280; O’Hagan, 2013).

**Subtitling country** – A country in which subtitles are the primary means for making films in foreign languages available to the public. Countries that resort to dubbing instead are called “dubbing countries” (Koolstra, Peeters and Spinhof, 2002, p. 326; Gottlieb, 2004, pp. 83-84; Gambier, 2013, p. 46).

**Telop** – A telop is a type of intralingual text that is superimposed on a Japanese television programme (O’Hagan, 2010, p. 73). A telop does not need to consist of text alone; it can also comprise imagery (O’Hagan, 2013).

**Thematic map** – A thematic map visually represents how the (sub)themes identified in a data set relate to each other (Braun and Clarke, 2006, p. 89). The relations shown between a theme and its corresponding subthemes in a thematic map is a “thematic network”.

**Theme** – A theme encapsulates a pattern or meaning a researcher has identified as prevalent in a data set (Braun and Clarke, 2006, p. 82). It is the “central organising concept” for a cluster of initial codes that cohere meaningfully and are distinct from other code cohorts (Braun and Clarke, 2013, p. 224). Themes that are used to structure a larger theme are called “subthemes” (Braun and Clarke, 2006, p. 92). Tentative themes are known as “candidate themes”.

**Track status** – Prior to initiating the calibration process the track status of a participant is checked in the track status box. The track status box shows whether both eyes of a participant are detected and how far a participant’s eyes are removed from the eye-tracker (Tobii AB, 2014b, pp. 34-35).

**Velocity-Threshold Identification (I-VT) filter** – The I-VT filter is a type of eye-movement classification in which the classification of eye-movements depends on the velocity of the eye’s directional shifts. For this particular fixation filter eye-position samples are classified as a fixation when the calculated velocity is below the threshold (Olsen, 2012; Tobii AB, 2014b, pp. 52-55).

**Vertex** – A vertex is the point where two sides of a polygon intersect. The shape and size of an Area Of Interest (AOI) are defined by vertices (Tobii AB, 2014b, pp. 77-80).
NOTE ON SYSTEM OF ROMANISATION

This thesis uses Hepburn romanisation to represent Japanese in Roman script. The chosen system of romanisation follows the guidelines stipulated in the ALA-LC Romanisation Table for Japanese\(^1\), which is a variant of Hepburn romanisation that is approved by the American Library Association (ALA) and the Library of Congress (LC).

Hepburn romanisation is applied throughout this thesis for Japanese references and terminology. In such cases, the Roman script is followed with a translation in square brackets. However, there are instances where the original Japanese script is presented instead of romanisation. Original Japanese script is shown when emphasis is put on the visual form of katakana characters, and when reference is made to sections of questionnaires or written entries in Japanese participants’ open-ended data items.

\(^1\) For further details, please see Library of Congress (2012).
ABSTRACT

Telops for Language Learning: Japanese Language Learners’ Perceptions of Authentic Japanese Variety Shows and Implications for Their Use in the Classroom

Eline Christina Sikkema

Research on the use of leisure-oriented media products in foreign language learning is not a novelty. Building further on insights into the effects of audiovisual input on learners, recent studies have started to explore online learning behaviour.

This research employed an exploratory design to examine the perceptions of a Japanese variety show with intralingual text, known as telops, by Japanese Language Learners (JLLs) and native Japanese speakers through a multimodal transcript, eye-tracking technology, questionnaires, and field notes. Two main objectives underlie this study: (1) to gain insights into participants’ multimodal perceptions and attitudes towards the use of such authentic material for language learning, and (2) to gain a better understanding of the distribution of participants’ visual attention between stimuli.

Data from 43 JLLs and five native Japanese speakers were analysed. The JLLs were organised into a pre-exchange, exchange and post-exchange group while the native Japanese speakers functioned as the reference group. A thematic analysis was conducted on the open-ended questionnaire responses and Areas Of Interest (AOIs) were grouped to generate fixation-data.

The themes suggest that all learner groups feel that telops help them link the stimuli in the television programme although some difficulty was experienced with the amount and pace of telops in the pre-exchange and exchange groups. The eye-tracking results show that faces and telops gather the most visual attention from all participant groups. Less clear-cut trends in visual attention are detected when AOIs on telops are grouped according to the degree in which they resemble the corresponding dialogue. This thesis concludes with suggestions as to how such authentic material can complement Japanese language learning.

Keywords: multimodality, Japanese language learning, eye-tracking, visual attention, telops
1. INTRODUCTION

Technological advancements of the past few decades have made authentic AudioVisual (AV) materials in Foreign Languages (FLs) more accessible to users. This is especially true for leisure-oriented media products such as film and television. Nowadays, access to such materials is not confined to (foreign) television channels, DVDs, Blu-ray discs or the cinema. They are also readily available on the internet through, for example, streaming services and can be watched on demand via many devices such as laptops, smartphones and tablets. Moreover, in most cases these platforms further enhance the accessibility of these leisure-oriented media products through captions, subtitles or both. These developments have not only impacted everyday life. They have also opened up opportunities for FL teaching and learning.

Most contemporary language classrooms provide FL teachers and learners easy access to the beforementioned materials. Nowadays, classrooms are often equipped with devices such as PCs, projectors, and interactive whiteboards. It is also not uncommon for language classes to be supported by software applications like virtual learning environments. These technologies have broadened the range of FLs in which authentic AV materials can be accessed from class as they are connected to the internet. This means that materials other than those broadcast on the TV set or stored on DVDs and Blu-ray discs have become available to FL instruction as well. This thesis focuses on authentic television programmes in an FL that used to be mostly inaccessible to language learners in Europe prior to these developments: Japanese.

For some FLs the use of authentic AV materials can expose language learners to unfamiliar formats of television programme. The Japanese media landscape includes many such formats that presumably most European learners of the Japanese language are not accustomed to. Take, for example, Japanese game shows (O’Hagan, 2010). Not only the Japanese language is vastly different from the languages spoken in Europe; the composition of Japanese television broadcasts differs as well. This is due to one factor in particular: superimposed intralingual text.
Figure 1.1 includes a still image that shows a typical scene from a Japanese variety show. The white circles have been added to the still image in order to make the intralingual text more distinct. As can be seen in Figure 1.1, Japanese intralingual text comprises various shapes, sizes, colours and fonts. The still image illustrates that the use of more than one colour in a single strand of text is not unusual. Furthermore, the intralingual text is located in different regions of the screen and occupies a large surface area. The superimposed text in this particular scene also appears on screen in a variety of ways and remains visible for varying lengths of time.

While the design of Japanese intralingual text differs between genres of television programme and broadcasting companies (Sasamoto and Doherty, 2016; Sasamoto, O’Hagan and Doherty, 2016, p. 2) and may look similar to some designs employed in other Asian countries (Park, 2009), the type of text used in Japanese television broadcasts is rather specific to Japan. As noted, their presence in television programmes is more pronounced as compared to most types of intralingual text broadcast outside of Japan. They also cannot be turned on or off according to the needs of viewers as opposed to most counterparts employed in Europe (O’Hagan and Sasamoto, 2016, p. 33; Sasamoto and Doherty, 2016; Sasamoto, O’Hagan and Doherty, 2016, p. 2). In other words, Japanese intralingual text is integrated and therefore inextricable from the programme contents. This specificity has granted such captions their own name: telop.²

² The term teroppu [telop] is used for both its singular and plural forms in the Japanese language. However, most research written in English use “telops” to indicate the plural form. This thesis follows the English usage; “telop” for singular use and “telops” for plural use.
1.1 Background

Even though technological advancements have created favourable conditions in which Japanese television broadcasts can be incorporated into Japanese language classes, principles on the appropriate use of such materials in Japanese Language Teaching (JLT) are less established. Research on the pedagogic use of leisure-oriented media products that feature captions or subtitles is mostly available on European languages (Araújo, 2008). The same applies to studies that focus on incidental FL learning as a by-product of watching AV materials with subtitles (Koolstra and Beentjes, 1999; Kuppens, 2010; Gambier, 2015, p. 69). Anecdotes from FL learners who claim to have acquired an FL through such materials are also often related to languages spoken in Europe, especially English (Koolstra and Beentjes, 1999, p. 52; Danan, 2004, p. 67; Gambier, 2015, p. 68). Evidence on how this translates to a Japanese context, however, is minimal.

In the case of Japanese television programmes the FL is not the only challenging aspect for language learners. As noted, the Japanese media landscape employs formats of television programme that may require adjustment from learners. Furthermore, telops comprise a variety of scripts: *kanji* (i.e. Chinese characters), *hiragana* and *katakana* (i.e. two syllabaries), and the Roman alphabet (Masuji, 2013; Maree, 2015, p. 126). It is therefore difficult to ascertain to what extent suggestions on the use of captioned and subtitled media products in European languages can be adopted for JLT. Further research is thus needed on the appropriateness of Japanese television programmes to the Japanese language classroom. This thesis is an attempt at developing suggestions as to how such materials can be effectively used by teachers and learners alike.

My interest in this research topic followed from my own experience with learning English and Japanese. Growing up in a subtitling country like the Netherlands strengthened my belief that captioned and subtitled leisure-oriented media products can supplement FL learning; at least in case of English. Exposure to such materials in everyday life has become inevitable in the Netherlands. Generally speaking, foreign language materials are not dubbed which means that the original soundtrack remains intact and is often accompanied with captions or subtitles. Think, for example, of video games, film and television programmes. My experience with learning English is therefore similar to the aforementioned anecdotes. However, my study of the Japanese language did not involve the type of materials shown in Figure 1.1. Such leisure-oriented media products were also not available to the extent that English materials were at the time. I first saw telops while...
on exchange in Japan for my BA degree. Seeing such multicoloured captions on television made me wonder whether there is a place for such AV materials in Japanese language learning. This curiosity inspired me to conduct this study.

1.2 Research context

The research context in which this thesis has developed is twofold. Firstly, it evolved from the established literature on three research phenomena in particular. These relate to the use of authentic materials for FL learning with a specific focus on television programmes that feature intralingual text, FL learners’ online learning behaviour when using learning materials, and the role of multimodality in the viewer experience and viewer reception of authentic AV materials.

Studies have shown that research on the measurable effects of exposure to intralingual text on learners’ linguistic skills in a FL is well underway. It has been maintained that the simultaneous presentation of aural and visual information in a FL through the use of intralingual text has the potential to improve language learners’ listening skills and ability to segment or chunk speech, to recognise word boundaries and to retune perceptual processing (Mitterer and McQueen, 2009; Zarei and Rashvand, 2011; Montero Perez, Peters and Desmet, 2013; Charles and Trenkic, 2015). Although it has been argued that more empirical evidence is needed to rule out any doubts on the benefits of intralingual text, such empirically-based findings that have already been published suggest that the use of intralingual text for FL learning as a pedagogical tool looks promising (Danan, 2004; Díaz Cintas and Fernández Cruz, 2008, p. 205). Issues that need further investigation relate to the ways in which such authentic AV materials should be integrated into the language classroom or FL learning in general (Danan, 2004; Díaz Cintas and Fernández Cruz, 2008).

Recent studies have called for new approaches to research that build on the insights gained into the effects of intralingual text on FL learners in order to deepen our understanding of its appropriate use by FL teachers and learners for language learning purposes (Vanderplank, 2010; Montero Perez, Peters and Desmet, 2013, p. 38; Vanderplank, 2015; Vanderplank, 2016). One of these new approaches that has proven to yield valuable data uses an eye-tracking method to analyse FL learners’ visual attention while watching videos with intralingual text (Winke, Gass and Sydorenko, 2013; Montero Perez, Peters and Desmet, 2015). However, despite the fertile ground provided through such an approach, the adoption of this new perspective has raised points for discussion as to how an eye-
tracking method can be appropriately used in Applied Linguistics considering its original application is situated in more cognitive and quantitative disciplines (Spinner, Gass and Behney, 2013, p. 390; Conklin and Pellicer-Sánchez, 2016; Stickler and Shi, 2017).

Recent studies on online learning behavior in Synchronous Computer-Mediated Communication (SCMC) and viewer reception of television programmes, animation films and movies have started to experiment with new methodological approaches to move beyond a purely cognitive or quantitative perspective (Redmond and Batty, 2015; Stickler, Smith and Shi, 2016; Stickler and Shi, 2017). These studies maintain that interdisciplinary or mixed-methods approaches help deepen our understanding of users’ viewer experience and viewer reception of screen-based multimodal environments (Redmond and Batty, 2015; O’Rourke et al., 2016; Stickler and Shi, 2017). Examples of such approaches combine eye-tracking technology with stimulated recall interviews, interpretive analysis of gaze paths and multimodal analysis of the information that is contained in the moving images and visually attended to by users (Batty, Perkins and Sita, 2015; Dyer and Pink, 2015; Stickler and Shi, 2015). Findings have shown that such frameworks not only help foreground FL learners’ personal viewer experience and viewer reception; they also demonstrate that visual attention is strongly linked with the multimodal nature of AV materials (O’Rourke, 2012; Dyer and Pink, 2015).

Secondly, this thesis developed as part of a larger project called Impact Caption for Everyone (ICE) – Reception Metrics for Creative Subtitling on TV. This project is run by Dr Ryoko Sasamoto and Prof. Minako O’Hagan with Dr Stephen Doherty. The ICE project aims to gain insights into the multimodal nature of authentic Japanese variety shows that feature telops, to understand the viewer experience and viewer reception of such media products by disparate groups of users, and to create recommendations on the optimal use of telops based on the collated empirical data. This project combines multimodal analysis, eye-tracking technology and self-reports to collect evidence on its multimedia corpus and approaches the data through a relevance-theoretic framework.

Studies that have already been completed as part of the ICE project focused on the use of telops in Japanese television programmes (Sasamoto and Doherty, 2016), the use of telops in Japanese variety shows to frame humour (O’Hagan, 2010) and to hijack viewers’

---

3 For an introduction to the ICE project, please see Dublin City University (2016).
4 For an introduction to Relevance Theory, please see Sperber and Wilson (1995).
interpretation processes (Sasamoto, 2014), the multimodal nature of an excerpt from the multimedia corpus (O’Hagan and Sasamoto, 2014; Sasamoto, O’Hagan and Doherty, 2016), and the viewer reception of excerpts from the multimedia corpus by native Japanese speakers (O’Hagan and Sasamoto, 2014; O’Hagan and Sasamoto, 2016). Findings from these studies showed that the use of telops has become a widespread phenomenon in the Japanese media landscape and that it is strongly associated with Japanese variety shows. The results also specify that telops play an essential role within the viewer reception of users and the multimodal nature of Japanese television programmes.

The ICE project combined with the beforementioned studies on intralingual text, FL learning and eye-tracking of moving images demonstrate that research has shifted to a vast repertoire of newly introduced topics and has started to test and improve innovative approaches to accommodate proper analysis of these new avenues of research. This thesis is an attempt at connecting these fresh perspectives.

1.3 Scope of thesis
This thesis intends to contribute to those areas of research that were identified as research gaps in the research context. These comprise the use of authentic AV materials that feature intralingual text in the language classroom, the analysis of FL learners’ visual attention while watching such authentic materials, the application of an eye-tracking method to examine FL learners’ visual attention, and the incorporation of multimodal analysis to examine moving images in relation to users’ viewer experience and viewer reception. While this makes for a long list of research interests, this thesis has followed an interdisciplinary pathway that allowed for each of these topics to be taken up within its scope. This was achieved by taking a closer look at one issue in particular which appeared to be at the crossroads of these research areas.

This point of discussion revolves around the appropriateness of authentic AV materials with intralingual text to FL learners with differing backgrounds, linguistic abilities and motivations for learning an FL (Montero Perez, Peters and Desmet, 2013, p. 22; McMeekin, 2015). Concerns on the potential inappropriateness of such materials have been raised in relation to the leisure-oriented nature of television programmes (Vanderplank, 2015, p. 23), and the proficiency level that is required to understand such materials (Gambier, 2015, p. 68). Conversely, it has also been argued that authentic materials can cater for any stage when used appropriately (Danan, 2004, pp. 74-75;
Gilmore, 2007; Gilmore, 2011; Tomlinson, 2012). Studies that support this view maintain that input in authentic materials is highly contextualised which provides FL learners with opportunities to pick up on information that fits their capabilities and personal learning journeys. This has in large part to do with the multimodal nature of authentic materials. Now that is has been recognised in multimodal research that (AV) texts create meaning through a range of forms of expression rather than just linguistic input (Gambier, 2013, p. 47; Jewitt, 2014), it can be argued that FL learners can avail of both linguistic and non-linguistic information for their understanding of authentic AV materials with intralingual text.

This point of discussion is further investigated within the scope of this thesis. It is suggested here that a multimodal approach to FL learning, or the exploration of the multimodal nature of FL learning, can contribute to a deeper understanding of the beforementioned research areas. This thesis involves an exploratory study of FL learners’ perceptions of an authentic Japanese variety show. An eye-tracking method is incorporated within this study’s research design to inspect these perceptions further with the help of recorded eye-movements. The FL learners who are the focus of this research are at different stages of their language study and comprise a group of users that has not yet been researched by the ICE project: Japanese Language Learners (JLLs). This thesis differs from previous ICE research in that it does not take a relevance-theoretic approach. Rather, a mixed-methods approach is taken in which the emphasis is put on multimodality. This thesis concludes with suggestions as to how authentic Japanese variety shows can complement Japanese language learning.

1.3.1 Objectives and research questions
This thesis aims to make contributions to three communities in particular. These are teachers and learners of the Japanese language on the one hand, and researchers on the other hand. This study has two objectives. First, it aims to provide teachers of the Japanese language with empirically-based suggestions on the appropriateness of authentic Japanese variety shows to JLT. Second, it aims to determine the appropriateness of an exploratory mixed-methods approach to examine FL learners’ perceptions of authentic AV materials. This thesis set out to answer the following three Research Questions (RQs) to meet these objectives:
RQ1 What are Japanese language learners’ perceptions and attitudes towards authentic Japanese variety shows?

RQ2 To what extent does eye-tracking data allow us to interrogate and further examine those perceptions?

RQ3 What principles can be derived for the use of authentic Japanese variety shows in the Japanese language classroom?

1.4 Thesis structure

Chapter 2 delves deeper into the established literature that formed the research context of this thesis. It not only explains these and other studies in more detail; it also describes important concepts and points for discussion that carry implications for this study. Chapter 3 introduces the conceptual framework of this thesis. It explains the research design that was developed in response to the research questions and objectives, and describes the methodological approach of this study. Chapter 4 expands on this framework. It focuses on the methods that were used for the collection and analysis of the empirical data. Chapter 5 gives an in-depth account of the multimodal analysis of the video material that was chosen for the purposes of this study in preparation of the empirical data analyses. Chapter 6 reports empirical findings on JLLs’ perceptions of the video material. Chapter 7 builds on these findings and presents results on JLLs’ visual attention while watching the video material. Chapter 8 concludes this thesis. It answers the research questions, reflects on the ways in which this study was operationalised and conducted, and gives directions for further research.
2. LITERATURE REVIEW

Chapter 2 comprises the literature review of this thesis. It describes the research context of this study in more detail, and provides an overview of the main concepts and points of discussion from the established literature. The purpose of this chapter is to illustrate how this thesis fits into research on three phenomena. These are the use of authentic materials for FL learning with a specific focus on television programmes that feature intralingual text, FL learners’ online learning behaviour when using learning materials, and the role of multimodality in the viewer experience and viewer reception of authentic AV materials.

Section 2.1 starts with a definition of authentic language learning materials. It thereafter takes a closer look at the nature of authentic AV texts. It describes the characteristics of such materials and discusses the implications these carry for FL learning. Section 2.2 then narrows down the discussion to Japanese television programmes. This section not only gives an account of the development of telops in the Japanese media landscape; it also provides an in-depth explanation of its use in authentic Japanese variety shows. Section 2.3 then gives an overview of mixed-methods approaches that focus on the research topic. It first reviews research on moving images before taking a closer look at online learning behaviour of FL learners.

2.1 Authentic materials and foreign language learning

2.1.1 Defining authenticity

Generally speaking, research on materials development distinguishes two types of language learning material. These are authentic and contrived materials. The original purpose of FL learning materials is often used as the main criterion by researchers to differentiate between the two (Gilmore, 2007, p. 98). The former describes materials that contain “language that has been produced to communicate a genuine message” (Gilmore, 2011, p. 791). These include television broadcasts, film and newspapers to name but a few. The latter refers to materials which comprise “language contrived by material writers to display particular lexicogrammatical items” (2011, p. 791). Textbooks are a typical example of such materials. These definitions demonstrate that the purpose of authentic materials is to communicate while contrived materials are created with the intention to use them for FL learning purposes (Gilmore, 2007, p. 98; Gilmore, 2011; Tomlinson, 2012, p. 162).
Both types of language learning material are useful to learning an FL (Gilmore, 2007, p. 98). However, considering that authentic and contrived materials are created for different reasons, they do not support FL learning in the same way. Contrived materials primarily focus on the linguistic aspects of an FL and are devised to deliberately draw the language learner’s attention to such features. Authentic materials, on the other hand, put the emphasis on language use that is closer to the “real thing” and facilitates the integration of language in practice into FL instruction. It has therefore been maintained that authentic materials can develop a broader range of learners’ communicative competencies as opposed to contrived materials as they provide FL learners with opportunities to consolidate (socio-)pragmatic competencies that add to a learner’s knowledge of lexicogrammatical items (Gilmore, 2011; Tomlinson, 2012, p. 161).

The type of authentic language learning material that is central to this thesis, AV materials, is a topic of particular discussion in research on materials development (Gilmore, 2007, p. 103). The interaction between communicative competences of JLLs and the pedagogic use of Japanese AV materials has been described by The Japan Foundation (JF) in the JF Standard Tree (The Japan Foundation, 2012, p. 5). The JF Standard Tree depicts the relationship between communicative language competences and communicative language activities in a tree diagram where receptive activities, represented in the tree’s branches, develop from underlying roots of communicative language competences (2012, p. 9). These receptive activities include watching television and film. While the JF Standard Tree indicates that the competences are the foundation for the activities, it can be argued that the reverse is also at play in the sense that such activities can strengthen competencies as discussed by the beforementioned studies on language learning materials.

### 2.1.2 Audiovisual materials in the language classroom

Research on materials development and the JF Standard Tree demonstrate that activities involving authentic AV materials such as television and film are established learning tasks. Nonetheless, recent research has started experimenting with new ways in which such materials can be integrated into the language classroom. These innovative applications involve the use of AudioVisual Translation (AVT). Learning activities that involve AVT are not only receptive by nature; they are also mediating (McLoughlin and Lertola, 2014, p. 74). Of such activities, interlingual subtitling in particular has been discussed by researchers (Williams and Thorne, 2000; Díaz Cintas, 2008; McLoughlin and Lertola, 2014). While the current research project takes a receptive activity as its research topic
these studies have provided important insights that need to be considered for any type of learning activity involving AV materials. These considerations relate to the nature of AV texts: multimodality.

Multimodality is a concept that refers to the nature of communication (Van Leeuwen, 2011, p. 668). It concerns the idea that communicative situations or acts rely on an interrelationship between a number of forms of expression in order to be effective (Bateman, Wildfeuer and Hiippala, 2017, pp. 7-8). Multimodality can be found anywhere but it has often been discussed in relation to AV texts as such materials provide some of the most conspicuous examples of multimodal messages. AV materials not only require users to process aural and visual information simultaneously; multimodal messages from AV texts also employ both verbal and nonverbal stimuli (Remael, 2010, p. 13). Take, for example, film. Films make use of imagery, soundtracks and dialogues to name but a few. The chosen combination of such stimuli shapes the filmic experience of users. Research on AVT categorises such types of input as follows:

1. Audio-verbal
2. Audio-nonverbal
3. Visual-verbal
4. Visual-nonverbal

(Delabastita, 1989, p. 199)

Recent research on interlingual subtitling has recognised that these four forms of expression cannot be treated separately when dealing with multimodal messages and that the verbal component of a multimodal message should not take precedence over other types of input when subtitling (Zabalbeascoa, 2008; Sakellariou, 2012; Kaindl, 2013). McLoughlin and Lertola (2014, p. 72) argue that this multimodal nature of AV materials makes the traditional four-skill model of receptive and productive skills (i.e. reading, listening, speaking and writing) obsolete. As noted, AV materials comprise types of input across four forms of expression that are interdependent. McLoughlin and Lertola (2014, p. 72) explain that it is therefore necessary to have FL learners develop additional skills that will help them perceive multimodal messages. They call these skills AV-watching and AV-listening.
2.1.3 The case of television programmes with intralingual text

The absence of a language instructive nature in authentic materials and the emergence of a new set of skills with which to approach AV texts bring both opportunities and challenges to the integration of authentic AV materials into the language classroom. Pedagogic use of television programmes that feature intralingual text in particular has raised many points of discussion among researchers. Doubts regarding the appropriateness of such materials to FL learning concern mainly two issues.

First, research is divided on the implications of the leisure-oriented nature of television and the associations it has with entertainment for FL learning. Some studies argue that FL learners approach television programmes with a mind-set that is not focused on FL learning and that this could hamper language acquisition (Vanderplank, 2010, p. 12; 2015, p. 23; 2016, p. 64). Conversely, research has also endorsed television programmes for that very reason; the enjoyment and entertainment value of materials with intralingual text (Kothari et al., 2002; Kothari, Pandey and Chudgar, 2004). Such studies argue that the mix of education and entertainment reduces the importance of a motivation to learn, and creates a low-anxiety setting that enables lifelong daily practice through repeated exposure and immediate feedback from intralingual text.

Second, the proficiency level needed to understand AV materials with intralingual text is another point of discussion. Some studies report that knowledge of the FL is required before learners can benefit from exposure to such materials (Vanderplank, 1988, p. 280; Gambier, 2015, p. 68; McMeekin, 2015). It has been argued that when taking a closer look at the material itself, it is not only the sheer volume of input that poses challenges to learners; dialogues in television programmes are rather different from those in contrived materials as they may include haphazard or inconsistent utterances, fast-paced and sometimes unclear speech, overlapping voices and disorderly turn-taking between speakers (McMeekin, 2015, p. 213). This implies that it has been called into question whether such materials are appropriate to all learners; especially those with lower or beginner proficiency levels in an FL.

Nonetheless, it has also been argued that familiarity with the formats of television programme eases the linguistic encounter for language learners as they do not need to grow accustomed to the medium itself and can fully focus on the programme contents (Mishan, 2005, p. 132). Furthermore, studies have maintained that the multimodal nature of
authentic AV materials with intralingual text can prove to be useful in an FL learning context as it includes semiotic redundancy (De Bruycker and d’Ydewalle, 2003, p. 672; McLoughlin and Lertola, 2014, p. 73). That is to say, such materials comprise information that is represented in more than one type of input or form of expression as is the case with intralingual text that visually represents the spoken dialogue.

The Dual Coding Theory of Paivio is often discussed in relation to such semiotic redundancy as it describes how the use of both verbal and nonverbal input can be helpful to users. This theory assumes that human cognition deals with verbal and nonverbal input through two independent yet interconnected subsystems (Paivio, 2008, para. 4). These subsystems can function on their own, in parallel or trigger activity in each other (2008, para. 5). This means that linguistic complexity or the difficulty of verbal input does not have to be the main criterion for assessing the difficulty level of an AV text, as its multimodal nature can scaffold FL learners’ comprehension when they experience difficulty with particular types of input (Mishan, 2005, p. 137; Gilmore, 2011, p. 802). The simultaneous presentation of verbal and nonverbal stimuli (i.e. intralingual text, imagery and speech) thus helps learners with processing unknown FL input (Díaz Cintas and Fernández Cruz, 2008, pp. 207-208).

Further to the Dual Coding Theory, Krashen’s Comprehension Hypothesis provides another explanation for the usefulness of video materials to FL learners. The Comprehension Hypothesis states that learners need to understand FL input in order to acquire it and that most language acquisition is the result of a subconscious process (Krashen, 2008, pp. 179-180). Díaz Cintas and Fernández Cruz (2008, p. 203) argue that, based on this hypothesis, video materials can provide FL learners with ample opportunities for language acquisition as they comprise many types of nonverbal input that learners can understand in addition to the linguistic contents.

Similar arguments have been made in recent research on materials development. According to such studies, the highly contextualised nature and “richness” of these materials can facilitate language acquisition at any stage (Mishan, 2005, p. 138; Gilmore, 2007, p. 111; Gilmore, 2011, pp. 803-804). Such studies have argued that authentic materials can benefit all language learners when accompanied with the appropriate learning goals, tasks and teacher’s guidance (Gilmore, 2007; Gilmore, 2011; Tomlinson, 2012). Such learning goals, tasks and guidance are expected to alleviate learners from
feeling overwhelmed by the constant stream of input. Awareness-raising activities that allow learners to explore an FL have been proposed as suitable learning tasks to authentic materials as they do not approach the contents in an overly form-focused, informative or instructive manner (Gilmore, 2007; Tomlinson, 2012).

2.2 Japanese television programmes and telop

2.2.1 Defining telop

It was argued at the start of this thesis, in Figure 1.1 Example of Japanese variety show, that the Japanese media landscape includes formats of television programme that are presumably unfamiliar to most European JLLs. It was also explained that the type of intralingual text employed in such television broadcasts, telop, is integrated and designed in a way that is specific to Japan. The functions and pronounced, multicoloured appearance of telops in Japanese television programmes have often been discussed in relation to norm-defying subtitling practices. The established literature has made comparisons between telops and three types of text in particular: fansubs (O’Hagan, 2013), impact captions (Sasamoto and Doherty, 2016), and authorial titles (Sasamoto, 2014; Sasamoto and Doherty, 2016). The latter has most commonly been considered in relation to the British television series Sherlock (2010-2017). While such captions and subtitles are indeed examples of “abusive” or “transformative” subtitling practices (Nornes, 1999; Nornes, Pérez-González, 2012) it is important to further examine the characteristics of telops in order to gain a better understanding of their specificity.

Generally speaking, researchers use a number of parameters to describe captions and subtitles. These dimensions have been organised into more than one classification scheme. The framework presented by Bartoll (2004), for example, includes technical and linguistic parameters. The classification scheme proposed by Díaz Cintas and Remael (2014, pp. 13-25), on the other hand, uses five criteria to differentiate between types of captions and subtitles: linguistic parameters, time available for preparation, technical parameters, methods of projecting subtitles, and distribution format. When taking a closer look at these frameworks it becomes evident that telops hold an unusual position within these classification schemes as their characteristics cut across caption and subtitle varieties.

Díaz Cintas and Remael (2014, p. 14) include five types of intralingual subtitles in their classification scheme: Subtitles for the Deaf and Hard-of-Hearing (SDH), subtitles for
language learning purposes, subtitles for karaoke effect, subtitles for dialects of the same language, and subtitles for notices and announcements. As noted previously, telops are used in authentic materials from which they cannot be removed at a user’s discretion. In other words, they are an open type of text on screen (Díaz Cintas, 2013, p. 279; Díaz Cintas and Remael, 2014, p. 21). Telops are intended for hearing users and the design of such intralingual text is largely based on the intuitions of the production team (Sasamoto and Doherty, 2016; Sasamoto, O’Hagan and Doherty, 2016, p. 2). Telops include bold and bright colours and can be superimposed on different areas of the screen as was shown in Figure 1.1 Example of Japanese variety show. Furthermore, as will be discussed in the following subsection, telops perform many functions within a Japanese television programme. This list of characteristics demonstrates that telops do not fit in any of the beforementioned categories despite the commonalities they share with some of them.

Researchers have given various names to telops as a result of their unusual position in such classification schemes. These include Japanese terms such as *jimaku sūpā* or *jimaku [subtitle]* for short (Shitara, 2008, p. 29; Sakamoto, 2009a), *sūpā inpōzu [subtitle]* (Shitara, 2005, p. 14), *moji teroppu [telop]* (Shitara, 2006; Shitara, 2009; Shitara, 2012), and *teroppu [telop]* (Matsukawa, Miyata and Ueda, 2009; Koga, 2013; Masuji, 2013; Fukunaga, Katayama and Shoyama, 2014a; Fukunaga, Katayama and Shoyama, 2014b). The established literature written in English calls them Open Caption Telop (OCT) (O’Hagan, 2010), impact caption (Sasamoto and Doherty, 2016), and TELOP (Dwyer, 2015, para. 2). Some studies employ one or more of these terms interchangeably with the name telop (Sasamoto, 2014; O’Hagan and Sasamoto, 2016; Sasamoto, O’Hagan and Doherty, 2016). The word telop is a contraction of television opaque projector, which is a device that allowed for direct insertion of text and images into television broadcasts before the advent of computerised systems (Shiota, 2003, p. 63; Kawabata, 2006, p. 211; Suto, 2008, p. 13; Sakamoto, 2009b; O’Hagan, 2010, p. 73; O’Hagan, 2013; Sasamoto, O’Hagan and Doherty, 2016, p. 2). It is considered to be the most common term used in both English and Japanese, and has therefore been adopted within the scope of this thesis.

### 2.2.2 Overview of telops

Nowadays telops are deeply-rooted in the Japanese media landscape. They not only appear in the genre of television programme they are most strongly associated with, i.e. Japanese

---

5 For the original source, please refer to Sakamoto, M. (1999) ‘Hanransuru jimaku bangumi no kōzai [The good and bad points of the plethora of subtitled programmes]’, GALAC, April, pp. 30-35.
variety shows, they are also integrated into news programmes and drama series (Kawabata, 2006, pp. 211-212; Matsukawa, Miyata and Ueda, 2009, p. 194; Yoshizawa, 2015; Sasamoto and Doherty, 2016). Nonetheless, telops have not always been this widespread. Their elaborate designs and manifold applications are the result of gradual changes that have occurred over the past few decades. The functions and appearance of telops in current Japanese television programmes are a manifestation of this development.

Shitara (2011) discusses the development of telops for the period 1960-2000 in relation to 29 Japanese variety shows of the Japan Broadcasting Corporation (NHK). According to Shitara, this time span has seen several shifts in the usages, designs and amount of telops. At their onset, telops played a minor role in Japanese variety shows as they were only used to give indications on the composition of the programme contents. They were handwritten rather than projected onto the screen, which Shitara (2011, p. 4) largely ascribes to the production circumstances at the time. The role of telops changed in the period between 1970 and 1990, when they started to provide more detailed information, and were used to stage effects, to “hook” viewers, and to strengthen the individuality of Japanese variety shows (Sakamoto, 2009a; Shitara, 2011, pp. 4-7). This means that telops became prominent from the 1990s onwards in particular (Shitara, 2011, p. 1).

The 1990s proved to be an important time period in the development of telops as it brought the technological advancements that enabled the most conspicuous changes. These technological developments led to the appearance of those telops that are prevalent in current Japanese variety shows (Shiota, 2003, p. 70; Shitara, 2011). From that moment onwards telops became increasingly decorative and were employed to give users the impression that they are addressed directly by the programme contents (Shitara, 2011, p. 6; Maree, 2013, p. 113). These telops are also known as impact captions as it has been argued that such telops are designed to impact users (O’Hagan, 2010; Sasamoto, 2014). Generally speaking, the term impact caption is used by researchers when particular emphasis is put on this “impactful” nature of telops.

The amount of telops increased in Japanese news programmes as a result of their popularity in Japanese variety shows (Matsukawa, Miyata and Ueda, 2009, p. 194). Japanese news programmes adopted an approach that combined informative and entertaining elements, known as infotainment news, to draw viewers in a way similar to

This overview demonstrates that the development of telops over the past few decades is mostly characterised by an increase in the amount and detail of linguistic contents, diversification of functions, and the embellishment of telop designs (Shitara, 2011, p. 7). Telops in current Japanese variety shows have diverted far from their original application. Nowadays they not only represent dialogues of people appearing on a television programme; they also include metalinguistic commentary (Shitara, 2006, p. 39; Arai, 2014; Sasamoto, 2014). Figure 2.1 shows examples of such commentary. White circles are shown around the telops in question.

Figure 2.1 Examples of telops that provide metalinguistic commentary

The still image on the left in Figure 2.1 depicts a scene where the host of the variety show makes a joke regarding two of his guests. He makes a comment that they, i.e. the people shown in the still image, look like twins even though they are not related. He then gives the person on the left a turn by saying “Dōzo otōto” [Go ahead, little brother]. The words otōto [little brother] and ani [big brother] thereafter appear on screen as new designations for these guests. This particular scene illustrates that telops can be used in response to a joke rather than spoken dialogue. The still image on the right in Figure 2.1 shows a scene from another Japanese variety show. The word chūmoku [attention] is superimposed on the screen. This telop is used to draw viewers’ attention to a particular person visible on screen in preparation of a joke that is made soon after the depicted scene. Figure 2.1 shows that telops from the 1990s onwards behave according to the “intention” or “scheme” worked out by the production team (Kawabata, 2006, p. 212; Sakamoto, 2009a). It also suggests
that telops can vary greatly in the degree to which they depend on dialogues and imagery of current Japanese television programmes (Shitara, 2005, p. 17; Arai, 2014).

Recent research on telops has proposed a number of taxonomies of telop for the classification of its functions and designs. The variation in classification schemes can largely be ascribed to genres of Japanese television programme and analytic approaches of researchers. Generally speaking, three taxonomies of telop exist in the established literature. The taxonomy of Kimura et al. (2000)\textsuperscript{6} is most often consulted by researchers (Kawabata, 2006; O’Hagan, 2010; Sasamoto and Doherty, 2016). This taxonomy is based on telops encountered in ten Japanese variety shows that were voted top 10 for their frequent use of telops by 183 survey respondents. It provides a common framework on the functions of telop and its forms in terms of special effects and typographical features. A translated and slightly adapted version of this taxonomy has appeared in a study of O’Hagan (2010, p. 76). The taxonomy of Kimura et al. (2000) informed the second classification scheme, defined by Kawabata (2006, p. 217), on telops in Japanese news programmes. This taxonomy is based on telops encountered in six news programmes and is also arranged according to function and form. The third framework is the taxonomy of functionality created by Shiota (2003, p. 72). It does not specify the genre of television programme or the forms of telop; rather, it categorises telops from a relevance-theoretic perspective. It has therefore often been discussed in relation to Relevance Theory and impact captions (O’Hagan, 2010; Sasamoto, 2014; Sasamoto and Doherty, 2016).

For the purposes of this study, a closer look is taken at the taxonomy developed by Kimura et al. (2000). It provides the most comprehensive overview of telops in Japanese variety shows and details both their functions and forms. The taxonomy included in Table 2.1 was translated by the researcher from the original version as cited in Sakamoto (2009b). As can be seen in Table 2.1, the taxonomy categorises telops according to three functions which comprise a total of ten varieties. It also includes eight types of form. According to Kimura et al. (2000), telops are a combination of varieties from the first typology of function and the second typology of form.

Table 2.1 Taxonomy of telops (translated and adapted from Sakamoto, 2009b)

<table>
<thead>
<tr>
<th>Typology</th>
<th>Type</th>
<th>Variety</th>
</tr>
</thead>
<tbody>
<tr>
<td>Function</td>
<td>1. Direct rendering of dialogue</td>
<td>1.1 Utterance of speaker</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.2 Narration</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.3 Sound (e.g. sound effect or natural sound)</td>
</tr>
<tr>
<td></td>
<td>2. Facilitation of comprehension</td>
<td>2.1 Circumstance</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.2 Psychological state</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.3 Time lapse</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.4 Theme or title</td>
</tr>
<tr>
<td></td>
<td>3. Bridging of scene change</td>
<td>3.1 Connective or conjunction</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.2 Foreshadowing</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.3 Screen filled with text</td>
</tr>
<tr>
<td>Form</td>
<td>4. Standard</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>5. Expansion or contraction</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>6. Kanji character</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>7. Background colour</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>8. Punctuation</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>9. Special effect</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>10. Picture or emoticon</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>11. Other</td>
<td>-</td>
</tr>
</tbody>
</table>

The first type of function included in Table 2.1, direct rendering of dialogue, comprises two varieties of telop that are intralingual renditions of audio-verbal forms of expression. These audio-verbal types of input are utterances of speakers and narrations. The first variety of telops is linked to utterances of people appearing on the show and includes speech that is both clearly audible and difficult to hear. The second variety, called *narration telops* within the scope of this thesis, are linked to speech of a narrator who is not visible on screen. The third variety, sound, comprises telops that visually represent audible sounds or speech from a source that is not visible on screen. Figure 2.2 gives examples of two of these varieties: utterance of speaker, and sound.

![Figure 2.2 Examples of telops that directly render dialogue](image)

The still image on the left in Figure 2.2 shows telops that visually represent utterances of speakers. The telop displayed on the right shows an onomatopoeic expression. It reads as...
“gacha” and refers to the sound of someone rattling a doorknob. This coincides with the scene that is depicted in the still image as the person tries to open a door but finds out that it is locked.

The second type of function, facilitation of comprehension, supports users’ understanding of the programme contents. Telops included in this category represent four types of information. The variety of circumstance provides information on the setting and describes the context for scenes during which no speech is audible. The variety of psychological state includes comments on mental states of speakers and narrators. Such telops usually comprise speculations of the production team which do not always support the imagery. The variety of time lapse gives numerical indications of the passage of time. These include, for example, countdowns to future events. Themes or titles comprise headings that display topics to users. Three of these varieties are shown in Figure 2.3. These are psychological state, time lapse, and theme or title.

![Figure 2.3 Examples of telops that facilitate comprehension](image)

The telop that displays a psychological state is shown in the still image on the left in Figure 2.3. It comprises an exclamation mark, which is used to give viewers an indication of the mental state of the fisherman on the boat. He is depicted as being surprised by the unexpected visit of the camera crew. The time lapse in the still image on the right shows a countdown from three to one. The title of the programme or programme item is shown in the top left corner of both still images. A theme that represents the topic of conversation, visible in the still image on the left, is displayed in the top right corner.
Telops categorised in the third type of function, bridging of scene change, facilitate shifts in scenes. This happens in mostly three ways. The first two varieties included in Table 2.1 (i.e. connective or conjunction, and foreshadowing) are employed to maintain users’ attention and interest while changing scenes. The variety of screen filled with text, on the other hand, is not necessarily aimed at sparking users’ curiosity during scene changes. Such telops can, for example, be used to summarise points that are made by people appearing on the television programme. This is shown on the right in Figure 2.4.

Table 2.1 shows that the typology of form includes a type with no effects (i.e. standard) and seven types that each relate to a special effect or typographical feature. The type of expansion or contraction relates to telop designs in which word sizes change. The type of kanji character refers to the use of kanji characters in telops to emphasise words. Background colours are also used for emphasis and indicate the use of background colours to stress particular text. Punctuation comprises designs in which punctuation marks or symbols are used. They are incorporated into telops to facilitate a better understanding of the imagery. The examples given by Kimura et al. (2000) are exclamation marks, question marks and arrows. The type of special effect includes any effects added to telops such as shaking and shining. According to Kimura et al. (2000), pictures and emoticons are only used for telops that directly render dialogue. Any other categories of form that are not included in Table 2.1 are assigned to other.

Further to the taxonomies of telop, recent research has also proposed two typologies of particular types of telop. One of these classification schemes is the typology of utterance of speaker (Shitara, 2006, p. 39). The second framework is the typology of narration telop.
Shitara (2005, p. 16). Table 2.1 shows that these typologies thus relate to the first two varieties of telops that directly render dialogue. As noted, these varieties comprise intralingual renditions of audio-verbal forms of expression. The proposed typologies of Shitara therefore take a closer look at the relationship between such telops and the audio-verbal types of input they represent.

Shitara (2006) created the typology of utterance of speaker based on telops that were encountered in 18 Japanese variety shows. This framework organises telops into two categories. The first category comprises telops that highly resemble corresponding utterances of speakers. These telops are described to be identical to corresponding utterances or to encompass identical representations of parts of such utterances (2006, pp. 37-38). The second category consists of telops that do not highly resemble corresponding utterances of speakers. Telops in this category are further divided into telops that either include or do not include a recurring expression. Shitara (2006, p. 51) argues that the fixed component in a telop provides the context of an utterance, as it reiterates information that has already been mentioned, while the non-fixed component summarises the utterance of a speaker. Shitara (2006, p. 52) further explains that telops without recurring expressions are different from the first category as they include indications on the viewpoint of the production team.

Shitara (2005) devised the typology of narration telop based on telops from five informative and three documentary-like television programmes. The overall categorisation of narration telops is similar to that of utterances of speakers. This classification scheme divides narration telops into telops that are identical to the corresponding narrations and those that are not. Four categories were detected for the latter: omission, recast, addition and other. Omission includes telops from which parts of narrations are omitted. They are condensed representations in which the core of corresponding narrations are kept intact (2005, p. 17). Recast encompasses telops that use synonyms or similar expressions as compared to the words used in narrations which may result in nuance differences (2005, p. 20). Addition refers to telops that contain additional information in order to disambiguate corresponding narrations. These often include recurring words and expressions that are known from the context and have therefore been left out from the narrations (2005, p. 21). The category of other includes telops that showcase alterations that do not fit the other three categories. These include different word orders and complete reformulations (2005, p. 22).
These taxonomies and typologies of telop illustrate that telops perform a range of translational and non-translational functions within Japanese television programmes. They are translational in the sense that they provide intralingual renditions of audio-verbal forms of expression and non-translational in that they visually represent metalinguistic commentary from the production team. Telops that are used for translational purposes correspond to the contents of utterances of speakers and narrations to varying degrees. Telops that include metalinguistic commentary from the production team include comments on the programme contents and speculations on speakers appearing on the show (e.g. psychological state). Further to these functions, telops can appear in Japanese television programmes in manifold ways by means of special effects and typographical features.

Recent research on telops has described the implications of these functions and forms for users’ viewer experience and viewer reception of authentic Japanese variety shows. Such studies argue that production teams make use of telops to guide users’ interpretation processes of the programme contents. This perspective on telops followed from a study conducted by Park (2009) on impact captions in South Korean variety and talk-shows. Park demonstrated that production teams can exploit the form of impact captions to incorporate their own interpretation into such intralingual text. This happens in a way that appears authoritative and neutral as these interpretations do not clearly belong to the production team considering that they are integrated into a type of input that is linked to speech of people appearing on the show. This means that the intertextual distance between audio-verbal forms of expression and impact captions provides leeway for manipulation (2009, p. 550).

Studies that linked this concept to Japanese variety shows argue that telops are used for the same purposes. It has, for example, been maintained that telops function as a device to frame humour (O’Hagan, 2010) or to highlight information (Sasamoto, 2014). Furthermore, colours and fonts of telops have been described as tools for incorporating attitudes of the production team towards people appearing on the show (Maree, 2013, p. 119; 2014, p. 62; 2015). These studies explain that such use of telops is aimed at creating common ground or cognitive mutuality between people appearing on the show and users (Maree, 2013, p. 128; Sasamoto, 2014).
2.2.3 Japanese speakers’ perceptions of telops

The development of telops has stretched over a period of roughly sixty years. This means that different generations have gained familiarity with diverse usages and designs of telop. These experiences of Japanese users have resulted in different perceptions of those telops that appeared in the 1990s. Mainly two attitudes have been identified in the established literature.

Users who have been exposed to technologically advanced telops from a young age tend to view them in a positive light (Shitara, 2009, p. 2). They often not only see telops as useful or as an obvious and integral part of a Japanese television programme; they also claim to find telops indispensable and necessary in order to identify important information or jokes in dialogues of people appearing on the show (Shitara, 2008; Sakamoto, 2009b; Shitara, 2009). Production teams have developed a deep understanding of this group of users and let this awareness shine through in their telop designs. Research has argued that the salient appearance of telops highlights the most important information and jokes in speech, hooks channel-surfing users, and facilitates users who may have missed parts of the dialogue by doing several activities at the same time (Shitara, 2008; Matsukawa, Miyata and Ueda, 2009, p. 194; Sakamoto, 2009b; Shitara, 2009; Shitara, 2011, p. 7; Fukunaga, Katayama and Shoyama, 2014a, p. 26; Kami’iyu, 2014; Harada Senmonka, 2015). Some television programmes have made use of the latter point and link smartphones to telops in order to engage users (DENTSU INC., 2015). This suggests that telops function as a safety net to younger generations of Japanese users. That is to say, younger users seem to feel dependent on telops for their understanding of Japanese television programmes; especially when they are occupied with other activities while watching television.

Users who did not grow up with the new usages of the last three decades are more inclined to view them negatively. They find their use excessive or even feel that Japanese variety shows have become too busy (Shitara, 2009, p. 2; livedoor NEWS, 2015). This discontent is partly fuelled by recent incidents with telops (Kawabata, 2006, p. 214; livedoor NEWS, 2014; Tama-chan, 2014; livedoor NEWS, 2016; Sasamoto and Doherty, 2016). This suggests that a wish to reduce the amount of telops has been gaining traction in Japan as well.
2.3 Mixed-methods approaches and perception

2.3.1 Moving images

Research on multimodality has argued that a holistic approach to communicative situations is necessary in order to better understand multimodal messages, and that multimodal analyses of the highly contextualised nature of AV texts should focus on the interrelationship between types of input (Gambier, 2013, p. 47; Kaindl, 2013; Holsanova, 2014; Jewitt, 2014). This suggests that interdisciplinary approaches should be taken when analysing authentic AV materials.

Recent research on moving images has experimented with innovative approaches to the multimodal nature of authentic AV materials in relation to users’ viewer reception (Redmond and Batty, 2015). Such studies have combined eye-tracking technology with disciplines that focus on narrative, screenwriting and screen theory (Batty, Perkins and Sita, 2015), anthropology (Dyer and Pink, 2015), and film (Robinson, Stadler and Rassell, 2015).

2.3.2 Online learning behaviour

Eye-tracking methods are increasingly used in research on SCMC and Second Language Acquisition (SLA) (Godfroid, Winke and Gass, 2013; Winke, Godfroid and Gass, 2013; O’Rourke et al., 2017). Studies in these areas of research have recognised the benefits of using eye-tracking technology to study online language learning behaviour (O’Rourke et al., 2016). More specifically, recent research on SCMC has maintained that eye-tracking technology, as part of a Mixed-Methods Research (MMR) design, is a helpful tool to explore personal learning experiences of FL learners in online settings (O’Rourke, 2012; Smith, 2012), distribution of visual attention during online interactions (Stickler and Shi, 2015), and reflection on such language learning by students and teachers (Stickler and Shi, 2017).

It has been argued in SLA research that attention and the selection of attended FL input is intertwined with individual differences between language learners (Robinson, 2003; DeKeyser and Juffs, 2005; Eskey, 2005, p. 571; Kasper and Roever, 2005). This makes language acquisition a largely personal and iterative process where learners constantly search for meaning by verifying their guesses, predictions and inferences during encounters with unknown FL input (Goodman, 1988; Robinson, 2003; Danan, 2004, p. 74;
Rost, 2005; Moreno, 2006, p. 64; Moreno and Mayer, 2007, p. 314). Taking into account that these processes yield manifold ways of perceiving AV materials (O’Rourke, 2012, p. 308; Holsanova, 2014, p. 288), it can be argued that the manner in which FL learners try to make sense of communicative situations becomes evident in their allocation of visual attention.

Eye-tracking technology enables researchers to record users’ allocation of visual attention at the same time that a participant performs a task. Generally speaking, eye-tracking methods allow a certain degree of ecological validity (O’Rourke et al., 2016, p. 286). Non-contact types of eye-trackers in particular facilitate experiment set-ups in which participants experience little interference from the eye-tracking system (O’Rourke, 2012, p. 313; Saldanha and O’Brien, 2014, p. 138; O’Rourke et al., 2016, p. 287). Eye-tracking devices document detailed records of eye-movements (O’Rourke et al., 2016, p. 286), which show what types of input are visually attended to by participants, how often and for how long subjects looked at certain stimuli, and in what order (Holsanova, 2014, p. 291). Researchers use such records to make inferences on participants’ visual attention and cognitive effort (O’Rourke, 2012, p. 313; Saldanha and O’Brien, 2014, p. 137).

Studies that employ eye-tracking technology often refer to the immediacy and eye-mind assumptions for the interpretation of eye-movements, which are typically aggregated into fixations prior to analysis. Fixations are often considered to be the most important eye-movements as they represent moments during which users are processing visual information (Tobii AB, 2013b). The immediacy and eye-mind assumptions have been introduced by Just and Carpenter (1980) in their model of reading comprehension. In short, these assumptions state that there are two principles underlying the interpretation of fixations:

1. Content words are processed as soon as they are encountered by users
2. The eye remains fixated on a content word during processing which means that fixation duration equals the time it takes to process a content word
   (Just and Carpenter, 1980, p. 330)

The immediacy and eye-mind assumptions postulate that a direct link exists between visual attention and underlying cognitive processes, and that fixation measures can give insights into users’ cognitive effort. While these principles have been instrumental in reading
studies in particular, recent research has questioned the applicability of the immediacy and eye-mind assumptions. It has been argued that users may not necessarily be consciously focused on a task as their minds may be wandering while fixating their eyes on a stimulus (Duchowski, 2003, p. 135; Stickler, Smith and Shi, 2016, p. 164). Furthermore, considering the multimodal nature of AV texts, it can be argued that processing does not only happen visually as users may process audio input when not fixating. While eye-tracking technology offers a robust method for collection of fixation-data, this critique on the two principles illustrates one of the main limitations of eye-tracking methods; they cannot provide insights into users’ thinking processes, comprehension and reasons for visually attending to particular input (Holsanova, 2014, p. 292; Bateman, Wildfeuer and Hiippala, 2017, p. 161). This disadvantage of eye-tracking is often discussed alongside two other limitations: costs (O’Rourke et al., 2016, p. 287) and the complexity of gaze data (Stickler, Smith and Shi, 2016, p. 178).

Considering that the original application of eye-tracking technology is situated in more cognitive and quantitative disciplines (Spinner, Gass and Behney, 2013, p. 390; Stickler and Shi, 2017), several additional challenges have been detected in relation to its integration into Applied Linguistics research. It has been argued that there is no standardised eye-tracking methodology available in SLA research and that standard operational definitions (i.e. codes) to describe or interpret FL learners’ online viewing behaviour have not yet been established (O’Rourke, 2012, pp. 335-336; Spinner, Gass and Behney, 2013, p. 391; Winke, Godfroid and Gass, 2013, p. 207). There is also no general agreement on issues pertaining to what counts as a fixation, reading or noticing in research on SCMC (O’Rourke, 2012, pp. 335-336). Furthermore, it has been argued that processing of moving images is much more complicated to study than static images due to the competing forms of expression in an AV text (Kruger, Szarkowska and Krejtz, 2015, para. 2). It has been suggested that a better understanding of these issues will help inform proper use of eye-tracking technology in research on FL learning.

2.4 Summary

This chapter took a closer look at the research context of this study. It described important concepts and points of discussion from the established literature and demonstrated how this thesis fits into three research phenomena that relate to authentic materials, online learning behaviour and multimodality. It was shown that the use of authentic materials is a widely discussed topic in research on materials development. Of such materials, television
programmes that feature intralingual text were identified as promising language learning materials. This chapter also explained the format of Japanese television programmes of which variety shows in particular. It included an in-depth account of telops and demonstrated that such intralingual text plays an important role in the Japanese media landscape. It was also argued that a proper understanding of the composition of an AV text and the interrelationship between its forms of expression are essential for analyses of users’ viewer experience and viewer reception of such materials. MMR designs that employ eye-tracking technology were identified as appropriate methodological frameworks for research on FL learning.

Furthermore, the literature review suggested that insights into JLLs’ perceptions of an authentic Japanese variety show, multimodal analysis of such materials in relation to JLLs’ viewer experience and viewer reception, and the application of an eye-tracking method would make for valuable contributions to the established literature.

The following chapter details the methodology and research design of this study. It explains the conceptual underpinnings of this research, takes a closer look at the chosen methods and mixed-methods approach, and describes the participants who took part in the experiment sessions.
Chapter 3 is the first methodological chapter of this thesis. It gives an account of the principles that underpin the research design and describes the participants who took part in the empirical data collection. The purpose of this chapter is to illustrate how this research builds on the research context and to demonstrate why the chosen methods and methodological approach are appropriate to the objectives of this study.

Section 3.1 brings the research questions and objectives into focus. This section not only gives an overview of the methods and approach deemed appropriate to answering the research questions; methodological considerations pertaining to their use are examined as well. Section 3.2 gives a thorough explanation of the research design, and details how the central concepts from the research questions, multimodal perception and visual attention, have been operationalised. Section 3.3 describes the research setting in which this study was conducted and provides a justification for the choice of video material. Section 3.4 takes a closer look at the participants of this study. This entails a description of their recruitment, organisation into participant groups and backgrounds.

3.1 Guiding principles

3.1.1 Research questions

It was explained in Chapter 1 that this thesis set out to gain insights into the appropriateness of authentic Japanese variety shows to JLLs at differing stages of their language study. This particular focus followed from research on materials development in which it was argued that authentic materials can be used by FL learners at any stage (Danan, 2004, pp. 74-75; Gilmore, 2007; Gilmore, 2011; Tomlinson, 2012). Three research questions were chosen to further investigate this claim:

RQ1 What are Japanese language learners’ perceptions and attitudes towards authentic Japanese variety shows?

RQ2 To what extent does eye-tracking data allow us to interrogate and further examine those perceptions?

RQ3 What principles can be derived for the use of authentic Japanese variety shows in the Japanese language classroom?
It was also argued in Chapter 1 and Chapter 2 that this thesis intends to contribute to four emerging research areas based on the answers to these research questions. These areas of research relate to the use of authentic AV materials that feature intralingual text for FL learning purposes, the study of FL learners’ visual attention while watching such materials, the integration of an eye-tracking method into Applied Linguistics research, and the multimodal analysis of moving images as an addition to the analysis of users’ viewer experience and viewer reception. This thesis therefore speaks to teachers and learners of the Japanese language through its findings and researchers through its chosen methodology.

3.1.2 Methodological approach of this study

Mixed-methods approaches combine qualitative and quantitative methods to analyse research phenomena. Such an approach is often adopted in cases where either qualitative or quantitative methods alone are thought to provide inadequate answers to research questions (Riazi and Candlin, 2014, pp. 140-143; Bazeley, 2016). Although some would say that the mixing of methods from two distinct research paradigms is problematic or even unworkable, mixed-methods researchers argue that mixed-methods approaches combine the best of both worlds (Riazi and Candlin, 2014, p. 138; Johnson, 2018). Studies that maintain this view argue that the use of multiple methods allows for a researcher to triangulate or cross-check findings on a research phenomenon, to follow up on findings throughout the research process, and to offset weaknesses of the chosen methods (Creswell and Plano Clark, 2007; Riazi and Candlin, 2014; Johnson, 2018).

The rationale behind mixed-methods approaches is of particular importance to perception studies that employ eye-tracking technology. It has been argued in Subsection 2.3.2 Online learning behaviour that a limitation of eye-tracking is that it cannot provide insights into users’ thinking processes, comprehension and reasons for visually attending to particular input as it is designed to generate accounts of users’ gaze behaviour (Olk and Kappas, 2011, p. 442; Holsanova, 2014, p. 292; Bateman, Wildfeuer and Hiippala, 2017, p. 161). Consequently, the triangulation of eye-tracking technology with other methods such as questionnaires, comprehension tests, think-aloud protocols and (stimulated recall) interviews has been recommended in order to be able to examine these topics (Holsanova, 2014, p. 287; Leow et al., 2014, p. 118; Saldanha and O’Brien, 2014, p. 144; Stickler and Shi, 2015). Conversely, it has also been suggested that eye-tracking is a good way to check such self-reports and test results as users may not be able to remember everything or may give a false account of their viewer experience (Sikkema, 2015; Stickler, Smith and Shi,
This illustrates that the mixing of methods strengthens the robustness of a perception study.

This study employs a mixed-methods approach that is guided by its research questions (Riazi and Candlin, 2014, p. 142; Johnson, 2018). The questions comprise two concepts that need to be investigated empirically, multimodal perception and visual attention, and one research question to which the answer follows from the empirical findings (Riazi and Candlin, 2014, p. 147). A combination of offline and online methods was determined to be best suited to answer the research questions. For the purposes of this study, offline refers to those methods that are not used concurrently with an experimental task while online means that the methods are used in real time during an experimental task (Leow et al., 2014).

Three offline methods were chosen in order to examine the first research question on JLLs’ multimodal perception. These methods include questionnaires and field notes with a comprehension test incorporated in one of the questionnaires. It was discerned that, from those methods that have been suggested as complements to eye-tracking, think-aloud protocols are least suited to this study’s objectives. Considering that a think-aloud protocol is an online method, it was expected that it would be too big of an interference with the experimental task. It would not only complicate perception when participants have to think out loud about their perception at the same time; verbal reports would also interfere with the audio of the Japanese variety show (Olk and Kappas, 2011, p. 442; Leow et al., 2014, p. 114). Stimulated recall interviews were the preferred method for the investigation of multimodal perception, but it was not feasible to implement such interviews due to time and financial constraints. As noted previously, one online method, eye-tracking technology, was chosen in order to investigate the second research question on JLLs’ visual attention.

Although this means that methods were chosen that are commonly associated with quantification, the mixing of methods in this study becomes apparent in the analysis of the collated empirical data in particular. This study follows an exploratory MMR design. Data analysis in an exploratory MMR design consists of three stages. These are:

1. QUAL
2. quan
3. Interpretation based on QUAL → quan results
   (Creswell and Plano Clark, 2007, pp. 75-79)
Stage 1 comprises the study of multimodal perception. As noted, questionnaires were combined with field notes and a comprehension test to investigate this concept further. Although responses to closed-ended questions were counted and analysed, emphasis during this phase was put on participants’ perceptions from responses to open-ended questions and field notes. The latter were analysed through a thematic analysis. It has been argued that eye-tracking is a useful tool to examine observations on perceptions (Bateman, Wildfeuer and Hiippala, 2017, p. 161). Stage 2 therefore continues the empirical data analysis with an investigation of participants’ visual attention. This entailed the analysis of gaze data generated through eye-tracking technology. The gaze data was analysed in three different ways. Heat maps were checked to find out where on the screen participants’ visual attention was concentrated, gaze videos were replayed to gain an impression of participants’ gaze paths, and numerical fixation-data were exported. Stage 3 then interprets the empirical findings in order to derive principles for the use of authentic Japanese variety shows in the Japanese language classroom. Quantitative and qualitative procedures were thus mixed at every stage of this study’s MMR design.

Further to the choice of methods and MMR design, there were some additional methodological choices that needed to be considered in relation to Stage 2. These related to the quality of gaze data that was required to meet the objectives of this study. Equipment features, participant characteristics, and experiment set-up are the main determinants that can directly affect gaze data quality (Blignaut and Wium, 2014, p. 67). These were therefore examined before finalising the research design.

Generally speaking, studies that implement eye-tracking technology assess gaze data quality based on how accurate and precise gaze points have been tracked in terms of their spatial and temporal properties (Holmqvist et al., 2011, pp. 33-50). The level of precision and accuracy needed in the gaze data depends on the objectives of the study and the size of stimuli in the test. Smaller stimuli and examination of precise eye-movements require higher levels of accuracy and precision and powerful eye-tracking systems (Saldanha and O’Brien, 2014, p. 140; Sikkema, 2015; Sullivan, 2016). Another aspect that influences the quality of gaze data is the method used for data validation which can be done both quantitatively and qualitatively. Whereas quantitative validation involves computations to calculate exact eye-movements through the implementation of test stimuli in a test; qualitative validation happens mostly through an eye-tracker’s user camera or the assessment of track status and calibration evaluation (Sullivan, 2016). This means that
quantitative validation affects the design of a test. It is often recommended to replicate or consult previous research in the relevant field of study when planning the procedures for empirical data validation (Sullivan, 2016).

Stage 2 of the MMR design focuses on a general impression of participants’ gaze behaviour and deals with considerably large stimuli such as telops. This means that some leeway in the level of precision and accuracy is allowed and that the use of a portable eye-tracking device or an eye-tracker with a relatively low sampling frequency is accepted (Holmqvist et al., 2011, pp. 29-31). This study therefore opted to work with an eye-tracker that has a 60Hz sampling frequency. In addition, it was observed that a qualitative approach to quality assessment of gaze data has been applied in previous studies of the ICE project (personal correspondence). Eye-tracking data in this study has therefore been validated by qualitatively assessing the spatial property of gaze points which centres on correctly estimating their position through assessments of track status and calibration. The remaining two determinants of gaze data quality, participant characteristics and experiment set-up, were further examined in a pilot study.

3.1.3 Pilot experiment sessions
The pilot of this research was modelled after studies that had already been completed for the ICE project. This means that the materials from these studies were used for the pilot experiment sessions. Considering that JLLs had not yet been researched by the ICE project, these materials were not focused on the research topic of this thesis. The main aims of the pilot were to test and refine the use of chosen methods, to gain familiarity with the eye-tracking hardware and software, to identify problems that could arise during the experimental task, and to find ways in which these problems could be troubleshooted.

The Research Ethics Committee of Dublin City University (DCU) granted permission for the pilot study on 5th of November 2014 via an extension of the approval for the ICE project. Participants were recruited among JLLs and Japanese speakers. The latter were included as a point of reference for the analysis of learners’ gaze behaviour. JLLs were recruited at DCU among BA students in the second and fourth academic year. The recruitment process of JLLs happened through email and by word-of-mouth. Eight JLLs were recruited of whom three were second-years and five were fourth-year students. Japanese speakers were also recruited at DCU via the DCU Japanese Society. They were approached in person and asked to enter their contact details and availability in a sign-up
sheet if they were interested in participating in an experiment session. Seven Japanese speakers were recruited for the pilot study. This means that a total of fifteen subjects participated in the pilot. Participants were not given any payments or incentives prior to participation in the study. However, they were offered chocolates at the end of experiment sessions. Experiment sessions were held later in November 2014 and April 2015.

An excerpt from the multimedia corpus of the Japanese variety show *Honmadekka!?TV* was used for the video stimulus. The excerpt was taken from an episode that was broadcast and recorded in Japan on 7th of August 2013 (Sasamoto, O’Hagan and Doherty, 2016, p. 6). The total duration of the video stimulus was approximately 22 minutes. This included Japanese commercials that were added at the start of the excerpt in order to ease participants into the experimental task and a shot added at the end of the excerpt in which participants were thanked for their involvement in the study. The ethics forms were prepared in both English and Japanese. These included a brief description of participants’ involvement in the experiment sessions and explained that participation in or withdrawal from this study would not carry any consequences. The questionnaire was also prepared in both English and Japanese. Questions related to participants’ perceptions of telops and their comprehension of the Japanese variety show. The questionnaire also included several questions regarding participants’ demographic information and general habits when watching television programmes. An English experiment protocol was prepared for data collection and a stationary Tobii T60XL eye-tracking system was used for the pilot experiment sessions. Figure 3.1 shows the experiment set-up for the pilot experiment sessions. The eye-tracker device, incorporated into a 24 inch computer screen, is displayed on the right.

![Figure 3.1 Set-up of pilot experiment sessions](image)
The eye-tracking system, a plain language statement, two copies of the informed consent form, a questionnaire, pens, a screen and a token of appreciation were prepared for each experiment session. Participants were seated at a table with the eye-tracking system placed in front of them during the experimental task. The researcher was present in the same room but seated out of sight behind a screen. The ethics forms were filled out prior to the experimental task while the questionnaire was filled out directly after watching the video stimulus.

One observation in particular was made in relation to participant characteristics that needed to be taken into account for the main study. This related to the trackability of participants. There are several scenarios in which a participant’s pupils cannot be found by an eye-tracker. Although this happens inevitably due to blinks, it may also be triggered by external factors such as make-up, light reflected off a participant’s glasses, colour contacts or anything that resembles the shape of a pupil like facial piercings and earrings (Holmqvist et al., 2011, pp. 116-128; Sikkema, 2015; Sikkema, 2016). It appeared that glasses were not an obstacle for the trackability of participants. What did seem to affect trackability was the cleanliness of glasses. It was therefore discerned that a cleaning kit for glasses should be available during the main experiment sessions and that participants with glasses would not have to be excluded from participation in the study. In addition, it was decided that an extra email was to be sent to participants in advance of the main experiment sessions to recommend them not to wear make-up, facial piercings, earrings and colour contacts (Saldanha and O’Brien, 2014, p. 139).

It appeared that the experiment set-up was appropriate for this study. This means that the order of steps, ethics forms, experimental task, questionnaire and debriefing did not have to be changed for the main experiment sessions. However, it was discerned that a list of precautionary measures needed to be prepared in order to make sure that environmental conditions were controlled for as much as possible.

Further to the determinants of gaze data quality, four additional observations were made with regards to the methods. First, some participants reported that the video stimulus was quite long and that it was hard to stay focused until the end. It was therefore decided that the duration of the video stimulus for the main study would have to be reduced to approximately ten minutes. Second, based on the answers to the comprehension questions, it appeared that either the format of the chosen excerpt of the Japanese variety show (i.e.
talk-show) or the type of questions (i.e. memory) might have been too difficult for JLLs. These choices were therefore reconsidered (Subsection 3.2.2 Stage 1) and revised (Subsection 3.3.2 Video material and Subsection 4.1.2 Questionnaires) for the main experiment sessions. Third, an extended version of the experiment protocol needed to be prepared in both English and Japanese for the main study in which consideration is paid to the beforementioned observations on participant characteristics and experiment set-up. Fourth, participants reported that the Tobii T60XL eye-tracking device might have been too big considering that participants had to sit quite close to it in order for the eye-tracker to be able to track them. One of the Japanese speakers commented that this made the telops in the video stimulus stand out more than usual. While different eye-trackers involve different strengths and limitations, it was determined that a smaller eye-tracking device would be more suited to the type of experimental task, and would improve viewing conditions and portability of the eye-tracking system (Subsection 3.3.1 Context of this study).

3.2 Research design

3.2.1 Overview of stages

The chosen mixed-methods approach formed the basis for the research design of this study. While the exploratory MMR design gives a good basis for the analysis of the empirical data it was preceded with several preparatory phases that enabled the empirical data analysis. These preliminary steps comprised video material selection, multimodal transcription and analysis, empirical data collection, and participant selection. As shown in Figure 3.2, the research design of this study was divided into three main stages.

Figure 3.2 Structure of research design
Stage 1 consisted of two key steps, and focused on the selection and multimodal transcription of the chosen video material. It has been put forward in the established literature that it is important to report on the screen layout of a video stimulus as such a description not only makes the research design more transparent and replicable to other researchers; it also accounts for the potential influence of the multimodal landscape of a video stimulus on the findings from the eye-tracking data (Spinner, Gass and Behney, 2013). In addition, a clear and structured overview of the multimodal landscape of a video stimulus helps identify the context in which participants’ perceptions are formed. The multimodal transcript was therefore consulted prior to and during the analysis of the empirical data. It helped structure the empirical data analysis and contextualise the findings from the empirical data.

Stage 2 followed from the selection of the video material and explains the experiment protocol. Although the experimental task focuses on participants’ performance, experiment conduct is also shaped through interactions with subjects. An experiment protocol was therefore written up prior to the empirical data collection in order to make sure that participants are given the same instructions and information before and during the experiment sessions (Saldanha and O’Brien, 2014, p. 31), to ensure that the same order of steps was followed (Holmqvist et al., 2011, p. 134), and to warrant transparency and consistency in the experiment design and conduct (Saldanha and O’Brien, 2014, p. 35). The protocol not only entails a description of the experiment set-up and procedures for empirical data collection; it also details precautions to mitigate risks to data validity.

Stage 3 comprised the last stage of this study and began after the empirical data had been collected. This stage can roughly be divided into two key steps. The first step concerned the selection of participants. Despite the careful consideration given to procedures in obtaining valid data, it is not uncommon for studies that employ eye-tracking technology to have their sample size affected at a later stage of the research process (Saldanha and O’Brien, 2014, p. 139). This can happen as a result of problems arising during recruitment and data collection. Benchmarks that have been set to assess the quality of gaze data need to be accounted for in order to guarantee that data of poor quality is excluded (2014, pp. 142-143). Participants who were not excluded were thereafter organised into participant groups that comprise subjects at similar stages of their Japanese language study. The second step of Stage 3 was structured according to the exploratory MMR design of this study and focused on the empirical data analysis.
3.2.2 Stage 1

The selection of video material was the first step of this study. It formed one of the most important procedures in the research design. The choice of video material not only shapes the multimodal analysis; it also defines the video stimulus for the experimental task on which the empirical data is collected and the multimodal blueprint with which JLLs’ perceptions and gaze behaviours are analysed.

Findings from the pilot experiment sessions suggested that another excerpt would be appropriate for the main experiment sessions. The excerpt used for the pilot comprised of a talk-show in which the communicative situation is situated in a studio and depends heavily on dialogue and telops. It included conversations that some beginner learners might find too advanced and it appears to make little use of visual-nonverbal input. Considering that this study involves JLLs at different stages of their language study it was deemed appropriate to choose an excerpt that does not overwhelm learners at beginner level on the one hand and is stimulating to more advanced learners on the other. It was therefore discerned that it would be worth looking into authentic Japanese variety shows that are not based in a studio (e.g. travel programmes) or make more use of visual-nonverbal input such as kinesic action or imagery. The video material, further discussed in Subsection 3.3.2 Video material, was chosen from the multimedia corpus of the ICE project.

The choice of video material was followed with multimodal transcription of the chosen excerpt. Although a rough idea of the multimodal nature of the video material was formed by the time the excerpt was selected, a deeper understanding of the forms of expression, the communicative situation and the multimodal landscape was needed in order to make sense of the empirical data. It has been argued that it is not possible to predict in advance the forms of expression or types of input that will be encountered during multimodal analysis (Bateman, Wildfeuer and Hiippala, 2017, p. 11). An approach that takes this into account is therefore needed (2017, p. 76). The multimodal analysis in this study happened in two phases.

The first phase focused on familiarisation with and exploration of the multimodal nature of the video material and aimed to seek out those types of input that were expected to help JLLs’ understanding of the programme contents. The taxonomy of Kimura et al. (2000) as described by Sakamoto (2009b), included in Table 2.1 Taxonomy of telops (translated and adapted from Sakamoto, 2009b), was consulted during the exploration of the video
material. The definitions of gesticulation and bodily configuration as described by Kalantzis et al. (2016, pp. 386-388) were used for the definition of kinesic action. Considering that the video material has its own unique blend of forms of expression, these frameworks were tailored to the types of input encountered in the excerpt and altered where necessary. This is further discussed in Subsection 5.2.4 Visual-verbal input and Subsection 5.2.5 Visual-nonverbal input.

The second phase consisted of a more fine-grained analysis, and entailed the multimodal transcription of the selected types of input and the analysis of the multimodal landscape. A multimodal transcript of the chosen excerpt had already been prepared within the ICE project before the start of this research. This transcript was used as the basis for the multimodal transcript of this study. However, as it was not tailored to the objectives and research questions of this thesis it had to be adjusted considerably.

A combination of two transcription frameworks and the typologies of utterance of speaker and narration telop as defined by Shitara (2005; 2006) were consulted for this. The frameworks for multimodal transcription were those defined by Baldry and Thibault (2006), and Taylor (2003). Baldry and Thibault (2006) have defined a strategy for multimodal transcription of AV texts in which not only the visual image is described in great detail; such detailed descriptions are extended over six columns in which other forms of expression, frames and durations of frames are also included. Taylor has presented a simpler and modified version of this model in order to incorporate subtitles into multimodal transcription (2003, p. 194). The approach taken in this thesis is similar to that of Taylor (2003). The multimodal transcription of this study is discussed in further detail in Subsection 5.3.2 Procedure for multimodal transcript and Subsection 5.3.3 Procedure for multimodal units. In the same way that frameworks for the exploration phase needed to be tailored to the excerpt, the definitions from the typologies of Shitara (2005; 2006) included in Subsection 2.2.2 Overview of telops were altered for the scope of telops detected in the video material. These alterations are further discussed in Subsection 5.3.4 Procedure for types of resemblance.

3.2.3 Stage 2
The experiment protocol consisted of procedures taken in advance, during and after experiment sessions. Two of these happened before each session. First, an email was sent to participants. This email notified subjects of the potential negative influence of make-up,
facial piercings, earrings and colour contacts on the eye-tracker, and advised participants not to wear these during a session. The email also contained an .xlsx file with the pre-task questionnaire (Appendix A. Pre-task questionnaire). It was opt to send this questionnaire in advance of an experiment session in order to prevent sessions from exceeding the allotted one-hour time slot. Participants were requested to fill it in and to send it back by email.

Second, the experiment set-up was checked before the first experiment session on each experiment day. Personal advice from eye-tracking experts was followed in order to maintain experiment conditions as best as possible (Sikkema, 2015; Sikkema, 2016). None of the experiments were to be conducted directly underneath a lamp in order to avoid artificial light reflecting off a participant’s glasses or the eye-tracker. Where applicable, participants did not sit close to a window in order to prevent changes in brightness of natural lighting. In addition, any automatic updates were disabled before running any experiments to prevent interruptions when recording. The volume of the video stimulus was kept at a setting of 30 for all experiment sessions. To check whether the experiment conditions were appropriate a trial evaluation of the track status and calibration was run on the researcher. The video stimulus contains several distinctive stimuli that were used to check whether the eye-tracker properly registered the gaze points by replaying the recording of the researcher. With these preparations finished the experiment sessions could start. The procedures that were taken during an experiment session can be divided into four main components as shown in Figure 3.3.
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At the start of each session participants were informed about the structure of the experiment session and given a brief explanation of their involvement in each component. They were first presented with the plain language statement (Appendix B. Plain language statement) followed by the informed consent form (Appendix C. Informed consent form).
Each participant was given a copy of their informed consent form and subjects were reassured they could follow up on or withdraw from the research at any given time. Participants were asked whether they knew anything about the study or the experiment at the start of each session as an additional check to rule out any bias created between subjects.

After these steps were completed, the actual eye-tracking experiment could start. This procedure was initiated with an assessment of the track status and the calibration process for which a script was followed (Appendix D. Script for main experiment sessions). A 9-point calibration plot was used to check error vectors for as many points on the screen as possible. Stable detection of the eyes and an appropriate distance to the eye-tracker are enabled when both dots in the track status box are not flickering and when the bars on both axes are coloured green. The track status box was also used to show participants how much head movement is tolerated by the eye-tracking device (Saldanha and O’Brien, 2014, p. 139). A cleaning kit for glasses and make-up remover pads were available in case the eye-tracker cannot find the participant or shows a calibration plot with many error vectors. Participants were encouraged not to look away from the screen during recordings in order to reduce data loss and were requested to save any questions until after the recording had finished. After making sure that the calibration results were satisfactory and the participant was sitting comfortably the recording was started. The settings of the video stimulus were customised in such a way that each recording ended automatically after it had finished. The researcher stayed in the room to take field notes and to keep an eye on the experiment but was seated out of sight to alleviate the Hawthorne effect (Holmqvist et al., 2011, p. 134). That is to say, it was hoped that participants would feel less inclined to change their behaviour (Winke, Gass and Sydorenko, 2013, p. 269; Saldanha and O’Brien, 2014, pp. 31-32) if the researcher was not visible during the experimental task.

A post-task questionnaire (Appendix E. Post-task questionnaire) was filled out after each experimental task. Participants were allowed to ask for clarification when certain questions were not understood; however, the researcher could not make any comments on answers to questions. The abbreviations in Figure 3.3 refer to the different parts of the questionnaire; post1 stands for the first part and post2 means the second part. There was no set time limit within which the questionnaire had to be completed. The researcher checked the questionnaire for any missing responses directly after it had been filled out.
Subjects were asked whether there was anything they wished to add to the questionnaire or whether they had any thoughts in relation to the video stimulus or experiment session they wished to share (Holmqvist et al., 2011, pp. 139-140). Participants were given the opportunity to have a look at their gaze replay video together with the researcher and to elaborate on their gaze behaviour.

Three procedures followed the experiment session. First, participants were requested not to inform other students of the experiment session, video stimulus and research objectives. There was a strong possibility that participants were classmates or knew each other and that subjects who had already participated in the experiment could influence those who had not. Considering subjects were not made aware of the specifics of the study before participating and were given the opportunity to learn more about the aim of the study during the debriefing it was essential to be cautious of intersubject bias (Holmqvist et al., 2011, p. 140). Second, a small token of gratitude was offered to subjects before they left the experiment room. Third, the interactions during the debriefing were briefly summarised within the field notes as soon as the experiment session had finished.

### 3.2.4 Stage 3

The empirical data analysis was preceded by the selection of participants. Subjects were selected based on their backgrounds and gaze data quality. This thesis acknowledges that FL learners have unique abilities, breadth of knowledge and experiences that shape their personal learning journeys. Strictly speaking, it is not possible to speak of FL learners who are at the exact same point of their language studies. For this particular reason, participant groups in this thesis represent cohorts of JLLs who are at roughly the same stages of their Japanese language study. The organisation of participant groups was to some extent based on responses to particular questions in the pre-task and post-task questionnaires. These questions were incorporated for the purposes of participant selection. The topics of these questions were drawn from the established literature:

1. Experience with studying Japanese and other FLs
2. Linguistic abilities in the First Language (L1) and Japanese
3. Media exposure to television programmes
4. Prior knowledge of the video stimulus and video material
   (Ortega, 2011, pp. 176-177; Gambier, 2015, pp. 75-76)
The organisation of participant groups was also based on the quality of gaze data. Participants’ gaze videos were replayed to check their gaze paths as data quality may not only differ between recordings but also within portions of recordings (Holmqvist et al., 2011, pp. 140-141; Saldanha and O’Brien, 2014, p. 139). It was noted in Subsection 3.1.2 Methodological approach of this study that a qualitative approach to data validation was taken in this study. The following three data quality indicators were therefore determined as most important for the selection of participants:

1. Quality of calibration
2. Gaze sample ratio
3. Prolonged sound interference during recording

Only calibrations without any error vectors or calibrations with very short error vectors were accepted in this study. It has been argued that ethnicity can influence the gaze sample ratio or trackability of participants (Blignaut and Wium, 2014). The benchmark was therefore set at 60% to allow for participants with different ethnicities to participate in the study without compromising on the quality of gaze data. This means that gaze sample ratios lower than 60% were not accepted. The last criterion was examined to ascertain whether participants had trouble hearing the video stimulus as this could potentially lead subjects to focus more on telops to make up for the loss of sound (Sikkema, 2015; Sikkema, 2016). This final criterion was used to flag participants but does not lead to exclusion unless the subject could not hear the video stimulus at all or if it occurred in combination with one or more of the other criteria.

The empirical data analysis started after the organisation of participant groups. The analysis of the empirical data followed four analytical phases for the investigation of multimodal perception and visual attention. These analytical phases comprised data familiarisation, data exploration, data analysis and data interpretation. Data familiarisation and data exploration happened prior to data analysis and data interpretation. They were conducted on both concepts simultaneously. These phases allowed for the extraction of data sets from the large volume of collated data, the preparation of data for analysis, and the identification of potential trends. They also provided opportunities to seek out potential links between the data sets or potential routes for further investigation. As shown in the MMR design, data analysis was thereafter applied to multimodal perception and then to
visual attention. The findings from these analyses were combined for the data interpretation.

As noted, the empirical analysis of JLLs’ multimodal perception is based on answers to the comprehension test, counts of closed-ended responses and a thematic analysis on open-ended responses and field notes. Selections of questions that were expected to provide insights into JLLs’ perceptions were chosen during the data familiarisation phase. Participants’ responses to the selected questions formed the data sets. Whereas the data set of answers to the comprehension test and closed-ended responses was analysed straight after, the thematic analysis continued with more preliminary analyses.

The thematic analysis of this study followed the approach of Braun and Clarke (2006). After noting down some initial ideas and observations on the data set the data exploration phase started with the generation of initial codes (2006, pp. 87-89). A data-driven or inductive approach was taken to this initial coding (Frith and Gleeson, 2004; Braun and Clarke, 2006, p. 83), which happened in two rounds. The first round of initial coding was a tentative type of coding in which the nuances between initial codes were determined and a coding scheme was devised. The second round of initial coding applied the coding scheme to the data set (Attride-Stirling, 2001, pp. 390-391). This process resulted in cohorts of data extracts labelled with a number of initial codes. These cohorts of extracts were then used to search for (sub)themes. The (sub)themes in this study were generated over data items of participants across participant groups. The search for (sub)themes also happened in two rounds. The first round focused on the identification of relating concepts across data extracts to work out overlap between initial codes which could form the basis for the thematic map (2001, pp. 396-397). This process resulted in a number of candidate (sub)themes (Braun and Clarke, 2006, pp. 89-91) that were checked against the data extracts and data set in the second round. This involved alterations or revisions where necessary to make the thematic map representative of the data (2006, pp. 91-92). After finalising the thematic map the (sub)themes were analysed internally to work out their prevalence per participant group. This entailed the data analysis phase.

It is important to note that the thematic analysis of this study aimed to find “patterned response or meaning within the data set” (2006, p. 82). It was discussed in Section 1.1 Background that the researcher herself is a learner of the Japanese language and an enthusiast of authentic AV materials. This guiding principle was therefore established in
order to reduce the risk of confirmation bias and to make sure that data items are considered and treated in the same way.

The subsequent empirical analysis of JLLs’ visual attention is based on the eye-tracking data. Heat maps, gaze replay videos and fixation-data formed the data sets. Version 3.4.8 of Tobii Pro Studio was used throughout the gaze data analysis. The Velocity-Threshold Identification (I-VT) filter was set as the eye-movement classification and applied to participants’ eye-position samples at all times during the four phases of empirical data analysis. The default settings\(^7\) were used in accordance with the advice given through email by Tobii AB Technical Support and the general recommendation of Tobii AB to use default settings when no particular requirements have been determined in a study for the definition of fixations (Olsen, 2012; Tobii AB, 2014b, p. 51).

The data familiarisation encompassed the replay of gaze videos to gain an initial impression of participants’ gaze paths (O’Hagan and Sasamoto, 2016, p. 46). This phase was incorporated in the participant selection. The following phase in which the gaze data was explored started with the analysis of heat map findings. These data visualisations functioned as an aid to pinpointing areas of the screen where visual attention is concentrated. Nonetheless, it has been argued in the established literature that heat maps need to be used with caution as their application does not entail an analysis of the data; rather, they help visualise large quantities of data (Bojko, 2009; Tobii AB, 2014b, p. 65; Conklin and Pellicer-Sánchez, 2016, p. 5). In addition, considering that authentic Japanese variety shows consist of moving images, it needs to be confirmed that the input visible in the static images of the heat maps properly represent the type of input that is visually attended to. Further data exploration was therefore carried out with the help of gaze replay videos.

With a better understanding of the types of input that gathered the most visual attention from participants the data analysis was conducted. This phase was centred on the analysis of fixation-data that was extracted on different types of input in the video material. However, rather than analysing every eye-tracking measure available in the eye-tracking software, a selection was made that is appropriate to the purposes of this study. The choice

---

\(^7\) The default settings are: (1) gap fill-in (interpolation) function enabled with max gap length of 75 milliseconds, (2) eye selection set at Average, (3) noise reduction disabled, (4) window length of Velocity calculator set at 20 milliseconds, (5) Velocity threshold of I-VT classifier set at 30 degrees per second, (6) merge adjacent fixations function disabled, and (7) discard of short fixations function disabled.
of eye-tracking measures not only depends on the objectives of a study; it is also determined by the size of the user-defined Areas of Interest (AOIs) and sampling frequency of the eye-tracking device (Rayner, 1998, p. 377; Rayner, 2009, pp. 1461-1462; Roberts and Siyanova-Chanturia, 2013, pp. 219-220; Conklin and Pellicer-Sánchez, 2016, p. 9). The eye-tracking analysis of this research involves gaze data generated from AOIs on large stimuli with an eye-tracker device that has a 60 Hz sampling frequency. The fixation-based analysis therefore focused on two late measures that give indications on later stages of cognitive processing (Roberts and Siyanova-Chanturia, 2013, p. 217; Conklin and Pellicer-Sánchez, 2016, p. 3) in order to gain insights into visual attention accumulated over the whole duration of the analysed video segments:

1. Fixation count
2. Total fixation duration

This thesis used dynamic AOIs that were organised into AOI groups to extract the fixation-data on these eye-tracking measures. Dynamic AOIs can transform to align with different types of input on the screen when changes to their vertices are entered in keyframes on the timeline. There are two advantages to the use of dynamic AOIs. First, they can move, expand and shrink at any given time. Second, they can be made “dormant” or inactive for certain time intervals during which no gaze data is collected. This allowed for a proper analysis of types of input in the video material that move on the screen and have different screen times.

It was discussed in Subsection 2.3.2 Online learning behaviour that recent research has questioned the immediacy and eye-mind assumptions of Just and Carpenter (1980). This thesis recognises that the possibility exists that participants may be thinking about something else during an experimental task. Nonetheless, due to the nature of the video material used in this study it was expected that participants’ gaze behaviour would be characterised by a search for meaning in the multimodal messages (Batty, Perkins and Sita, 2015, para. 15).
3.3 Research setting

3.3.1 Context of this study

This study was mostly set at DCU and involved adult JLLs registered at this university. The JLLs targeted for this study were students of BA degrees in which linguistic skills in an FL of choice, in this case Japanese, had to be acquired. This means that this thesis was shaped according to the trajectory that JLLs follow at DCU. This trajectory includes an exchange year at one of several Japanese universities in addition to the three years of study at DCU. This exchange is organised for the third academic year. It was aimed to recruit JLLs in all four academic years. This means that this thesis is not a longitudinal account of students moving through their BA degrees; rather, it involves different students at different stages of their language study from one academic calendar year. Most of these JLLs did not know the researcher. However, at the time when the call of participants was sent out the researcher was teaching kanji classes for one semester to students in the second academic year. This study also involved adult native Japanese speakers registered for BA degrees at a Japanese university. They were targeted for this study as a point of reference for JLLs’ perceptions.

The type of experimental task that is central to this study involves a video stimulus that consists of linear dynamic stimuli (Tobii AB, 2013a; Bateman, Wildfeuer and Hiippala, 2017, p. 109). This means that the video stimulus is composed of input that is in motion and follows the same sequencing and timing for all participants. It comprises a communicative situation depicted in an excerpt from an authentic Japanese variety show. The role of participants in the experimental task is that of an observer (Bateman, Wildfeuer and Hiippala, 2017, p. 109). Participants watch the video stimulus in a non-interactive way as communication cannot take place between the communicative situation visible on screen and the subjects.

3.3.2 Video material

The authentic AV material used for the video stimulus comprises an excerpt taken from an episode of the Japanese variety show *Honmadekka!?TV*. This is the same episode that was used for the pilot study but the chosen excerpt is different. As noted, this episode was broadcast and recorded in Japan on 7th of August 2013, and is included in the multimedia corpus of the ICE project (Sasamoto, O’Hagan and Doherty, 2016, p. 6). *Honmadekka!?TV* is aired by Fuji Television Network, Inc. and gathers high viewer ratings (Kanai, 2011;
It is a talk-show in which jokes, questions and interesting facts on a variety of topics are exchanged between hosts, celebrity panellists and expert guests. The selected episode contains approximately 27 minutes of conversation on summer-related themes followed by roughly 18 minutes of dialogue in a Q&A format that consists of five short self-contained panel discussions. The latter programme item is called *Moshimo no toki ni yakudatsu Honmadekka!?* [Useful Honmadekka!? for unexpected times]. The first portion of the episode was used for the pilot study while the last portion was used for the main study.

There are several reasons behind the choice of video material. This last portion of the episode was considered most suited as it could be edited into an experiment video with an approximate duration of ten minutes. Each panel discussion was self-contained and did not include any references to the first portion of the episode or any of the previous episodes (Mishan, 2005, p. 134). Participants would therefore not need to know what had happened outside of these panel discussions. Three panel discussions were selected as they had the desired duration when combined and were considered to be most accessible to JLLs at differing stages of their language study. The selection of panel discussions included several visual-nonverbal types of input in addition to the dialogue and telops. Examples include drawings and different types of kinesic action. The visual-nonverbal input could help prevent a feeling of being overwhelmed for JLLs at early stages of their language study without making the video stimulus too easy for the more advanced learners (2005, p. 138). The Q&A format of these panel discussions was also considered to be appropriate for the experimental task as it was more centred on comprehension, which made the preparation of the comprehension test more straightforward.

### 3.4 Participants

#### 3.4.1 Recruitment and ethics

Separate approval was sought from the DCU Research Ethics Committee for the main experiment sessions in relation to both the design of materials and the experiment set-up, as new ethics forms, experimental task and questionnaires had been developed. The approval for the main study was granted on 24th of November 2015. The recruitment of JLLs happened through email, a sign-up sheet and word-of-mouth. Students in the first, second and fourth academic years were approached through a recruitment email sent by their lecturers or the researcher. Students in the second and fourth academic years were
also approached in person through a sign-up sheet circulated in class. A different approach was taken for students in the third academic year who were on exchange in Japan. They were recruited via their lecturer at DCU who was in charge of them during their stay in Japan. Students who volunteered outside of these methods had been encouraged to participate by their classmates. Japanese speakers were recruited in class at a Japanese university. Their lecturer was contacted in advance by the lecturer at DCU who was also in touch with the JLLs on exchange.

A total of 46 JLLs and seven Japanese speakers responded to the call for participants. They were all recruited on a voluntary basis. One of the JLLs who had volunteered could not make it to the experiment session which means that 52 subjects participated in this study. Participants were not offered any payments or incentives prior to participation. However, upon completing the experiment session, JLLs were offered chocolates or crisps and Japanese participants were sent an Amazon gift voucher as a token of appreciation. Participants were reassured that there was no penalty if they wished not to participate or to withdraw from the study before its completion.

Full names of participants are not mentioned within this thesis in order to protect their anonymity. The empirical data has been anonymised by assigning each participant an identifier. JLLs have been named Participant (P) while Japanese speakers have been named Japanese Participant (JP). A number has been appended to these abbreviations to distinguish between subjects. This numbering follows the order of experiment sessions. The data set therefore comprises a JLL cohort consisting of P01-P46 in which P07, i.e. the identifier of the participant who could not make it to the experiment session, is missing and a Japanese speaker cohort consisting of JP01-JP07.

3.4.2 Meaningful selection of participants

It has been noted in Subsection 3.2.4 Stage 3 that a list of selection criteria was established for the organisation of participant groups. This list comprises four topics (i.e. experience with studying Japanese and other FLs, linguistic abilities in L1 and Japanese, media exposure to television programmes, and prior knowledge of the video stimulus and video material) that were identified as factors that influence the coherence of participant groups and three gaze data quality indicators (i.e. quality of calibration, gaze sample ratio, and prolonged sound interference during recording) that ensure good quality data are included in the gaze data sample. Whereas implementation of the gaze data quality indicators is
straightforward, it appeared that the four factors needed to be narrowed down as not all of the included topics turned out to be appropriate for the purposes of this study. The majority of questions included in the pre-task questionnaire and sections of the post-task questionnaire were incorporated for the selection of participants. The responses to these questions were examined to gain a better understanding of participants’ backgrounds and to work out a selection of questions that could form the basis for the participant groups. The following four questions were considered the most suitable bases for categorisation of the participant groups:

- pre Q2 Which academic year are you enrolled in?\(^8\)
- pre Q3 Have you been to Japan?\(^9\)
- pre Q4 For how long and for what purpose were you in Japan?\(^10\)

The abbreviation pre in this list refers to the pre-task questionnaire. These questions were chosen as main determinants as they provide insights into the number of years that JLLs have formally studied the Japanese language at university and the time JLLs have spent on exchange in Japan. This means that questions regarding the study of the Japanese language before entering university, self-assessments of proficiency level in the L1 and Japanese, test results on Japanese proficiency level, use of the Japanese language outside of class, methods for learning kanji, media exposure to English television programmes, preferences for captions or subtitles in television programmes, and general viewing habits have not been chosen as main determinants.

It appeared that all of the first-year participants were enrolled for degrees that offer Japanese at beginner level. It was discerned that the advantage of previous study may had levelled out by the time this study was conducted as data from these subjects were collected towards the end of the second semester. Furthermore, the 45 JLLs who had filled out the pre-task questionnaire did not tick the box in one of the multiple choice questions that could have made a key difference in language skills; the study through Japanese relatives. It was discerned that the self-assessments and responses on Japanese proficiency levels do not give an accurate reflection of participants’ linguistic skills. Test results were incomplete or included scores that were based on a variety of proficiency tests that were

---

\(^8\) This question is not included for JLLs on exchange in Japan. It is included as pre Q3 for Japanese speakers.

\(^9\) This question is not included for Japanese speakers. It is phrased as “Have you been to Japan before going on your exchange year?” for JLLs on exchange in Japan.

\(^10\) This question is not included for Japanese speakers. It is phrased as “For how long and for what purpose were you in Japan before going on exchange?” for JLLs on exchange in Japan.
not taken at the time of data collection. Considering that this study does not focus on crosslinguistic interference of the L1 with FL learning it was also decided that questions regarding linguistic skills in the L1 were not appropriate after all. It was observed that the remainder of the discarded questions was unrelated to the research focus or not properly phrased. Findings from responses to the discarded questions have not been taken up for further discussion in the remainder of this thesis.

3.4.3 Grouping of participants

Appendix F. Evaluation of collected data gives a complete overview of the empirical data collated for the main study together with indications on the quality and completeness of data sets, and comments from field notes on potential influences that may have affected gaze data quality. Missing data or aspects of data that do not meet the standards set previously are marked with red. Pre refers to the pre-task questionnaire while post1 and post2 are used to distinguish between the first and second parts of the post-task questionnaire. For the purposes of this thesis, subjects have been organised into four participant groups as can be seen in Figure 3.4.

These include three learner groups that comprise of JLLs and one Reference group that consists of Japanese speakers. Figure 3.4 shows 48 participants which means that four participants have been excluded. These participants are P45, JP01, JP04 and P39. P45 was a fourth-year student who had not been to Japan on exchange. It was determined that P45 could not be placed in Group 1: pre-exchange due to the considerable difference in years of formal Japanese study. JP01 and JP04 were Japanese speakers who had a poor calibration and an insufficient gaze sample ratio respectively. The data of P39, a first-year JLL, was not discarded based on the selection criteria but due to technological issues that arose during the fixation-data analysis. The eye-tracking software showed an error message each
time it tried to generate fixation-data on the eye-tracking measures for this particular participant. It was decided not to include the empirical data of P39 based on the consultation with Tobii AB Technical Support through email and a remote session.

### 3.4.4 Profile of participant groups

Table 3.1 shows participants’ age, gender, L1, experience with learning Japanese and other FLs, time spent in Japan on exchange, exposure to Japanese television programmes, and extent of prior knowledge of the video stimulus per participant group.

<table>
<thead>
<tr>
<th>Table 3.1 Background per participant group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aspect</td>
</tr>
<tr>
<td>Age (average)</td>
</tr>
<tr>
<td>Gender</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>L1</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Experience learning other FLs</td>
</tr>
<tr>
<td>Academic year</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Average length of exchange in Japan</td>
</tr>
<tr>
<td>Exposure to Japanese television media on average per week</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Prior knowledge of video material</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Experience of watching video material</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

*Response of P04 is missing. The value is calculated over the total number of responses, not participants (i.e. n = 19).

**Response of P13 is missing. The value is calculated over the total number of responses, not participants (i.e. n = 19).

The JLL cohort consists of 43 students enrolled for five different BA degrees. These degrees are Applied Language and Translation Studies, Business Studies International, and three types of Joint Honours; Media Studies and International languages, Irish and International Languages, and Law and International Languages. Participants in the Reference group are five students pursuing a BA degree in Policy Studies. The subjects were 19 to 27 years of age with an overall average of 21 years. One participant preferred not to specify the gender while 28 subjects were female and 18 participants were male.
The majority of participants in each learner group are native English speakers. However, each of these groups also included JLLs who reported that their L1 is a language other than English. Six of these JLLs are in Group 1: pre-exchange and each of them reported a different L1. Their responses included French, Hungarian, Cantonese, German, English-Polish and Vietnamese-French. Three more JLLs are in Group 2: exchange. Again, all three of them reported a different L1. They responded with Chinese, Lithuanian and Italian. Only one JLL in Group 3: post-exchange indicated not to be an English native speaker. Mandarin is the L1 of that particular participant. All of the Japanese speakers in the Reference group reported to be native Japanese speakers.

The JLLs were in four academic years at the time of the empirical data collection. Two were first-years, 15 participants were second-years, 20 third-year students and six subjects from the fourth academic year. Two participants in Group 1: pre-exchange were study abroad students. They were in the second academic year at DCU but had enrolled in the third academic year of their home university. Participants in Group 1: pre-exchange reported never to have been to Japan except for one second-year student who had spent a holiday there for ten days. The participants in Group 2: exchange were in Kyōto and Tōkyō at the time of the experiment sessions and had already spent approximately three-and-a-half months studying at a Japanese university. All the learners in Group 3: post-exchange had completed a full exchange year in Japan.

A large majority of JLLs reported to be familiar with watching Japanese television and to have some experience with text on screen in Japanese television programmes. Only 18.6% of respondents did not watch Japanese television programmes while 72.1% of them watches 1-10 hours of Japanese television programmes on average per week. The remaining 9.3% watches 11-19 hours on average per week. Of those JLLs who responded that they watch Japanese television programmes, 91.4% indicated that they watch them with subtitles or captions. Furthermore, 48.6% of these JLLs reported watching Japanese variety shows. All of the participants in the Reference group reported watching Japanese television programmes, including variety shows.

It appeared that approximately 85.7% of JLLs did not know about the variety show before participating and approximately 86% of JLLs watched it for the first time during the experiment session. Only 14.3% knew about it previously and 11.6% of JLLs sometimes even watch the programme. All participants in the Reference group indicated knowing
about the variety show prior to participating and watching it sometimes. This shows that subjects in the Reference group had more pre-existing knowledge of the video material and that a vast majority of JLLs were unfamiliar with the authentic Japanese variety show before participating in this study. Furthermore, none of the participants knew anything about the study or the experiment at the start of their experiment sessions.

Table 3.2 gives a summary of Appendix F. Evaluation of collected data and displays the combined assessments of the three data quality indicators per participant group. As noted previously, post1 and post2 refer to the two parts of the post-task questionnaire. The third abbreviation, pre, means pre-task questionnaire.

All participants watched the whole video stimulus which means that full recordings with gaze data are generated for each subject. As shown in Table 3.2, the gaze data quality was assessed as satisfactory for each of these recordings. The data set of post-task questionnaire responses is complete. The data set of pre-task questionnaires is the only incomplete data set with one questionnaire missing for P04. Field notes are available for each participant.

Two types of field notes were generated during the empirical data collection. These comprised notes that relate to the experimental task, and notes in which the debriefings and experiment sessions are summarised. Field notes on the experimental task are available for each participant. Field notes regarding the debriefings and experiment sessions were not available for all subjects as these were only generated in cases when some important observation was made or when a participant wished to talk about the video stimulus or experiment session. Field notes unrelated to the experimental task were generated for all participants in Group 3: post-exchange and the Reference group. The ratios were lower for

<table>
<thead>
<tr>
<th>Table 3.2 Data quality per participant group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aspect</td>
</tr>
<tr>
<td>------------------------------------------</td>
</tr>
<tr>
<td>Calibration</td>
</tr>
<tr>
<td>Gaze samples (average)</td>
</tr>
<tr>
<td>Responses to pre</td>
</tr>
<tr>
<td>Responses to post1</td>
</tr>
<tr>
<td>Responses to post2</td>
</tr>
<tr>
<td>Field notes</td>
</tr>
<tr>
<td>Prolonged sound interference during experiment session</td>
</tr>
</tbody>
</table>

*P14 and P15 preferred a higher volume for the video stimulus due to the sound of the heater, and P12 and P16 were bothered by the sound of the heater.
the other two learner groups with 52.9% for Group 1: pre-exchange and 55% for Group 2: exchange.

3.5 Summary

This chapter explained the conceptual underpinnings of this thesis and presented an exploratory MMR design consisting of three stages to analyse JLLs’ multimodal perception and visual attention while watching an excerpt of a Japanese variety show that features telops. These stages focus on a multimodal analysis of the chosen video material, the collection of empirical data through questionnaires, field notes and eye-tracking technology, and empirical data analysis. Two aspects in particular were emphasised in the research design. Leeway to analyse the data in an exploratory fashion in order to allow for observations to pave the way for subsequent analytical steps is one of these aspects. The second aspect related to an overall qualitative approach which allows for the multimodal nature of the video material to be addressed and for the empirical data, otherwise analysed from a quantitative perspective, to be explored from different angles.

This research focuses on JLLs at different stages of their Japanese language study. A total of 43 participants was recruited among students registered at DCU and organised into three groups. The number of years JLLs had formally studied the Japanese language at university, time spent on exchange in Japan, and data quality assessment were established as the three main selection criteria for the formation of coherent participant groups. A fourth group consisting of five native Japanese speakers recruited in Japan formed the Reference group with which JLLs’ multimodal perception and visual attention is compared.

The following chapter delves further into the applied aspects of this study’s research design. It describes the setting in which the empirical data was collected, and recounts all the steps taken to analyse the collated data.
4. METHODS AND PROCEDURES FOR EMPIRICAL DATA ANALYSIS

Chapter 4 is the second methodological chapter of this thesis. It demonstrates the implementation of the research design described in the previous chapter, recounts the empirical data collection, and gives a more in-depth explanation of the procedures that were followed for the empirical data analyses. The purpose of this chapter is to illustrate how the operationalised concepts from the previous chapter, multimodal perception and visual attention, have been applied to the collated data.

Section 4.1 starts with a description of the empirical data collection. This includes the actual conditions and experiment settings in which the data was collected, and the materials used to obtain the empirical data. Section 4.2 gives an in-depth account of the steps taken to analyse JLLs’ multimodal perception. It explains how this study progressed from its conceptualisation to actual findings on viewer experiences and details the formatting of results in Chapter 6. Section 4.3 does the same for analyses of JLLs’ visual attention. It provides an overview of analytical steps and explains the settings in the eye-tracking software for the majority of findings on viewer reception in Chapter 7.

4.1 Empirical data collection
4.1.1 Experiment setting
The experiment sessions were held in two rounds. The first round was conducted in January 2016 and started with the JLLs who were on exchange. Their sessions took place in rental classrooms in Tōkyō and Kyōto. The sessions with Japanese speakers were conducted in a classroom and an office at a Japanese university. The second round of experiment sessions took place from April to May 2016 with JLLs who resided in Ireland. These sessions were held in an interview room at DCU. Although the experiment sessions were conducted at more than one location, the setting has been kept the same as much as possible across sessions. Figure 4.1 shows the experiment set-up.
Further to the eye-tracking system, a spare pre-task questionnaire, a plain language statement, two copies of the informed consent form, a post-task questionnaire, a blank sheet, pens, a cleaning kit for glasses, make-up remover pads, tissues and a token of appreciation were prepared for each experiment session. The token of appreciation was sent by email to Japanese speakers after sessions. During the experimental task participants were seated at a table with the eye-tracking system placed in front of them. As shown on the right in Figure 4.1, the eye-tracker was attached to a laptop directly beneath the screen. The researcher was present in the same room but out of sight during the recording. The ethics forms and questionnaire were filled out at the same or another table depending on the facilities present in the experiment room.

All of the precautionary measures to protect data validity, mentioned previously in Subsection 3.2.3 Stage 2, were taken throughout the data collection. However, it appeared that some additional precautions needed to be taken for the experiment sessions in Dublin as another researcher was using the eye-tracking system during the same time period for a different type of experiment set-up. In order to maintain consistency with the experiment set-up for the sessions at DCU the location of the laptop on the table was marked with transparent scotch tape and the positioning parameters of the eye-tracker device on the laptop was saved as an .xconf file with the X Configuration Tool (Tobii AB, 2014a, pp. 15-18). This allowed for the experiment set-up to be recreated each time it had been changed. In addition, signs requesting not to disturb or enter the room were put up during experiment sessions at DCU.

Although the conditions in the experiment rooms were controlled for as much as possible, it appeared to be difficult to keep the experiment setting devoid from noise in some cases. In one of the rental rooms in Japan there was a heater on that had the tendency to grow...
louder when the temperature in the room changed. Participants who sat through the experiment in this room were asked after the experimental task whether they were bothered by this background noise. A record of their answers was kept in the field notes. Further to this, it proved difficult to control noise outside of experiment rooms. Although it is recommended to choose particular times of the day when corridors are less crowded (Saldanha and O’Brien, 2014, pp. 138-139), it was not always possible to secure such time slots due to high demand on the eye-tracking system by other researchers and availability of experiment locations.

There was one calibration problem in particular that occurred a few times. This problem may have related to glasses with a particular coating. The eye-tracker could not detect a participant’s eyes or could not run a satisfactory calibration when students were wearing such glasses. Experiment sessions with these students were therefore run without glasses. None of them appeared to have an issue with this as they confirmed that they were still able to see the video stimulus. In addition, some of them reported not wearing glasses when sitting behind their laptop.

The actual duration of experiment sessions occasionally deviated from the one-hour time slot as the time needed for the post-task questionnaire and debriefing varied between participants. In addition, some of the JLLs had forgot to fill out the pre-task questionnaire. They were invited to fill it out during the experiment session or to send it to me by email afterwards. Participants who were late for their session were asked to fill out both or one part of the post-task questionnaire in another room in order to make sure that the experiment schedule could resume without too much delay. Students who filled out the questionnaire in my absence were given the chance to ask questions in-between sessions. Generally speaking, the experiments in Japan were shorter due to budget constraints which meant that sufficient time could not always be allocated to debriefings. In addition, the time available for the sessions with Japanese speakers was limited. These participants could not be contacted in advance of the experiment sessions as they were recruited on the spot. They filled out the pre-task questionnaire and post-task questionnaire in another room but were also given the chance to ask me questions in-between experiment sessions.

4.1.2 Questionnaires

Two questionnaires were developed for the empirical data collection; one pre-task questionnaire and one post-task questionnaire. These documents were prepared in both
English and Japanese, and checked for their wording by native speaker postdoctoral researchers before finalising their design. Questions focused on participants’ background and viewer experience. More specifically, the pre-task questionnaire focused on subjects’ linguistic and demographic background while the post-task questionnaire included a comprehension test and questions regarding participants’ perceptions of the video stimulus, experience with television programmes, general viewing habits and perceptions of Japanese variety shows.

Three versions of the pre-task questionnaire (Appendix A. Pre-task questionnaire) were prepared. These versions did not include any major differences; rather, certain questions were left out or reworded for JLLs on exchange in Japan and Japanese speakers. Considering that JLLs on exchange resided in Japan, it was discerned that this circumstance needed to be accounted for within the questions. In addition, questions relating to Japanese language learning were only asked to JLLs and omitted from questionnaires directed at Japanese speakers.

Two versions of the post-task questionnaire (Appendix E. Post-task questionnaire) were developed; one for JLLs and one for Japanese speakers. As mentioned, the main difference between the two are the questions on Japanese language learning. Almost all of these questions were developed for this study specifically. Some of the questions on media exposure to television programmes, general viewing habits and views on telops from the questionnaire used for the ICE project and pilot study were kept. Modified versions of these questions have been incorporated in the post-task questionnaire.

The post-task questionnaire was divided into two parts to break up the large amount of questions. One of the postdoctoral researchers had suggested providing headings in the questionnaire as a support to participants. Sets of questions on the same topic were therefore bundled together and provided with headings. In addition, it was opted to sequence the questions in such a way that the questions proceed from general to specific information and from behavioural to attitudinal questions in order to lower the chance of inconsistencies in participants’ responses (Brace, 2004, p. 32). By having subjects think about their behaviour first before giving their opinion it was expected that this would enable them to ease into the different topics without contradicting themselves on their general viewing habits and attitudes (2004, pp. 32-34). Furthermore, in order to prevent bias in the formulation of semantic differential scales, positive and negative statements
were included at both ends of the five-point scales (2004, pp. 65-67). The comprehension test was included at the start of the first part of the questionnaire and filled out directly after the experimental task when the input is still fresh in the minds of participants. A blank sheet was offered to the JLLs when answering these questions in case they wished to write down their thinking process.

Throughout the post-task questionnaire the term “text on screen” was used instead of “telop”. It was determined that it would be better not to overcomplicate the questionnaire with definitions and to use a more generic term to refer to the intralingual text. In addition, the terms “caption” and “subtitle” were used in questions on media exposure to television programmes.

4.1.3 Eye-tracking system

A portable Tobii X2-60 eye-tracking system was used for the experiment sessions. This eye-tracking system was chosen as it can be easily transported, is presumably less distracting to participants due to its small size and is more tolerant to head movements than stationary eye-tracker devices. The Tobii X2-60 eye-tracker device was attached to a high-specification Dell laptop. This laptop had the Tobii Studio software installed on it.

The “Media exposure to Japanese TV programmes”\textsuperscript{11} section of the second part of the post-task questionnaire was reviewed for JLLs and native Japanese speakers who had reported watching Japanese television programmes in order to check whether the use of a laptop had created unusual viewing conditions to subjects. The responses showed that 77.8\% of JLLs make most use of a laptop when watching Japanese television programmes while 22.2\% made most use of another device. Only 8.3\% of participants reported making equal use of another device in addition to the laptop and 5.6\% of JLLs usually use a TV set. These JLLs are all participants in Group 2: exchange. It appeared, however, that the use of a TV set to watch Japanese television programmes is not exclusive to this particular learner group. Questionnaire responses for the Japanese speakers indicated that all participants make most use of a TV set while 20\% of them responded that they make equal use of a laptop.

\textsuperscript{11} This section is included as 日本語のテレビ番組の経験について [Regarding experience with Japanese television programmes] in post2 for Japanese speakers.
This suggests that the portable Tobii X2-60 eye-tracking system was appropriate to the circumstances in which the fieldwork was conducted and the JLLs who are accustomed to watching Japanese television through a laptop. Japanese speakers, on the other hand, generally use a TV set to watch such programmes. The laptop may therefore have been an unusual viewing condition to them.

4.2 Analysis of Japanese language learners’ perceptions

4.2.1 Evaluation of post-task questionnaires and field notes

Post-task questionnaires and field notes regarding the debriefings and experiment sessions were examined during the data familiarisation phase. It is important to note that the researcher was involved in the creation of data items to different degrees; open-ended responses were produced entirely by participants for whom the researcher only cleared up certain questions upon request, while the observations from field notes were established through an interactive process and noted down by the researcher directly after each experiment session. Participants were given free rein throughout an experiment session in how much they wished to share. This explains why certain data items are missing or contain insights into thought processes that diverge from original questions asked to participants.

Even though post-task questionnaires were checked for missing responses directly after they were filled out, some missing responses have been detected. However, these instances did not affect the study to a great extent as they appeared to be few. Almost none of the participants made use of the blank sheet that was offered to subjects when answering the comprehension test. Only one participant in Group 2: exchange made use of it for a very brief note. This note consisted of a schematic representation of numbers that was similar to the one used in a number of telops in the video stimulus.

As noted, there was less time available for the debriefing in experiment sessions conducted in Japan. This means that fewer field notes were generated on topics other than the experimental task for participants in Group 2: exchange and the Reference group. It appeared that the field notes gathered for this study related to a variety of topics. These included general comments made by participants on the experiment session, questionnaires, their general interests, their experience with watching AV materials, and their Japanese linguistic skills. Participants also made more specific comments regarding the video
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stimulus such as their understanding of the video material or its components, their observations on types of input, and their thoughts on the use of Japanese variety shows in class. There was one participant who reported hearing of impact captions previously in class at DCU. The remaining field notes consisted of my own observations. These related to instances during which I was asked a question on the contents of the video stimulus or saw a student laugh during the experimental task. Reminders of my absence during the experiment session when participants filled out a part or both parts of the post-task questionnaire, and observations on other aspects of an experiment session were also included.

4.2.2 Meaningful study of perception

Upon reviewing the responses to post-task questionnaires and field notes, it was decided that some of the questions were not appropriate to the study of JLLs’ perceptions after all. In a similar way as the questions that were deemed to be unsuited for participant selection, it was discerned that some of the questions were not related to the research focus. The (thematic) analysis of questionnaire responses and field notes is geared towards the identification of patterns in participants’ multimodal perception. It aims to gain a deeper understanding of the meanings that JLLs attach to sensory information that is not exclusively verbal and the perceived usefulness of authentic Japanese variety shows in the Japanese language classroom.

Questions that asked participants to recall the colours or fonts that were used for telops, and self-assessments of the amount of telops participants had read are not taken up in the remainder of this thesis. It was determined that the former tests participants’ memory or recollection of visual-nonverbal input, not their perceptions of this particular type of input. The latter was also considered to be unrelated to JLLs’ perceptions. This type of question is important when trying to work out whether participants’ ideas of their own gaze behaviour coincides with their actual gaze behaviour. The data familiarisation phase showed that all participants look at telops. Although it is not possible to say with certainty whether participants’ gaze behaviour shows signs of reading or just looking, it was expected that this question would not give any further insights into this particular observation or JLLs’ perceptions.
4.2.3 Procedure for closed-ended data items

The data set for the analysis of closed-ended data items consists of responses to ten closed-ended questions. Although half of these questions related to perceptions of telops, the other five questions extend the discussion to other types of input and broader topics. The questions are included in the post-task questionnaire and are as follows:

- **post1 Q13** Did you feel the drawings in the experiment video helped you with understanding its contents?\(^{12}\)
- **post1 Q18** What did you think of the difficulty level of the text on screen?\(^{13}\)
- **post1 Q19** What helped you with text you did not understand?\(^{14}\)
- **post1 Q22a** Were there any colours or colour combinations you found difficult to read?\(^{15}\)
- **post1 Q20** What did you think of the legibility of the text on screen?\(^{16}\)
- **post1 Q25a** Did you think the design of the text on screen suited the variety show?\(^{17}\)
- **post2 Q19** Would you prefer text on screen to be white and without effects?
- **post2 Q20** Do you think watching Japanese TV shows helps you with learning Japanese?\(^{18}\)
- **post2 Q21** Would you like Japanese variety shows to be used in Japanese language classes?\(^{19}\)
- **post2 Q22** Do you think you will watch Japanese variety shows more often after this experiment?\(^{20}\)

The closed-ended data items were manually counted. Findings from these data items are represented in tables. The wording in these tables have been adjusted slightly as compared to the original questions and answer options due to spacing issues. However, the essence has been kept the same for each aspect and answer option in all of the tables. Hyphens are shown instead of values for some aspects for the Reference group. This does not mean that these aspects are not relevant to Japanese speakers; rather, hyphens indicate that questions on these aspects were not included in the post-task questionnaire for the Reference group.

---

\(^{12}\) This question is included as post1 Q11 for Japanese speakers.
\(^{13}\) This question is not included for Japanese speakers.
\(^{14}\) This question is not included for Japanese speakers.
\(^{15}\) This question is included as post1 Q18a for Japanese speakers.
\(^{16}\) This question is included as post1 Q20 for Japanese speakers.
\(^{17}\) This question is included as post1 Q21a for Japanese speakers.
\(^{18}\) This question is not included for Japanese speakers.
\(^{19}\) This question is not included for Japanese speakers.
\(^{20}\) This question is included as post2 Q20 for Japanese speakers.
### 4.2.4 Procedure for diverging stacked bar charts

One question included in the post-task questionnaire involved semantic differential scales to collect attitudinal data on telops. This question contained a list of ten statements. Participants were asked to rate their attitudes towards these statements on a five-point scale. Topics of these statements relate to distraction, understanding, confusion, visual clutter, humour, focus of attention, necessity, identification of key points, interpretation of actions and utterances of people appearing on the show, and saliency. The question reads as follows:

**post2 Q18** What do you personally feel about the text on screen in Japanese variety shows? They:

<table>
<thead>
<tr>
<th>Statement</th>
<th>Scale</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distract me</td>
<td>1 2 3 4 5</td>
<td>Do not distract me</td>
</tr>
<tr>
<td>Help me understand the show</td>
<td>1 2 3 4 5</td>
<td>Do not help me understand the show</td>
</tr>
<tr>
<td>Confuse me</td>
<td>1 2 3 4 5</td>
<td>Do not confuse me</td>
</tr>
<tr>
<td>Clog up the screen</td>
<td>1 2 3 4 5</td>
<td>Do not clog up the screen</td>
</tr>
<tr>
<td>Make the show funnier</td>
<td>1 2 3 4 5</td>
<td>Do not add to the comedic nature of the show</td>
</tr>
<tr>
<td>Help me retain my attention</td>
<td>1 2 3 4 5</td>
<td>Make me lose my attention</td>
</tr>
<tr>
<td>Are indispensible [sic]</td>
<td>1 2 3 4 5</td>
<td>Can be left out from the show</td>
</tr>
<tr>
<td>Help me identify important information</td>
<td>1 2 3 4 5</td>
<td>Do not help me identify important information</td>
</tr>
<tr>
<td>Change my interpretation of what people on the show do and say</td>
<td>1 2 3 4 5</td>
<td>Do not change my interpretation of what people on the show do and say</td>
</tr>
<tr>
<td>Are flashy</td>
<td>1 2 3 4 5</td>
<td>Are plain and simple</td>
</tr>
</tbody>
</table>

The findings from the semantic differential scales in **Subsection 6.1.1 Observations for telop** have been organised into diverging stacked bar charts. These were created in Excel. As noted, positive and negative statements were included at both ends of the five-point scales in the original question to prevent bias in its formulation. All of the diverging stacked bar charts show negative statements on the left and positive statements on the right. This means that the scales for some statements have been reversed for the presentation of findings. Take, for example, the five-point scale for the statement on understanding. The

\[\text{footnote: For more information, please see Evergreen (2019).}\]
original question includes “help me understand the show” on the left and “do not help me understand the show” on the right. For such statements number 1 was counted as number 5 and number 2 was counted as number 4, and vice versa.

4.2.5 Procedure for open-ended data items

The data set for the thematic analysis consists of responses to five open-ended questions and all of the field notes that related to the debriefings and experiment sessions, not the experimental task. These include the following open-ended questions from the post-task questionnaire:

post1 Q20 What kind of effects did you notice were used for the text on screen?22
post1 Q22b Please specify.23
post1 Q25b Please explain you answer.24
post1 Q26 Did you feel the questionnaire allowed you to say everything you wanted to say? Is there anything you think might be relevant to mention in regard to the experiment video or Japanese text on screen?25
post2 Q23 Did you feel the questionnaire allowed you to say everything you wanted to say? Is there anything you think might be relevant to mention in regard to TV programmes or Japanese language learning?26

As noted, questions relating to memory were considered to be unsuited for the analysis of JLLs’ perceptions. The same argument can be made for the first question in this list (i.e. post1 Q20). Nonetheless, of those questions that had tested participants’ recollection, this was the only one that had generated responses that departed from the original question. Responses included comments that went beyond the noticing of effects and formulated perceptions on the functions and interconnectedness of input and their influence on the viewer experience.

Prior to the exploration of the data set a mind map was created. This mind map was based on the researcher’s impression of the responses and field notes after repeated reading of the data items. This mind map represented keywords taken from the data set and paraphrases. Lines were drawn between some of these keywords to represent potential links that the

22 This question is included as post1 Q16 for Japanese speakers.
23 This question is included as post1 Q18b for Japanese speakers.
24 This question is included as post1 Q21b for Japanese speakers.
25 This question is included as post1 Q22 for Japanese speakers.
26 This question is included as post2 Q21 for Japanese speakers.
researcher thought could exist within the data. “Telop and typography”, “multimodality” and “language learning material” were the main keywords. These were linked to smaller keywords such as “emotions”, “key information”, “fast-paced”, “certain proficiency level perhaps needed”, “understanding of general feel” and “authentic language use”. There appeared to be some contradiction within the data set as both positive and negative aspects were given by participants. The researcher’s impression of the data set was that multimodality, or more specifically telop design, played an important role in JLLs’ understanding of the video material. It was also observed that some aspects of the Japanese variety show may have been a bit challenging to some JLLs.

Data was collated into Microsoft Word (Braun and Clarke, 2013, p. 204; Moran, 2017) with data items structured according to participant group and participant number. Microsoft Word was chosen over a Computer-Assisted Qualitative Data Analysis Software (CAQDAS) as the data set was smaller and less complex as compared to types of data that are typically associated with the use of a CAQDAS (e.g. interviews). It was opted not to structure the initial coding file according to the open-ended questions and field notes in order to bolster initial coding that cuts across the data set (Braun and Clarke, 2013, p. 227). However, considering the brevity of some responses, the original formulation of questions was kept in mind during the initial coding process in order to identify the context of responses and to work out referents within data items (e.g. “it” referring to “telop design”). Figure 4.2 shows an excerpt of the initial coding file. Abbreviations for the post-task questionnaire have been included with post1 referring to part one of the post-task questionnaire and post2 meaning part two of the post-task questionnaire.

<table>
<thead>
<tr>
<th>Participant Group</th>
<th>Participant No.</th>
<th>Data Item</th>
<th>Initial Coding</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group 1</td>
<td>post 1</td>
<td>P22 tried to concentrate on sounds until P22 noticed the telop design</td>
<td></td>
</tr>
<tr>
<td></td>
<td>post 2</td>
<td>P22 found that green and yellow were easier to read than red and white</td>
<td></td>
</tr>
<tr>
<td></td>
<td>post 3</td>
<td>It was quirky and radical, and the guests seemed to have radical musical reactions to the audio</td>
<td></td>
</tr>
<tr>
<td></td>
<td>post 4</td>
<td>The full version of the song was not included</td>
<td></td>
</tr>
<tr>
<td></td>
<td>post 5</td>
<td>I find it hard to follow Japanese subtitles, the subtitles were on every other line, the counter was supposed to help in understanding</td>
<td></td>
</tr>
<tr>
<td></td>
<td>post 6</td>
<td>I would definitely look into something like this again</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>It would be very difficult to understand</td>
<td></td>
</tr>
<tr>
<td></td>
<td>post 7</td>
<td>The Japanese variety show seems funny</td>
<td></td>
</tr>
<tr>
<td></td>
<td>post 8</td>
<td>It was a bit tricky to read</td>
<td></td>
</tr>
</tbody>
</table>

Figure 4.2 Excerpt of initial coding file
The data items either consist of a response to an open-ended question or a set of observations from the field notes. Different notation styles were used for open-ended responses and field note observations. The contents of data items containing questionnaire responses are identical to the original written entries. This means that the spelling, grammar and punctuation have been kept the same in the initial coding file, and that text that had been crossed out in the original response is also omitted from the data set. Sentences were only broken up in cases where the participant appeared to deliberately start another train of thought in a new line irrespective of the space available in the response box. For cases in which this did not apply, questionnaire responses are represented as continuous streams of text. The use of gendered third person pronouns has been avoided for the field notes to further enhance the anonymity of participants.

The initial coding file consists of 288 data items. Of these, 204 data items (70.8%) contained responses and 84 data items (29.2%) were left blank by participants. It appeared that 84 out of those 204 data items (41.2%) with responses contained topics that were unrelated to the research focus. These 84 data items were left blank in the initial coding file and were accompanied with a short description of their contents, such as “noticed effects used for telop”, “repetition of closed-ended response”, “note on interests”, “expression of content regarding the questionnaire” and “note on experiment session”. Initial coding was conducted on the remaining 120 data items (58.8%).

4.2.6 Procedure for initial codes

As noted previously, initial coding happened in two rounds. The first round was conducted in a tentative manner to gain a deeper understanding of the contents of the 120 data items. This means that the initial coding was not yet definitive at this stage and that its purpose was to help determine what kind of nuances existed within and between data items, and what kind of coding scheme would be appropriate for the examination of trends in JLLs’ multimodal perception. After the whole data set was provided with provisional labels it was read and revised repeatedly until a satisfactory scheme for initial codes was devised. It was determined that several nuances needed to be kept between initial codes in order to stay close to the subtle differences noticed within the data set and to address the analytic interests as well as possible. In order to unpack JLLs’ perceptions of different types of input in the video stimulus it was decided to apply initial codes to data items that make the following four distinctions between aspects:
1. Telop design as a whole versus individual components of telop design
2. Perceived interrelatedness of types of input versus perceived functions of individual types of input
3. JLLs’ viewer experience of the video stimulus versus their viewer experience of individual types of input
4. JLLs’ understanding of the video stimulus versus their understanding of individual types of input

It was also determined that colours should be given to initial codes to help the identification of themes based on the patterns that the researcher identified upon finalising the first round of initial coding. Codes relating to the coherence of types of input were yellow, perceived functions of types of input were coded blue, JLLs’ viewer experience of combined or individual types of input were green, JLLs’ understanding was coded in orange, and pink was used for text that dealt with Japanese television programmes and Japanese Language Acquisition (JLA). It was decided that initial codes for each colour would be given a number to differentiate between aspects. This numbering follows the order of occurrence in the data set.

The second round of initial coding, which consisted of the actual coding of the data set, involved the refinement and application of the coding scheme. The coding scheme consisted of 28 initial codes. These initial codes segmented the data set into groups of data extracts that dealt with similar topics and filtered out text from the data set that was unrelated to the analytic interests. Figure 4.3 shows an excerpt of the initial coding file with initial codes.
The data extracts are highlighted in the data items with colours of the corresponding initial codes. Initial codes are represented with their names and locations in the data item through line numbers. As shown in Figure 4.3, initial code names consist of a colour, a number and a description of the common topic of the data extracts assigned to it (e.g. Green 1: appearance of telops linked to audio-verbal and audio-nonverbal input). Text in black represents those segments that were discarded prior to the initial coding process and segments that were left uncoded during the two phases of initial coding.

A total of 174 data extracts of varying lengths were taken from the 120 data items and assigned to the initial codes. The scheme for initial codes and the number of data extracts they include are shown in Table 4.1.
Table 4.1 Scheme for initial codes

<table>
<thead>
<tr>
<th>Colour</th>
<th>Code No.</th>
<th>Description</th>
<th>No. of extracts*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yellow</td>
<td>1</td>
<td>Impression of the Japanese variety show</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Aspects of the telop design that suited or did not suit the Japanese variety show</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Impression of the telop design</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>Aspects of the Japanese variety show that the telop design resembled</td>
<td>9</td>
</tr>
<tr>
<td>Blue</td>
<td>1</td>
<td>Perceived effects of the telop design</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Perceived functions of colour in the telop design</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Perceived functions of telop and telop design</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>Perceived functions of font in the telop design</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>Perceived effects of font in the telop design</td>
<td>2</td>
</tr>
<tr>
<td>Green</td>
<td>1</td>
<td>Appearance of telops linked to audio-verbal and audio-nonverbal input</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Experienced difficulties with telops</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Focus on or preference for certain input</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>Experienced competition between input</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>Legibility of telops</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>Experienced difficulties with the combination of input</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>Perceived resemblances between input</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>Perceived importance of certain input</td>
<td>2</td>
</tr>
<tr>
<td>Orange</td>
<td>1</td>
<td>Telop design described as helpful to understanding</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Combination of input described as helpful to understanding</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Telop described as helpful to understanding</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>Potential risks to misunderstanding input</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>Self-reported understanding of the Japanese variety show</td>
<td>9</td>
</tr>
<tr>
<td>Pink</td>
<td>1</td>
<td>Expected positive outcomes of watching Japanese television to JLA</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Reservations regarding the use of Japanese television for JLA</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Aspects of Japanese television that are perceived to be helpful to JLA</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>Perceived better alternatives to Japanese variety shows for JLA</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>Self-proclaimed experience with learning FLs through television</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>Aspects that are perceived to be missing in current Japanese language classes</td>
<td>3</td>
</tr>
</tbody>
</table>

* The total number of extracts amounts to 181 as seven extracts are counted twice considering these were ascribed to two initial codes. Six of these are in blue and one is in orange.

It appears that green contains the highest number of data extracts (28.7% of data extracts). This is followed by yellow (19.9% of data extracts), blue (19.9% of data extracts), orange (18.2% of data extracts) and pink (13.3% of data extracts). Separate overviews of each initial code with all corresponding data extracts were then prepared. Based on these overviews, a separate document was created in which the essence of each initial code was briefly defined in preparation of the search for (sub)themes. These definitions are included in Appendix G. Description of initial codes. The definitions of the initial codes for each colour can be summarised as follows:

Yellow Extracts that illustrate participants’ perceptions of the coherence between the image of the video material and the telop design.

Blue Extracts that illustrate participants’ perceptions of typographical features and telops.

Green Extracts that illustrate participants’ perceptions of their viewer experience of types of input and the multimodal nature of the video stimulus.
Orange Extracts that illustrate participants’ perceptions of their understanding of different types of input and the video material.

Pink Extracts that illustrate participants’ perceptions of the usefulness of Japanese television programmes to JLA and their attitudes to current Japanese language classes.

This suggests that most of the data extracts relate to participants’ perceptions of their viewer experience (green), telops (blue) and overall impression of the video material (yellow). It was expected that further investigation of these topics would provide a good starting point for the search of (sub)themes.

### 4.2.7 Procedure for (sub)themes

The search for (sub)themes happened in two phases and started with the creation of a list of common issues found within data extracts across the initial codes. As can be seen in Figure 4.4, these common issues comprised recurrent topics (e.g. highlight or makes (main) information stand out) and adjectives (e.g. bright, light-hearted and eye-catching) in particular.

<table>
<thead>
<tr>
<th>Initial code</th>
<th>No. of extracts</th>
<th>Issues discussed</th>
<th>Candidate (sub)theme</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yellow</td>
<td>1</td>
<td>Improvement of the Japanese variety show</td>
<td>1.2 Reflects the progression of the Japanese variety show, 1.1 Reflects the accent of the Japanese variety show</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Aspects of the telop design that suited or did not suit the Japanese variety show</td>
<td>6 1.2 Reflects the progression of the Japanese variety show, 1.1 Reflects the accent of the Japanese variety show</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Improsion of the telop design</td>
<td>6 1.2 Reflects the progression of the Japanese variety show, 1.1 Reflects the accent of the Japanese variety show</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Aspects of the Japanese variety show that the telop design resembled</td>
<td>9 1.2 Reflects the progression of the Japanese variety show, 1.1 Reflects the accent of the Japanese variety show</td>
</tr>
<tr>
<td>Blue</td>
<td>1</td>
<td>Perceived effects of the telop design</td>
<td>8 1.2 Reflects the progression of the Japanese variety show, 1.1 Reflects the accent of the Japanese variety show</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Perceived functions of colour in the telop design</td>
<td>9 1.2 Reflects the progression of the Japanese variety show, 1.1 Reflects the accent of the Japanese variety show</td>
</tr>
</tbody>
</table>

Figure 4.4 Excerpt of issues discussed per initial code

The common issues are accompanied with a number in parentheses to indicate how often these or similar expressions were encountered in an initial code as an indicator of their prevalence. The colour scheme was further applied to these common issues in order to work out overlap and relations between initial codes. If, for example, an issue on
typographical features or telops in blue also relates to JLA then the colour pink would be used in the column for issues discussed. Different hues of colours were used for any new relationships identified across the initial codes. Descriptions of common issues were kept similar across initial codes to ease the identification of candidate (sub)themes. These descriptions were continuously adjusted throughout this first phase of (sub)theme search to accommodate subsequent data extracts while working through the initial codes.

Data extracts on topics or perceptions that were not patterned were temporarily put in a file with miscellaneous data extracts or placed in a document with discarded data extracts (Braun and Clarke, 2006, p. 90; Moran, 2017). The five initial codes that were excluded altogether did not relate to patterns that the researcher identified and were not internally cohesive as they included data extracts with diverging opinions or viewer experiences. These initial codes were Green 5: legibility of telops, Orange 2: combination of input described as helpful to understanding, Orange 4: potential risks to misunderstanding input, Pink 4: perceived better alternatives to Japanese variety shows for JLA, and Pink 5: Self-proclaimed experience with learning FLs through television. Upon revisiting the data extracts included within these initial codes it also became clear that these not always provided sound proof for the claims that the codes represent. At the end of this stage, 24 extracts were discarded and 49 extracts were marked as miscellaneous. This means that the draft thematic map was constructed based on the remaining 101 data extracts.

It became clear during this first phase of (sub)theme search that blue comprises coherent cohorts of data extracts. It not only links aspects of telop design to their perceived functions; it also describes such aspects as suited to the Japanese variety show of the video material and discusses them in relation to JLA. This became apparent due to the colours in the issues discussed columns of initial codes in yellow, blue and green. The data extracts in Blue 1-5 therefore formed the basis of the draft thematic map. As is shown in Figure 4.4, the candidate (sub)themes in this draft thematic map relate telop design to the mood and progression of the Japanese variety show, non-linguistic input, paralinguistic and prosodic properties of audio-verbal input, context, and authentic Japanese language use. Although this draft thematic map still needed to be considered against the discarded and miscellaneous data extracts, it was determined that the data extracts included in these candidate (sub)themes were likely not to be discarded at a later stage.
A separate document was created in which the data extracts from the draft thematic map were organised according to their corresponding (sub)themes. At this stage the second phase of the (sub)theme search had started. The data extracts for each candidate (sub)theme and the labels given to each of the (sub)themes were checked. Data extracts were moved around between candidate (sub)themes until the (sub)themes were coherent. One of the discarded data extracts and 14 data extracts that were marked as miscellaneous were added to the scope of extracts for the narrative of the thematic map. Two data extracts that were initially included within the scope were discarded in the end. The candidate (sub)themes were then checked against the data set. The overviews of candidate (sub)themes and data extracts were printed and cut into smaller chunks. Chunks that were considered to be more suited elsewhere in the draft thematic map were repositioned before fixing the names of (sub)themes and thematic networks. This resulted in the final thematic map.

The final thematic map was constructed based on data extracts from 84 out of 120 data items. A total of 114 out of 174 extracts were taken from these data items for the creation of the thematic map. Appendix H. Representation of initial codes in thematic map shows how these extracts are distributed between the initial codes. This means that ultimately an additional 36 data items were discarded during the formation of (sub)themes and that a total of 60 data extracts were discarded by the end of the search for (sub)themes.

### 4.2.8 Procedure for thematic map

After reviewing the entire data set against the final thematic map it was decided that two uncoded segments that had been discarded prior to the initial coding process, i.e. segments that had been left black, needed to be included as they related to the (sub)themes. The thematic map therefore represents a total of 114 data extracts (66.7% of data extracts) and two uncoded segments from 84 data items (70% of the data set). JLLs are represented in 91.7% of these data extracts while 8.3% of extracts are from Japanese speakers in the Reference group. A more detailed breakdown of proportions per (sub)theme is included in Table 6.3 Representation of participant groups in (sub)themes. Even though a small proportion of extracts in the thematic map is derived from the Reference group, the thematic networks are structured based on a data extract of one of the Japanese speakers as it encapsulates the essence of JLLs’ perceptions well:
JP05 pointed out that telops are not only defined by their linguistic contents; they also comprise visual-nonverbal types of input or telop design which consists of typography (i.e. colour and font), display rate (i.e. ways of appearing on screen), and movement. It became evident during the thematic analysis that the aspects mentioned by JP05 were described and discussed in participants’ responses throughout the data set, and that these appeared to have played an important role in subjects’ viewer experience. It was therefore decided to structure the thematic networks in the thematic map around these three components of the telop design (i.e. typography, display rate, and movement). More specifically, the three components were used to create two thematic networks. As shown in Figure 6.5 Organisation of data extracts and uncoded segments into (sub)themes, Thematic Network 1 focuses on typography while Thematic Network 2 concentrates on display rate and movement.

The first thematic network includes 67 data extracts and one uncoded segment from 52 data items. The second thematic network comprises 47 data extracts and one uncoded segment from 38 data items. It appeared that some of the data extracts in the thematic networks contained comments on more than one (sub)theme. These were therefore further divided and split into smaller units. This resulted in a total of 71 data extracts for the first thematic network as four extracts were split and 50 data extracts for the second thematic network as three data extracts from the first network overlapped with the second network. The total number of data extracts therefore amounts to 121. The total number of data items amounts to 90 as six items are included in both thematic networks.

Data extracts that best represent the (sub)themes are presented in the narrative in Chapter 6. These are presented according to data item, which means that one data item in the narrative can include more than one data extract. The narrative comprises 49 data extracts and two uncoded segments taken from 38 data items. The remaining 69 data extracts from 58 data items are included in Appendix I. List of data extracts. This excludes the beforementioned data extract of JP05. Three suspension points indicate that parts of a data extract have been omitted. As noted, the spelling, grammar and punctuation in the data extracts are identical to those encountered in the original written entries in open-ended data items.
It is important to note that the post-task questionnaire used the term “text on screen” instead of “telop”. This means that the type of telop participants referred to had to be inferred from their responses. During the multimodal analysis it was determined that the great variety of typographical features, display rate and movement are aspects that distinguish telops that directly render dialogue from other types of telop. It is therefore argued here that the thematic map relates to telops that directly render dialogue.

4.3 Analysis of Japanese language learners’ gaze behaviour

4.3.1 Evaluation of gaze data

The Tobii Studio project of this study was subdivided into four tests in which participants’ recordings were stored by academic year and order of data collection. One test comprised the data of JLLs on exchange and Japanese speakers, another test consisted of recordings of first-year JLLs, a third test contained gaze data of JLLs in the second academic year, and the fourth test comprised recordings of fourth-year JLLs. The gaze videos were replayed during the data familiarisation phase to check participants’ gaze paths. It appeared that the quality of gaze data varied within and between recordings. Although this variation in gaze data quality was deemed to be in an acceptable range, there were two observations in particular that needed to be taken into account for the generation of dynamic AOIs and the examination of gaze replay videos during the data exploration phase. The first one of these observations is shown in Figure 4.5.
It was noticed that the gaze paths of some participants do not always land on particular types of input. As is shown in Figure 4.5, gaze paths of P26 and P06 sometimes hover above telops or next to faces as opposed to P01 and P24 who have their fixations aligned with these types of input. It appeared that this observation was not limited to those participants included in Figure 4.5. The second observation is shown in Figure 4.6.

**Figure 4.5 Observations for accuracy**

It was noticed that the gaze paths of some participants do not always land on particular types of input. As is shown in Figure 4.5, gaze paths of P26 and P06 sometimes hover above telops or next to faces as opposed to P01 and P24 who have their fixations aligned with these types of input. It appeared that this observation was not limited to those participants included in Figure 4.5. The second observation is shown in Figure 4.6.
It was also observed that sudden shot changes in the video stimulus caused participants’ gaze to land on types of input other than those being fixated on. The gaze path sequence shown in Figure 4.6 illustrates how the visual image changes to a wider view of the set causing for the participants’ fixation to land on the wall instead of the speaker’s face. The participant quickly corrects this and moves the gaze back to the speaker again, now located at the bottom left of the screen. It was deemed appropriate to keep such gaze path sequences in mind when taking a closer look at participants’ gaze behaviour.

Considering that recordings were stored in four tests and that one of these tests contained recordings from two participant groups, additional procedures were taken to facilitate proper data exploration in the Visualisation tab and data analysis in the Statistics tab.
These procedures related to the creation of an independent variable in the eye-tracking software (Tobii AB, 2014b, p. 31).

The independent variable that was created for the purposes of this study was named “Group” and its values were labelled “Group 1: pre-exchange”, “Group 2: exchange”, “Group 3: post-exchange”, “Reference group”, and “Discarded”. Participants were assigned one of these values in accordance with their participant group. The four participants that have been excluded from this study were given the discarded label. Participant group labels were thereafter created in the Visualisation tab of Tobii Studio and assigned the corresponding values of the independent variable. This procedure only needed to be taken once as the created participant group labels were also available in the Statistics tab. This procedure allowed for the recordings in the Visualisation tab to be filtered (2014b, pp. 62-63). This in turn facilitated the separate analyses of Group 2: exchange and the Reference group. However, it appeared that the independent variable does not facilitate the aggregation of gaze data across tests in the Visualisation tab. The independent variable enabled this for AOI group analyses only.

**4.3.2 Procedure for heat maps**

Heat maps included in this thesis show accumulated data on fixation count and absolute gaze duration. Relative gaze duration heat maps are not presented. When the exposure time to the video stimulus is the same for all participants, as is the case in this study, then the gaze data does not need to be normalised. Relative gaze duration heat maps were checked in the eye-tracking software to confirm this and it appeared that, despite the scale differences, the colour patterns were exactly the same as those encountered in the absolute gaze duration heat maps. This coincides with claims from the established literature (Bojko, 2009, p. 33). Contrary to the other three participant groups, Group 1: pre-exchange has been represented by two heat maps for each fixation measure. Gaze data for this particular participant group could not be integrated into one heat map as recordings for first-year and second-year JLLs were stored in two different tests. It is not possible to generate heat maps across tests in Tobii Studio. The two first-year JLLs and 15 second-year JLLs were therefore represented with their own heat maps.
The heat maps have been generated with default settings,\(^{27}\) which do not set a Scale Max value. Setting this value was considered to keep the scales identical across heat maps, in order to facilitate a better comparison of the gaze data (2009, p. 36). However, it appeared to be difficult to find an upper scale threshold that would accommodate the differences in fixation count and absolute gaze duration between participant groups. It was also difficult to ascertain when an upper scale threshold is not arbitrarily chosen and when a heat map can be seen as an accurate representation of the gaze data. Higher scales tended to wash out hotspots in heat maps of first-year students in Group 1: pre-exchange to the extent that it became hard to distinguish which areas of the screen gathered visual attention. Conversely, lower scales caused heat maps of larger participant groups to get completely covered in splotches that showed less distinction in colour intensity (2009, p. 36). It was therefore decided to leave the Scale Max value deactivated after several attempts in finding an appropriate upper scale threshold and to have the eye-tracking software generate legends for each heat map.

Time intervals need to be set in order to generate heat maps on video segments (Tobii AB, 2014b, p. 74). Table 4.2 gives an overview of timings and durations which were followed to set the time intervals of heat maps on individual video segments and all three video segments together.

<table>
<thead>
<tr>
<th>Aspect</th>
<th>Segment 2</th>
<th>Segment 3</th>
<th>Segment 4</th>
<th>Segments 2-4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Start</td>
<td>[00:01:08.881]</td>
<td>[00:04:58.769]</td>
<td>[00:08:48.330]</td>
<td>[00:01:08.881]</td>
</tr>
<tr>
<td>Duration</td>
<td>[00:03:49.887]</td>
<td>[00:03:49.560]</td>
<td>[00:02:14.185]</td>
<td>[00:09:53.634]</td>
</tr>
<tr>
<td>Finish</td>
<td>[00:04:58.768]</td>
<td>[00:08:48.329]</td>
<td>[00:11:02.515]</td>
<td>[00:11:02.515]</td>
</tr>
</tbody>
</table>

The time marker needs to be dragged to the end of a time interval in order to include all the fixation-data. The static image on which the data has been visualised in a heat map therefore shows the first still image of the following video segment rather than the last still image of the video segment on which the data has been generated.

Heat maps that best represent participant’s visual attention are presented in Chapter 7. These are ordered according to participant group. Heat maps that are mentioned but not discussed in further detail are included in Appendix J. Heat maps per analysed video segment.

---

\(^{27}\) The default settings for fixation count are: (1) radius set at 50px and (2) opacity set at 100%, and the default settings for absolute gaze duration are: (1) radius set at 50px and (2) opacity set at 100%.
4.3.3 Procedure for gaze plots

Findings on gaze paths have been supplemented with accumulated gaze plots instead of screen shots from gaze replay videos to illustrate observations on participants’ gaze behaviour. It was decided to use gaze plots as gaze points cannot be accumulated in the Replay tab of Tobii Studio. The use of screen shots from gaze replay videos would therefore have complicated a proper representation of gaze point sequences. White circles and arrows have been added to the gaze plots in order to make the order of fixations more distinct. The gaze plots have been generated with default settings.\(^{28}\)

4.3.4 Procedure for areas of interest

As noted, two observations were made during the data familiarisation phase that carried implications for the creation of AOIs. One of these is the slight offset in the gaze paths of some participants. Although it cannot be said with certainty that participants did not mean to look at these areas of the screen, it was determined that this observation should be taken into account; especially since this study involves an eye-tracking system with a 60 Hz sampling frequency. Small margins around the different types of input have been included in the AOIs to compensate for any offset in the gaze data (Holmqvist et al., 2011, pp. 224-225; Bisson et al., 2014, p. 405). Dynamic AOIs were generated in such a way that the size of the margin did not cause AOIs to overlap with other AOIs. The second observation on participants’ gaze paths during shot changes was not considered to be problematic for the creation of AOIs. Although shot changes may influence the fixation-data on the different types of input, they are part of the nature of authentic Japanese variety shows and may therefore also be considered as part of natural gaze behaviour. The dynamic AOIs in this study have been created to activate and align with input when they appear on screen. It is therefore expected that the fixation-data for types of input give a good representation of allocated visual attention.

Identical sets of dynamic AOIs were created in the four tests in the Tobii Studio project. A set of guidelines was drawn up to ensure that the dynamic AOIs were duplicated in a consistent and uniform manner across tests (Conklin and Pellicer-Sánchez, 2016, p. 11). This set of guidelines comprises information on all AOI properties during their activation state. It provides a record of modifications that were made to the shape and positioning of

\(^{28}\) The default settings are: (1) fixations set at duration, (2) scale set at 100%, (3) default as border colour, (4) recording colours as fill colour, (5) gaze order enabled, (6) gaze trail enabled, and (7) opacity set at 100%.
AOIs, the exact timings and keyframes in the timeline during which these occur, and details on the vertices of AOIs.

The set of guidelines on the AOI properties was fixed based on the first set of dynamic AOIs created in one of the tests. Each time a new AOI was created the number of vertices was determined based on the keyframe in which a type of input had its most complicated shape. Adjustments to vertices were thereafter entered in the timeline in accordance with the movement and size of the type of input (Tobii AB, 2014b, pp. 78-81). It was observed during the creation of this first set of dynamic AOIs that AOIs tend to transform too early if they are not fixed in place in the keyframe that comes right before the keyframe in which the transformation happens. Such keyframes were therefore added for all transformations of AOIs to ensure that AOIs stay properly aligned with the type of input. These have been called in-between keyframes in this thesis. After all of the AOI properties were fixed for the first set, it was duplicated across the other three tests. The same procedure for duplication was taken for each AOI.

The shape of an AOI in which it activates for the first time was copied from the original batch and pasted-in-place in the corresponding keyframe in the timeline of the other tests (Tobii AB, 2014b, p. 82). The progression of the AOI on the timeline was reconstructed from this keyframe onwards. There were a few instances in which a keyframe in one test did not match with the keyframe identified in the other three tests. This difference comprised one keyframe in all of these cases. These slight discrepancies were not considered to be problematic for the gaze data analysis.

4.3.5 Procedure for area of interest groups

After all the dynamic AOIs were copied and recreated in each of the tests the user-defined AOIs were organised into AOI groups that exist across tests (Tobii AB, 2014b, pp. 83-84). First, the AOI groups were created. Second, the dynamic AOIs were added to the AOI groups they are associated with. Whereas the AOI groups only need to be created once, the latter procedure needed to be repeated for each test in order for all dynamic AOIs to be associated with an AOI group and to ensure that they are all included in the AOI group analysis.
4.4 Summary

This chapter recounted the empirical data collection of this study. It detailed the experiment conditions that were recreated at five different locations in Ireland and Japan, the design of the pre-task and post-task questionnaires tailored to the four participant groups, and the type of portable eye-tracking system that was used for each of the experiment sessions.

The remainder of this chapter described each of the procedures of analysis which, taken together, established a transparent and consistent basis for the exploration of JLLs’ multimodal perception and visual attention. The procedures for the analysis of multimodal perception comprised explorations of closed-ended data items and a thematic analysis on open-ended data items. The procedures for the analysis of visual attention consisted of explorations of heat maps and gaze replay videos, and the analysis of fixation-data through AOI groups. It was shown that the empirical data analysis was not only guided by the research questions and objectives; it was also based on decisions taken during the data familiarisation and data exploration phases. This resulted in data analyses that are firmly grounded in both the established literature and the collated empirical data of this study.

The following chapter discusses the final necessary step to bridge the gap between the conceptual framework and the actual findings. It takes a closer look at the multimodal analysis of the video material for the formation of units of analysis.
5. MULTIMODAL ANALYSIS OF A JAPANESE VARIETY SHOW

Chapter 5 combines both data analysis and methodology. It describes the multimodal analysis of the video material and presents the methodological choices that followed from these findings in relation to the analysis of fixation-data through AOI groups. The purpose of this chapter is to outline the multimodal nature of the video material, to tailor concepts from the established literature to the video stimulus of this study, and to provide a clear and concise overview of the types of input depicted in the video stimulus to facilitate a proper interpretation of the empirical data.

Section 5.1 explains the contents and structure of the video stimulus. It not only outlines the order of video segments and the scope of video material that was taken up for analysis; it also briefly explains the key points that were discussed in each topic of conversation. Section 5.2 follows with an exploration of the video material. It gives an account of the scope of input that was encountered and determines which of these types of input were thought to contribute to a better understanding of the contents of the video stimulus for JLLs. Section 5.3 describes the multimodal transcription and explains the units of analysis that were detected in the multimodal transcript. Section 5.4 discusses the multimodal nature of the video material. Section 5.5 explains how the AOI groups were defined based on both the multimodal landscape identified in the video stimulus and findings from the exploration phase of the empirical data analysis.

5.1 Video stimulus

5.1.1 Structure of video segments

The video stimulus comprises an excerpt from an episode of Honmadekka!?TV that was broadcast and recorded in Japan on 7th of August 2013 (Sasamoto, O’Hagan and Doherty, 2016, p. 6). As noted in Subsection 3.3.2 Video material, Honmadekka!?TV is aired by Fuji Television Network, Inc. The video material was edited in Adobe Premiere Pro and exported in high-definition as an .wmv file with a 1920x1080 resolution. This video format was chosen based on its compatibility with the eye-tracking software. The 1920x1080 resolution coincided with the screen resolution of the laptop and allowed for the video stimulus to be run in full-screen mode. The final edit of the video stimulus was reviewed by an employee of Tobii AB in Tōkyō before commencing the experiment sessions.
During that meeting it was agreed that the design of the video stimulus is appropriate for this study’s objectives (Sikkema, 2016). The video stimulus was added as a movie element to the timeline in each of the four tests in the Tobii Studio project. The total duration of the video stimulus is 11 minutes and 24 seconds. Its structure is divided into five segments as can be seen in Figure 5.1.

![Figure 5.1 Structure of video stimulus](image)

The multimodal analysis and empirical data analysis were conducted on Segments 2-4. Segment 1 and Segment 5 are excluded from data analysis as they were included to serve a different purpose. Segment 1 helped participants ease into the experimental task and become familiar with the programme format and eye-tracking system. Segment 5, on the other hand, helped participants ease out of the authentic AV material. The segments containing the lead-in and lead-out material consisted of the introductory scene to the programme item of Segments 2-4 and the concluding scene that shows the disclaimer and sponsors. This selection of material created natural transitions from non-target to target input and vice versa (Sikkema, 2016).

As shown in Figure 5.1, each of the analysed video segments comprises a panel discussion. Each panel discussion takes up a particular topic. Segment 2 focuses on utility costs and apartment types. Segment 3 discusses advice on how to keep yourself safe when lightning strikes. This advice focuses on cases where someone cannot hide from the lightning. Segment 4 concentrates on a suggested course of action to mitigate a tricky situation with bosses at work. While Segments 2-3 comprise of panel discussions that relate to more general themes and knowledge, Segment 4 involves etiquette and hierarchical work relations that may be rather specific to the Japanese context. Segment 4 was therefore expected to be most difficult to understand for the JLLs. For the purposes of this thesis, it was therefore determined to include only one such topic in the video stimulus and that it should be shorter compared to the other two segments.
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5.1.2 Contents of analysed video segments

Segment 2 involves a panel discussion in which utility costs are compared between three types of apartment. These apartment types are a detached house, a room at the corner of the highest floor of an apartment complex and a room at the centre of the middle floor of an apartment complex. The segment starts with the overarching question on how to reduce utility costs. This is followed with brief comments of the hosts and panellists. The expert guest on housing conditions then responds and starts explaining several key points in relation to the overarching question. These explanations are met with intermittent banter and questions from the hosts and panellists.

The points that the expert guest makes throughout Segment 2 can be reduced to five basic claims. First, the room at the centre of the middle floor of an apartment complex has the lowest utility costs. This type of apartment has the least amount of walls facing the outside air which lessens the chance of heat leaving the room. In addition, its residents benefit from overflowing heat from neighbouring apartments above and beside them. Second, the costs of the room at the centre of the middle floor of an apartment complex are two-thirds of the costs for the room at the corner of the highest floor of an apartment complex. Furthermore, the costs for the room at the corner are two-thirds of the costs for a detached house. This makes the utility costs for the room at the centre half the costs for the detached house. Third, the expenses for heating are generally speaking more expensive than those for cooling. The heating costs are higher as it is used for more months in a row and because it needs to make up for a bigger difference in temperature between the room and the outside air. Fifth, further to the utility costs, costs such as rent and housing prices are lower for the room at the centre of the middle floor of an apartment complex than the room at the corner of the highest floor of an apartment complex. This illustrates that the room at the centre is not only cheaper based on its low utility costs; it is also cheaper based on the rent and housing price.

Segment 3 introduces the second panel discussion and continues with advice on dealing with lightning in different hypothetical situations. The segment starts with the overarching question of what to do when lightning strikes while there is no place nearby to hide. The expert guest on lightning starts explaining some key points with regards to the overarching question after several comments from the hosts and celebrity panellists. This segment also comprises banter and questions from hosts and panellists in addition to the expert guests’ comments.
The expert guest makes four main points throughout Segment 3. First, he explains that it is best to crouch down or to make yourself as small as possible while putting your feet together when you cannot hide from the lightning. Putting your feet together or making sure that they touch each other prevents the electric current from running through your whole body as it allows the current to leave directly through the feet back into the ground. Second, lightning stops and chooses a high place before it strikes and can travel through the ground. There are no known examples of people being hit by lightning while they were crouched down, but there are examples of people having been hit by lightning while they were standing as they resemble lightning rods. Third, people run the risk of cardiac arrest when the electric current cannot escape the body and travels higher than the feet. Fourth, it is inadvisable to lie down on the ground in order to make yourself as small as possible. In such a case the electric current can travel through the whole body, from head to toe, and can put someone at risk of getting burned.

The final panel discussion, Segment 4, concentrates on a recommendation made by the expert guest on competence for cases in which someone has made a mistake and would like to mitigate the situation in response to his or her boss’s anger. This segment starts with the overarching question of how to shift the focus when a boss gets angry. This expert guest starts explaining directly after this overarching question has disappeared from the screen. Banter and questions from hosts and panellists persist throughout Segment 4.

This expert guest makes the last three main points of the analysed video segments. First, he argues that it is best to respond with “Ah, is this how you interpreted that?” to show that the core of the problem could have been caused by miscommunication and the inability of the speaker to give an appropriate explanation. This takes the focus away from the mistake. Second, it is best to have this phrase followed with an apology as it would otherwise imply that your boss is at fault which stirs anger and shows a lack of responsibility taken by the speaker. Third, the described recommendation of the expert guest is also a technique used by frauds to come across as competent.

5.2 Navigating the rugged multimodal terrain
5.2.1 Meaningful selection of input
It became clear during the selection of video material that all three panel discussions included in the analysed video segments make use of manifold types of input for their
multimodal messages. It was argued in *Subsection 3.2.2 Stage 1* that it is important to narrow down the multimodal transcription to those types of input that were expected to contribute to a better understanding of the video material for JLLs and to be visually attended to by participants. Familiarisation with the analysed video segments is a good way to start this process. This not only facilitates a more targeted exploration and multimodal transcription afterwards; it also helps determine the level of precision that is needed in the description of the communicative situation.

All four forms of expression were encountered in the video material; audio-verbal input, audio-nonverbal input, visual-verbal input and visual-nonverbal input. These comprise dialogue, sound, text in the background, telops, telop design, imagery, and kinesic action. The types of input that are addressed in this thesis are those that are thought to be communicative (Bateman, Wildfeuer and Hiippala, 2017, p. 80). These include types of input that make a contribution to the multimodal messages and communicate information that is useful to the viewer. The researcher discerned that not all of the observed varieties in these types of input needed to be taken up for the data exploration phase. Three varieties have been excluded from the data exploration based on the familiarisation with the video material. These are included in the text in the background and imagery.

Two varieties of text were used in the background of the analysed video segments. These are nameplates and katakana characters displayed in the set. It was discerned that the latter did not need to be taken up in the exploration phase as only one was displayed in the set and visible on the screen on occasion. This is the character ほ [ho], which functions as a symbol for the programme title. It was expected that this character would not take up an important role in JLLs’ viewer experience. Imagery, on the other hand, comprises three varieties; drawings, physical appearance of people appearing on the show (e.g. clothing and hairstyle), and the set. Only drawings were included in the exploration phase. It was discerned that the physical appearance of people appearing on the show would not add much meaning to their kinesic action for this particular communicative situation. The set in the video material is very busy with many objects hanging on the walls. Each of these objects are unrelated to the topics of the panel discussions. Although such visual-nonverbal input could distract participants, it was not expected that the set would prove to be communicative or useful to the viewer experience of participants.
This means that dialogue, sound, text in background (i.e. nameplates), telops, telop design, imagery (i.e. drawings), and kinesic action were taken up for the exploration phase. As noted in Subsection 3.2.2 Stage 1, the taxonomy of Kimura et al. (2000) as described by Sakamoto (2009b), and the framework of gestural meanings of Kalantzis et al. (2016) were consulted for this phase. An overview of the scope of input and varieties of input that followed from this exploration is taken up in Appendix K. Scope of input for analysed video segments and further discussed in the following subsections.

5.2.2 Audio-verbal input

It was determined during the exploration of audio-verbal input that its scope comprises two varieties of dialogue. These are utterances of speakers and narrations. The utterances of speakers consisted of utterances made by two hosts, five panellists, and three expert guests. The narrations were uttered by a male voice.

5.2.3 Audio-nonverbal input

The scope of audio-nonverbal input consists of four varieties of sound. These include noises from the audience, music, sound effects, and a variety named “Other”. It was observed that noises from the audience comprise three types of sound. These are phatic expressions, laughing and clapping. The music includes several brief tunes that are repeated throughout the analysed video segments. Sound effects are those sounds that accompany the progression of text units or particular movements of telop. These not only accompany the first text unit of a telop but also text units that appear later on screen as a telop progresses (i.e. add-on text units). Seven sound effects were detected in the video material. These are sharp sound effects, ping sound effects, floating sound effects, shining sound effects, bang sound effects, thunder sound effects, and squeaky sound effects. The variety of other sounds includes sounds that do not fit the other three varieties. These are call bells and a hand that claps on a table. The call bell was used by the expert guests at the start of each analysed video segment. This means that it could be heard three times. The hand that claps on the table, on the other hand, was detected only once.

5.2.4 Visual-verbal input

The scope of visual-verbal forms of expression comprises two types of input: text in background and telops. Although it has been mentioned that only one variety of text in background was selected during the familiarisation phase, nameplates, further exploration
was necessary to gain a deeper understanding of this variety and those varieties included in telops. Examples of nameplates are shown in Figure 5.2.

![Nameplates](image)

**Figure 5.2 Varieties of text in background**

Five nameplates are used in the video material displaying the names and professions of five expert guests. This means that each expert guest has his own nameplate as is shown on the right in Figure 5.2. Only three of these nameplates are clearly visible. These are the nameplates of the three expert guests who take part in the panel discussions of the analysed video segments. One of these nameplates is shown on the left in Figure 5.2 at the bottom of the still image. It translates to “Masashi Yamazaki: commentator on competence”. The two nameplates that are less clearly visible throughout the video stimulus show the names and professions of two expert guests who are the commentators of two other panel discussions of the same programme item. However, as these panel discussions are not included in the video stimulus, these two expert guests do not participate in the discussions and have less screen time. Consequently, less screen time is allotted to their nameplates. Considering that the same group of people are present in each of the analysed video segments, all five nameplates are shown throughout the video material. However, their visibility and readability varies between shots.

The taxonomy of Kimura et al. (2000) as described by Sakamoto (2009b), included in Table 2.1, was consulted for the exploration of telops. More specifically, the typology of function was used to determine the nature of telops in the analysed video segments. Although all three functions (i.e. direct rendering of dialogue, facilitation of comprehension, and bridging of scene change) were detected in the video material, not all of the varieties were encountered.
This thesis includes six varieties of telop. These are utterance of speaker, narration, theme, title, speaker identification, and screen filled with text. Whereas five of these are included in the original taxonomy, the variety of speaker identification was added for the purposes of this study. Figure 5.3 gives examples of the varieties included in telops that directly render dialogue: utterance of speaker and narration.

Figure 5.3 Varieties of telops that directly render dialogue

Narration telops only appear on screen when the narrator speaks. This happens each time a panel discussion is introduced. This means that narrations appear on screen three times. For each of these occasions they introduce the overarching question of the panel discussion. The narration telops included on the left in Figure 5.3 introduce the overarching question of Segment 2. The telop in the top left corner translates to “If you…” and the telop at the bottom of the screen means “Like to lower your utility costs!?”. Utterances of speakers generally appear at the bottom of the screen as is shown on the right in Figure 5.3. This telop represents an utterance of the expert guest on housing conditions. His utterance means “It is best to live in a home at the centre of the middle floor of an apartment complex”.

Figure 5.4 includes still images that illustrate the three varieties of telops that facilitate comprehension. These include theme, title, and speaker identification.
Themes comprise statements that summarise key points from the panel discussions. A theme is generally shown in the top right corner of the screen and changes its contents each time a key point is made. This means that a theme remains visible on the screen for a certain amount of time until it changes into the next key point. The theme shown on the left in Figure 5.4 means “The utility costs for the centre of the middle floor are two-thirds of the costs for the room in the corner of the highest floor of an apartment complex!?”. The theme on the right translates to “Lightning stops at a certain height for a split second!?”. Only one title is used throughout the analysed video segments. This title is the name of the programme item and means “Useful Honmadekka!? for unexpected times”. It usually appears in the top left corner of the screen. Only under special circumstances is it placed elsewhere on the screen. This is shown in Figure 5.4 on the left; the title is located in an area of the screen where it does not overlap with the telop that directly renders dialogue. The variety of speaker identification is only used for expert guests and appears with their utterances. The speaker identification on the left in Figure 5.4 means “According to Mr Bōgaki (housing conditions)” and the one on the right translates to “According to Mr Okano (lightning)”.

The variety that is included in telops that bridge scene change is shown in Figure 5.5.
This variety is screen filled with text and provides summaries of the most important statements in the panel discussions. The function of this variety is therefore very similar to that of theme and it was observed that their contents are very much alike. The telop included in Figure 5.5 means “If you want to find your way out of the trouble caused by your faulty explanation…Say “Aah, is that how you understood it?”!

5.2.5 Visual-nonverbal input

As noted, it was observed that three forms of expression comprise the scope of visual-nonverbal input. These are telop design, imagery, and kinesic action. Whereas the number of varieties included in imagery were already determined during the familiarisation phase, it was necessary to further explore the use of drawings in the video material, and the scope of varieties of input for telop design and kinesic action.

The taxonomy of Kimura et al. (2000), as described by Sakamoto (2009b), included in Table 2.1 Taxonomy of telops (translated and adapted from Sakamoto, 2009b), was also consulted for the exploration of the telop design. This time the typology of form was used to work out the range of stylistic effects that are employed for the telops in the analysed video segments. It appeared that the application of this typology was less straightforward as compared to the typology of function. This was due to four factors. First, it was observed that more than one type of form is often used for one telop. This means that types overlap in the video material even though they are presented as separate categories in the original framework. Second, the use of colours, colour gradients, typefaces and fonts have not been incorporated into the typology. Third, the original framework does not discuss the different aspects of telop design. This means that it does not distinguish between the
typography, display rate or movement of telop. Fourth, it is argued that most of the types of form in the typology are used for emphasis. However, it proved to be difficult to ascertain whether the stylistic effects are used for the same purposes in the video material and not for more practical reasons such as readability or legibility. This thesis includes six varieties of telop design: expansion, background colour, punctuation, special effect, picture, and a variety named “Other”. This list illustrates that five varieties from the typology of form have been included. The scope of two of these have been narrowed down. Figure 5.6 shows examples from the video material of the six varieties of telop design.

Figure 5.6 Varieties of telop design

It was observed that seven types of punctuation are used in the analysed video segments, i.e. exclamation marks, question marks, three suspension points, rightwards arrows, less-than signs, tildes, and the degree symbol. It appeared that the variety of special effect comprises three sets of form types that each relate to one particular aspect of telop design. First, it was observed that some telops had shining or flickering effects that were incorporated into the design through typography. Second, another set of special effects were related to the way in which telops appear on screen. Five ways of appearing on screen were detected for telop in the video material. These include sliding in, scrolling in, slowly appearing, popping up, and shooting in. Third, it appeared that four types of special effect were established through movement; shaking, quivering, moving and floating. Three types of pictures were encountered in the analysed video segments. These are faces of expert guests and the host, images of lightning, and the nameplate of one expert guest. The variety of other includes any telop designs that do not fit in the other five varieties. These involve a graphic representation of an apartment complex, speech bubbles, stick figures, text boxes, and borders. The latter is also known as ejji [edging] (Shitara, 2011, p. 6).
It is important to note that the combination of the varieties of picture and other shown on the left in Figure 5.6 showcases a rather interesting use of telop design. This particular telop shows an utterance of the host while its contents comprises an utterance made previously by the expert guest. It reads as “Fushigi desu ne” [Amazing isn’t it]. This is the concluding remark of the expert guest to his introduction on the comparison of utility costs for the three types of apartment. The host jokes about this comment as he finds it a wonderful way to start the panel discussion, and may even be surprised that the expert guest states this about his own explanation. After saying “Ii desu yo!” [That’s nice!] he continues with “sono hairikata mo nē” […to start like that]. The second part of the utterance relates to the beforementioned telop. Although this telop and the corresponding utterance of the speaker show a mismatch in verbal content, the telop design manages to visually supplement the necessary information as it shows the moment when the expert guest makes the comment that starts the panel discussion.

Figure 5.7 shows an example of the variety included in imagery. This is the variety of drawing.
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**Figure 5.7 Varieties of imagery**

It was observed that drawings were only used at the start of each panel discussion. More specifically, each time that a topic of a panel discussion is introduced. This means that three drawings were used and that they appeared on screen approximately at the same time as the narration telops.

Figure 5.8 includes examples of the three varieties that are included in the scope of kinesic action, i.e. gesticulation, bodily configuration, and facial expression.
The names of these varieties were adopted from the framework of gestural meanings as defined by Kalantzis et al. (2016, pp. 386-388). Whereas the original framework consists of more types of gestural meanings and includes more comprehensive definitions of the chosen terminology, the varieties have been used in this thesis to distinguish between movements of the hands, body and face respectively. The majority of people appearing on the show are seated in the analysed video segments. Only the two hosts stand throughout the video material. One of the panellists and one of the expert guests stand for a certain timeframe during Segment 3 to enact the hypothetical situations for dealing with lightning. The variety of facial expression includes only those expressions that the researcher considered to be explicit or exaggerated. This happens only three times in the video material. Combinations of the varieties were detected throughout the analysed video segments.

5.3 Multimodal transcription

5.3.1 Meaningful study of multimodal nature

As noted previously, it was expected that the gaze behaviour of participants in this study would be characterised by a search for meaning in the multimodal messages. This means that it was anticipated that, more than low-level factors (e.g. colour, contrast or motion), high-level factors (e.g. users’ goals, expectations or previous knowledge) would play an important role in participants’ viewer experience and viewer reception (Holsanova, 2014, p. 289). Further to the established literature on eye-tracking of moving images (Redmond and Batty, 2015), this expectation was also based on the pilot experiment sessions, when it was...
observed that participants’ gaze paths seemed to follow the appearance of text units of telops that directly render dialogue and to be less affected by varieties of telop design that are associated with typography such as the variety of other. Although this could mean that gaze behaviour may have been guided by special effects that relate to the movement of telop or its way of appearing on screen, it was considered that this could be the result of the information it represents and its close tie to the narrative of the communicative situation (Batty, Perkins and Sita, 2015; Kruger, Doherty and Soto-Sanfiel, 2017).

Nonetheless, this does not mean that low-level factors should not be included in the multimodal transcription. On the contrary, research has urged that visual-nonverbal input and interrelationships between forms of expression should be taken up in multimodal analyses (Jewitt, 2014). Furthermore, studies on authentic Japanese variety shows have described the potential of telop design to communicate affective information (Sasamoto and O’Hagan, 2014; Sasamoto, O’Hagan and Doherty, 2016). What this means is that the structure of the multimodal transcript needs to be considered carefully in order for it to elicit these aspects.

It was determined that the multimodal transcript of this study should be structured according to telops that directly render dialogue. Further to their connection to the narrative and dialogue, it was observed during the exploration phase that varieties of telop design appeared to be incorporated into the meaning of such telops in some cases. As discussed in the previous subsection, these cases illustrate that telops sometimes highly resemble dialogue through such visual-nonverbal input. This observation gave rise to the idea that such telops may be more accessible to JLLs or could bring about a different kind of gaze behaviour as compared to more complex telops that are less similar to the corresponding audio-verbal input. A structure according to telops that directly render dialogue could therefore prove to be a good starting point for the identification of interrelationships between types of input and meaningful multimodal units in the analysed video segments.

This means that the multimodal transcription in this study is not only geared towards the creation of a structured overview of the contents of the video material, it is also focused on the identification of meaningful multimodal units and degrees of resemblance between telops and their corresponding dialogue. As discussed in Subsection 3.2.2 Stage 1, the
transcription frameworks of Baldry and Thibault (2006), and Taylor (2003), and the typologies of Shitara (2005; 2006) were consulted to this end.

5.3.2 Procedure for multimodal transcript

The multimodal transcript was created in Microsoft Excel. It consists of seven columns and 262 rows. The first row contains the headings for each column while the remaining 261 rows include data. An excerpt of the multimodal transcript is shown in Figure 5.9.

<table>
<thead>
<tr>
<th>Shot No./ Timecode</th>
<th>Still image</th>
<th>Visual image</th>
<th>1. Content text unit(s)</th>
<th>Dialogue</th>
<th>Kinetic action</th>
<th>Sound</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. 00:01:08.27-00:01:10.25</td>
<td><img src="image" alt="Still Image" /></td>
<td><img src="image" alt="Visual Image" /></td>
<td>1 text unit</td>
<td>もしもあなたが…</td>
<td>Music</td>
<td></td>
</tr>
<tr>
<td>2. 00:01:10.26-00:01:11.05</td>
<td><img src="image" alt="Still Image" /></td>
<td><img src="image" alt="Visual Image" /></td>
<td>1 text unit</td>
<td>もしもあなたが… (moves to upper left corner)</td>
<td>Music, Sharp sound with text unit</td>
<td></td>
</tr>
<tr>
<td>3. 00:01:11.06-00:01:20.14</td>
<td><img src="image" alt="Still Image" /></td>
<td><img src="image" alt="Visual Image" /></td>
<td>1 text unit, Drawing</td>
<td>もしもあなたが…</td>
<td>Music</td>
<td></td>
</tr>
<tr>
<td>4. 00:01:14.29-00:01:16.25</td>
<td><img src="image" alt="Still Image" /></td>
<td><img src="image" alt="Visual Image" /></td>
<td>1 text unit, Drawing</td>
<td>もしもあなたが… (scrolls into screen from left to right)</td>
<td>Music</td>
<td></td>
</tr>
<tr>
<td>5. 00:01:16.26-00:01:20.14</td>
<td><img src="image" alt="Still Image" /></td>
<td><img src="image" alt="Visual Image" /></td>
<td>2 text units, Drawing</td>
<td>もしもあなたが… (scrolls into screen from left to right)</td>
<td>Music, Audience (あのー)</td>
<td></td>
</tr>
<tr>
<td>6. 00:01:20.25-00:01:22.24</td>
<td><img src="image" alt="Still Image" /></td>
<td><img src="image" alt="Visual Image" /></td>
<td>2 text units, Panellists</td>
<td>もしもあなたが… (scrolls into screen from left to right)</td>
<td>Audience (あのー), Ping sound with top right telop</td>
<td></td>
</tr>
</tbody>
</table>

Figure 5.9 Excerpt of multimodal transcript

The rows are arranged according to the chronological sequencing of events in the video stimulus and segment the video material into shots. A new shot starts each time a text unit of a telop that directly renders dialogue appears on screen and each time the camera shifts to another person. A more detailed breakdown of the timeline into frames was deemed inappropriate for the purposes of this thesis as it complicated the identification of meaningful multimodal units. Each shot has been numbered in bold in the transcript. This numbering is shown in the column that also displays the timecodes of shots. The timings of timecodes and still images were checked in Camtasia 7.1. Of the 261 shots, Segment 2 comprises 107 shots. Segment 3 is slightly shorter and contains 106 shots. As noted previously, Segment 4 is the shortest segment and involves the remaining 48 shots.
A different division of columns was adopted in the transcript as compared to the multimodal transcription frameworks of Baldry and Thibault (2006), and Taylor (2003). Taylor (2003) includes two columns to describe the visual image; one for imagery and one for subtitles. The visual image and contents of telop that directly render dialogue have also been presented in two separate columns in this thesis. However, rather than including one column for “soundtrack” (2003, p. 196), two separate columns have been used for dialogue and sound to better facilitate the analysis of audio-verbal and audio-nonverbal input. The juxtaposition of the contents of telops that directly render dialogue and the corresponding dialogue was also thought to enhance the analysis of degrees of resemblance between the two.

The column for visual image describes the salient types of input visible on screen. These are text units of telops, people appearing on the show, nameplates and drawings. Only those instances during which a nameplate is clearly visible are counted. The number that is mentioned before the number of text units refers to the function of telop, in which direct rendering of dialogue is 1, facilitation of comprehension is 2, and bridging of scene change is 3. Take, for example, shot No. 6 in Figure 5.9. The two text units comprise units of telops that facilitate comprehension as they are preceded with number 2. It is important to note that the column for visual image in the frameworks of Baldry and Thibault (2006), and Taylor (2003) also includes transcriptions of other types of input such as camera position and distance between speakers. Whereas these forms of expression are important for the viewer experience of film, they are not considered to be communicative types of input in the video material of this study. These are therefore not included in the multimodal transcript.

The column for 1. content text unit(s) includes the same numbering for the functions of telop as the one used in the column for visual image. The addition of number 1 in the heading therefore indicates that this column only gives information on the text units of telops that directly render dialogue. The notation style of the contents mimics what is visible in the still image. Ways of appearing on screen and any movements of telop are indicated in brackets. Varieties of telop design are only mentioned in these brackets for those telops that incorporate the telop design to resemble the corresponding dialogue.

The column for dialogue presents all utterances of speakers and narrations in the analysed video segments. Names of speakers are indicated with each of these. The names of
captioned speakers are included in bold. Three suspension points can mean three things. They can indicate a fade-out in volume, time lapse between utterances or the continuation of dialogue into subsequent shot(s). A full stop indicates the end of an utterance of a speaker or narration.

The columns for kinesic action and sound present all of the varieties from the scope of input that are associated with these types of input. Varieties overlapped in both of these columns. Instances in the analysed video segments during which, for example, hands and other body parts were used to enact hypothetical situations were transcribed as a combination of gesticulation and bodily configuration. The same was done in the column for sound where combinations of, for example, jingles and ping sound effects were transcribed as a combination of music and sound effect. The types of noises from the audience are shown in brackets.

Further to the multimodal transcript another overview was made of the still images. All of the still images were transferred from the transcript to Microsoft PowerPoint and overlaid with a grid. This technique is used in the ICE project to work out the composition of an authentic Japanese variety show. Such an overview serves another purpose in this thesis; this condensed version of the multimodal transcript helped ease the counting process of occurrences of types of input.

5.3.3 Procedure for multimodal units

Although this arrangement of columns and rows gives a structured overview of the co-occurrence of input in each shot it does not show how these shots interrelate. Furthermore, even though text units have been identified in each of these shots, information on the number of telops that directly render dialogue is still missing. To this end, an eighth column was added in the multimodal transcript. As shown in Figure 5.10, this column was named “Telop No.” and added in front of the column in which the shot numbers and timecodes are included.
It is argued here that text units do not exist on their own in a meaningful way and that they combine to form telops. It was observed that utterances of speakers and narrations do not always appear on screen at once; in most cases parts of an utterance or narration appear on screen as text units. These text units appear in succession and form sequences. Such sequences and text units that represent whole utterances or narrations are defined as a telop in this thesis. This means that telops span different time frames. The data in the columns for 1. content text unit(s) and dialogue were compared to work out which dialogue occurs with which text unit. Based on this comparison it was determined which text units form telops on their own and which text units needed to be grouped to form one telop.

As shown in Figure 5.10, sets of shots that feature the text units of one telop were grouped and given a number. This numbering follows the order of occurrence in the multimodal transcript. It forms the overarching structure of the transcript and visually represents meaningful multimodal units in the analysed video segments; both horizontally, in relation to co-occurring input, and vertically, regarding their temporal and conceptual sequencing. Sets of shots that do not feature text units only have shot numbers. These comprise a total of 38 shots. A total of 66 telops that directly render dialogue were identified over the remaining 223 shots. Of these, 6 telops represent narrations (9.1% of telops) while the remaining 60 telops comprise utterances of speakers (90.9% of telops).

Figure 5.10 Excerpt of multimodal units
### 5.3.4 Procedure for types of resemblance

The identification of degrees of resemblance between telops that directly render dialogue and corresponding utterances of speakers and narrations happened in two rounds of colour coding. The first round was conducted in a tentative manner to gain a deeper understanding of the kinds of relationship that existed between the two types of input in the 223 shots. It became clear during the exploration phase that telops include words or expressions that are identical, similar or different from those used in the dialogue. It was decided that these sections needed to be distinguished with different colours in the columns for 1. content text unit(s) and dialogue of the multimodal transcript. The use of colours in this first round is shown in Figure 5.11.

<table>
<thead>
<tr>
<th>Telop No.</th>
<th>Shot No./Timecode</th>
<th>Still image</th>
<th>Visual image</th>
<th>1. Content text unit(s)</th>
<th>Dialogue</th>
<th>Kinesthetic action</th>
<th>Sound</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>00:01:08:23-00:10:25</td>
<td><img src="image1.png" alt="Image 1" /></td>
<td><img src="image2.png" alt="Image 2" /></td>
<td>1. 1 text unit: もしもあなたが…</td>
<td></td>
<td></td>
<td>Music.</td>
</tr>
<tr>
<td>2</td>
<td>00:11:20</td>
<td></td>
<td><img src="image3.png" alt="Image 3" /></td>
<td>1. 1 text unit: もしもあなたが… (moves to upper left corner)</td>
<td>Narrator: もしもあなたが…</td>
<td></td>
<td>Music.</td>
</tr>
<tr>
<td>3</td>
<td>00:11:25-00:12:14</td>
<td><img src="image4.png" alt="Image 4" /></td>
<td><img src="image5.png" alt="Image 5" /></td>
<td>1. 1 text unit, Drawing</td>
<td>Narrator: もしもあなたが…</td>
<td></td>
<td>Music.</td>
</tr>
<tr>
<td>4</td>
<td>00:11:25</td>
<td><img src="image6.png" alt="Image 6" /></td>
<td><img src="image7.png" alt="Image 7" /></td>
<td>1. 1 text unit, Drawing: 光熱費を安くしたかったら！？ (scrolls into screen from left to right)</td>
<td>Narrator: はい！ はい、したい。 Panellist (Yashima Norito): はい、したい。 Panellist (Kiriko Isono): したい。 Panellist (Matsuko Deluxe): したい。</td>
<td></td>
<td>Music, Audience (ーーー)</td>
</tr>
<tr>
<td>5</td>
<td>00:20:20</td>
<td><img src="image8.png" alt="Image 8" /></td>
<td><img src="image9.png" alt="Image 9" /></td>
<td>2. 2 text units, Panelists</td>
<td>Panelist (Yashima Norito): はい！ はい、したい。 Panellist (Kiriko Isono): はい！ はい、したい。 Panellist (Matsuko Deluxe): したい。 たい。</td>
<td></td>
<td>Ping sound with top right telop</td>
</tr>
</tbody>
</table>

**Figure 5.11 Excerpt of colour coding**

The colour green was applied to those sections of telops and dialogue that were identical. Orange was used for synonyms and expressions that were considered to be similar. The third colour, blue, was given to text that caused for discrepancies between the contents of the two columns. Such discrepancies were the result of additions or omissions of information in one of the two columns. All remaining text was left black in the transcript.

Upon completing this first round of colour coding, it was discerned that a framework needed to be devised that focused on the identification of degrees of resemblance for the type of input (i.e. telops that directly render dialogue) rather than the individual varieties.
(i.e. utterances of speaker, and narrations). This was determined based on the expectation that the function of such telops (i.e. direct rendering of dialogue) would take precedence in participants’ gaze paths in their search for meaning. To this end, two guiding principles were adopted for the definition of a joint framework with which degrees of resemblance could be identified in the video material. First, the verbal content of telops should function as the starting point. Second, the still images should be taken into account as a high degree of resemblance can also be established through telop design; even when the verbal content is not identical. The observations from the first round of colour coding were then revisited with these guiding principles in mind. The typologies of utterance of speaker and narration telop as defined by Shitara (2005; 2006), included in Subsection 2.2.2 Overview of telops, were used as a point of reference during this revision of the multimodal transcript.

Five types of resemblance were identified for the purposes of this study. The scheme for these types of resemblance is shown in Table 5.1.

<table>
<thead>
<tr>
<th>Colour</th>
<th>Type No.</th>
<th>Description</th>
<th>Definition</th>
<th>No. of telops</th>
</tr>
</thead>
<tbody>
<tr>
<td>Green</td>
<td>1</td>
<td>Identical</td>
<td>Very high degree of resemblance due to timing and wording</td>
<td>23</td>
</tr>
<tr>
<td>Pink</td>
<td>2</td>
<td>Other</td>
<td>High degree of resemblance due to telop design</td>
<td>5</td>
</tr>
<tr>
<td>Blue</td>
<td>3</td>
<td>Omission</td>
<td>Medium degree of resemblance due to omissions of words/phrases</td>
<td>15</td>
</tr>
<tr>
<td>Brown</td>
<td>4</td>
<td>Recast</td>
<td>Low degree of resemblance due to synonyms/alternative phrases</td>
<td>16</td>
</tr>
<tr>
<td>Purple</td>
<td>5</td>
<td>Incongruous</td>
<td>Very low degree of resemblance due to discrepancies in contents</td>
<td>7</td>
</tr>
</tbody>
</table>

A number, a description and a definition have been assigned to each of these types of resemblance. The name of a type of resemblance consists of the number and the description (e.g. Type 1: identical). The types of resemblance have also been allocated a colour in preparation of the gaze data analysis. This colour coding scheme was determined based on the range of default colours available in the eye-tracking software and therefore does not carry any added meaning.

This list of types of resemblance illustrates that the scheme draws from Shitara’s typology of narration telop (2005) in particular. However, the definitions divert from the original framework as they have been shaped by the telops in the analysed video segments and the beforementioned guiding principles. Brief definitions have been included in Table 5.1. Telops that are included in Type 1: identical appear at the same time as an utterance of the speaker or narration and use the exact same wording. Type 2: other comprises telops that highly resemble the dialogue due to visual-nonverbal input (i.e. telop design). Telops in
Type 3: omission have omitted words or expressions from the dialogue. Such telops present the key points of the dialogue in the same wording without altering the contents. Type 4: recast includes telops that also keep the core of the dialogue intact, but use synonyms or similar expressions to represent the information contained in the utterances. Telops that constitute Type 5: incongruous show discrepancies in the contents of telops and dialogue through the addition or omission of information.

The second round of colour coding involved the assignment of the colours of types of resemblance to the corresponding telops. This is shown in the first column of Figure 5.11. The included excerpt demonstrates that Telop No. 1-2 were grouped into Type 1: identical as they have been coloured green. This procedure was repeated for all of the 66 telops that directly render dialogue. Table 5.1 includes an overview of the number of telop that were grouped into the types of resemblance. It appeared that 34.8% of telops is assigned to Type 1: identical. These ratios are 7.6% for Type 2: other, 22.7% for Type 3: omission, 24.2% for Type 4: recast, and 10.6% for Type 5: incongruous. These proportions suggest that the analysed video segments contain more telops with lower degrees of resemblance (i.e. Types 3-5).

5.4 Multimodal landscape

5.4.1 Spatial dimension per analysed video segment

Table 5.2 gives an overview of the prevalence of types of input in the analysed video segments. It shows the rates of occurrence for each variety of input in the shots of the multimodal transcript. These percentages are calculated over the total number of shots per analysed video segment and all analysed video segments combined.
Table 5.2 Rates of occurrence for types of input

<table>
<thead>
<tr>
<th>Type of input</th>
<th>Variety of input</th>
<th>Segment 2</th>
<th>Segment 3</th>
<th>Segment 4</th>
<th>Segments 2-4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dialogue</td>
<td>Utterance of speaker</td>
<td>87.9%</td>
<td>85.8%</td>
<td>83.3%</td>
<td>86.2%</td>
</tr>
<tr>
<td></td>
<td>Narration</td>
<td>2.8%</td>
<td>3.8%</td>
<td>6.3%</td>
<td>3.8%</td>
</tr>
<tr>
<td>Sound</td>
<td>Noise from audience</td>
<td>29.0%</td>
<td>25.5%</td>
<td>43.8%</td>
<td>30.3%</td>
</tr>
<tr>
<td></td>
<td>Music</td>
<td>8.4%</td>
<td>10.4%</td>
<td>20.8%</td>
<td>11.5%</td>
</tr>
<tr>
<td></td>
<td>Sound effect</td>
<td>39.3%</td>
<td>17.0%</td>
<td>29.2%</td>
<td>28.4%</td>
</tr>
<tr>
<td></td>
<td>Other</td>
<td>0.9%</td>
<td>2.8%</td>
<td>2.1%</td>
<td>1.9%</td>
</tr>
<tr>
<td>Text in background</td>
<td>Nameplate</td>
<td>15.0%</td>
<td>3.8%</td>
<td>16.7%</td>
<td>10.7%</td>
</tr>
<tr>
<td>Telop</td>
<td>Utterance of speaker</td>
<td>79.4%</td>
<td>59.4%</td>
<td>62.5%</td>
<td>68.2%</td>
</tr>
<tr>
<td></td>
<td>Narration</td>
<td>4.7%</td>
<td>5.7%</td>
<td>10.4%</td>
<td>6.1%</td>
</tr>
<tr>
<td></td>
<td>Theme</td>
<td>91.6%</td>
<td>88.7%</td>
<td>85.4%</td>
<td>89.3%</td>
</tr>
<tr>
<td></td>
<td>Title</td>
<td>91.6%</td>
<td>83.0%</td>
<td>87.5%</td>
<td>87.4%</td>
</tr>
<tr>
<td></td>
<td>Speaker identification</td>
<td>17.8%</td>
<td>17.0%</td>
<td>8.3%</td>
<td>15.7%</td>
</tr>
<tr>
<td></td>
<td>Screen filled with text</td>
<td>3.7%</td>
<td>4.7%</td>
<td>2.1%</td>
<td>3.8%</td>
</tr>
<tr>
<td>Imagery</td>
<td>Drawing</td>
<td>2.8%</td>
<td>3.8%</td>
<td>6.3%</td>
<td>3.8%</td>
</tr>
<tr>
<td>Kinesic action</td>
<td>Gesticulation</td>
<td>43.0%</td>
<td>42.5%</td>
<td>35.4%</td>
<td>41.4%</td>
</tr>
<tr>
<td></td>
<td>Bodily configuration</td>
<td>1.0%</td>
<td>13.2%</td>
<td>2.1%</td>
<td>6.1%</td>
</tr>
<tr>
<td></td>
<td>Facial expression</td>
<td>1.0%</td>
<td>-</td>
<td>4.2%</td>
<td>1.1%</td>
</tr>
</tbody>
</table>

The proportions demonstrate that utterances of speakers in both written and spoken form, themes, titles and gesticulation were observed most frequently and consistently throughout the video material. Of these, themes and titles show the highest percentages. They are absent in those instances during which narrations and screens filled with text were presented on screen. Two additional observations were made regarding the differences in percentage between the varieties of dialogue and their written counterparts in telops. First, it appears that not all utterances of speakers have been visually represented by telops. As can be seen in Table 5.2, the proportions for telops that show utterances of speakers are lower. Second, it appears that the opposite applies to narrations as narration telops have more screen time as compared to the time it takes for the narrator to say the narrations.

When taking a closer look at the multimodal structure for each analysed video segment it can be argued that bodily configuration is much more frequent in Segment 3 as opposed to the other two segments. This fits with the topic of the panel discussion as people appearing on the show enact hypothetical situations in that particular segment. This enactment happens through a combination of gesticulation and bodily configuration. These include standing, crouching, arm movements to indicate lying on your belly, pointing and gestures to show the direction and movement of electric current. Kinesic action in the other two segments is restricted to movements with the hands as the majority of people are seated throughout Segment 2 and Segment 4. Kinesic action for these segments includes holding up fingers to indicate numbers, apologetic gestures, and hand movements that specify floors of an apartment complex or the walls of a room. This also explains why nameplates show a low rate of occurrence for Segment 3. Nameplates are placed in front of the seats of
expert guests; less sitting therefore means less screen time for the nameplate of the commentator for Segment 3. As observed during the data exploration phase, the variety of other comprises the lowest percentage of the varieties included in sound. Table 5.3 further elaborates on the rates of occurrence for types of input and shows the prevalence of types of resemblance.

<table>
<thead>
<tr>
<th>Type of resemblance</th>
<th>Segment 2</th>
<th>Segment 3</th>
<th>Segment 4</th>
<th>Segments 2-4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type 1: identical</td>
<td>17.8%</td>
<td>20.3%</td>
<td>51.4%</td>
<td>24.7%</td>
</tr>
<tr>
<td>Type 2: other</td>
<td>20%</td>
<td>4.3%</td>
<td>14.3%</td>
<td>13.4%</td>
</tr>
<tr>
<td>Type 3: omission</td>
<td>25.6%</td>
<td>33.3%</td>
<td>-</td>
<td>23.7%</td>
</tr>
<tr>
<td>Type 4: recast</td>
<td>14.4%</td>
<td>26.1%</td>
<td>31.4%</td>
<td>21.6%</td>
</tr>
<tr>
<td>Type 5: incongruous</td>
<td>22.2%</td>
<td>15.9%</td>
<td>2.9%</td>
<td>16.5%</td>
</tr>
</tbody>
</table>

It appears that telops in Type 1: identical are visible on screen the most. This is followed with Type 3: omission, Type 4: recast, Type 5: incongruous, and Type 2: other. Not only the first three of these types show percentages that are similar, the same can be observed for the least frequent types of resemblance. This appears to be related to the number of telops included in the types of resemblance. It was shown in Table 5.1 that Type 2: other and Type 5: incongruous comprise the lowest numbers of telop. When taking a closer look at the rates of occurrence per analysed video segment it appears that certain types of resemblance have more screen time in particular video segments.

It is important to take the number of text units of telops and text in background into account for the interpretation of these percentages as the display rate and informative nature of such types of input can influence the role they play in JLLs’ viewer experience and visual attention. A table that shows the number of text units gives an accurate description of saliency of visual-verbal types of input. This is demonstrated in the following subsection.

### 5.4.2 Temporal dimension for analysed video segments

Table 5.4 gives an overview of saliency of visual-verbal types of input in the analysed video segments. It shows the counts for each variety of input and the number of text units these comprise for all video segments combined. The number of add-on text units have been included to demonstrate how many of these appear after first units of text in background and telops have become visible on screen. It appears that utterances of speakers and narrations are the only visual-verbal types of input that involve add-on text units.
Table 5.4 Display rate for visual-verbal types of input

<table>
<thead>
<tr>
<th>Type of input</th>
<th>Variety of input</th>
<th>Count</th>
<th>No. of text units</th>
<th>No. of add-on text units</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Text in background</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nameplate</td>
<td></td>
<td>5</td>
<td>5</td>
<td>-</td>
</tr>
<tr>
<td><strong>Telop</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Utterance of speaker</td>
<td></td>
<td>60</td>
<td>102</td>
<td>42</td>
</tr>
<tr>
<td>Narration</td>
<td></td>
<td>6</td>
<td>10</td>
<td>4</td>
</tr>
<tr>
<td>Theme</td>
<td></td>
<td>13</td>
<td>13</td>
<td>-</td>
</tr>
<tr>
<td>Title</td>
<td></td>
<td>1</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>Speaker identification</td>
<td></td>
<td>3</td>
<td>3</td>
<td>-</td>
</tr>
<tr>
<td>Screen filled with text</td>
<td></td>
<td>10</td>
<td>10</td>
<td>-</td>
</tr>
</tbody>
</table>

As can be seen in Table 5.4, the visual-verbal types of input that occurred most frequently in the analysed video segments, theme and title, comprise a relatively low number of text units. In addition, it was observed that each time a theme appeared on screen it was accompanied with a sound effect. Although such sound effects may direct viewers’ visual attention to such telops, it can be argued that they remain static for relatively long periods of time and do not necessarily display information that is new to the user. The same applies to nameplates, speaker identifications and screens filled with text. Of these, nameplates are not accompanied with any music or sound effects. It was observed that utterances of speakers and narrations are the only dynamic visual-verbal type of input. Both varieties combined feature a total of 112 text units, of which 46 are added after the initial unit has appeared on screen. They are paced and time-bound due to their close tie to the dialogue and a large portion of the text units are accompanied with music or sound effects. Although telops that directly render dialogue reiterate spoken utterances of speakers and narrations, it can be argued that they include information that is pertinent and new at the moment they appear on screen. Table 5.5 gives further details on the saliency of telops per type of resemblance.

Table 5.5 Display rate for types of resemblance

<table>
<thead>
<tr>
<th>Type of resemblance</th>
<th>Count</th>
<th>No. of text units</th>
<th>No. of add-on text units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type 1: identical</td>
<td>23</td>
<td>31</td>
<td>8</td>
</tr>
<tr>
<td>Type 2: other</td>
<td>5</td>
<td>13</td>
<td>8</td>
</tr>
<tr>
<td>Type 3: omission</td>
<td>15</td>
<td>28</td>
<td>13</td>
</tr>
<tr>
<td>Type 4: recast</td>
<td>16</td>
<td>24</td>
<td>8</td>
</tr>
<tr>
<td>Type 5: incongruous</td>
<td>7</td>
<td>16</td>
<td>9</td>
</tr>
</tbody>
</table>

It illustrates that Type 3: omission has the highest number of add-on text units. The other four types of resemblance, on the other hand, appear to have a similar number of add-on text units.
5.5 Area of interest groups

5.5.1 Meaningful extraction of gaze data

The choice of AOI groups is based on the findings from the multimodal analysis and the exploration of the gaze data. It was determined that two phases of AOI group analyses would be appropriate for this study. First, it was decided that those areas of the screen that gather the most visual attention needed to be investigated further with the help of fixation-data. The observations from heat maps and gaze replay videos were consulted prior to the creation of these AOI groups. The AOI group analyses in this first phase focused on the generation of fixation-data on areas of the screen that show faces and telops that directly render dialogue. Second, it was discerned that the gaze data could give insights into differences in JLLs’ visual attention on visual-verbal input that showcases different degrees of resemblance to the corresponding dialogue. This suspicion was based on observations from gaze replay videos on JLLs’ gaze behaviour for narration telops. The second phase of AOI group analyses therefore focused on the telops that directly render dialogue. The different types of resemblance established during the multimodal analysis were thus also consulted prior to the definition and generation of AOI groups.

This means that the scheme for dynamic AOI groups had to be devised in such a way that it allows for AOI groups to generate fixation-data on faces, telops that directly render dialogue and the five types of resemblance of these telops. It was determined that the creation of dynamic AOIs should start with the types of resemblance and work its way towards telops that directly render dialogue and faces. It was also decided that an AOI group for the whole screen, similar to that of O’Hagan and Sasamoto (2016), needed to be included. This AOI group is included in order to work out how the viewing time allocated to each AOI group relates to the total viewing time.

5.5.2 Areas of interest

As noted previously in Subsection 5.3.3 Procedure for multimodal units, 66 telops that directly render dialogue were counted in the multimodal transcript. However, rather than creating 66 dynamic AOIs per test in which AOIs are aligned with a single telop, it was decided to reduce the total number of dynamic AOIs to minimise visual clutter and complexity. This was achieved by assigning multiple telops to a single dynamic AOI where possible. This was deemed appropriate to this study’s objectives as fixation-data is extracted on groups of telop that directly render dialogue, not each telop individually.
The still images of the multimodal transcript in which telops that directly render dialogue are featured were transferred to a separate document. The still images were then grouped based on the type of resemblance of the featured telops and were subsequently arranged according to the telop’s location on the screen and movement in order to work out how many AOIs needed to be generated. Telops that were placed on the screen in a similar way and were assigned the same type of resemblance were included in one dynamic AOI. Telops that showcased a series of special effects such as moving or expansion were assigned their own dynamic AOI. The number of dynamic AOIs assigned to telops that directly render dialogue more than halved through this process to 31 AOIs per test which amounts to 124 AOIs across the four tests. The wide range of special effects used in the video stimulus for the telops made it necessary to set four criteria relating to movement to make sure that the activation of AOIs was aligned with the telops in a consistent manner. Dynamic AOIs activate from the first keyframe in which a telop:

1. Pops up onto the screen
2. Has become fully visible after slowly appearing
3. Remains static after it was shot into the screen
4. Starts scrolling or sliding into the screen from left to right

It was explained that telops appear on screen in five different ways. This list of criteria covers all of those special effects. A dynamic AOI deactivates as soon as a telop disappears. All of the telops disappear only in one way. Figure 5.12 demonstrates how such sequencing looks like and shows the alignment of AOI No. 3 with Telop No. 5. All of the AOI properties from the guidelines for this particular AOI are also included in Figure 5.12.
Telop No. 5 was given its own dynamic AOI as it involves an expansion of the word chūkan [Middle]. Telop No. 5 contains an utterance of a panellist that expands the second time it is uttered. Figure 5.12 illustrates that the AOI activates as soon as the telop pops up onto screen. An in-between keyframe then keeps the AOI in place until the expansion happens. The AOI deactivates directly after the telop has disappeared off screen.

It is important to note that the AOI group for telops that directly render dialogue consists of all the dynamic AOIs that were assigned to the five types of resemblance. This means that the 124 dynamic AOIs that were created for the extraction of fixation-data on telops have been given two labels; one for the type of resemblance they are affiliated with and one for the type of input they represent.
It was observed in the multimodal transcript that faces of hosts, panellists and expert guests were mostly featured in the upper region of the screen and at the bottom right. This meant that two dynamic AOIs for each test would suffice for the extraction of gaze data on faces. The width of the AOI for the upper region matched with the space needed on the screen to show faces of three people sitting next to each other. It only changed shape in cases where it would overlap with other AOIs. The final AOI was created on the whole screen in each of the four tests. This particular AOI activates as soon as Segment 2 starts and remains activated until Segment 4 ends.

The outcome of the arrangement and generation of AOIs can be found in Appendix L. Scheme for area of interest groups. A total number of 136 AOIs was created; 124 AOIs for the telops that directly render dialogue combined with eight AOIs aligned with faces and four AOIs that covered the whole screen.

### 5.5.3 Grouping of areas of interest

As shown in Appendix L. Scheme for area of interest groups, eight AOI groups were created for the fixation-data analysis. AOI groups have been differentiated by colour. The corresponding dynamic AOIs have been given the same colour although different hues were used for each test to distinguish between them during the playback of the video stimulus and the data analysis. The colours that were used to indicate the types of resemblance in the multimodal transcript coincide with those used for the AOI groups of the types of resemblance; green, pink, blue, brown and purple. As noted previously, the colours for the types of resemblance were chosen based on availability of default colours in the eye-tracking software. The colours for the AOI groups on telops that directly render dialogue (i.e. red), faces (i.e. grey) and the whole screen (i.e. orange) were chosen for the same reason.

Figure 5.13 shows how the four identical sets of dynamic AOIs are linked to the AOI groups. Dynamic AOIs were placed in intervals on the timeline of each test in which the types of input appeared and aligned with the exact location of the stimuli on the screen. As shown in Figure 5.13, this means that a large portion of the video stimulus has a combination of AOIs activated.
It was explained in the previous subsection that the AOI group for faces contains dynamic AOIs that align with almost the complete upper region of the screen. More specifically, it covers the area of the screen where three faces can appear. When relating the placement of these four AOIs back to the multimodal transcript, it can be argued that this AOI group also includes areas of the screen where gesticulation appears. However, based on the findings from the data exploration phase, it became clear that little visual attention appeared to be directed towards gesticulation. It is therefore expected that the AOI group for faces gives an appropriate representation of the visual attention paid to faces of hosts, panellists and expert guests.

**5.5.4 Procedure for bar charts**

The bar charts in this thesis have been created and formatted in *Microsoft Excel* with the .txt files that were exported from *Tobii Studio*. These bar charts and files show AOI...
group summary data per participant group. The fixation-data exported from the eye-tracking software is shown in Appendix M. Fixation-data exports. The bar charts are based on the fixation-data included in the sum columns of the appended tables. The sum columns show the total number of fixation counts and the total duration of these fixations in seconds per AOI group. The bar charts on types of input include a bar that displays fixation-data on other types of input. This bar represents all of the remaining visual types of input that were not included in the eight AOI groups; text in background (i.e. nameplates), telops that facilitate comprehension (i.e. titles, themes, and speaker identifications), telops that bridge scene change (i.e. screens filled with text), imagery (i.e. drawings), and kinesic action (i.e. gesticulation, and bodily configuration). As can be seen in Appendix M. Fixation-data exports, there was no fixation-data exported on an AOI group named “Other types of input”. The summary data of other types of input was calculated from the .txt files with the help of the AOI group for the whole screen. The data from the sum columns of faces and telops that directly render dialogue were subtracted from the sum column of the whole screen to get this fixation-data. Proportions were thereafter calculated and added to the bar charts.

Normalisation of the gaze data of this study was considered to calculate the fixation density for each AOI group due to the differences in number and screen times of telops (Conklin and Pellicer-Sánchez, 2016, p. 9). However, since a comparison is made between participant groups who looked at the same video stimulus with AOIs kept constant across the analysis it was deemed inappropriate for the purposes of this study to scale the gaze data (Holmqvist et al., 2011, p. 226).

5.6 Summary

This chapter illustrated that the focus of the multimodal and empirical data analyses is not on the entire video stimulus; it was decided during Stage 1 of the research design that only three of the five video segments are taken up for analysis. Audio-verbal, audio-nonverbal, visual-verbal and visual-nonverbal types of input within these video segments were explored further at the start of this chapter. It was discerned that not all of the encountered types of input could be considered as potential contributors to a better understanding of the video material for JLLs or as types of input that were expected to gather much visual attention from participants. Seven types of input that together comprise 23 varieties of input were selected across the four forms of expression and theorised as helpful to JLLs’ understanding of the analysed video segments’ contents.
The selected types and varieties of input were brought together in a multimodal transcript. The transcript was divided into 66 multimodal units that coincided with the number of telops that directly render dialogue encountered in the analysed video segments. These units were thereafter assigned a type of resemblance which indicated the extent to which the contents of the telop resembles the contents of the corresponding dialogue. The scope of visual-nonverbal input was consulted during this procedure. The addition of types of resemblance to the multimodal transcript followed from findings of the exploration phase of the empirical data analysis in an attempt to further explore the relationship between visual attention and audio-verbal input.

This chapter also reported on the multimodal landscape of the analysed video segments. It demonstrated that those varieties of input that occurred most frequently in the video material in a spatial sense were not necessarily the most informative varieties or the most attention-seeking varieties in a temporal sense. Whereas telops that directly render dialogue were prevalent in shots and consisted of a high number of add-on text units, telops that facilitate comprehension and telops that bridge scene change were fewer in number and showed a tendency to repeat information from one another in addition to the information contained in utterances of speakers despite their high rates of occurrence within shots. These observations combined with the findings from the exploration phase of the empirical data analysis informed the choice of 136 AOIs and eight AOI groups discussed at the end of this chapter.

The following chapter focuses on the findings from the empirical data analyses of JLLs’ multimodal perception. It not only describes the data; it also explains the implications these results carry for answering this study’s research questions and the established literature.
6. JAPANESE LANGUAGE LEARNERS’ PERCEPTIONS OF A JAPANESE VARIETY SHOW

Chapter 6 is the first empirical chapter of this thesis. It builds further on the account given in the previous chapter of the scope of input and multimodal landscape identified in the analysed video segments and presents the findings on JLLs’ multimodal perception of the video material. The purpose of this chapter is to demonstrate participants’ viewer experience of the video material and to give insights into their thoughts on the use of Japanese variety shows in the language classroom.

Section 6.1 starts with a description of findings from closed-ended data items and semantic differential scales regarding particular types of input. Section 6.2 elaborates on one of these types of input in particular, telop design, and presents the outcome of the thematic analysis on open-ended data items. This not only includes an explanation of the thematic map; it also reports on the thematic networks and shows JLLs’ perceptions of different aspects of the telop design in relation to other types of input with the help of representative data extracts. Section 6.3 presents results from responses to the comprehension test and closed-ended data items on JLLs’ overall viewer experience of the video stimulus. Section 6.4 then summarises all of these findings and interprets the empirical data in connection to this study’s research questions and the established literature.

6.1 Viewer experience of types of input

6.1.1 Observations for telop

The diverging stacked bar charts that summarise participants’ perceptions of telops consist of colour gradients. These colour gradients include red, grey and green colours. Red hues indicate negative viewer experiences, grey signifies neutral attitudes, while green hues demonstrate positive perceptions. The more saturated the colour the more negative or positive the experience has been for participants. Figure 6.1 shows the results on JLLs’ perceptions of telops for Group 1: pre-exchange.
The diverging stacked bar charts in Figure 6.1 demonstrate that JLLs in Group 1: pre-exchange had a predominantly positive attitude towards four statements regarding telop. According to the respondents, telops help with understanding the video material (76.5%), are not confusing (53%), help with the identification of important information (82.4%), and change the interpretation of actions and utterances of people appearing on the show (58.8%). The bar chart on confusion shows that a high percentage of responses is neutral. The charts show that opinions are divided regarding five other statements. These involve distraction (35.3% versus 41.2%), visual clutter (41.1% versus 35.3%), humour (29.4% versus 47.1%), focus of attention (35.3% versus 47%), and necessity (29.4% versus 29.4%). The latter in particular appears to have the highest percentage of neutral responses. The proportions for the statement regarding the saliency of telops, on the other hand, illustrate that a large majority of JLLs (82.3%) find telops flashy. Figure 6.2 gives details on the diverging stacked bar charts of JLLs in Group 2: exchange.

Figure 6.1 Perceptions of telops for Group 1: pre-exchange
The percentages demonstrate that JLLs in this particular learner group have a predominantly positive attitude towards seven out of ten statements. JLLs not only feel that telops do not distract them (50%), they also think that telops help them understand the video material (75%), do not confuse them (75%), make the Japanese variety show funnier (55%), help them retain their attention (45%), help them identify important information (80%), and change their interpretation of actions and utterances of people appearing on the show (65%). Nonetheless, three of these statements (i.e. distraction, humour, and focus of attention) also show high percentages of neutral responses. Opinions are divided for only two statements. These relate to visual clutter (30% versus 30%) and necessity (25% versus 20%). These statements also show large proportions for neutral responses. Again, participants agree that telops are flashy (65%). Figure 6.3 gives an overview of JLLs’ perceptions in Group 3: post-exchange.
It demonstrates that participants have a predominantly positive attitude towards telops as seven out of ten statements show a majority of responses at the positive end of the scales. Participants feel that telops are not distracting (83.3%), help with understanding the video material (66.7%), are not confusing (83.3%), make the show funnier (66.7%), help with the retention of attention (66.7%), are indispensable (83.4%), and help with the identification of important information (83.3%). It was observed that none of the JLLs in Group 3: post-exchange feel that telops distract or confuse them. Attitudes are divided for the statements on visual clutter (33.3% versus 16.7%), and interpretation of actions and utterances of people appearing on the show (33.3% versus 50%). The former even illustrates that half of the participants selected a neutral response. Respondents in Group 3: post-exchange also think that telops are flashy (66.7%). The diverging stacked bar charts in Figure 6.4 give an overview of the results on Japanese speakers’ perceptions of telops in the Reference group.

Figure 6.3 Perceptions of telops for Group 3: post-exchange
It demonstrates that participants had a predominantly positive attitude towards seven statements. Japanese speakers feel that telops do not distract them (60%), help them understand the video material (80%), do not confuse them (100%), do not clog up the screen (60%), help them retain their attention (80%), help them identify important information (100%), and change their interpretation of actions and utterances of people appearing on the show (80%). It appears that none of the respondents think that telops do not help with understanding the Japanese variety show, are confusing, do not help with the identification of important information, and do not change their interpretation of what people appearing on the show do and say. Attitudes are divided on three statements. These relate to humour (60% versus 40%), necessity (20% versus 40%) and saliency (40% versus 20%).

Overall, these numbers suggest that all participant groups have positive attitudes towards telops. However, it appears that participants in Group 1: pre-exchange in particular...
experience more difficulties with telops as compared to the other three participant groups based on the results of the diverging stacked bar charts. JLLs in Group 1: pre-exchange feel more distracted by telops, feel that telops clog up the screen, have more difficulty retaining their attention, and do not necessarily think that telops are indispensable or add humour to the video material. There appears to be an upward trend in participants’ perceptions from Group 1: pre-exchange to the Reference group regarding these matters.

### 6.1.2 Observations for telop design

Table 6.1 gives an overview of JLLs’ attitudes towards the difficulty level of telops and participants’ views on three different aspects of the telop design in the video stimulus. These include the readability of colours and colour combinations, the legibility of the text, and the suitability of the telop design to the Japanese variety show. Table 6.1 also shows participants’ attitudes towards a telop design that includes white text and no effects.

<table>
<thead>
<tr>
<th>Aspect</th>
<th>Group 1: pre-exchange</th>
<th>Group 2: exchange</th>
<th>Group 3: post-exchange</th>
<th>Reference group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comprehension of text</td>
<td>52.9% a few lines</td>
<td>55% a few lines</td>
<td>50% most of it</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>41.2% half of it</td>
<td>35% half of it</td>
<td>33.3% half of it</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5.9% most of it</td>
<td>5% most of it</td>
<td>16.7% a few lines</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Difficult colours or colour combinations</td>
<td>76.5% no</td>
<td>75% no</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>23.5% yes</td>
<td>25% yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Extent of legible text</td>
<td>52.9% majority</td>
<td>69% majority</td>
<td>66.7% everything</td>
<td>60% majority</td>
</tr>
<tr>
<td></td>
<td>47.1% everything</td>
<td>40% everything</td>
<td>33.3% majority</td>
<td>40% everything</td>
</tr>
<tr>
<td>Suitability to Japanese variety show</td>
<td>94.1% suitable</td>
<td>90% suitable</td>
<td>Suitable</td>
<td>80% suitable</td>
</tr>
<tr>
<td></td>
<td>5.9% unsuitable</td>
<td>10% unsuitable</td>
<td></td>
<td>20% unsuitable</td>
</tr>
<tr>
<td>Preference to plain design</td>
<td>82.4% no</td>
<td>90% no</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>17.6% yes</td>
<td>10% yes</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The responses demonstrate that none of the JLLs felt they were not able to understand any of the telops. It appears that Group 3: post-exchange is the only learner group in which a large percentage of JLLs responded to have understood most of the telops. The majority of JLLs in Groups 1-2, on the other hand, indicated to have understood a few lines to half of the telops that appear on screen.

It was observed during the multimodal transcription that a variety of colours, colour gradients, colour combinations, typefaces and fonts were used for telops in the video material. A majority of subjects in each participant group indicated not to have experienced any difficulties with the colours or colour combinations of telops. In addition, all participant groups responded that the design of at least the majority of telops was legible.
A vast majority of subjects in each participant group thought that the design of telop suits the variety show. Only 8.3% of respondents thought that the design was inappropriate. It appeared that a large majority of participants did not prefer a telop design with fewer colours or effects. Only 10.4% preferred such a design of telop. Overall, these numbers suggest that the telop design was considered to be appropriate to the video material by all participant groups.

6.1.3 Observations for other types of input
Table 6.2 shows participants’ attitudes towards the use of drawings in the video stimulus, and gives an overview of the types of input that JLLs considered as helpful for their understanding of difficult telops.

<table>
<thead>
<tr>
<th>Table 6.2 Perceptions of other types of input</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aspect</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Helpfulness of drawings</td>
</tr>
<tr>
<td>Group 1: pre-exchange</td>
</tr>
<tr>
<td>94.1% helpful</td>
</tr>
<tr>
<td>Support for comprehension</td>
</tr>
<tr>
<td>Group 2: exchange</td>
</tr>
<tr>
<td>82.4% non-verbal clues</td>
</tr>
<tr>
<td>Group 3: post-exchange</td>
</tr>
<tr>
<td>100% non-verbal clues</td>
</tr>
<tr>
<td>82.4% known kanji</td>
</tr>
<tr>
<td>Helpful</td>
</tr>
<tr>
<td>64.7% context</td>
</tr>
<tr>
<td>Helpful</td>
</tr>
<tr>
<td>52.9% dialogue</td>
</tr>
<tr>
<td>Helpful</td>
</tr>
<tr>
<td>11.8% colours/fonts</td>
</tr>
<tr>
<td>Helpful</td>
</tr>
<tr>
<td>5.9% other</td>
</tr>
<tr>
<td>Helpful</td>
</tr>
<tr>
<td>100% known kanji</td>
</tr>
<tr>
<td>-</td>
</tr>
<tr>
<td>100% context</td>
</tr>
<tr>
<td>83.3% known kanji</td>
</tr>
<tr>
<td>-</td>
</tr>
<tr>
<td>65% context</td>
</tr>
<tr>
<td>-</td>
</tr>
<tr>
<td>83.3% dialogue</td>
</tr>
<tr>
<td>-</td>
</tr>
<tr>
<td>55% dialogue</td>
</tr>
<tr>
<td>-</td>
</tr>
<tr>
<td>50% colours/fonts</td>
</tr>
<tr>
<td>16.7% radicals</td>
</tr>
<tr>
<td>5% phonetic elements</td>
</tr>
<tr>
<td>16.7% phonetic elements</td>
</tr>
<tr>
<td>15% radicals</td>
</tr>
<tr>
<td>5% other</td>
</tr>
<tr>
<td>16.7% phonetic elements</td>
</tr>
<tr>
<td>-</td>
</tr>
<tr>
<td>35% colours/fonts</td>
</tr>
<tr>
<td>-</td>
</tr>
<tr>
<td>5% other</td>
</tr>
<tr>
<td>-</td>
</tr>
<tr>
<td>5% other</td>
</tr>
<tr>
<td>-</td>
</tr>
</tbody>
</table>

The responses illustrate that participants have a predominantly positive attitude towards the use of drawings. A large majority, 86.0% of JLLs, experienced them as helpful to a better understanding of the Japanese variety show. Only one participant in Group 1: pre-exchange indicated that such visual-nonverbal input did not help with understanding the programme contents.

JLLs indicated that non-verbal clues (e.g. imagery, body language, and facial expression) in particular help with their understanding of difficult telops. This type of input is followed by those kanji that were known to participants, context (e.g. hiragana and katakana), dialogue, and colours and fonts. The radicals and phonetic elements mentioned in the table refer to those used in kanji that were unknown to participants. These were only selected by JLLs in Groups 2-3. Two JLLs had noted down other types of input in the other section of the response box. The participant in Group 1: pre-exchange indicated that “the images/drawings provided helped with understanding”. The JLL in Group 2: exchange had included “the narrator read as the words appeared in some instances”. This further suggests
the importance of non-verbal input for JLLs and the usefulness of the co-occurrence of narrations and narration telops.

6.2 Viewer experience of multimodal landscape

6.2.1 Overview of (sub)themes

The thematic map is shown in Figure 6.5. It includes the thematic networks, the total number of data extracts and uncoded segments included in the (sub)themes, and the proportions that these extracts represent from the total number of data extracts.

The name of a (sub)theme consists of a number and a description (e.g. Theme 1: typography, and Subtheme 1.1: reflects affective aspects). Figure 6.5 shows that all (sub)themes relate to the design of telops. As noted previously, these telops are those that directly render dialogue.

The thematic map comprises two thematic networks. The first network includes the highest number of data extracts and takes a closer look at typography. It consists of one theme, typography, and two layers of subthemes. These comprise a total of six subthemes. The subthemes of Thematic Network 1 follow two strands that structure part of the overall
narrative and focus on JLLs’ perceptions of helpful aspects of the telop design. According to JLLs, typography reflects affective aspects and differentiates information. The second layer of subthemes then further outlines the two affective aspects and two types of information these perceptions are concerned with. The second thematic network delves deeper into JLLs’ perceptions of the display rate and movement of telops. These are included in one theme as they both appeared to pose challenges to JLLs. Thematic Network 2 also follows two strands but it comprises one layer of subthemes. It contains only two subthemes which illustrates that this second network is less complex than the first one. According to JLLs, telops that directly render dialogue are also fast-paced and distracting.

Table 6.3 shows the extent to which participant groups are represented in the (sub)themes.

| Table 6.3 Representation of participant groups in (sub)themes |
|------------------------|------------------|------------------|------------------|-------------------------------|
| Theme                  | Subtheme         | Group 1: pre-exchange | Group 2: exchange | Group 3: post-exchange | Reference group |
|                        |                  | 35%               | 42.5%             | 12.5%                        | 10%                          |
|                        | Reflects affective aspects | 38.7%         | 35.5%             | 16.1%                        | 9.7%                         |
|                        | Mood              | 22.2%             | 66.7%             | -                            | 11.1%                        |
|                        | Tone of voice     | 25.8%             | 32.3%             | 35.5%                        | 6.5%                         |
|                        | Differentiates information | 16.7%         | 66.7%             | 16.7%                        | -                            |
|                        | Speakers          | 28%               | 24%               | 40%                          | 8%                           |
|                        | Main points of dialogue | 39.4%        | 39.4%             | 18.2%                        | 3%                           |
|                        | Display rate and movement | 39.5%        | 47.1%             | 11.8%                        | 17.6%                        |

The percentages are calculated from the total number of data extracts per (sub)theme. Overall, 32.2% of data extracts in the thematic map is derived from data items of Group 1: pre-exchange. These ratios are 39.7% for Group 2: exchange, 19.8% for Group 3: post-exchange, and 8.3% for the Reference group. These percentages are more or less the same for each of the thematic networks.

It appears that the second thematic network in particular shows a big difference in representation of participant groups. Fewer responses of participants in Group 3: post-exchange are included as compared to JLLs in Group 1: pre-exchange and Group 2: exchange. The percentages appear to be more evenly distributed in the first thematic network. However, it appears that the second layer of (sub)themes in the first thematic network also showcases predominance of particular participant groups. Mood comprises more data extracts of participants in Groups 1-2. Tone of voice and speakers are more often mentioned in data extracts of JLLs in Group 2: exchange. Main points of dialogue, on the other hand, is more often referred to by subjects in Group 3: post-exchange.
It is important to take the number of subjects per participant group into account for the interpretation of these percentages as fewer participants means that fewer data items were available in the data set. A table that shows the proportions of data extracts calculated over the total number of data extracts included for each participant group gives a more accurate description of prevalence of (sub)themes. This is demonstrated in the following subsection.

### 6.2.2 Prevalence of (sub)themes

Table 6.4 shows how prevalent each (sub)theme is per participant group.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Subtheme</th>
<th>Group 1: pre-exchange</th>
<th>Group 2: exchange</th>
<th>Group 3: post-exchange</th>
<th>Reference group</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Typography</strong></td>
<td>Reflects affective aspects</td>
<td>35.9%</td>
<td>35.4%</td>
<td>20.8%</td>
<td>40%</td>
</tr>
<tr>
<td></td>
<td>Mood</td>
<td>30.8%</td>
<td>22.9%</td>
<td>20.8%</td>
<td>30%</td>
</tr>
<tr>
<td></td>
<td>Tone of voice</td>
<td>5.1%</td>
<td>12.5%</td>
<td>-</td>
<td>10%</td>
</tr>
<tr>
<td></td>
<td>Differentiates information</td>
<td>20.5%</td>
<td>20.8%</td>
<td>45.8%</td>
<td>20%</td>
</tr>
<tr>
<td></td>
<td>Speakers</td>
<td>2.6%</td>
<td>8.3%</td>
<td>4.2%</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Main points of dialogue</td>
<td>17.9%</td>
<td>12.5%</td>
<td>41.7%</td>
<td>20%</td>
</tr>
<tr>
<td><strong>Display rate and movement</strong></td>
<td>Fast-paced</td>
<td>33.3%</td>
<td>27.1%</td>
<td>25%</td>
<td>10%</td>
</tr>
<tr>
<td></td>
<td>Distracting</td>
<td>10.3%</td>
<td>16.7%</td>
<td>8.3%</td>
<td>30%</td>
</tr>
</tbody>
</table>

The percentages are calculated from the total number of data extracts per participant group. The thematic map includes a total of 39 data extracts from data items that belong to JLLs in Group 1: pre-exchange. These are 48 data extracts for Group 2: exchange, 24 data extracts for Group 3: post-exchange, and 10 data extracts for the Reference group.

It appears that different (sub)themes are prevalent in the data items for each participant group. Reflects affective aspects is more prevalent among JLLs in Groups 1-2. It is suggested that participants in Group 1: pre-exchange speak more about the mood while subjects in Group 2: exchange have more data items on the tone of voice. Differentiates information is prevalent among JLLs in Group 3: post-exchange in particular. The majority of these data extracts are in main points of dialogue. It is suggested that both subthemes of the second thematic network are more prevalent among JLLs in Groups 1-2. Whereas JLLs in Group 1: pre-exchange mention fast-paced more often, distracting is referred to by participants in Group 2: exchange to a greater extent.

### 6.2.3 Thematic Network 1

The first subtheme in the second layer of Thematic Network 1 (i.e. Subtheme 1.1.1: mood) includes data extracts in which JLLs relate the typographical features of telop to the overall
mood of the video material. The features that are mentioned most often are colour and font. JLLs perceive these to be coherent with their impression of the authentic Japanese variety show. The data extracts support this observation in three ways. First, they include responses in which participants briefly describe their impression of the Japanese variety show. According to them, the video material appears to be “funny”, “quirky and radical”, “funny/serious”, “tabloid-esque” [sic], and not suited to a formal or serious telop design. Second, the extracts contain responses in which JLLs describe their impression of the telop design. The adjectives they use for this depiction are similar to those used for the Japanese variety show and include “fun and exciting”, “comical”, “casual”, and “informal”. Third, a number of data extracts explicitly state that particular aspects of the video material are reflected in the telop design. Such responses link, for example, the variety in brightness and boldness of the design to the funny and light-hearted nature of the Japanese variety show:

**Group 1: pre-exchange, P25**

The font used was bright and bold which reflected the comedy aspects of the scene well.  
*post* Q25b, ll. 1-2

**Group 1: pre-exchange, P34**

It seemed fun and dynamic and interesting, which seemed to be the mood that the show was trying to create.  
*post* Q25b, ll. 1-2

**Group 2: exchange, P15**

The variety show seemed like a funny + light-hearted talkshow, thus the varied and comical text design was fitting.  
*post* Q25b, ll. 1-2

It appears that the use of fonts and colours not only matches the mood and dynamic nature of the video stimulus; it also reflects affective aspects such as emotion and humour:

**Group 3: post-exchange, P28**

Font reflected that the text was meant to be funny but it was still legible so I could get the information.  
*post* Q25b, ll. 1-2

**Group 3: post-exchange, P43**

Also it was used well to express emotions and comedy ...  
*post* Q25b, ll. 1-2

The data extracts suggest that this perceived coherence between the telop design and the overall impression of the authentic Japanese variety show enables JLLs to pick up on the affective context regardless of their understanding of the verbal content. As noted in Subsection 3.3.2 Video material, the chosen excerpt includes an authentic talk-show that combines jokes and humour with interesting facts on various topics. This means that JLLs understand the format of the video material. This also suggests that the perceived
coherence between telop design and the overall mood of the video material gives JLLs the feeling that they understand the general idea of the Japanese variety show. This is evidenced by their data extracts:

**Group 1: pre-exchange, P27**

(even though it does help Japanese learners to catch the context).

*post1 Q26, ll. 4-5*

**Group 1: pre-exchange, P41**

Watching those kind of realistic movies can be really useful to learn Japanese. They are not so hard to understand what is say in general, funny and is a good way to understand the culture.

*post2 Q23, ll. 1-3*

**Group 2: exchange, P08**

It helped set the mood and helped with the delivery of some of the jokes. It also made it easier to understand which is one of the aims of the variety show

*post1 Q25b, ll. 1-3*

**Group 3: post-exchange, P46**

It was fun and interesting, and it helped explain the concepts.

*post1 Q25b, l. 1*

The second subtheme in the second layer of Thematic Network 1 (i.e. Subtheme 1.1.2: tone of voice) is closely related to this. Although this subtheme is much smaller in size (9 versus 31 data extracts), it extends the claim that participants can understand the general feel of the video stimulus to that of the tone of voice of utterances made by speakers. Respondents relate the colours, fonts and movements to “emotions in words”, and exaggeration of the content. The data extracts suggest that participants think that the telop design reflects the expressions or feelings of the speakers, and feel this helps them determine affective aspects of utterances of speakers:

**Group 1: pre-exchange, P41**

you can almost guess if what is said is funny, surprising, if someone gets angry...

*post1 Q25b, ll. 1-2*

**Group 2: exchange, P05**

helped emulate the expressions/feelings of the speakers

*post1 Q25b, l. 1*

**Group 2: exchange, P13**

The style used represented how things were said eg) Bold font for things said loudly or in a shocked voice.

*post1 Q25b, ll. 1-2*

**Group 2: exchange, P14**

The colours, fonts and movements illustrated the emotion behind the text. It felt a bit like when a sitcom laugh track indicates a joke.

*post1 Q20, ll. 1-2*

**Reference group, JP02**

気持ちや言い方が強かったりすると字体が変わっていた。 [The font changed when emotions and expressions were strong.]

*post1 Q16, l. 1*
As was observed with Subtheme 1.1.1: mood, colours and fonts give indications of the emotional state or attitude of speakers, irrespective of the verbal content of their utterances. This suggests that coherence is not only perceived between typographical features and the overall mood of the video material; it is also observed between telop design and the mood of speakers appearing on the show. According to the participants, the use of different colours and fonts signal nuances in the tone of voice which help them identify the context of an utterance. Although this does not guarantee that participants fully understand the panel discussions in the authentic Japanese variety show, such layers of coherent types of input at least help them figure out the gist of the dialogue. When taking a closer look at the multimodal transcript it appears that a clear link between the telop design and the speakers’ tones of voice can be detected for a number of shots. These include, for example, a telop that expands when the speaker reiterates an utterance with emphasis and surprise, and a telop that quivers when the host utters something in an accusatory tone of voice. This demonstrates that JLLs pick up on this particular use of telop design.

The third subtheme in the second layer of Thematic Network 1 (i.e. Subtheme 1.2.1: speakers) is part of the second strand in the narrative and comprises a relatively small number of data extracts in which JLLs explain that colours and fonts differentiate speakers appearing on the Japanese variety show:

**Group 1: pre-exchange, P32**

P32 explained that colours helped identify who is/was speaking.

Field notes, ll. 2-3

**Group 2: exchange, P01**

Variety of colours reminded me of variety of topics & speakers.

*post1 Q25b, ll. 1-2*

It was observed during the exploration phase of the multimodal analysis that there appeared to be no relationship between the varieties of telop design and speakers. Nonetheless, the data extract of P28 of Group 3: post-exchange includes a comment that has also been discussed in *Subsection 5.2.4 Visual-verbal input* for the exploration of visual-verbal input; the difference in telop between hosts and expert guests:

**Group 3: post-exchange, P28**

I feel like the font is changed depending on who’s speaking, masculine/feminine, whether the Japanese is carse or polite; the font used for the experts was different to the host sometimes.

*post1 Q26, ll. 1-3*
It has been argued that there is one variety of input that is exclusive to expert guests: speaker identification. These are telops that facilitate comprehension and appear with corresponding telops that directly render dialogue. The telops that accompany speaker identifications display condensed versions of utterances, have a different font, are written in red and black, and appear with a background colour. This was shown on the right in Figure 5.4 *Varieties of telops that facilitate comprehension*. This is the only format in telop design that can be linked to a particular group of speakers (i.e. expert guests). Although it is difficult to ascertain whether the data item refers to such speaker identifications, it appears that subtle differences in telop design are noticed by JLLs and used for their understanding of the video material.

The fourth subtheme in the second layer of Thematic Network 1 (i.e. Subtheme 1.2.2: main points of dialogue) is much larger in size and consists of data extracts in which participants argue that typographical features differentiate important from less important points in the dialogue. Again, colours and fonts are mentioned most often. According to the participants, such features are used to draw viewers’ attention to those points of the dialogue that are perceived to be most important. This observation is supported by the data extracts in two ways. First, the extracts comprise responses in which the participants state that typographical features are used to “catch your eye”, “accentuate punchlines” or to show “emphasis”. This suggests that typographical features are thought to stress certain parts of the utterances. Second, the data extracts include comments in which participants explain that colours and fonts are used to “highlight important info” or “make them stand out”. In other words, it appears that typography is perceived to be useful for the structuring and compartmentalisation of strands of text, and points out which parts of a telop needs to be visually attended to as mentioned by various participants:

<table>
<thead>
<tr>
<th><strong>Group 1: pre-exchange, P36</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>different highlighted words.</td>
</tr>
</tbody>
</table>

*post1 Q20, l. 2*

<table>
<thead>
<tr>
<th><strong>Group 2: exchange, P13</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Size: bigger to make important points stand out or if something was said with emphasis. Colour: … and to make key parts of a sentence stand out</td>
</tr>
</tbody>
</table>

*post1 Q20, ll. 1-4*

<table>
<thead>
<tr>
<th><strong>Group 3: post-exchange, P42</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>The most important part or key word (sentences) were taken out of the conversation (explanation by the expert guests), which makes me understand the key point quickly, and it also could catch my eyes relatively easier, as well</td>
</tr>
</tbody>
</table>

*post1 Q25b, ll. 1-4*
Group 3: post-exchange, P43

P43 thought that telops were maybe used because Japanese words often have the same pronunciation. In this way it would be easier to distinguish between the words. P43 felt that typography helped with dividing up the sentences in chunks.

Reference group, JP06

大きくて色もついていて、重要なところだけをピックアップしていてよかった。 [It was great that only important parts were picked up due to their larger size or the addition of colours.]

When taking a closer look at the multimodal transcript it is difficult to establish a clear link between the use of colours and the importance of text units to understanding the panel discussions. Key words are sometimes shown in a brighter colour as compared to the colours that are used for other text units, but such choice of colours is not applied in a consistent manner. Nonetheless, it is observed that the use of two or more colours for one telop is not unusual in the analysed video segments.

It is important to note that data extracts in which participants argue that typography helps them to quickly identify key points are mostly from JLLs in Group 3: post-exchange. Data extracts in which typographical features are described to highlight and emphasise words are included in all three learner groups. Although it is difficult to determine whether this means that JLLs in Groups 1-2 did not understand the contents of the highlighted words, this could suggest that such use of typography may carry more implications to understanding for JLLs in Group 3: post-exchange.

6.2.4 Thematic Network 2

The subtheme in the first strand of Thematic Network 2 (i.e. Subtheme 2.1: fast-paced) involves data extracts in which JLLs relate the display rate of telops to the progression of the video material. According to participants, these aspects are coherent. The data extracts support this observation in three ways. First, it includes a data extract in which an impression of the authentic Japanese variety show is given. According to P22 of Group 1: pre-exchange, the video material is “loud and fast-paced”. Second, a number of data extracts explain how this impression is reflected in the telop design, which is described in the following terms:

Group 1: pre-exchange, P29

The text was quick and snappy, like the progression of the show.
it was very fast-paced and sensational. The big, bright font added to the show’s pace and exaggerated certain moments of the show.

Group 2: exchange, P16
It was bold and intense similar to the content

Third, JLLs in Groups 1-2 link the appearance of telops to the dialogue. Although not explicitly stated, such responses appear to focus on both utterances of speakers and narrations. This could suggest that these participants are well aware that telops are visual representations of the audio-verbal input. Whether participants feel that the rate at which people speak is also fast-paced is hard to determine based on the data extracts:

Group 1: pre-exchange, P27
The words appear one after the other one following the spoken dialogue

Even though it was perceived by participants that the display rate of telops coheres with the dialogue and the overall pace of the authentic Japanese variety show, JLLs experienced a mismatch between their reading speed and the screen time of telops:

Group 1: pre-exchange, P22
There was alot of text, and there was at times not enough screen time for me to try and read certain kanji that I was unsure of.

Group 1: pre-exchange, P36
I was slow to read the text and often times speed was the greatest hindrance to understanding

This mismatch is coupled with a loss of focus or an inability to finish (re)reading telops before they disappear from the screen. One of these data extracts involves P44 of Group 3: post-exchange:

Group 3: post-exchange, P44
may have had a bit of difficulty with the reading speed during the sponsors and the questions (other parts of the video were not mentioned).

It is important to note that P44 expresses this difficulty in relation to telops that are not included in the analysed video segments and to telops that facilitate comprehension. Even though this comment comprises a reference to types of telop other than those that directly render dialogue, it is included in the thematic map to illustrate that participants in Group 3:
post-exchange did not report any problems with the display rate of telops that directly render dialogue.

Of those comments that discuss the implications of the telop design to JLA, a vast majority report a positive attitude towards the use of authentic materials as it exposes learners to “real” Japanese language use. Whereas P08 of Group 2: exchange raises the concern that Japanese variety shows may not be suitable to learners at beginner level due to the fast pace, other respondents agree that its use provides learners with the opportunity to gain familiarity with “fast-paced” speech, “dialects” and “slang”. Moreover, they think that the video material will help them get “accustomed” to the sound of the language, as attested by the following citations:

**Group 1: pre-exchange, P24**
They’ll help me with my Japanese and will help in understanding people who speak Japanese quickly.

post2 Q23, ll. 2-3

**Group 2: exchange, P09**
it will make the student be accustomed to the sound of it, and also learn the ‘slang’ of the language.

post2 Q23, ll. 2-3

**Group 3: post-exchange, P43**
I think it is a good way to get people used to the kind of fast-paced, more casual style and accented versions of Japanese that you will not learn in a classroom. While at the same time, on screen text helps you to keep up with what’s going on if you miss some of what they are saying.

post2 Q23, ll. 1-5

These demonstrate that participants feel that a full understanding of the Japanese variety show does not need to be the only objective of watching authentic AV materials and that authentic materials facilitate learning outcomes that can also be achieved by JLLs with beginner proficiency levels such as familiarity with hearing “natural” Japanese language use. P28 of Group 3: post-exchange argues that Japanese variety shows provide examples of how Japanese speakers actually talk to each other which would help learners acquire more natural language skills in addition to an increased awareness of how natural Japanese language use sounds:

**Group 3: post-exchange, P28**
Japanese variety shows exposed me to ‘real’ Japanese unlike what I learned in class and helped me to converse more easily as I got an idea of how Japanese people actually speak to each other.

post2 Q23, ll. 1-3

The subtheme in the second strand of Thematic Network 2 (i.e. Subtheme 2.2: distracting) includes data extracts that relate the ways in which telops appear on screen to the overall attention-seeking nature of the video material. Again, JLLs perceive that such a coherence
exists between these two aspects. Nonetheless, this type of coherence appears to pose challenges to JLLs. The data extracts support this in three ways. First, several data extracts describe the Japanese variety show as “flamboyant” and impactful. Second, it includes a data extract in which P37 of Group 1: pre-exchange states that the telop design is “eye-catching” and “calling for attention”:

**Group 1: pre-exchange, P37**
Very eye-catching, sped-up and calling for attention, much like the show itself.

*post1 Q25b, ll. 1-2*

Third, a number of responses argue that the way in which telops pop up onto screen is “distracting”:

**Group 2: exchange, P01**
I think the amount of text on screen distracted me from paying attention to the dialogue, as I felt the need to read the text as it appeared.

*post1 Q26, ll. 1-3*

The eye-catching nature of telops has also been discussed in the previous subsection in relation to the use of typography. Highlighted words are considered to be helpful as it makes key points of the dialogue stand out. However, the eye-catching movements of telops when appearing on screen distract participants. As noted, telops appear on screen in five different ways. Respondents reported that such movements distract them from other types of input such as the people appearing on the show. Some participants also feel that they are obliged to look at the telops as soon as they appear on screen. The experienced difficulties with the distracting nature of telops is most often related to the amount of text and the busyness of the screen:

**Group 2: exchange, P18**
Sometimes there was too much to read, which lost some of my concentration

*post1 Q26, ll. 1-2*

**Group 3: post-exchange, P43**
The only trouble I had, and this might be because I am not a native speaker, but at times there was too much text on screen for me to read and it became confusing.

*post1 Q26, ll. 1-3*

**Group 3: post-exchange, P44**
P44 sometimes felt there was too much text and did not always know where to look at.

*Field notes, ll. 8-9*

The majority of these extracts are from JLLs in Groups 1-2 but when taking a closer look at the contents, it appears that participants in Groups 1-2 and Group 3: post-exchange
describe the experienced difficulties in different ways. Subjects in Groups 1-2 mention distraction in combination with a loss of concentration or a trade-off in attention while respondents in Group 3: post-exchange talk about confusion regarding “where to look at” on the screen. This suggests that learners in Groups 1-2 may be affected more in their understanding of the programme contents by the ways in which telop appear on screen than JLLs in Group 3: post-exchange.

6.3 Viewer experience of video stimulus

6.3.1 Comprehension of analysed video segments

Answers to the comprehension test were reviewed to follow up on these observations. None of the participants answered all questions incorrectly. Respondents with many correct answers are represented in all participant groups. Nonetheless, questionnaires with responses that are partly correct and questionnaires with few correctly answered questions were detected more frequently for JLLs in Groups 1-2. JLLs in Group 3: post-exchange in particular did well on the comprehension test. They responded with longer and more complete answers in the response boxes as compared to JLLs in Groups 1-2. They also left fewer questions blank. In some cases JLLs in Group 3: post-exchange responded with more precise answers to open-ended questions than the Japanese speakers in the Reference group.

Further to the comprehension test, self-reports were also reviewed. These self-reports concern the extent to which participants felt they understood the video stimulus. They also describe how certain subjects were of their answers to the comprehension test. Approximately 48.8% of JLLs felt that they understood 0-40% of the video stimulus directly after watching it. These are all JLLs in Groups 1-2. Participants who thought they understood 60-80% after completing the experimental task are represented in all learner groups and include 44.2% of JLLs. JLLs who felt they understood 80-100% of the video stimulus are all in Groups 2-3 and comprise 4.7% of respondents. A majority of 48.6% of participants in Groups 1-2 did not feel so certain about the answers they had provided. None of the participants in Group 1: pre-exchange indicated to be very certain about their answers to the comprehension test. This is followed with 32.4% of JLLs in Groups 1-2 who responded to be quite certain about their answers. All participants in Group 3: post-exchange and the Reference group were quite to very certain of their answers. It appears that some of these confidence levels had changed after participants filled out the
comprehension test. It was observed that Group 2: exchange comprises the highest number of JLLs who felt they understood less the second time they answered this question. Group 1: pre-exchange, on the other hand, included the highest number of participants who felt they understood more after they filled out the comprehension test.

These findings suggest that JLLs were not overwhelmed by the video stimulus and that they were actively engaged in their search for meaning. However, the answers to the comprehension test and self-reports demonstrate that these aspects vary between participant groups. JLLs in Group 3: post-exchange in particular understand the analysed video segments well and feel confident about their understanding of the video material.

6.3.2 Observations for further use

Table 6.5 gives an overview of participants’ attitudes towards the use of Japanese television programmes for Japanese language learning and individual use:

<table>
<thead>
<tr>
<th>Aspect</th>
<th>Group 1: pre-exchange</th>
<th>Group 2: exchange</th>
<th>Group 3: post-exchange</th>
<th>Reference group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Japanese television programmes help JLA</td>
<td>Yes</td>
<td>85% yes</td>
<td>Yes</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>15% I do not know</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Japanese variety shows in language classes</td>
<td>82.4% yes</td>
<td>80% yes</td>
<td>Yes</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>17.6% no</td>
<td>20% no</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intention of watching Japanese variety shows</td>
<td>58.8% yes</td>
<td>50% maybe</td>
<td>66.7% yes</td>
<td>80% yes</td>
</tr>
<tr>
<td></td>
<td>41.2% maybe</td>
<td>30% yes</td>
<td>16.7% maybe</td>
<td>20% maybe</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20% no</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The responses demonstrate that JLLs share a predominantly positive attitude towards the use of Japanese television programmes for language learning purposes. A vast majority, 93.0%, think that watching Japanese television programmes will help them with their Japanese language studies. All of the participants in Group 1: pre-exchange and Group 3: post-exchange support this claim. None of the JLLs think that the use of such AV materials would be unhelpful. In addition, a large majority of 83.7% of JLLs would like Japanese variety shows to be used in the Japanese language classroom. Only 16.3% of them did not wish to see such authentic materials be used in class. JLLs showed less enthusiasm when asked whether they intended to watch Japanese variety shows more often after participating in this study. Only 46.5% of them intend to watch Japanese variety shows more often while 41.9% is not sure whether they will. Overall, these numbers suggest that participants in Group 3: post-exchange have the most affirmative attitude towards the use of Japanese television programmes.
6.4 Summary and discussion

The results demonstrate that JLLs think that Japanese television programmes can be helpful for learning the Japanese language. The findings also suggest that many JLLs would like to see Japanese variety shows be used in the Japanese language classroom. Participants’ perceptions of the scope of input explain why such authentic AV materials are perceived to be useful by each learner group. Table 6.6 provides a joint display of findings from questionnaires and field notes per participant group for the video stimulus. It includes a summary of the results on closed-ended and open-ended data items from the diverging stacked bar charts, tables, and thematic map:

<table>
<thead>
<tr>
<th>Type of input</th>
<th>Type of data</th>
<th>Group 1: pre-exchange</th>
<th>Group 2: exchange</th>
<th>Group 3: post-exchange</th>
<th>Reference group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Telops</td>
<td>Diverging</td>
<td>4 positive views</td>
<td>7 positive views</td>
<td>7 positive views</td>
<td>7 positive views</td>
</tr>
<tr>
<td></td>
<td>stacked</td>
<td>5 divided views</td>
<td>2 divided views</td>
<td>2 divided views</td>
<td>3 divided views</td>
</tr>
<tr>
<td></td>
<td>bar chart</td>
<td>1 negative view</td>
<td>1 negative view</td>
<td>1 negative view</td>
<td></td>
</tr>
<tr>
<td>Telop design</td>
<td>Table</td>
<td>Majority understood a few lines of text</td>
<td>Majority understood a few lines of text</td>
<td>Majority understood most of the text</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Appropriate for video material</td>
<td>Appropriate for video material</td>
<td>Appropriate for video material</td>
<td>Appropriate for video material</td>
</tr>
<tr>
<td></td>
<td>Thematic map*</td>
<td>33.3% fast-paced</td>
<td>27.1% fast-paced</td>
<td>41.7% main points of dialogue</td>
<td>No prevalent subthemes</td>
</tr>
<tr>
<td>Other</td>
<td>Table</td>
<td>3 types of input are helpful</td>
<td>3 types of input are helpful</td>
<td>3 types of input are helpful</td>
<td>1 type of input is helpful**</td>
</tr>
</tbody>
</table>

* Telop design that is specific to telops that directly render dialogue.
** Result based on responses to one closed-ended data item instead of two as opposed to the other three participant groups.

As shown in Table 6.6, JLLs in Groups 2-3 and Japanese speakers in the Reference group have a predominantly positive attitude towards telops. Their views are divided on only two to three statements respectively. Such division was observed for statements on visual clutter, humour, necessity, interpretation of actions and utterances of people appearing on the show, and saliency; albeit in different combinations for each of these participant groups. JLLs in Group 1: pre-exchange, on the other hand, feel positive regarding four out of ten statements on telops. Subjects in this particular participant group are divided on five statements that deal with distraction, visual clutter, humour, focus of attention, and necessity. This means that more distraction and loss of attention was experienced as a result of telops by participants in Group 1: pre-exchange as opposed to the other three participant groups. Nonetheless, all four participant groups think that telops are not confusing, and help them understand the video material and identify important information.
It was discussed in Subsection 2.2.3 Japanese speakers’ perceptions of telops that Japanese users’ attitudes towards telops tend to differ according to generation, and that younger users often feel that telops are necessary and helpful to their understanding when watching television as opposed to adults (Shitara, 2008; Sakamoto, 2009b; Shitara, 2009). As noted, the observations from diverging stacked bar charts show that participants in this study also feel that telops are helpful to their understanding of the video material. However, the results also suggest that native Japanese speakers feel divided on the necessity of telops. Furthermore, Group 3: post-exchange was the only learner group in which a vast majority of JLLs felt that telops are indispensable. Responses were more evenly distributed between negative, neutral and positive attitudes for JLLs in Groups 1-2. Even though participants were not asked to explain their views on this statement it can be argued that the results relate to the concept of semiotic redundancy in the case of Japanese speakers considering that they can understand the programme contents without difficulty. For learners, it could be that JLLs in Groups 1-2 perceived telops to be less useful as they experienced more trouble with understanding the linguistic contents as compared to JLLs in Group 3: post-exchange.

It has also been maintained in the established literature that telops are used to frame humour in the programme contents of a Japanese variety show (O’Hagan, 2010). The observations from diverging stacked bar charts illustrate that not all four participant groups in this study think that telops make the video material funnier. Opinions were divided on this statement for Group 1: pre-exchange and the Reference group. While it is difficult to ascertain whether these results are related to JLLs’ lack of understanding of the jokes, these findings demonstrate that a production team’s intentions for the use of telops are not necessarily reflected in users’ perceptions.

The findings from diverging stacked bar charts are closely related to the results from the thematic map. It was observed that participants perceive the design of telops that directly render dialogue to be suitable to the video stimulus and that this perceived suitability affects their viewer experience in mostly two ways. First, JLLs argue that the variation in typographical features helps them with the identification of certain aspects of the video material. According to them, typography reflects the mood of the Japanese variety show and the tone of voice of utterances, and helps them differentiate speakers appearing on the show and main points of the dialogue. Second, the display rate and movement of telops are described as fast-paced and distracting which poses challenges to JLLs. Table 6.6 includes
the names of subthemes that are most prevalent for each participant group based on the rates of occurrence and contents of data extracts. The subthemes that are not mentioned (i.e. Subtheme 1.1.2: tone of voice, Subtheme 1.2.1: speakers, and Subtheme 2.2: distracting) show the highest rates of occurrence for Group 2: exchange. As is shown in Table 6.6, challenges from the second thematic network are discussed more often by JLLs in Groups 1-2. Nonetheless, when taking a closer look at their feedback, it appears that they associate such challenges with potential positive learning outcomes.

The perceptions of JLLs in this study demonstrate that telops support learners’ understanding of the programme contents in a way that would normally be associated with SDH. Contrary to subtitles that are created for a hearing audience, SDH makes use of colours and written commentary to clarify speakers, phonological information and audio-nonverbal input (De Linde and Kay, 1999, pp. 12-15; Neves, 2008, p. 178; Díaz Cintas, 2013, p. 280; O’Hagan, 2013). The results from the thematic map show that the telop design provides language learners with similar clues. Telops are perceived to be indicative of speakers, and to be signalling aspects of the dialogue such as tone of voice, phrasing and emphasis. These observations suggest that telops are able to visually represent elements of the dialogue that are narrative-informative, interactional, and structuring (Remael, 2004, p. 115; Díaz Cintas and Remael, 2014, p. 49). That is to say, they include references to the narrative through linguistic contents, reflect interactions between people appearing on the show via typographical features, and structure the dialogue by means of typography. The latter was evidenced by data extracts in Subtheme 1.2.2: main points of dialogue. These data extracts not only showed that colours and fonts differentiated information for participants; P43 of Group 3: post-exchange indicated that such features also help with speech segmentation.

The thematic map demonstrates trends in JLLs’ perceptions that were not expected based on the established literature and the multimodal analysis. It was argued that the design of telop in Japanese variety shows is largely based on the intuitions of the production team (Sasamoto and Doherty, 2016; Sasamoto, O’Hagan and Doherty, 2016, p. 2). It was also determined during the exploration of the video material that the video stimulus does not include a consistent telop design. Nonetheless, the observed trends appear to suggest that JLLs are able to link the telop design, or typography in particular, to other types of input in the video stimulus in a way that makes sense to them. It appeared that this was in large part related to the coherence that participants felt existed between different types of input.
Table 6.6 also includes results from tables on types of input that helped participants with
telops they did not understand. JLLs indicated that such other types of input include
imagery, kinesic action, and dialogue. Japanese speakers in this study find drawings
helpful. This suggests that, further to typography, other non-verbal types of input were
experienced as helpful to understanding the programme contents.

Although the data sets suggest that the video stimulus was not overwhelming to JLLs in
Groups 1-2, especially since the general feel of the video material appears to be accessible
to them through non-verbal input, findings from tables and the comprehension test suggest
that a full understanding was mostly achieved by JLLs in Group 3: post-exchange. Results
demonstrate that these participants understood the video stimulus well and felt more
confident about their understanding of the programme contents as opposed to the other two
learner groups.

6.5 Conclusion
This chapter demonstrated that the JLLs had a predominantly positive attitude towards the
use of Japanese variety shows in the language classroom. This was illustrated in both the
closed-ended data items on the overall video stimulus and open-ended data items included
in the thematic map. JLLs in each of the three participant groups generally felt that they
were able to pick up on aspects of the video material and that positive outcomes were to be
expected from repeated exposure to such authentic AV materials.

It appeared that telops or telop design in particular played an important role in JLLs’
viewer experience of the video material. Participants felt they were able to understand
affective aspects and to distinguish between certain types of information in the Japanese
variety show through typographical features such as colour and font. It was argued in this
chapter that such visual-nonverbal input is one of the most accessible types of input to
JLLs at any stage of their Japanese language study and that it can be tapped into regardless
of a proper understanding of the contents of a Japanese variety show. It was also discussed
that, although JLLs’ perceptions may have diverged slightly from the findings of the
multimodal analysis, the perceived interrelationship of typography with other types of
input could potentially have lowered JLLs’ feeling of being overwhelmed. Two other
aspects of the telop design on the other hand, display rate and movement, appeared to pose
challenges to JLLs in Groups 1-2 in particular. Even though telops provide clues to the
affective context and mood of the Japanese variety show, they were also experienced as fast-paced and distracting.

This chapter also discussed the implications of these empirical findings in relation to the established literature. These related to the parallels that were found between SDH and telops that directly render dialogue in particular. The similarities not only appeared to exist in the design of such types of intralingual text; they also applied to the roles that these texts play in users’ understanding of the contents of a television programme.

The following chapter interrogates the findings on JLL’s multimodal perception and takes a closer look at the eye-tracking data. It describes the data on JLLs’ visual attention and discusses the implications of the results for this study’s research questions and the established literature.
Chapter 7 is the second empirical chapter of this thesis. It provides evidence on JLLs’ visual attention while watching the video material. The purpose of this chapter is to demonstrate JLLs’ viewer reception of the multimodal landscape of the analysed video segments and to illustrate which types of input gathered the most fixation counts and were fixated on the longest by participants. This chapter also aims to further examine JLLs’ perceptions based on the results from the collated gaze data.

Section 7.1 starts with a description of findings on visual attention in a spatial sense. This entails results on the areas of the screen in which JLLs’ visual attention was clustered. This section presents the observations from heat maps for Segments 2-4 of the video stimulus and each of the analysed video segments separately. Section 7.2 further elaborates on these results and explains JLLs’ gaze behaviour in the gaze replay videos for the types of input encountered in those areas of the screen on which JLLs’ visual attention was concentrated. Section 7.3 presents the fixation-data. Section 7.4 then gives a summary of the eye-tracking findings and discusses the implications that these results carry for this study’s research questions and the established literature.

7.1 Viewer reception of spatial dimension
7.1.1 Observations for analysed video segments
Heat maps that summarise participants’ gaze behaviour use colour gradients to display the concentration of visual attention on screen. Such colour gradients range from green to red. Green represents the lower end of the scale, yellow and orange signifies a medium range of concentration, and red is used for those areas of the screen with the highest intensity of visual attention. Areas of the screen that are not overlaid with a colour have not been visually attended to by participants. It was discussed in Subsection 4.3.2 Procedure for heat maps that data on first-year and second-year JLLs could not be integrated into one heat map due to the way in which recordings have been stored in the Tobii Studio project. Results for Group 1: pre-exchange have therefore been represented by two heat maps; a heat map for first-years on the left and a heat map for second-year JLLs on the right.
Figure 7.1 shows fixation count heat maps per participant group that were generated on all analysed video segments combined.

As is shown in Figure 7.1, visual attention is primarily concentrated in two horizontal green-yellow lines. A red hotspot is situated at the centre of the top horizontal line in each of these heat maps. When dividing the screen horizontally into three regions, the top green-yellow line is positioned in-between the top and middle regions. The second line covers the bottom region. If the screen were to be divided into two vertically, the red hotspot would be situated on the dividing line. It appears that the top green-yellow line is less distinct than the bottom line. The colour intensity of the bottom green-yellow line in particular varies between participant groups.
The separate overview of still images that are overlaid with grids was checked in order to contextualise these hotspots. Figure 7.2 includes two examples of still images from the overview. The hotspots were recreated on these still images to work out how the fixation count heat maps can be put into context. It is important to note that different types of input pass through the areas of the screen that have been identified as hotspots of visual attention due to the dynamic nature of the video stimulus. However, it appears that two types of input in particular are featured within the hotspots. These are faces of people appearing on the show, and telops that directly render dialogue. This is displayed in Figure 7.2:

![Figure 7.2 Contextualisation of fixation count aggregated onto screen](image)

It was observed that faces appear most often in the area of the screen that was marked by the top green-yellow line. Faces of people appearing on the show were featured there in 85.4% of shots in the multimodal transcript. Of these shots, 68.6% had faces visible in the area that was overlaid with the red hotspot in the fixation count heat maps of Figure 7.1. Both varieties of telops that directly render dialogue (i.e. utterance of speaker, and narration) were positioned on the top line during 6.9% of shots. When taking a closer look at the ratios for the bottom green-yellow line an opposite trend was detected. Utterances of speakers appeared most frequently in that area of the screen and were observed for 70.9% of shots in the multimodal transcript. Faces of people appearing on the show were shown there for 4.6% of shots. It is important to note that 18.4% of shots did not feature any of the varieties that were included in the scope of input in the bottom region of the screen. This demonstrates how prevalent telops that directly render dialogue are for this region of the screen.
Heat maps on absolute gaze duration were also examined to further explore the concentration of visual attention on screen. Figure 7.3 shows absolute gaze duration heat maps per participant group that were generated on all analysed video segments combined:

The hotspots are distributed in a similar fashion to those featured in the fixation count heat maps shown in Figure 7.1. Again, the colour red is superimposed on areas of the screen where faces appear. The green-yellow lines appear on approximately the same regions as the fixation count heat maps and overlap with areas of the screen where faces and telops that directly render dialogue are shown. This indicates that participants not only fixated most often on these particular types of input; they also spent most time processing faces of people appearing on the show and telops that directly render dialogue.

Figure 7.3 Absolute gaze duration aggregated onto screen
7.1.2 Observations per analysed video segment

Further to the heat maps on all analysed video segments combined, fixation count and absolute gaze duration heat maps were generated per analysed video segment to check whether different multimodal landscapes affect the concentration of visual attention on the screen. It appeared that the same observations for all analysed video segments combined were made for each analysed video segment. This is shown in Appendix J. Heat maps per analysed video segment. However, there are several observations that are specific to particular multimodal landscapes in the video stimulus. Figure 7.4 demonstrates one of these observations and takes a closer look at Segment 4. It includes the fixation count heat map of Group 2: exchange and a still image that is overlaid with a grid from the separate overview of still images. Hotspots have been recreated in the still image to facilitate a better contextualisation of the hotspots.

![Figure 7.4 Contextualisation of fixation count aggregated onto screen for Segment 4](image)

It was observed that fixation count and absolute gaze duration heat maps for Segment 4 show an extra green-yellow hotspot for the area of the screen where Telop No. 62 appears. This happens during Shot No. 245-249 of the multimodal transcript. This telop is shown on the right in Figure 7.4. The still image illustrates that this particular telop extends into the middle region of the screen leaving a distinct mark on the heat map. Further to this telop, this particular green-yellow hotspot overlaps with faces for 18.8% of shots that are included in Segment 4. There were no other types of input observed in this particular area of the screen in the remaining shots of this video segment. This finding strengthens the assumptions made earlier that faces and telops that directly render dialogue are main points of visual attention for participants in this study.
Another observation was made for the fixation count and absolute gaze duration heat maps that were generated on Segment 3. Of these, the absolute gaze duration heat maps have been included in *Appendix J. Heat maps per analysed video segment*. The fixation count heat maps are included in Figure 7.5.

Similar to the trend observed in Figure 7.4, there appears to be an additional green-yellow line in the same area of the screen for each of these heat maps. This time it runs down the centre connecting the top and bottom green-yellow lines. The separate overview of still images was once again consulted to contextualise this observation. Example still images overlaid with grids and reconstructed hotspots are included in Figure 7.6.

**Figure 7.5 Fixation count aggregated onto screen for Segment 3**
It appears that the hotspot overlaps with kinesic action. More specifically, the hotspot is overlaid on the area of the screen where gesticulation and bodily configuration are shown for the enactment of hypothetical situations for dealing with lightning. As noted previously, bodily configuration is used to a great extent within Segment 3 as opposed to the other two panel discussions. Of those shots allocated to this particular video segment, approximately 42.5% display a combination of bodily configuration and gesticulation in the centre of the screen in accordance with the vertical green-yellow line that was observed in the heat maps of Figure 7.5. Movements include standing, crouching, arm movements to indicate lying on your belly, pointing and gestures to show the direction and movement of electric current. The latter is shown in Figure 7.6. This suggests that kinesic action, a type of input that did not appear as a hotspot in the heat maps for all analysed video segments combined, gathers much visual attention in the video segment in which kinesic action is used extensively.

This demonstrates that gesticulation and bodily configuration comprise two more varieties of input that gather visual attention from participants although to a lesser extent as compared to faces of people appearing on the show and telops that directly render dialogue. The heat maps per analysed video segment also suggest that the multimodal landscape of analysed video segments affects the types of input that participants visually attend to.

### 7.2 Viewer reception of temporal dimension

#### 7.2.1 Meaningful study of gaze paths

It was noted previously that further exploration of the gaze data is needed to cross-check the findings from heat maps. It was argued that heat maps alone cannot provide an accurate
account of the concentration of visual attention considering that they visualise gaze data on static images even though the eye-movements have been recorded on a dynamic video stimulus. It was therefore discerned that the gaze videos needed to be replayed in another round of data exploration to rule out the possibility that types of input other than those identified through the heat maps and multimodal transcript have been fixated on by participants. As noted, the exploration phase of the multimodal transcript resulted in the selection of seven types of input and 23 varieties of input across four forms of expression (Appendix K. Scope of input for analysed video segments). However, not all of these can be focused on simultaneously during the replay of gaze videos. Target varieties were therefore chosen prior to the second round of gaze data exploration. These were selected from the scope of visual forms of expression considering that gaze paths are overlaid on visual input.

Seventeen varieties in the scope of input are communicated through visual forms of expression. It was determined during the multimodal analysis that four of these occurred most frequently and consistently throughout the video material. These are utterances of speakers, themes, titles, and gesticulation. Furthermore, utterances of speakers and narrations were identified as the most salient visual-verbal types of input. The heat maps showed that only five varieties of visual input gather visual attention from participants: faces, utterances of speakers, narrations, gesticulation, and bodily configuration. This suggests that faces are fixated on even when people appearing on the show do not make explicit or exaggerated facial expressions. It appeared that other prevalent varieties of input such as themes and titles do not gather visual attention from participants as the top left and right corners of the static images were not overlaid with colour gradients. In addition, the hotspots do not follow the screen lay-out of shots that feature telops that bridge scene change. This suggests that those visual-verbal types of input that were identified as few in number and static were not visually attended to by participants. However, considering that nameplates generally appear on screen in the region where the bottom green-yellow line is shown in the heat maps it cannot be ruled out that they are not fixated on by participants until a closer look is taken at the gaze replay videos.

The exploration of gaze replay videos is focused on the identification of gaze behaviour for those varieties of input that were identified as main focal points. For the purposes of this study, faces of people appearing on the show, telops that directly render dialogue, and kinesic action were selected as these main focal points. In addition, the possibility of digressions in gaze behaviour to other visual-verbal types of input is kept in mind during
this exploration. This not only helps ascertain whether the main focal points are the only varieties of input that participants fixate on; it also helps determine how participants visually attend to such types of input and whether the presence of aural input can be inferred from participants’ gaze behaviour based on observations for telops that directly render dialogue.

7.2.2 Observations for main focal points
Gaze plots that display participants’ gaze paths use different sizes of dots, numbers and trails to illustrate the duration and order of fixations. It was discussed in Subsection 4.3.3 Procedure for gaze plots that gaze plots included in this thesis have been enhanced with white circles and arrows to make such gaze point sequences more distinct. This thesis recognises that tendencies in gaze behaviour vary within and between recordings. Gaze plots in this section therefore represent eye-movements that the researcher considered to be recurrent within the data set regardless of the participant group or analysed video segment. Figure 7.7 demonstrates four accumulated gaze plots that showcase participants’ gaze behaviour during instances when faces and telops that directly render dialogue are visible on screen. These examples include faces of people appearing on the show and faces in drawings.
The gaze paths of P42, P43 and JP06 start with a fixation that lands on one of the faces that are visible on screen. The first fixation of the gaze path of P41 is on the telop that directly renders dialogue. The white arrows in the accumulated gaze plots illustrate that gaze paths of JLLs and Japanese speakers go back and forth between faces and telops that directly render dialogue. As shown in Figure 7.7, this was observed for both utterances of speakers and narration telops. In addition, such continuous jumps in the gaze paths were observed for all kinds of faces that make their appearance in the analysed video segments. These include faces of speakers, faces of other people appearing on the show, and those faces that are depicted in drawings. This means that visual attention directed to faces is not exclusive to those of speakers that correspond to the telops that directly render dialogue. None of the other types of input that are visible on the screen (i.e. set, and telops that facilitate comprehension) are fixated on in these examples.

Another observation was made in relation to narration telops. These are the telops that introduce the overarching questions at the start of each panel discussion as shown in the accumulated gaze plots of P43 and JP06. It appeared that participants’ gaze paths follow...
the appearance of text units in accordance with the progression of the corresponding narrations. This means that participants matched their reading speed with the speed at which the narrator utters the narrations. This type of gaze behaviour has not been observed for any of the other visual-verbal types of input. Figure 7.8 displays four more accumulated gaze plots in which participants’ gaze paths tend to focus on faces of people appearing on the show when telops that directly render dialogue are not featured on screen.

![Gaze plots](image)

**Figure 7.8 Gaze behaviour for faces and kinesic action**

The first fixation for each of these depicted gaze paths is on the set. The white arrows illustrate that participants’ gaze paths thereafter go directly to the face that is visible on screen or starts a search for faces in long shots. Moreover, the gaze path of P14 goes straight for the speaker and his kinesic action after the shot change. This suggests that faces are visually attended to even in shots that feature faces in areas of the screen other than where the red hotspot had appeared in the fixation count and absolute gaze duration heat maps. Again, none of the other types of input are fixated on in these examples.

It is important to note that the gaze path of P29 demonstrates the same kind of gaze behaviour as was observed in Figure 7.7. Although not visible in the accumulated gaze plot
included in Figure 7.8, directly after the depicted still image a telop that directly renders dialogue pops up onto screen. As soon as it appears on screen the gaze path of P29 initiates the continuous shift between the face of the expert guest and the telop. This observation strengthens the assumption made earlier that this back-and-forth movement of gaze paths is less established with visual-verbal types of input other than those that directly render dialogue.

7.2.3 Observations for other types of visual input

Nonetheless, this does not mean that gaze paths are never directed towards other types of visual input on the screen. Figure 7.9 demonstrates four accumulated gaze plots in which participants’ gaze behaviour is shown for types of input other than those that comprise the main focal points.

**Figure 7.9 Gaze behaviour for telops that facilitate comprehension and nameplates**

The gaze paths of P38 and P09 start with the fixations visible on the title and theme. The first fixations for the gaze paths of P36 and P03, on the other hand, are on the set. The white arrows show that their gaze paths move between faces and telops that directly render dialogue while other types of telop and nameplates are also visually attended to. The gaze
paths of P38 and P09 illustrate that participants intermittently glance at the title, themes and speaker identifications. Such gaze behaviour has also been observed for nameplates and katakana characters displayed in the set. The theme in the accumulated gaze plot of P09 is accompanied with a sound effect; this may have instigated P09 to look at this particular telop that facilitates comprehension. The gaze plots of P36 and P03, on the other hand, demonstrate that participants at times fixate more and longer on such visual-verbal types of input which may suggest a more conscious attempt at understanding the contents. It is important to note that the gesticulation visible in the accumulated gaze plot of P36 was not visually attended to at all. This was not unusual gaze behaviour.

This suggests that gesticulation alone does not gather much visual attention from participants as opposed to the combination of gesticulation and bodily configuration as observed in Figure 7.8. In addition, it appears that faces of people appearing on the show and telops that directly render dialogue are indeed visually attended to the most by all participants. However, some visual attention was paid to types of input other than the identified main focal points.

7.3 Distribution of visual attention

7.3.1 Fixation count for analysed video segments

Figure 7.10 shows the total number of fixations per participant group on faces, telops that directly render dialogue, and other types of input for all analysed video segments combined.
The counts and ratios shown in Figure 7.10 illustrate that faces and telops that directly render dialogue are indeed visually attended to the most with a combined proportion of approximately 80% for each participant group. The ratios are in respective group order 80.6%, 78.3%, 82.8%, and 78.2%. This means that for each participant group approximately 20% of fixations accumulated over the duration of the analysed video segments landed on text in background (i.e. nameplates), telops that facilitate comprehension (i.e. themes, titles, and speaker identifications), telops that bridge scene change (i.e. screens filled with text), imagery (i.e. drawings), and kinesic action (i.e. gesticulation, and bodily configuration).

When taking a closer look at the proportions of fixation counts directed at faces and telops that directly render dialogue it appears that the ratios are rather similar for the three learner groups. Overall, the proportions of fixation counts that landed on telops that directly render dialogue are approximately 40% for each of these participant groups. It appears that the proportions of visual attention directed at faces is also approximately 40% for each learner group. Nonetheless, it is suggested in Figure 7.10 that participants in Group 1: pre-exchange fixate more often on faces as opposed to subjects in Groups 2-3. The latter show a tendency to look more at telops that directly render dialogue. Furthermore, JLLs in Group 3: post-exchange directed their visual attention most often at telops that directly render dialogue as opposed to the other two learner groups.

Figure 7.10 Fixation count on types of input

The counts and ratios shown in Figure 7.10 illustrate that faces and telops that directly render dialogue are indeed visually attended to the most with a combined proportion of approximately 80% for each participant group. The ratios are in respective group order 80.6%, 78.3%, 82.8%, and 78.2%. This means that for each participant group approximately 20% of fixations accumulated over the duration of the analysed video segments landed on text in background (i.e. nameplates), telops that facilitate comprehension (i.e. themes, titles, and speaker identifications), telops that bridge scene change (i.e. screens filled with text), imagery (i.e. drawings), and kinesic action (i.e. gesticulation, and bodily configuration).
The Japanese speakers in the Reference group have a stronger tendency to look at faces. For this particular participant group, approximately twice as many fixations were counted in the area of the screen where faces appear than the region of the screen where telops that directly render dialogue are showed. Figure 7.10 also demonstrates that the proportion for telops that directly render dialogue is similar to the ratio for other types of input. This suggests that, whereas the visual attention of JLLs was more evenly distributed between faces and telops that directly render dialogue, such an even distribution was detected between telops that directly render dialogue and other types of input for the Reference group. However, for JLLs this even distribution is between the types of input that they visually attended to the most. For participants in the Reference group this even distribution was between the types of input that they fixated on the least.

The proportions in Figure 7.10 thus suggest an upward trend in participants’ visual attention on telops that directly render dialogue from Group 1: pre-exchange to Group 3: post-exchange. This could mean that the more linguistic skills a JLL acquires in Japanese the more they rely on such input. Nonetheless, the participant group with the highest proficiency level in this study, i.e. Japanese speakers, relied much less on telops as compared to the JLLs in Group 3: post-exchange. Moreover, they exhibited viewing behaviour that is similar to that of participants in Group 1: pre-exchange as both participant groups fixated on faces of people appearing on the show the most. This thesis proposes several reasons for their focus on faces. It could be that JLLs in Group 1: pre-exchange found telops too difficult and visually searched for other clues in the video material to support their understanding of the programme contents, which translated into fewer attempts at reading telops. It can be argued that participants in the Reference group, on the other hand, did not need telops for their understanding of the analysed video segments due to the semiotically redundant nature of such intralingual text. Furthermore, participants in the Reference group may have needed fewer fixations on telops to grasp their linguistic contents considering they are native speakers of the Japanese language.

Figure 7.11 gives an overview of the total number of fixations per participant group that were counted for each type of resemblance for all analysed video segments combined.
As shown in Figure 7.11, less distinct trends can be detected when sorting the data on telops that directly render dialogue according to types of resemblance. It appears that subjects in all four participant groups fixated most on telops in Type 1: identical, and Type 4: recast. Only the Reference group showed a tendency to focus more on telops in Type 2: other instead of telops in Type 1: identical. As noted in Table 5.1 Scheme for types of resemblance, these types are far removed from each other in their degree of resemblance to the corresponding dialogue. Participants in Group 1: pre-exchange and the Reference group fixated the least on telops in Type 3: omission. The type of resemblance visually

Figure 7.11 Fixation count on types of resemblance
attended to the least by JLLs in Groups 2-3 is Type 2: other. Overall, it appears that the ratios are relatively evenly distributed between types of resemblance.

When adding the proportions of telops that show high levels of resemblance to the dialogue (Types 1-2) and those telops that showcase lower levels of resemblance to the utterances of speakers and narrations (Types 3-5) it appears that more fixations are counted for the latter. The proportions for these three types combined in respective group order are 56.6%, 59.6%, 60.3%, and 53.9%. This illustrates that telops with lower degrees of resemblance to the dialogue not only occur more frequently in the video material; they also gather more visual attention from all participant groups.

### 7.3.2 Total fixation duration for analysed video segments

Figure 7.12 demonstrates the total duration of fixations in seconds per participant group on faces, telops that directly render dialogue, and other types of input for all analysed video segments combined.

![Figure 7.12 Total fixation duration on types of input](image)

The counts and ratios illustrate that faces of people appearing on the show and telops that directly render dialogue are fixated on the longest. Again, the proportions for faces and telops that directly render dialogue combined amount to approximately 80% for each participant group. The ratios are in respective group order 81.7%, 80%, 81.7%, and 78.9%.
This not only means that for each participant group approximately 20% of fixation counts is directed at other types of input; approximately 20% of the total viewing time for the analysed video segments was spent looking at text in background (i.e. nameplates), telops that facilitate comprehension (i.e. themes, titles, and speaker identifications), telops that bridge scene change (i.e. screens filled with text), imagery (i.e. drawings), and kinesic action (i.e. gesticulation, and bodily configuration).

The ratios in Figure 7.12 show an upward trend in the time that subjects spend fixating on telops that directly render dialogue from Group 1: pre-exchange to Group 3: post-exchange, which strengthens the assumption that JLLs make more attempts at understanding their linguistic contents when they have a better command of the Japanese language. As opposed to the findings on fixation count in Figure 7.10, it appears that JLLs in the three learner groups fixate the longest on faces of people appearing on the show with approximately 50% of the overall time spent looking at the analysed video segments allocated to this particular type of input. In addition, it appears that visual attention is less evenly distributed between faces and telops as compared to Figure 7.10. The gap between the proportions for these two types of input narrows when moving from Group 1: pre-exchange to Group 3: post-exchange with the latter showing a more even distribution between faces and telops that directly render dialogue. JLLs in Group 1: pre-exchange show the strongest tendency to focus on faces. It is important to note that faces, categorised as a visual-nonverbal form of expression in the scope of input, can be considered as the source of audio-verbal stimuli in the video material. Further to telops, it could be that visual information from faces supports JLLs’ understanding of the dialogue.

Japanese speakers also fixated longest on faces of people appearing on the show. Figure 7.12 shows that the time spent looking at faces is approximately twice as long as the viewing time for telops that directly render dialogue. As noted, native Japanese speakers can grasp the information from telops through audio-verbal stimuli. This could explain why they fixate longer on nonverbal input such as faces, and to a lesser extent other types of input, as compared to learners. While it was observed that the proportions for faces of people appearing on the show and telops that directly render dialogue are less evenly distributed for JLLs in the learner groups, it appears that the proportions for telops that directly render dialogue and other types of input are more evenly distributed for Japanese speakers in the Reference group. Again, this even distribution is between the types of input
that Japanese speakers spent little time fixating on. This coincides with the observations on the distribution of fixation counts.

Figure 7.13 gives an overview of the total duration of fixations in seconds per participant group on each type of resemblance for all analysed video segments combined.

![Figure 7.13 Total fixation duration on types of resemblance](image)

Again, less distinct trends can be detected when sorting the data on telops that directly render dialogue according to types of resemblance. It appears that proportions of time spent looking at telops that directly render dialogue are evenly distributed between the five types of resemblance. The two types of resemblance that are fixated on the longest differ
per participant group. Group 1: pre-exchange shows the longest fixation durations for telops in Types 1-2. Groups 2-3 have the highest proportions for telops in Type 1: identical and Type 4: recast, and the Reference group has the longest fixation durations for telops in Type 2: other and Type 4: recast. It was observed that variation also exists between participant groups for the types of resemblance that show the shortest fixation durations. This is Type 3: omission for Group 1: pre-exchange, Type 2: other for Groups 2-3, and Type 5: incongruous for the Reference group.

It appears that telops in types of resemblance that are less similar to the dialogue (Types 3-5) are fixated on longer as opposed to telops that have higher degrees of resemblance to the corresponding audio-verbal input (Types 1-2). Proportions of the total viewing time spent looking at telops with lower degrees of resemblance are in respective group order 54.8%, 57.9%, 59.8%, and 54.4%. These proportions demonstrate that telops in Types 3-5 not only gather the most visual attention when it comes to fixation counts; it is also evidenced in the total fixation durations.

### 7.4 Summary and discussion

Table 7.1 includes a joint display of gaze data findings per participant group for all analysed video segments combined. It includes a summary of the results from heat maps, gaze plots, and bar charts on the scope of visual types of input.

**Table 7.1 Joint display of findings on gaze behaviour**

<table>
<thead>
<tr>
<th>Type of input</th>
<th>Type of data</th>
<th>Group 1: pre-exchange</th>
<th>Group 2: exchange</th>
<th>Group 3: post-exchange</th>
<th>Reference group</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Faces</strong></td>
<td>Heat map</td>
<td>Hotspot</td>
<td>Hotspot</td>
<td>Hotspot</td>
<td>Hotspot</td>
</tr>
<tr>
<td></td>
<td>Gaze plot</td>
<td>Main focal point</td>
<td>Main focal point</td>
<td>Main focal point</td>
<td>Main focal point</td>
</tr>
<tr>
<td></td>
<td>Bar chart</td>
<td>42.9% counts</td>
<td>37.3% counts</td>
<td>39.4% counts</td>
<td>52.9% counts</td>
</tr>
<tr>
<td></td>
<td></td>
<td>52.0% duration</td>
<td>45.4% duration</td>
<td>46.1% duration</td>
<td>54.3% duration</td>
</tr>
<tr>
<td><strong>Telops that directly render dialogue</strong></td>
<td>Heat map</td>
<td>Hotspot</td>
<td>Hotspot</td>
<td>Hotspot</td>
<td>Hotspot</td>
</tr>
<tr>
<td></td>
<td>Gaze plot</td>
<td>Main focal point</td>
<td>Main focal point</td>
<td>Main focal point</td>
<td>Main focal point</td>
</tr>
<tr>
<td></td>
<td>Bar chart</td>
<td>37.7% counts</td>
<td>41.0% counts</td>
<td>43.4% counts</td>
<td>25.3% counts</td>
</tr>
<tr>
<td></td>
<td></td>
<td>29.7% duration</td>
<td>34.6% duration</td>
<td>35.6% duration</td>
<td>24.6% duration</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Majority to lower degrees of resemblance</td>
<td>Majority to lower degrees of resemblance</td>
<td>Majority to lower degrees of resemblance</td>
<td></td>
</tr>
<tr>
<td><strong>Other</strong></td>
<td>Heat map</td>
<td>1 hotspot*</td>
<td>1 hotspot*</td>
<td>1 hotspot*</td>
<td>1 hotspot*</td>
</tr>
<tr>
<td></td>
<td>Gaze plot</td>
<td>1 focal point</td>
<td>1 focal point</td>
<td>1 focal point</td>
<td>1 focal point</td>
</tr>
<tr>
<td></td>
<td>Bar chart</td>
<td>19.4% counts</td>
<td>21.7% counts</td>
<td>17.2% counts</td>
<td>21.8% counts</td>
</tr>
<tr>
<td></td>
<td></td>
<td>18.3% duration</td>
<td>20.0% duration</td>
<td>18.3% duration</td>
<td>21.1% duration</td>
</tr>
</tbody>
</table>

*Only visible in fixation count and absolute gaze duration heat maps for Segment 3 of the video stimulus.*

As shown in Table 7.1, all three types of data suggest that faces of people appearing on the show and telops that directly render dialogue are the types of input in the video material.
that gather the most visual attention from each participant group. Such types of input not only appear in areas of the screen that are overlaid with red and green-yellow hotspots in the heat maps; participants’ visual attention is often drawn to faces and this particular type of telop in the gaze replay videos. Participants’ gaze paths constantly switch between telops that directly render dialogue and faces, and show a tendency to fixate on faces when utterances of speakers are not displayed on the screen. It was shown in the previous chapter that JLLs found the telop design helpful for identifying speakers appearing on the show. Data extracts in which this was explained are included in Subtheme 1.2.1: speakers. These open-ended responses provide a possible explanation for the continuous shifts in participants’ gaze paths between faces of people appearing on the show and telops that directly render dialogue as it could indicate a consistent effort from participants in linking speakers to corresponding utterances.

Another possible explanation for such gaze behaviour can be found in the established literature. Stickler and Shi (2015, p. 72) also identified a regular alternation between social and content types of input in gaze paths of their participants. Their study focused on Chinese language learners who participated in a reading task and an interactive task during online Chinese tutorials. The continuous shift in visual attention between social and content types of input was observed in relation to the interactive task. For their data analysis they defined content areas of the screen as those regions that include language teaching content while social areas referred to those regions that displayed information on other participants (Stickler and Shi, 2015, p. 67; Stickler and Shi, 2017, p. 169). The participants clarified in subsequent stimulated recall interviews that they felt the need to see the names of other participants and to know who is speaking (Stickler and Shi, 2015, p. 72; Stickler and Shi, 2017, p. 169). While the current study does not focus on a synchronous communicative situation it could be that the focus on faces and the frequent jumps in gaze paths between faces of people appearing on the show and telops that directly render dialogue indicate a similar need to see speakers of corresponding utterances.

Furthermore, the established literature on speech perception provides another possible explanation for participants’ focus on faces in AV contexts. The effects of facial clues on audiovisual speech perception has been a topic of particular discussion ever since McGurk and MacDonald introduced the McGurk effect in 1976 (MacDonald, 2018). They published a paper in that year that focused on a multisensory illusion that occurs when users are presented with a voice and face that articulate incongruent consonants (Tiippana,
2014, p. 1; MacDonald, 2018). Under such circumstances users perceive consonants other than those being articulated, which has come to be known as the McGurk effect (Tiippana, 2014, p. 1). Their study showed that speech perception is based on both aural information and facial clues (MacDonald, 2018, p. 16). Recent research on audiovisual speech perception has maintained this claim and argue that facial clues from the eyes and mouth play an important role in speech segmentation (Lusk and Mitchel, 2016) and human development (Irwin, Brancazio and Volpe, 2017). Considering that the eye-tracker device used for the experiment sessions had a relatively low sampling frequency, it was not possible to distinguish between visual attention directed towards the eyes and mouths of people appearing on the show. Nonetheless, JLLs’ focus on faces could indicate that they integrate facial clues into their speech perception.

As shown in Table 7.1, the fixation-data suggests that subjects in each participant group direct approximately 80% of fixations and time spent looking at the analysed video segments towards the main focal points. JLLs in Group 1: pre-exchange and Japanese speakers in the Reference group show higher proportions of fixation counts and total fixation duration for faces. JLLs in Groups 2-3 look more often at telops that directly render dialogue, but fixate longer on faces. The empirical analysis of the gaze data also shows that less clear-cut results could be generated on types of resemblance. Even though JLLs in Groups 1-2 appear to fixate more often and longer on telops in Type 1: identical, proportions for other types of resemblance and participant groups are more evenly distributed. Nonetheless, as illustrated in Table 7.1, the results demonstrate that all four participant groups look more often and longer at telops in Types 3-5. These include telops that directly render dialogue with lower degrees of resemblance to corresponding utterances of speakers and narrations.

The results from fixation-data on types of input correspond to observations of O’Hagan and Sasamoto (2016). Their study focused on visual attention of native Japanese speakers while watching an excerpt of an authentic Japanese variety show. They used three AOIs to generate fixation-data on the whole screen, and two regions in which telops and faces are featured (2016, p. 47). Their findings demonstrated that Japanese speakers’ gaze paths mostly ignored telops that directly render dialogue and that the area of the screen in which faces are featured gathered the most visual attention, at least in the case of fixation counts (2016, p. 47). The observation that faces of people appearing on the show are a main focal point for native Japanese speakers was made for the current study as well. The results on
total fixation duration in Table 7.1, however, differ from the findings of Stickler and Shi (2015, p. 68). Their study showed that percentages of the total fixation duration was highest for the content region followed by social and technical areas of the screen. As shown in Table 7.1, the total fixation duration for all participant groups in this study was highest for faces of people appearing on the show.

Table 7.1 also demonstrates that subjects in each participant group direct approximately 20% of fixations and time spent looking at the analysed video segments to the eight varieties included in the other types of input. None of these are overlaid with red or green-yellow hotspots in the heatmaps on all analysed video segments combined. Visual attentional shifts to such varieties of input are minimal in the gaze replay videos. Nonetheless, the area of the screen where kinesic action appears is overlaid with a green-yellow hotspot in the heat maps for Segment 3. Furthermore, participants’ gaze paths showed a tendency to fixate on the combination of gesticulation and bodily configuration.

One of the participants explained during the debriefing why little visual attention was directed towards telops other than those that directly render dialogue. This explanation is included in one of the data extracts that was discarded during the thematic analysis. P44 did not make a conscious effort to look at telops that facilitate comprehension (i.e. titles and themes) as they did not change much:

**Group 3: post-exchange, P44**

P44 did not really look at the telops in the top left and right corners as P44 said they did not change (much).

*Field notes, ll. 5-7*

This could mean that the contents and the dynamic nature of types of input, as observed in Subsection 5.4.2 Temporal dimension for analysed video segments, play an important role in the distribution of participants’ visual attention. It was argued that telops that facilitate comprehension or bridge scene change are less informative of the narrative as compared to telops that directly render dialogue considering that they repeat information. Furthermore, they are less salient as they do not include add-on text units and are accompanied with less special effects. The dynamic nature of kinesic action and its supportive role to the narrative could explain why much visual attention was directed towards the combination of gesticulation and bodily configuration.
7.5 Conclusion

This chapter illustrated that JLLs’ visual attention was directed at faces of people appearing on the show and telops that directly render dialogue the most. This observation was recurrent for each of the eye-tracking data analyses. The extent to which JLLs visually attended to these types of input varied per participant group. It appeared that participants in Group 1: pre-exchange in particular had a higher count of fixations on faces of people appearing on the show than telops that directly render dialogue. It was also suggested that JLLs in each of the three participant groups fixated longest on faces of people appearing on the show when taking a closer look at the total duration of these fixations. Although clear trends were identified for the types of input, the same was not achieved for the types of resemblance that further categorise the telops that directly render dialogue.

It was discussed that those visual-verbal types of input that were identified as less prevalent in the multimodal analysis gathered less visual attention from participants. It was suggested that the lay-out of the video stimulus may indeed be an important factor in participants’ viewer experience. It was also argued that JLLs’ perceptions were mirrored in their gaze behaviour as telops that directly render dialogue and nonverbal clues such as faces and, to a lesser extent, bodily configuration gathered the most visual attention. However, the extent to which typography influences JLLs’ visual attention could not be determined.

This chapter also linked the empirical findings to the established literature. These were made in relation to social and content regions of the screen on the one hand, and low-level and high-level factors in the video material on the other hand. It was not only suggested that social and content areas of the screen gathered the most visual attention; it was also discussed that high-level factors may have been more influential in participants’ gaze behaviour than low-level factors.

The following chapter concludes this thesis. It brings together everything that has been discussed so far, reflects on the problem space and this study, and closes with directions for further research.
8. CONCLUSIONS

This thesis presented an interdisciplinary study of JLLs’ perceptions of an authentic Japanese variety show. It was discussed in Chapter 1 and Chapter 2 that this research project not only developed from areas of research that focus on the use of authentic materials for FL learning purposes, FL learners’ online learning behaviour while using learning materials, and users’ viewer experience and viewer reception of moving images. It also evolved from studies that had already been completed as part of the overarching ICE project, and the established literature on telops and Japanese variety shows.

This thesis situated itself at the crossroads of these fields of study by taking a closer look at the appropriateness of authentic Japanese variety shows to JLLs at different stages of their Japanese language study. This research focus followed from my personal interest as a learner of the Japanese language, and studies on materials development that claim authentic materials can cater for FL learners at any stage when used appropriately (Danan, 2004, pp. 74-75; Gilmore, 2007; Gilmore, 2011; Tomlinson, 2012). This study had two objectives. It aimed to provide insights into the appropriateness of Japanese variety shows to JLT, on the one hand, and exploratory mixed-methods approaches to perception studies on the other. It was suggested in Chapter 1 and Chapter 2 that multimodality is a recurring concept in the research context of this study and that the application of an eye-tracking method would make for a valuable contribution to the established literature. This study therefore adopted a research design that combines multimodal analysis with an experimental task. It was described in Chapter 3 and Chapter 4 that this research design consisted of three main stages. These stages not only involved a protocol for empirical data collection; they also comprised procedures for complementary analyses of the video material, detailed in Chapter 5, and the empirical data, detailed in Chapter 6 and Chapter 7.

This chapter brings the findings from this research project together. It first answers the three research questions based on the observations from Chapter 6 and Chapter 7. It then discusses the implications of this study for the didactic use of authentic AV materials that feature intralingual text, the analysis of FL learners’ visual attention while watching such materials, the application of an eye-tracking method to Applied Linguistics research, and the use of multimodal analysis to further explore the relationship between moving images, viewer experience, and viewer reception.
8.1 Research questions answered

8.1.1 Question 1

The first research question of this study focused on JLLs’ perceptions of the video stimulus used for the experimental task. As described in Subsection 3.1.2 Methodological approach of this study, data was gathered on subjects’ multimodal perception to gain a better understanding of JLLs’ thoughts on the video material and its multimodal landscape. This concept was addressed during the first stage of the empirical data analysis. Findings from Chapter 6 were interpreted in order to answer the following question:

RQ1 What are Japanese language learners’ perceptions and attitudes towards authentic Japanese variety shows?

Findings from closed-ended and open-ended data items of questionnaires, a comprehension test, and field notes demonstrated that JLLs felt predominantly positive towards the video material and that a vast majority of JLLs think that Japanese television programmes can be used for language learning purposes. This positive attitude was observed for all three learner groups which suggests that language proficiency does not play a role in the perceived usefulness of authentic Japanese variety shows to learning the Japanese language.

According to JLLs, the video material included a communicative situation that is funny and light-hearted, on the one hand, and fast-paced and flamboyant on the other. They anticipated positive learning outcomes from watching authentic Japanese variety shows despite the challenges JLLs in Groups 1-2 experienced as a result of the fast-paced and flamboyant nature of the video stimulus. A number of data extracts in each learner group demonstrated that JLLs expect that exposure to natural and “real” language use, as included in the video stimulus, could help them grow accustomed to the sound of the language and gain familiarity with fast-paced and accented versions of Japanese, and cultural aspects of Japan. In other words, the majority of JLLs who participated in this study found authentic Japanese variety shows fun to watch and helpful to raising their Japanese language awareness.

8.1.2 Question 2

The second research question focused on the second central concept of this study: visual attention. The second stage of the empirical data analysis dealt with this particular concept
in order to cross-check findings on JLLs’ perceptions with actual gaze behaviour. Findings from Chapter 7 were interpreted in order to answer the following question:

**RQ2** To what extent does eye-tracking data allow us to interrogate and further examine those perceptions?

The gaze data of this study facilitated further analysis of participants’ multimodal perception of visual types of input. These included types of input that were reported as both helpful and unhelpful to understanding the video material. According to JLLs, telops, imagery and kinesic action supported a better understanding of the programme contents. These perceptions corresponded to observations from heat maps, gaze replay videos and fixation-data. Telops and kinesic action in particular were visually attended to by JLLs in each learner group. More specifically, JLLs’ visual attention was mostly directed towards telops that directly render dialogue and faces of people appearing on the show. It was shown that JLLs in Group 1: pre-exchange had a stronger tendency to fixate on faces as compared to the other two learner groups. This, as well, seemed to correspond to JLLs’ perceptions as learners from this particular participant group experienced more difficulties with the fast-paced and flamboyant nature of the video material.

According to JLLs, one more type of input was helpful to understanding the video material. This fourth type of input comprised the only audio-verbal form of expression included in the analysed video segments: dialogue. Even though participants’ focus on faces could have indicated that they direct their visual attention towards the source of the dialogue, it proved to be difficult to further interrogate this perception through gaze data analyses. Observations from gaze replay videos and fixation-data on types of resemblance did not generate clear-cut results regarding JLLs’ viewer reception of spoken utterances and narrations. Furthermore, it was demonstrated in the thematic map that telop design played an important role in JLLs’ perceptions of the multimodal landscape of the video material. However, considering that telops and telop design overlap in the video stimulus, it was not possible to determine participants’ gaze behaviour for these types of input separately.

**8.1.3 Question 3**
The third research question of this study followed from the empirical data findings and focused on the interpretation of QUAL and quan results in order to formulate suggestions
as to how authentic Japanese variety shows can complement Japanese language learning. The question that guided the interpretation of the empirical data was formulated as follows:

RQ3 What principles can be derived for the use of authentic Japanese variety shows in the Japanese language classroom?

The empirical data findings demonstrated that the video material allowed for JLLs in all three learner groups to perceive the programme contents in a way that makes sense to them. The multimodal landscape of the authentic Japanese variety show comprised a number of types of input that were accessible to all learners. This was evidenced by JLLs’ perceptions of the telop design. The format and affective aspects of the television programme were understood by each learner group and none of the participants reported to be overwhelmed by the programme contents. This suggests that authentic Japanese variety shows can be used by JLLs at any stage of their Japanese language study.

Nonetheless, it was also observed that the multimodal landscape included types of input that were mostly picked up by more advanced learners. This was, for example, illustrated by JLLs’ understanding of the (linguistic) programme contents of the video material. Furthermore, participants in Groups 1-2 reported difficulties with the fast-paced and flamboyant nature of the video stimulus, which showed up as a stronger tendency to fixate on faces, rather than telops that directly render dialogue, in the gaze data of JLLs in Group 1: pre-exchange. This suggests that JLLs in Group 3: post-exchange may benefit the most from exposure to authentic Japanese variety shows as compared to the other two learner groups.

Nevertheless, this thesis maintains that authentic Japanese variety shows can supplement Japanese language learning at any stage. This thesis derived three principles with which such materials can be used in the Japanese language classroom across academic years:

1. Careful selection of video material
2. Variation in learning goals
3. Variation in learning tasks

This study demonstrated that the choice of video material had an impact on JLLs’ understanding of the programme contents. Participants who took part in the pilot
experiment sessions watched an excerpt of a talk-show in which the communicative situation made little use of visual-nonverbal input. Answers to comprehension questions suggested that the video material was too difficult for JLLs. A different excerpt was therefore used for the video stimulus of the main experiment sessions. It included more visual-nonverbal types of input (i.e. drawings and different types of kinesic action) which resulted in a better understanding of the programme contents by JLLs in each learner group. JLLs who participated in the main study also indicated that telop design, imagery and kinesic action helped them understand the video stimulus. This suggests that the presence of visual-nonverbal input is important when integrating authentic Japanese variety shows into the Japanese language classroom; at least in the case of JLLs with lower or beginner proficiency levels in Japanese. Furthermore, participants described the video stimulus as funny and light-hearted. They also seemed to be actively engaged in trying to understand the programme contents. This suggests that the leisure-oriented nature of the video material is not problematic for the integration of authentic Japanese variety shows into the Japanese language classroom.

The potential positive learning outcomes that JLLs in this study anticipated from watching authentic Japanese variety shows did not require a full understanding of the video material. They mostly related to improvements in linguistic skills that are difficult to trace such as raising Japanese language awareness. This thesis recognises that traceable gains in linguistic skills are not a prerequisite for use of authentic Japanese variety shows in class, and suggests that learning goals, which do not focus on such traceable gains in linguistic skills should also be considered when integrating authentic Japanese variety shows into the language classroom.

This study demonstrated that the formulation of comprehension questions affected the extent to which participants could showcase their understanding of the programme contents. Comprehension questions of the pilot study were relatively broad and contained mostly questions that tested memory. The comprehension test of the main study, on the other hand, referred to specific instances in the video segments. This format seemed to work well for JLLs in Group 3: post-exchange. However, questionnaires with partly correct or incorrect answers and blank responses were more frequent for JLLs in Groups 1-2. This suggests that different learning tasks should be used for learners with lower or beginner proficiency levels in Japanese.
8.2 Problem space revisited

8.2.1 Contributions of this study

The impact of this study is twofold. Firstly, this thesis provided teachers of the Japanese language insights into the appropriateness of authentic Japanese variety shows to JLLs at different stages of their Japanese language study. It generated findings that support the claim from research on materials development that authentic materials can cater for FL learners at any stage. This thesis showed that this has in large part to do with the multimodal nature of FL learning. It evidenced that the highly contextualised nature of authentic Japanese variety shows enables JLLs to avail of both linguistic and non-linguistic input for their understanding of such materials, and to pick up on information that fits their abilities. This thesis therefore suggests that authentic Japanese variety shows can be used by JLLs at any stage provided that they are used in combination with learning goals and tasks that are suited to the capabilities of language learners.

Secondly, this thesis provided researchers insights into the appropriateness of mixed-methods approaches to perception studies. It demonstrated that the mixed-methods approach of this study was appropriate for the chosen research topic. It was argued in Chapter 1 and Chapter 2 that the viewer experience and viewer reception of authentic Japanese variety shows had not yet been researched in relation to JLLs. It was therefore opted to base this study on an exploratory MMR design that is led by the research questions. This thesis demonstrated that such a research design not only allows for analytical steps to be informed by observations from the data sets; it also facilitates analyses of the multimodal nature of the video material and empirical data from different angles. Furthermore, it was shown that the overall qualitative approach enhanced the otherwise quantitative use of eye-tracking technology. The four analytical phases of data familiarisation, data exploration, data analysis, and data interpretation aided the extraction of data sets from the collated empirical data, the identification of potential trends in and between data sets, the preparation of data sets for analysis, and the triangulation of findings. The mixing of methods in each stage of the research design reinforced the robustness of this study in five ways:

1. The multimodal transcript contextualised observations from the empirical data
2. The multimodal transcript informed the proper placement of dynamic AOIs
3. The empirical data contextualised the multimodal landscape
4. The empirical data provided further insights into other empirical data sets
5. Data transformation further refined observations from data sets

The multimodal transcript contextualised findings from the empirical data sets on two occasions. First, it allowed for observations on participants’ perceptions of types of input to be compared with the multimodal landscape. This showed that some of the links that JLLs thought existed between the telop design and other types of input were not identified in the multimodal transcript (e.g. the relationship between typography and the importance of information contained in telops). Second, the still images in the multimodal transcript helped with the identification of types of input in the hotspots of heat maps.

Furthermore, the multimodal transcript included necessary information for the creation and duplication of identical sets of dynamic AOIs across the four tests. The still images informed the correct placement and number of AOIs for the extraction of fixation-data on faces and telops that directly render dialogue. The information included on the telop design also helped establish proper alignment of AOIs with telops that directly render dialogue. Keyframes were determined based on these observations in order to make sure that dynamic AOIs (de)activate in accordance with the screen time of such telops.

Conversely, it can also be argued that the empirical data contextualised the findings from the multimodal transcript. It was argued that the scope of input comprised seven types and 23 varieties of input which were expected to be useful to JLLs’ understanding of the programme contents. However, it was not possible to determine which of these participants would find helpful or would visually attend to without the empirical data. The data visualisation tools were useful for this in three ways. First, heat maps showed where visual attention was concentrated on the screen. Second, hotspots in the heat maps narrowed down the scope of visual types of input to those that gathered the most visual attention. This demonstrated that visual types of input with high rates of occurrence were not necessarily associated with high levels of visual attention. Third, gaze replay videos further contextualised the findings from the multimodal transcript and provided conclusive evidence for the definition of AOI groups.

The analyses of the empirical data also demonstrated how data sets can complement one another with insights into multimodal perception and visual attention. This was evidenced on three occasions. First, the thematic analysis provided insights into participants’ perceptions of the telop design. Gaze behaviour for telop design could not be determined
within the scope of this study which made the observations from open-ended data items very useful. These open-ended responses and observations from field notes provided evidence against the initial assumption that mostly high-level factors such as users’ goals, expectations or previous knowledge (Holsanova, 2014, p. 289) would play an important role in participants’ viewer experience and viewer reception. Second, gaze replay videos supplemented heat maps with observations on participants’ gaze behaviour for types of input identified in hotspots on static images. Third, the fixation-data provided numerical results on the distribution of visual attention per participant group which could not have been achieved with heat maps alone.

Data in this study has been transformed on two occasions. Data transformation happens when qualitative data is converted into quantitative data or vice versa (Johnson, 2018). For the purposes of this study, data from the multimodal transcript was transformed into rates of occurrence and counts. These included number of text units and number of add-on text units for visual-verbal types of input. Such numerical data gave insights into the spatial and temporal dimensions of the video material, and helped summarise the findings from the multimodal transcription. The second time data was transformed in this study happened during the thematic analysis. The prevalence of (sub)themes was calculated over the textual data included in the thematic map. While this was useful for determining to what extent (sub)themes are mentioned for each participant group, only the contents of data extracts could give details on how (sub)themes are discussed by participants. The narrative showed that high prevalence of (sub)themes was not necessarily accompanied with experienced difficulties from participants. This demonstrated that counts or the “size” of (sub)themes alone do not determine how a thematic map should be interpreted (Braun and Clarke, 2006, pp. 82-83).

Further to the insights gained on the appropriateness of this study’s mixed-methods approach, this research made four additional contributions that carry implications for methodological choices in perception studies. First, this thesis presented how the confines of a single telop can be identified within a multimodal transcript. While clear definitions of telops exist in the established literature it proved to be difficult to uncover how researchers determine the number of telops in their studies. The exploration of the multimodal nature of the video material showed that telops comprise many facets (e.g. text units, linguistic contents, and stylistic effects). Depending on the research objectives, it can be argued that each of these facets can be used for the definition of a telop. This thesis opted to seek out
multimodal units within the shots of the multimodal transcript and to combine text units to form telops.

Second, this study built further on established taxonomies and typologies of telops, and frameworks for multimodal transcription. This thesis detailed the procedures that were used to tailor these frameworks to the chosen video material. Considering that differences exist in the composition of Japanese television programmes and that the appearance of new usages and designs is characteristic of the development of telops, it is expected that these procedures will be useful to further research on Japanese television. Furthermore, it is anticipated that the multimodal transcription framework used in this thesis will be helpful to further research that focuses on the interrelationships between types of input in AV texts or the multimodal nature of FL learning.

Third, observations from the gaze data of this study suggest that the multimodal landscape of a video stimulus may indeed influence participants’ gaze behaviour. It was shown that rates of occurrence of types of input and counts of text units for visual-verbal types of input can give insights into these matters. This thesis therefore agrees with the recommendations made by Spinner, Gass and Behney (2013) and argues that further studies should report on the lay-out of a test and consider the potential influence it may have on gaze data findings.

Fourth, this study took an alternative approach to the use of AOIs. Generally speaking, studies that employ eye-tracking technology often make use of static AOIs. It was demonstrated in this thesis that the use of dynamic AOIs for a video stimulus containing linear dynamic stimuli ensured that the extraction of fixation-data happened only on those types of input that are represented by the AOIs.

8.2.2 Limitations of this study
Despite the careful consideration given to procedures for experiment conduct and empirical data analysis, several limitations of this study were determined during self-reflexive phases of this research. These limitations concern two stages of the research design in particular; the protocol for empirical data collection (i.e. Stage 2), and the selection of participants and empirical data analysis (i.e. Stage 3). The insights gained into these matters constitute some additional considerations for further research on the analysis of FL learners’ visual attention while watching authentic AV materials that feature
intralingual text, and the application of an eye-tracking method to examine FL learners’ visual attention.

Three limitations were identified in relation to Stage 2 of this study’s research design. These involve the script for the experiment sessions and the comprehension test included in the post-task questionnaire. First, it has proved to be difficult to explain the calibration in the exact same way for each participant; especially when subjects ask questions during the calibration process. As noted previously, the script was included in the protocol to ensure that participants were exposed to the same amount of information during each experiment session. Although the information included in the script was explained to all subjects, this means that they were not addressed with the exact same words.

Second, a question regarding any eye conditions was not included in the protocol for empirical data collection. It has been argued that this study focuses on a general impression of participants’ gaze behaviour and that some leeway in the level of precision and accuracy in the gaze data quality was therefore justified. Generally speaking, eye conditions were only discussed with participants in cases where the calibration was unsatisfactory at the first attempt. This means that eye conditions were not discussed with all JLLs and Japanese speakers. A full record of eye conditions was therefore not available in this study and could not be linked to the quality of the gaze data.

Third, the answers to one of the questions in the comprehension test (i.e. postI Q11) had not been formulated in such a way that only one answer can be considered as correct. This particular question asks for the reason behind a panellist’s facial expression as shown in Figure 1 in the comprehension test (Appendix E. Post-task questionnaire). The correct answer is the third box in which it is explained that facial expressions reveal someone’s true feelings despite what (s)he is saying. However, in hindsight it appeared that one of the other answers could also be considered as correct although it provides an incomplete answer as compared to the third box. This is the first box in which it is argued that the panellist makes fun of the expert guest. This means that this particular question may have caused confusion among participants when filling out the post-task questionnaire.

Four more limitations were detected for Stage 3 in the research design of this study. These not only relate to the selection of participants; they also involve three of the four analytical

---

29 This question is included as postI Q10 for Japanese speakers.
phases of the empirical data analysis. First, missing responses or information were not included in the criteria for participant selection. It has been argued that the participant groups in this thesis are thought to comprise cohorts of JLLs at roughly the same stage of their Japanese language study due to individual differences between learners. However, for three JLLs a less clear picture could be uncovered of their experience with learning Japanese and their linguistic abilities in the Japanese language. Two participants in Group 1: pre-exchange were study abroad students, and one participant in Group 2: exchange had not filled out the pre-task questionnaire. This made it difficult to ascertain whether the enrolment of these study abroad students in the third academic year of their home university had carried serious implications for the coherence of Group 1: pre-exchange. Further to this, the missing responses of the JLL in Group 2: exchange has made the inclusion of this particular participant debatable as it cannot be maintained with certainty that this subject spent the same amount of time on exchange in Japan as compared to the other JLLs in the same participant group.

Second, while reviewing the questionnaire responses it appeared that some of the questions may have been misinterpreted by JLLs. This suspicion is based on responses to two questions in particular. One of these questions is post2 Q7. It asks participants how many hours on average per week they watch Japanese television programmes. This particular question instructs respondents to skip several questions on Japanese television programmes (i.e. post2 Q8-12) in cases where subjects do not watch any Japanese television. It was observed that several JLLs who had responded with “I do not watch Japanese TV programmes” did not continue answering from post2 Q13; rather, they also filled out the questions they were instructed to skip. Although such responses may be the result of a misunderstanding, these answers could also indicate that JLLs wanted to demonstrate that they watch Japanese television occasionally instead of weekly or that they wished to explain what they would do if they were to watch Japanese television programmes. Nonetheless, responses to post2 Q8-12 from participants who had indicated not to watch Japanese television programmes were excluded from the data analysis.

The second question is post2 Q18, which includes the semantic differential scales. For some participants a discrepancy was observed between responses to several statements, and answers to other questions included in the questionnaire and observations from field

30 This question is included as post2 Q1 for Japanese speakers.
31 These questions are included as post2 Q2-6 for Japanese speakers.
32 This question is included as post2 Q7 for Japanese speakers.
notes. As noted previously, the particular question that includes semantic differential scales was designed in such a way that both ends of the scales feature opposite statements. These positive and negative statements appeared at both ends of the scales in order to establish a neutral and unbiased formulation of the question. At times it appeared that some of the statements were treated as Likert scales and that the numbers were thought to represent the extent to which someone can (dis)agree (i.e. strongly agree, agree, neutral, disagree, and strongly disagree) with a statement without noticing the opposite statement mentioned at the other end of the scale. While potential misinterpretations cannot be ruled out entirely when conducting questionnaires, misinterpretations of semantic differential scales can perhaps be mitigated through the inclusion of an example scale in the question.

Third, two limitations were observed in relation to the field notes that were collated for the purposes of this study. For some participants the field notes include comments on times when loud noises could be heard outside of the experiment room. However, it was not possible to link these back to the timeline of the recordings as the starting times of recordings have not been included in the field notes. It was therefore opted to consult the user cam instead to try work out, where possible, whether such noises accompany visual attentional shifts in participants’ gaze paths. In addition, the debriefings during which the field notes have been generated were not (semi-)structured. This means that questions were not asked on a pre-established set of topics or scenes in the video stimulus and that field notes therefore dealt with diverging concepts on different scenes in the video material.

Fourth, two limitations were detected in the empirical analysis of the gaze data. The first one of these relates to the gaze replay videos. Considering that gaze behaviour and tendencies in visual attention vary within and between portions of recordings, the results presented in the accumulated gaze plots in this thesis comprise recurrent movements in gaze paths encountered throughout the analysed video segments and across participant groups. These form an impressionistic account and a systematic analysis between participant groups in a CAQDAS could not be conducted within the scope of this thesis due to time constraints.

The second limitation is concerned with the size of the user-defined dynamic AOIs. Whereas the size of AOIs in this study was appropriate for the extraction of fixation-data on types of input, it was discerned that the size may have played a part in the lack of clear-cut findings on types of resemblance. More specifically, AOIs may have been too big for
the analysis of types of resemblance. Considering that telops stretch over a certain time frame and can consist of more than one text unit, types of resemblance in this study were determined based on the overall degree of resemblance observed for all text units of a telop combined. However, it is possible that individual text units show different degrees of resemblance to corresponding utterances as opposed to the one assigned to the telop such text units are affiliated with. This means that the definition of types of resemblance and the choice of user-defined AOIs may not have been appropriate for the study of degrees of resemblance between telops that directly render dialogue and corresponding utterances of speakers and narrations.

Furthermore, it was very time-consuming to create the set of guidelines on the AOI properties, and to generate the 136 dynamic AOIs and eight AOI groups. It also appeared that, even though the AOI groups defined in this study were appropriate for the generation of AOI group summary data per participant group, the design of AOI group analyses complicated the extraction of fixation-data on individual dynamic AOIs and raw data per participant. The use of dynamic AOIs and AOI groups therefore needs to be considered carefully for any further studies that require extraction of such fixation-data.

Whereas these limitations can be considered as areas for improvement when replicating this study, the limitations that were detected for Stage 3 of the research design also suggest several directions for further research. Such directions relate to the use of methods that can offset the identified weaknesses of questionnaires, field notes, and gaze replay videos. This brings us back to those methods that were recommended in the established literature on SCMC but could not be applied in the scope of this thesis due to time and financial constraints: stimulated recall interviews, and interpretative analysis of gaze replay videos.

### 8.3 Directions for further research

The limitations of questionnaires and field notes can be minimised when using stimulated recall interviews, which allow for further exploration of observations made before, during or after an experimental task. They can be structured according to questions that are prepared in advance of the empirical data collection when the research focus is on target scenes or stimuli in a test. They can also be based on questions that arise during an experimental task. Such stimulated recall interviews are most effectively done in an experiment set-up that utilises two screens; one screen to record the eye-movements of participants and a secondary screen to monitor participants’ eye-movements in real time in
preparation of the stimulated recall interviews (O’Rourke et al., 2016, p. 295). Alternatively, researchers can opt to watch a participant’s gaze replay video with the participant and ask questions that come to mind while replaying the recording (Smith, 2012, p. 61; Stickler and Shi, 2015, p. 61; Stickler and Shi, 2017, p. 167). This method therefore reduces room for misinterpretations of questions and allows for observations to be linked directly to the relevant scenes or stimuli in a test as it is based on the interaction between prompts in the gaze replay video, the participant, and the researcher. Furthermore, the various applications of stimulated recall interviews demonstrate that such a method can be incorporated into many types of MMR design and can elicit more in-depth thought processes as compared to questionnaire responses and field notes.

This thesis suggests three directions for further research on JLLs’ viewer experience and viewer reception of authentic Japanese variety shows that apply to the use of stimulated recall interviews. First, a deeper understanding is needed of the role of telop design in learners’ understanding of such video materials. Participants in this study described the usefulness of low-level factors such as colour and font in open-ended data items. However, it proved to be difficult to further explore this finding in the empirical analysis of the gaze data as telops and telop design are not visually separated in the video stimulus. Distinction between visual attention directed towards telops, on the one hand, and telop design on the other is therefore not possible based on eye-tracking data alone. Stimulated recall interviews during which participants are asked questions regarding the three components (i.e. typography, display rate, and movement) and six varieties (i.e. expansion, background colour, punctuation, special effect, picture, and other) of telop design can provide insights into these matters. They can also shed light on the parallels that were found between SDH and telops that directly render dialogue, and the roles of high-level and low-level factors in JLLs’ viewer experience.

Second, a deeper understanding needs to be gained of the relationship between JLLs’ visual attentional shifts, telops that directly render dialogue, and the audio track. Even though this thesis did not generate clear-cut results on types of resemblance, observations on narration telops from gaze replay videos suggest that there might be a link between the degrees of resemblance of telops that directly render dialogue to corresponding utterances of speakers and narrations, and participants’ visual attention. Stimulated recall interviews that give participants the opportunity to reflect on their gaze behaviour in relation to such
similarities can expand our knowledge on speech-monitoring practices and the appropriateness of telops for the Japanese language classroom.

Third, ways in which different scopes of input or multimodal landscapes affect JLLs’ viewer experience and viewer reception need further investigation. It was argued in this thesis that the three analysed video segments in the video stimulus differ in their multimodal structure. This was discussed in relation to the high rates of occurrence of bodily configuration in Segment 3 in particular. Observations from fixation count and absolute gaze duration heat maps suggest that this difference in multimodal landscapes affects the concentration of visual attention on the screen. However, it was not possible to further analyse this finding within the scope of this thesis. Stimulated recall interviews that include questions regarding JLLs’ perceptions of different multimodal landscapes can give further insights into the appropriateness of particular combinations of types of input to learners at different stages of their Japanese language study.

The established literature proposes several experiment set-ups that facilitate the incorporation of stimulated recall interviews into a research project. The Tobii X2-60 eye-tracking device that was used for the purposes of this study can be set up in two different ways that allow for a researcher to monitor a participant’s gaze path on a secondary screen while recording (Tobii AB, 2014a, p. 22). Furthermore, Tobii Studio includes a feature called Retrospective Think Aloud (RTA) with which stimulated recall interviews can be recorded (Tobii AB, 2014b, pp. 40-41). Alternatively, audio and screen capture software such as Camtasia (Smith, 2012, p. 60) or mounted cameras (Stickler and Shi, 2015, p. 60; Stickler and Shi, 2017, p. 166) can also be used to record stimulated recall interviews.

The latter two of these directions for further research can also be investigated from another perspective through the use of interpretative analysis of gaze replay videos. O’Rourke (2008, p. 246; 2012, p. 319) argues that such interpretational analysis of gaze paths can give valuable insights into FL learner’s online learning behaviour that cannot be derived from other data sets. While O’Rourke makes this claim in relation to SCMC, it can be argued that interpretative analysis of gaze paths can, for example, give indications of vision-sound matching practices which either confirm or debunk the observations on JLLs’ gaze behaviour for narration telops. It can also expand our knowledge on the ways in which JLLs integrate forms of expression in authentic Japanese variety shows into their viewer reception. O’Rourke (2012, p. 318) argues that interpretive analysis needs to be
rigorous and consistent in its definition and application of operational definitions (i.e. codes) in order to minimise the subjective nature of this method. However, it appears that this method is faced with many challenges as there are no established operational definitions on gaze behaviour available to researchers (2012, pp. 335-336). Further research on methodology is therefore recommended for this particular field of study.

This thesis suggests the use of CAQDAS in order to facilitate a more systematic analysis of gaze paths that can offset the beforementioned limitation of gaze replay video analysis (Flewitt et al., 2014, p. 49). While nowadays a vast array of software packages exist with which qualitative data analysis can be conducted, the choice of CAQDAS depends on several factors such as the research question and the type of data that needs to be analysed (Bassett, 2011). The established literature on SCMC recommends the use of ELAN33 (O’Rourke et al., 2016, p. 295). Another option is MAXQDA.34 This is a software package that is designed for qualitative and mixed-methods research specifically and includes a feature with which video files can be coded.35 It is important to consider the appropriateness of a CAQDAS in relation to the types of analysis a particular software package allows and the objectives of a study; the choice of software package is therefore not limited to these suggestions. Considering the complexity of interview data, this thesis also recommends the use of CAQDAS for the analysis of data obtained through the beforementioned stimulated recall interviews.

Whereas these suggested pathways provide methods for improving the current study, it should be noted that it is important to examine several issues when building on this research. First, application of multimodal transcription and eye-tracking analysis should be carefully planned as they both comprise labour-intensive and time-consuming procedures. Moreover, the latter involves a steep learning curve and possibly limited access to the costly hardware and software (Stickler, Smith and Shi, 2016, p. 182). It has therefore been suggested that the necessity of eye-tracking technology to answering research questions should be carefully considered before commencing a research project (2016, p. 180). Second, the inclusion of a Reference group comprising native Japanese speakers to study JLL’s perceptions should be reviewed. Whereas the Japanese speakers in this study functioned as a point of reference, exclusion of such a participant group when focussing on

33 ELAN is available at: https://tla.mpi.nl/tools/tla-tools/elan/.
34 MAXQDA is available at: https://www.maxqda.com/.
35 For more information, please see MAXQDA (2019).
learners of the Japanese language could be considered for further studies on the research topic.

While these directions for further research are related to the limitations of this study and directed specifically towards research on JLLs’ viewer experience and viewer reception of authentic Japanese variety shows, this thesis suggests some additional directions which can help put the findings of this study into context. Now that it has been established that authentic Japanese variety shows provide a low-anxiety setting with programme contents that is useful to learners at different stages of their Japanese language study it is imperative that a closer look is taken at how such materials can be integrated into the Japanese language classroom. This involves the development of appropriate learning goals and tasks (Gilmore, 2007; Tomlinson, 2012), and effective learner strategies (Danan, 2004).

The findings of this study showed that more advanced JLLs in Group 3: post-exchange developed a good understanding of the video material and that they performed well in answering the comprehension questions. Learners in Groups 1-2, on the other hand, were able to pick up on fewer aspects of the analysed video segments as they experienced some difficulties with the programme contents. It was therefore suggested that learning goals, which do not focus on traceable gains in linguistic skills should be considered as learning outcomes when integrating authentic Japanese variety shows into language classes, and that different learning tasks should be developed for JLLs at beginner level. These suggestions were not only grounded in feedback from participants; they were also based on observations with regard to the types of input that learners understood during experiment sessions. This thesis proposes that, based on these findings, learning goals for JLLs at beginner level should be more focused on raising awareness of the Japanese language and culture while learning goals for more advanced JLLs should be centred on the characteristics and contents of authentic Japanese language use. Furthermore, this thesis argues that tasks regarding aspects that JLLs in Groups 1-2 were able to pick up on form good alternatives to the type of questions included in the comprehension test. This implies awareness-raising exercises on the format and affective aspects of authentic Japanese variety shows, and the interactions between people appearing on them.

It was discussed in the literature review that research has maintained that a strong element of manipulation underlies the use of telops and that such text is employed to guide users’ interpretation processes (O’Hagan, 2010; Sasamoto, 2014). Furthermore, it was argued that
telops are seen as a safety net by younger Japanese users. Telops not only help such users with their understanding of the programme contents; they also facilitate viewing habits of users who do several activities at the same time (Shitara, 2008; Shitara, 2009). These claims suggest that telop designs influence how viewers watch Japanese television. Whereas previous studies on intralingual text have tested FL learners’ performance with different text designs (Montero Perez, Peters and Desmet, 2013: Montero Perez, Peters and Desmet, 2015), this thesis proposes development of learner strategies without affecting the authenticity of the materials. It is suggested here that effective learner strategies should be achieved through longitudinal research in which JLLs get ample opportunities to develop such strategies by means of exposure to authentic Japanese television programmes. To this end, viewing habits of native Japanese speakers could inform strategies of more advanced JLLs considering that they have developed effective viewing habits that allow them to do other activities while watching Japanese television.

Nonetheless, this thesis recognises that access to authentic AV materials in a FL is not limited to the language classroom; especially now that the number of streaming services with in-built subtitling features is on the rise. Before commencing this research project the established literature had already called for research on autonomous language learning and longitudinal studies on the pedagogical use of intralingual text (Danan, 2004; Vanderplank, 2015; Vanderplank, 2016, p. 243). These pathways for further research are still relevant to this day.

It is hoped that this thesis has sparked interest in areas of research that deal with the use of authentic AV materials with intralingual text for FL learning, FL learners’ online learning behaviour while using such materials, and the role of multimodality in viewer experience and viewer reception of moving images. It is also hoped that this thesis has inspired researchers to investigate these areas of research in relation to authentic Japanese variety shows whether through replication of this study, exploration of the suggested directions for further research or reconsideration of the effects of intralingual text on learners albeit in the context of telop. Such studies on the multimodal nature of FL learning make for valuable contributions to FL learning practices and better equip FL learners and teachers in the technology-rich and globalised world we live in today.
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Appendix A. Pre-task questionnaire

Appendix A.1 English version

Appendix A.1.1 Japanese language learners at Dublin City University

<table>
<thead>
<tr>
<th>General information</th>
</tr>
</thead>
<tbody>
<tr>
<td>Please answer the following questions and tick the box(es) that apply to you the most.</td>
</tr>
</tbody>
</table>

Q1. What is the name of your studies at Dublin City University?

Q2. Which academic year are you enrolled in?

- [ ] BA degree - 1st year
- [ ] MA degree - 1st year
- [ ] BA degree - 2nd year
- [ ] MA degree - 2nd year
- [ ] BA degree - 4th year
- [ ] Other (specify):

Q3. Have you been to Japan?

- [ ] Yes
- [ ] No (please go to Q5)

Q4. For how long and for what purpose were you in Japan?

Q5. Did you study the Japanese language before entering university?

- [ ] Yes
- [ ] No (please go to Q7)

Q6. For what purpose or how did you study the Japanese language before entering university? (more than one answer possible)

- [ ] During my transition year
- [ ] I did a summer course in Japanese
- [ ] I did self-study
- [ ] I went to Japanese language school
- [ ] Through Japanese relatives
- [ ] Other (specify):

Q7. Is English your mother tongue?

- [ ] Yes
- [ ] No (specify):

Q8. Do you have experience with learning other foreign languages besides Japanese?

- [ ] Yes
- [ ] No (please go to Q10)

Q9. What other foreign languages would these be? (more than one answer possible)

- [ ] French
- [ ] Italian
- [ ] German
- [ ] Chinese
- [ ] Spanish
- [ ] Other (specify):

Q10. How would you rank a. your reading comprehension and b. your listening comprehension in Japanese?

<table>
<thead>
<tr>
<th>Q10a. (reading comprehension)</th>
<th>Q10b. (listening comprehension)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excellent</td>
<td>Excellent</td>
</tr>
<tr>
<td>Very good</td>
<td>Very good</td>
</tr>
<tr>
<td>Good</td>
<td>Good</td>
</tr>
<tr>
<td>Reasonable</td>
<td>Reasonable</td>
</tr>
<tr>
<td>Poor</td>
<td>Poor</td>
</tr>
</tbody>
</table>

Q11. Have you done a Japanese language proficiency test (e.g. J-CAT, JLPT) before?

- [ ] Yes
- [ ] No (please go to Q13)

Q12. What was the name of that Japanese language proficiency test and what was your score? (more than one answer possible if you have done multiple tests)

Q13. Do you use the Japanese language outside of class?

- [ ] Yes
- [ ] No
Q14. How do you practice kanji outside of class? (more than one answer possible)

- Flashcards
- Repetitive writing
- I read texts in Japanese
- I do not study kanji outside of class
- Kanji apps and/or games
- Memorisation programmes (e.g. Anki)
- Memorisation programmes
- Other (specify): 

Q15. How would you rank a. your reading comprehension and b. your listening comprehension in your mother tongue?

<table>
<thead>
<tr>
<th>Q15a. (reading comprehension)</th>
<th>Q15b. (listening comprehension)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excellent</td>
<td></td>
</tr>
<tr>
<td>Very good</td>
<td></td>
</tr>
<tr>
<td>Good</td>
<td></td>
</tr>
<tr>
<td>Reasonable</td>
<td></td>
</tr>
<tr>
<td>Poor</td>
<td></td>
</tr>
</tbody>
</table>

Q16. Do you wear contacts or glasses?

- Yes
- No

Q17. Age

- 18 years old
- 19 years old
- 20 years old
- 21 years old
- 22 years old
- Other (specify):

Q18. Gender

- Female
- Male
- Prefer not to say

That was the final question of the questionnaire. Thank you for your cooperation!

Appendix A.1.2 Japanese language learners on exchange in Japan

General information
Please answer the following questions and tick the box(es) that apply to you the most.

Q1. What is the name of your studies at Dublin City University?

Q2. What is the name of the Japanese university you are currently studying at?

Q3. Have you been to Japan before going on your exchange year?

- Yes
- No (please go to Q5)

Q4. For how long and for what purpose were you in Japan before going on exchange?

Q5. Did you study the Japanese language before entering university?

- Yes
- No (please go to Q7)

Q6. For what purpose or how did you study the Japanese language before entering university? (more than one answer possible)

- During my transition year
- For my leaving cert
- I did self-study
- Through Japanese relatives
- I did a summer course in Japanese
- I went to Japanese language school
- Other (specify):

Q7. Is English your mother tongue?

- Yes
- No (specify):

Q8. Do you have experience with learning other foreign languages besides Japanese?

- Yes
- No (please go to Q10)
Q9. What other foreign languages would these be? (more than one answer possible)

- French
- German
- Spanish
- Italian
- Chinese
- Other (specify):

Q10. How would you rank a. your reading comprehension and b. your listening comprehension in Japanese?

<table>
<thead>
<tr>
<th></th>
<th>Q10a. (reading comprehension)</th>
<th>Q10b. (listening comprehension)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excellent</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>Very good</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>Good</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>Reasonable</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>Poor</td>
<td>☐</td>
<td>☐</td>
</tr>
</tbody>
</table>

Q11. Have you done a Japanese language proficiency test (e.g. J-CAT, JLPT) before?
- Yes
- No (please go to Q13)

Q12. What was the name of that Japanese language proficiency test and what was your score? (more than one answer possible if you have done multiple tests)

Q13. How do you practice kanji outside of class? (more than one answer possible)

- Flashcards
- Kanji apps and/or games
- Repetitive writing
- Memorisation programmes (e.g. Anki)
- I read texts in Japanese
- I do not practice kanji outside of class
- Other (specify):

Q14. How would you rank a. your reading comprehension and b. your listening comprehension in your mother tongue?

<table>
<thead>
<tr>
<th></th>
<th>Q14a. (reading comprehension)</th>
<th>Q14b. (listening comprehension)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excellent</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>Very good</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>Good</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>Reasonable</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>Poor</td>
<td>☐</td>
<td>☐</td>
</tr>
</tbody>
</table>

Q15. Do you wear contacts or glasses?
- Yes
- No

Q16. Age

- 18 years old
- 19 years old
- 20 years old
- 21 years old
- 22 years old
- Other (specify):

Q17. Gender

- Female
- Male
- Prefer not to say

That was the final question of the questionnaire.

Thank you for your cooperation!

Appendix A.2 Japanese version

個人情報
質問に答え、最も当てはまる箇所に X をつけてください。

質問1. 大学名は何ですか。

質問2. 所属（学部・学科名）は何ですか。
<table>
<thead>
<tr>
<th>質問3. 何年生ですか。</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>学士課程 - 1年</td>
<td>学士課程 - 1年</td>
<td></td>
</tr>
<tr>
<td>学士課程 - 2年</td>
<td>学士課程 - 2年</td>
<td></td>
</tr>
<tr>
<td>学士課程 - 3年</td>
<td>学士課程 - 3年</td>
<td></td>
</tr>
<tr>
<td>学士課程 - 4年</td>
<td>学士課程 - 4年</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>質問4. 母国語は日本語ですか。</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>はい</td>
<td></td>
<td></td>
</tr>
<tr>
<td>いいえ</td>
<td></td>
<td>(母国語は)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>質問5. 外国語を勉強することがありますか。</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>はい</td>
<td></td>
<td></td>
</tr>
<tr>
<td>いいえ</td>
<td></td>
<td>(質問7に進んでください)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>質問6. 勉強したことがある外国語はどれですか？(複数の回答が可能)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>英語</td>
<td>スペイン語</td>
<td></td>
</tr>
<tr>
<td>ドイツ語</td>
<td>中国語</td>
<td></td>
</tr>
<tr>
<td>フランス語</td>
<td>その他</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>質問7a. 自分の母国語読解力をどう評価しますか。</th>
<th>質問7a. (読解力)</th>
<th>質問7b. (聴解力)</th>
</tr>
</thead>
<tbody>
<tr>
<td>完璧</td>
<td></td>
<td></td>
</tr>
<tr>
<td>とても良い</td>
<td></td>
<td></td>
</tr>
<tr>
<td>良い</td>
<td></td>
<td></td>
</tr>
<tr>
<td>まあまあ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>良くない</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>質問8. めがね、または、コンタクト・レンズを着用していますか。</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>はい</td>
<td></td>
<td></td>
</tr>
<tr>
<td>いいえ</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>質問9. 年齢</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>18歳</td>
<td>21歳</td>
<td></td>
</tr>
<tr>
<td>19歳</td>
<td>22歳</td>
<td></td>
</tr>
<tr>
<td>20歳</td>
<td>その他</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>質問10. 性別</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>女性</td>
<td>男性</td>
<td>無回答</td>
</tr>
</tbody>
</table>

これで以上です。
ご協力ありがとうございます！
Appendix B. Plain language statement

Appendix B.1 English version

I. Introduction to the Research Study
Reception of Japanese variety shows: A comparative study of multimodal media comprehension between native speakers and language learners of Japanese

Principal investigator: Eline Sikkema (eline.sikkema2@mail.dcu.ie)
School of Applied Language and Intercultural Studies (SALIS)

Supervisors: Dr Ryoko Sasamoto (ryoko.sasamoto@dcu.ie)
Dr Minako O’Hagan (minako.ohagan@dcu.ie)
School of Applied Language and Intercultural Studies (SALIS)

II. Details of what involvement in the Research Study will require
For this Research Study, participants will be asked to attend one session that should last no more than 1 hour. Before starting the experiment, the participant will read the Plain Language Statement and sign the Informed Consent Form. During the experiment the participant will look at a short video via an eye-tracker and fill in a questionnaire afterwards regarding some general information about the participant, the video and its contents.

III. Potential risks to participants from involvement in the Research Study (if greater than that encountered in everyday life)
There are no risks to participants from involvement in the Research Study.

IV. Benefits (direct or indirect) to participants from involvement in the Research Study
− The participants’ involvement will contribute to the research field as little work has been done on this topic to date.
− The results of this Research Study may in particular prove to be beneficial to language learners of Japanese.

V. Advice as to arrangements to be made to protect confidentiality of data, including that confidentiality of information provided is subject to legal limitations
The anonymity of the participants will be protected at all times. Participants will be given an identifier such as “Participant A” and no link will ever be made to their real identity. The data collated will be used only by Eline Sikkema, Dr Ryoko Sasamoto and Dr Minako O’Hagan and will not be given to anybody else.

VI. Advice as to whether or not data is to be destroyed after a minimum period
The data will be stored in a secure location only at DCU. The data will be destroyed within five years of its acquisition.

VII. Statement that involvement in the Research Study is voluntary
Involvement in this study is voluntary. You may withdraw from the Research Study at any point. There will be no penalty for withdrawing before all stages of the
Research Study have been completed. Involvement/non-involvement in this study will not affect your relationship with DCU and/or the university you are currently affiliated with in any way.

VIII. Any other relevant information
If participants have concerns about this study and wish to contact an independent person, please contact:

The Secretary, Dublin City University Research Ethics Committee, c/o Research and Innovation Support, Dublin City University, Dublin 9. Tel 01-7008000

Appendix B.2 Japanese version

I. 本研究プロジェクト名
日本バラエティ番組の受容：日本語母語話者と日本語学習者による視聴内容の理解の比較研究

研究責任者：エリーネ・シッケマ (eline.sikkema2@mail.dcu.ie)
School of Applied Language and Intercultural Studies (SALIS)

指導教官：笹本涼子博士 (ryoko.sasamoto@dcu.ie)
オヘイガン統子博士 (minako.ohagan@dcu.ie)
School of Applied Language and Intercultural Studies (SALIS)

II. 参加者の方に求められること
本研究プロジェクトの参加者の方に求められる内容は以下の通りです：
実験は約1時間ほどで終了します。実験を始める前に、参加者は「実験概要」を読み、
「告知に基づく合意」にサインします。実験中、眼球運動の測定のため、参加者はビデオ
を短時間見ることになります。ビデオを見終えた後、参加者ご本人、そしてビデオおよび
その内容に関するアンケートに記入していただきます。

III. 参加者の方への日常の範囲を超えたリスクの有無
本実験では、日常の範囲を超えたリスクはありません。

IV. 参加者の方への利点（直接的・間接的）
- 本実験の参加によって新たな研究分野へ貢献することになります。
- 本実験の結果は、特に日本語学習者にとって有益であると想定されます。

V. 法的制限内におけるデータ守秘・保存等の説明
参加者の個人情報は常に守秘されます。各個人からのデータはすべて匿名扱いとし、「参加者 A」のように表記され、個人の特定に使われることはありません。回答結果はプロジェクトメンバー（エリーネ・シッケマ、笹本涼子博士、オヘイガン統子博士）のみによっ
て使用され、他の人に提供されることはありません。

VI. データ保管期間
本実験結果はダブリン・シティ大学内内で厳重に保管され、5年以内に破棄されます。

VII. 任意参加
本実験への参加は強制ではなく、個人の意思でいずれの時点でも任意に参加を取り止める
ことができます。参加取り止めに対するなんらの罰則もありません。また、本実験への参
加の有無により、参加者と参加者の所属大学との関係がなんらの影響も受けることはありません。

VIII. その他
不明な点がある場合には下記までご連絡ください:

The Secretary, Dublin City University Research Ethics Committee, c/o Research and Innovation Support, Dublin City University, Dublin 9. Tel 01-7008000
Appendix C. Informed consent form

Appendix C.1 English version

I. Research Study Title
Reception of Japanese variety shows: A comparative study of multimodal media comprehension between native speakers and language learners of Japanese

Principal investigator: Eline Sikkema (eline.sikkema2@mail.dcu.ie)
School of Applied Language and Intercultural Studies (SALIS)

Supervisors: Dr Ryoko Sasamoto (ryoko.sasamoto@dcu.ie)
Dr Minako O’Hagan (minako.ohagan@dcu.ie)
School of Applied Language and Intercultural Studies (SALIS)

II. Clarification of the purpose of the research
The purpose of the research is to gain insights into the viewing behaviour of native speakers and language learners of Japanese while watching a Japanese variety show.

III. Confirmation of particular requirements as highlighted in the Plain Language Statement
I will be asked to attend one session that should last no more than 1 hour. Before starting the experiment, I will first read the Plain Language Statement and sign the Informed Consent Form. During the experiment I will look at a short video via an eye-tracker and fill in a questionnaire afterwards regarding some general information about myself, the video and its contents.

Participant – please complete the following (Circle Yes or No for each question)
I have read the Plain Language Statement (or had it read to me) Yes/No
I understand the information provided Yes/No
I have had an opportunity to ask questions and discuss this study Yes/No
I have received satisfactory answers to all my questions Yes/No

IV. Confirmation that involvement in the Research Study is voluntary
Involvement in this Research Study is voluntary. I may withdraw from the Research Study at any point. There will be no penalty for withdrawing before all stages of the Research Study have been completed. Involvement/non-involvement in this study will not affect my relationship with DCU and/or the university I am currently affiliated with in any way.

V. Advice as to arrangements to be made to protect confidentiality of data, including that confidentiality of information provided is subject to legal limitations
My anonymity will be protected at all times. I will be given an identifier such as “Participant A” and no link will ever be made to my real identity. The data collated will be used only by Eline Sikkema, Dr Ryoko Sasamoto and Dr Minako O’Hagan and will not be given to anybody else.
VI. Any other relevant information
If participants have concerns about this study and wish to contact an independent person, please contact:

The Secretary, Dublin City University Research Ethics Committee, c/o Research and Innovation Support, Dublin City University, Dublin 9. Tel 01-7008000

VII. Signature:
I have read and understood the information in this form. My questions and concerns have been answered by the researchers, and I have a copy of this consent form. Therefore, I consent to take part in this research project

Participants Signature: ____________________________

Name in Block Capitals: ____________________________

Witness: ____________________________

Date: ____________________________

Appendix C.2 Japanese version

I. 本研究プロジェクト名
日本バラエティ番組の受容：日本語母語話者と日本語学習者による視聴内容の理解の比較研究

研究責任者： エリーネ・シッケマ (eline.sikkema2@mail.dcu.ie)
School of Applied Language and Intercultural Studies (SALIS)

指導教官： 笹本涼子博士 (ryoko.sasamoto@dcu.ie)
オヘイガン統子博士 (minako.ohagan@dcu.ie)
School of Applied Language and Intercultural Studies (SALIS)

II. 本研究プロジェクトの目的
本研究プロジェクトの目的は日本語母語話者と日本語学習者による日本バラエティ番組の視聴の傾向を分析することです。

III. 「実験概要」で示された参加者の方の役割
約1時間ほどのセッションに参加します。実験を始める前に、「実験概要」を読み、「告知に基づく合意」にサインします。実験中、眼球運動の測定のため、ビデオを短時間見ます。ビデオを見終えた後、私自身、そしてビデオおよびその内容に関するアンケートに記入します。

参加者の方へ。次の質問に答えてください（適切なほうに丸を付けてください）

「実験概要」を読みました はい/いいえ
内容を理解しました はい/いいえ
実験内容について質問したり話し合う機会がありました はい/いいえ
質問に対して満足な説明がなされませんでした はい/いいえ
IV. 任意参加
本実験への参加は強制ではなく、自分の意思でいずれの時点でも任意に参加を取り止めることができます。参加取り止めに対するなんらの罰則もありません。また、本実験への参加の有無により、私と私の所属大学との関係がなんらの影響も受けることはありません。

V. 法的制限内におけるデータ守秘・保存等の説明
私の個人情報は常に守秘されます。各個人からのデータはすべて匿名扱いとし、自分のデータは「参加者 A」のように表記され、私個人の特定に使われることはありません。回答結果はプロジェクトメンバー（エリーネ・シッケマ、篠本涼子博士、オヘイガン統子博士）のみによって使用され、その他の人に提供されることはありません。

VI. その他
不明な点がある場合には下記までご連絡ください:

The Secretary, Dublin City University Research Ethics Committee, c/o Research and Innovation Support, Dublin City University, Dublin 9. Tel 01-7008000

VII. サイン:
本書を読み、内容を理解しました。質問や疑問に対してすべて満足のいく説明が行われ、本書のコピーも受け取りました。したがって、この実験への参加に合意します。

参加者 サイン：__________________________

参加者 氏名（活字体）：______________________________

立会人：____________________________________

年月日：____________________________________
Appendix D. Script for main experiment sessions

Appendix D.1 English version

An eye-tracker is a tool that tracks and records eye-movements through the use of infrared light. It does this while a participant watches something or does an activity. In this way, an eye-tracker can show a researcher afterwards where a participant has looked at. However, before an eye-tracker can do this accurately it first needs to get used to a participant’s eyes. This happens through the so-called calibration process. If we were to skip this calibration process we might run the risk of collecting data that has a low accuracy rate, risking the validity of the results.

An eye-tracker’s calibration process requires for a participant to follow an orange ball that is displayed on the screen. The participant does this by only moving his/her eyes which means that the participant should not move the head too much. Please take a seat behind the eye-tracker and look at the screen. When I initiate the calibration process you will see an orange ball on the screen with a black dot at its centre. This dot functions as an aid to the participant for fixating the eyes on the orange ball. During the calibration process the orange ball will not stay in one place, but will move around the screen so that the eye-tracker can check whether it can trace your eyes over the whole surface of the screen. The job of the participant is to follow this ball by moving his/her eyes. So if the ball goes left, you will try and follow it by focusing your gaze on the black dot at its centre. This will take approximately 20-30 seconds. We will start the actual experiment after this has been completed successfully.

Appendix D.2 Japanese version

アイ・トラッカーという機械は赤外線を通して眼球運動を自動的に計る技術で、このように収集してきたデータを記録します。参加者はある活動をしたり、または、あるビデオを観ったりしながら、アイ・トラッカーが眼球運動を自動的に計ります。このように、研究者はアイ・トラッカーに参加者が何を見たのか、または、何を見つめたのかを示していただきます。しかし、眼球運動を自動的に計る前に、アイ・トラッカーが参加者の目に慣れなければなりません。これはキャリブレーションのおかげにできます。キャリブレーションせずに実験を行ったり、収集したデータの正確さも妥当性も微妙になってしまいます。

キャリブレーションする時、参加者は画面上に表示されたオレンジボールを目で追います。具体的には、参加者は頭をあまり動かないよう、目だけで追うのです。アイ・トラッカーの前にお掛けになり、画面をごらんください。キャリブレーションを開始すると、黒い点を真ん中にあるオレンジボールが画面上に出てきます。この黒い点は参加者が目でオレンジボールを追いのを支援するために表示されています。キャリブレーション中に、アイ・トラッカーは参加者が画面のどこからも観ても眼球運動を自動的に計れるかどうか確認するため、オレンジボールが一か所にとどまらず画面上に移動します。キャリブレーション中、参加者の役割はこのオレンジボールを目で追うということです。例えば、オレンジボールが左に移動したら、目で黒い点を見ながら追います。キャリブレーションは 20-30 秒ぐらいかかるります。首尾よく達成したら、本実験を始めます。
## Appendix E. Post-task questionnaire

### Appendix E.1 English version

#### Appendix E.1.1 Part 1

<table>
<thead>
<tr>
<th>Contents of the experiment video</th>
</tr>
</thead>
<tbody>
<tr>
<td>Please answer the following questions and tick the box(es) that apply to you the most.</td>
</tr>
</tbody>
</table>

**Q1. How well did you feel you understood the experiment video?**

- [ ] I understood 0%–20%
- [ ] I understood 20%–40%
- [ ] I understood 40%–60%
- [ ] I understood 60%–80%
- [ ] I understood 80%–100%
- [ ] I do not know

**Q2. What does the expert guest recommend if you want to lower your heating costs?**

- [ ] To live in a room that is at the centre of the middle floor of an apartment block
- [ ] To live in a detached house
- [ ] To live at the corner of the highest floor of an apartment block

**Q3. How does he explain this?**

- [ ] The costs for a detached house are 2/3 of the costs for the room at the corner of the highest floor of an apartment block
- [ ] The costs for a room at the centre of the middle floor of an apartment block are 1/2 of the costs for a detached house
- [ ] The costs for the room at the corner of the highest floor of an apartment block are 2/3 of the costs for a room at the centre of the middle floor of an apartment block

**Q4. How come the costs are cheaper if you live in the recommended accommodation?**

**Q5. Generally speaking, are the costs cheaper for airconditioning (cooling) or heating?**

- [ ] Airconditioning (cooling)
- [ ] Heating

**Q6. What is the explanation behind this?**

- [ ] People commonly use the heater for twice as many months as the airconditioner (cooling)
- [ ] People commonly use the airconditioner (cooling) longer than the heater
- [ ] The difference between the temperature outside and inside the room is higher when using the airconditioner (cooling)

**Q7. What are the two most important things someone needs to do when lightning strikes while there are no places to hide?**

1. 
2. 

**Q8. Why is that?**

- [ ] There are only known instances of people getting struck by lightning when they were standing
- [ ] Lightning chooses high places before striking, so people who are standing function as lightning rods
- [ ] People who stand run the risk of cardiac arrest when struck by lightning
- [ ] All of the above

**Q9. What does the expert guest say about laying down on your belly when lightning strikes?**

**Q10-11 are about the third scenario of 「もしもの時に役立つホンマでっか！？」.**
Q10. Why is it best to say 「あ～そういう風に受け取られましたか？」 when trying to get out of the situation that is described in the third scenario?

Q11. Why does Yashima Norito pull the facial expression as in figure 1?
- He makes fun of the expert guest
- He is surprised by what the expert guest is saying
- He illustrates that someone's facial expression reveals someone’s true feelings behind what s/he is saying
- He pulls this facial expression because he finds it hard to believe that the expert guest has been involved in fraud

About the experiment video

Please answer the following questions and tick the box(es) that apply to you the most.

Q12. How well do you feel you understand the experiment video now that you have answered the questions about 「もしもの時に役立つホンマでっか!?」?
- I understand 0%–20%
- I understand 20%–40%
- I understand 40%–60%
- I understand 60%–80%
- I understand 80%–100%
- I understand 100%–120%

Q13. Did you feel the drawings in the experiment video helped you with understanding its contents?
- Yes
- No
- I do not know

Q14. How certain are you of your answers on the questions regarding 「もしもの時に役立つホンマでっか!?」?
- Very certain
- Quite certain
- Not so certain
- I guessed most of my answers
- I do not know

Q15. Did you know the Japanese variety show used in the experiment video?
- Yes
- No

Q16. Have you watched this variety show before?
- I watch it regularly
- I watch it sometimes
- This was my first time to watch it
- I do not know

Text on screen in the experiment video

Please answer the following questions and tick the box(es) that apply to you the most.

Q17. Did you read the text on screen during the experiment video?
- I read everything
- I read the majority of the text on screen
- I read less than half of the text on screen
- I only read the text in the upper left and right corners
- I only read the text at the bottom of the screen
- I did not read the text on screen

Q18. What did you think of the difficulty level of the text on screen?
- I understood everything
- I understood most of it
- I understood half of it
- I understood only a few lines of the text on screen
- I did not understand the text on screen
Q19. What helped you with text you did not understand? (more than one answer possible)
- Context (e.g. hiragana and/or katakana)
- Radicals of kanji unknown to me
- Phonetic elements of kanji unknown to me
- Colours and/or font(s) of the text
- Kanji known to me
- The spoken dialogue
- Non-verbal clues (e.g. imagery, body language, facial expressions)
- Other (specify):

Q20. What kind of effects did you notice were used for the text on screen?

Q21. Which colours were used for the text on screen?

Q22a. Were there any colours or colour combinations you found difficult to read?
- Yes
- No (please go to Q23)

b. Please specify.

Q23. Were different fonts used for the text on screen?
- Yes
- No
- I cannot remember

Q24. What did you think of the legibility of the text on screen?
- The design of the text was legible
- The design of the majority of the text was legible
- The design of the majority of the text was not legible
- The design of the text was not legible
- Other (specify):

Q25a. Did you think the design of the text on screen suited the variety show?
- Yes
- No

b. Please explain your answer.

Q26. Did you feel the questionnaire allowed you to say everything you wanted to say? Is there anything you think might be relevant to mention in regard to the experiment video or Japanese text on screen?

That was the final question of the first part of the questionnaire. Thank you for your cooperation!

Appendix E.1.2 Part 2

Media exposure to English TV programmes
Please answer the following questions and tick the box(es) that apply to you the most.

Q1. How many hours on average per week do you watch English TV programmes?
- 01-10 hours
- More than 30 hours
- 11-19 hours
- 20-29 hours
- I do not watch English TV programmes (please go to Q7)
Q2. On what devices do you watch English TV programmes? (more than one answer possible)

- TV
- Smartphone
- PC
- Tablet
- Laptop
- Other (specify):

Q3. Please give each device a mark between 0 and 10 based on how much you use it for watching English TV programmes. (0 and 10 represent the extremes on the scale with 0 indicating you do not use it and 10 indicating you make heavy use of it)

<table>
<thead>
<tr>
<th>Device</th>
<th>Mark</th>
</tr>
</thead>
<tbody>
<tr>
<td>TV</td>
<td></td>
</tr>
<tr>
<td>PC</td>
<td></td>
</tr>
<tr>
<td>Laptop</td>
<td></td>
</tr>
<tr>
<td>Smartphone</td>
<td></td>
</tr>
<tr>
<td>Tablet</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td></td>
</tr>
</tbody>
</table>

Q4. What genre(s) of English TV programme do you watch? (more than one answer possible)

- Comedy
- Variety shows (entertainment)
- Sport
- Soaps
- News
- Other (specify):

Q5. Do you watch English TV programmes with any type of (same language or foreign language) subtitles or captions?

- Yes
- No (please go to Q7)

Q6. What type of subtitles or captions do these programmes have? (more than one answer possible)

- Those that I can turn on and off myself
- Those that I cannot turn on or off and are part of the programme
- Those in the same language as the dialogue
- Those in a different language from the dialogue
- Other (specify):

Media exposure to Japanese TV programmes

Please answer the following questions and tick the box(es) that apply to you the most.

Q7. How many hours on average per week do you watch Japanese TV programmes?

- 01-10 hours
- More than 30 hours
- 11-19 hours
- I do not watch Japanese TV programmes (please go to Q13)
- 20-29 hours

Q8. On what devices do you watch Japanese TV programmes? (more than one answer possible)

- TV
- Smartphone
- PC
- Tablet
- Laptop
- Other (specify):

Q9. Please give each device a mark between 0 and 10 based on how much you use it for watching Japanese TV programmes. (0 and 10 represent the extremes on the scale with 0 indicating you do not use it and 10 indicating you make heavy use of it)

<table>
<thead>
<tr>
<th>Device</th>
<th>Mark</th>
</tr>
</thead>
<tbody>
<tr>
<td>TV</td>
<td></td>
</tr>
<tr>
<td>PC</td>
<td></td>
</tr>
<tr>
<td>Laptop</td>
<td></td>
</tr>
<tr>
<td>Smartphone</td>
<td></td>
</tr>
<tr>
<td>Tablet</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td></td>
</tr>
</tbody>
</table>

Q10. What genre(s) of Japanese TV programme do you watch? (more than one answer possible)

- Drama
- Anime (cartoons)
- Variety shows (entertainment)
- Travel
- News
- Other (specify):

Q11. Do you watch Japanese TV programmes with any type of (same language or foreign language) subtitles or captions?

- Yes
- No (please go to Q13)
Q12. What type of subtitles or captions do these programmes have? (more than one answer possible)

- Those that I can turn on and off myself
- Those that I cannot turn on or off and are part of the programme
- Those in the same language as the dialogue
- Those in a different language from the dialogue
- Other (specify):

General viewing habits

Please answer the following questions and tick the box(es) that apply to you the most.

Q13. Do you have a TV set where you currently live?
- Yes
- No

Q14. Where do you normally watch TV programmes? (more than one answer possible)

- At home
- On public transport
- At a friend’s house
- Other (specify):

Q15. When do you watch TV programmes? (more than one answer possible)

- When there is a TV programme I want to watch
- When I want to have a TV programme on in the background
- When I do not have anything else to do
- Other (specify):

Q16. What do you base your choice of TV programme on? (more than one answer possible)

- Recommendation
- Grabs my attention in the first few minutes
- Plot/story seems interesting
- People appearing on the programme
- TV guide
- Other (specify):

Q17. Do you prefer watching TV programmes with or without subtitles or captions?

- I prefer watching TV programmes with subtitles or captions with the sound on
- I prefer watching TV programmes with subtitles or captions with the sound off
- I prefer to have subtitles or captions with Japanese TV programmes, but I rather not have them with English TV programmes
- I prefer to have subtitles or captions with English TV programmes, but I rather not have them with Japanese TV programmes
- I prefer watching TV programmes without subtitles or captions
- Other (specify):

Japanese variety shows

Please answer the following questions and tick the box(es) that apply to you the most.

Q18 represents several scales with opposing views on text on screen in Japanese variety shows. Please indicate which number on these scales best describes what you personally feel about the text on screen in Japanese variety shows.

Q18. What do you personally feel about the text on screen in Japanese variety shows? They:

<table>
<thead>
<tr>
<th>Description</th>
<th>Scale</th>
<th>Feeling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distract me</td>
<td>1</td>
<td>Do not distract me</td>
</tr>
<tr>
<td>Help me understand the show</td>
<td>2</td>
<td>Do not help me understand the show</td>
</tr>
<tr>
<td>Confuse me</td>
<td>3</td>
<td>Do not confuse me</td>
</tr>
<tr>
<td>Clog up the screen</td>
<td>4</td>
<td>Do not clog up the screen</td>
</tr>
<tr>
<td>Make the show funnier</td>
<td>5</td>
<td>Do not add to the comedic nature of the show</td>
</tr>
<tr>
<td>Help me retain my attention</td>
<td>1</td>
<td>Make me lose my attention</td>
</tr>
<tr>
<td>Are indispensable</td>
<td>2</td>
<td>Can be left out from the show</td>
</tr>
<tr>
<td>Help me identify important information</td>
<td>3</td>
<td>Do not help me identify important information</td>
</tr>
<tr>
<td>Change my interpretation of what people on the show do and say</td>
<td>4</td>
<td>Do not change my interpretation of what people on the show do and say</td>
</tr>
<tr>
<td>Are flashy</td>
<td>5</td>
<td>Are plain and simple</td>
</tr>
</tbody>
</table>

Q19. Would you prefer text on screen to be white and without effects?
- Yes
- No

Q20. Do you think watching Japanese TV shows helps you with learning Japanese?
- Yes
- No
- I do not know
Q21. Would you like Japanese variety shows to be used in Japanese language classes?
  □ Yes  □ No

Q22. Do you think you will watch Japanese variety shows more often after this experiment?
  □ Yes  □ No  □ Maybe

Q23. Did you feel the questionnaire allowed you to say everything you wanted to say? Is there anything you think might be relevant to mention in regard to TV programmes or Japanese language learning?

That was the final question of the second part of the questionnaire.
Thank you for your cooperation!

Appendix E.2 Japanese version

Appendix E.2.1 Part 1

今見た番組の内容について
質問に答え、最も当てはまる箇所に X をつけてください。
質問1-5は「もしもの時に役立つホンマでっか!?」の最初の事例に関連しています。

質問1. 光熱費を安くしたかったら、どうしたら良いですか。
  □ マンションの中間階の真ん中に住めば良いです
  □ 一戸建てに住めば良いです
  □ マンションの最上階角部屋に住めば良いです

質問2. その理由はどのように説明されましたか。
  □ 一戸建ての光熱費はマンション最上階角部屋の光熱費の2/3
  □ マンション中間階真ん中の光熱費は一戸建ての光熱費の約半分
  □ マンション最上階角部屋の光熱費はマンション中間階真ん中の光熱費の2/3

質問3. なぜその条件の住宅だと、光熱費が最も安くなるのですか。

質問4. 一般的に、冷房と暖房どちらの費用が安いですか。
  □ 冷房  □ 暖房

質問5. その理由はどのように説明されましたか。
  □ 一般的に、暖房を使う期間は冷房を使う期間の二倍です
  □ 一般的に、冷房を使う期間は暖房より長いです
  □ 外の温度と室内的温度の温度差は冷房の方が大きいです

質問6-8は「もしもの時に役立つホンマでっか!?」の二つ目の事例に関連しています。

質問6. 雷に遭遇し近くに逃げ込む場所がなかったら、どのような2つの行動が一番大事ですか。
  1.  
  2.  

質問7. どうしてですか。
  □ 立っている時に落雷にあった事例しかありません
  □ 雷は高い所を選んで落ちるので、人は立っているだけで避雷針になります
  □ 人は立っている場合に落雷にあったら、心配停止の危険性があります
  □ 以上の全て

質問8. カミナリ評論家は腹這いの場合に落雷される可能性に関して、何と言いましたか。

質問9-10は「もしもの時に役立つホンマでっか!?」の三つ目の事例に関連しています。
質問9. どうして三つ目の事例で紹介された状況を切り抜けたかったら、「あ～そういう風に受け取られましたか？」と言えば良いですか。

質問10. どうして八嶋智人は図1にあるような表情を見せましたか。
- 専門家をからかっているから
- 専門家が言ったことに驚いたから
- 顔の表情と言葉の内容が違うから
- 専門家が詐欺にあったということが信じ難いから

今見た番組について

質問11. 今見た番組で使われていたイラストは内容も理解するのに役立ったと思いますか。
- はい
- いいえ
- 分かりません

質問12. 質問の解答に確信がありますか。
- 十分にある
- 大半の質問を当て推量で答えました
- それなりにある
- 分かりません

今見たテレビ番組について

質問13. 今見たテレビ番組について知っていたか。
- はい
- いいえ

質問14. 今見たテレビ番組は見たことがありますか。
- よく見ます
- 時々見ます
- 今回初めて見ました
- 分かりません

今見た番組のテロップについて

質問15. 今見たテレビ番組のテロップを読みましたか。
- 全部読みました
- 大半を読みました
- 半分未満だけ読みました
- 画面下部のものだけ読みました
- 何も読みませんでした

質問16. 今見たテレビ番組のテロップで、どのような特殊効果に気がつきましたか。

質問17. テロップに使われていた色を思い出せるだけ書いてください。

質問18a. 読みにくい色や色の組み合わせがありましたか。
- はい
- いいえ（質問19に進んでください）

b. 具体的には何でしたか。

質問19. 今見た番組のテロップでは、色々なフォントが使われていましたか。
- はい
- いいえ
- 覚えていません
質問20. 今見た番組のテロップの読みやすさはどう思いましたか。
☑ テロップの可読性は良かったです
☑ テロップ大半の可読性は良かったです
☑ テロップ大半の可読性は悪かったです
☑ テロップの可読性は悪かったです
☑ その他：

質問21a. 今見たテレビ番組のテロップがこのバラエティ番組に適当だと思いましたか。
☑ はい
☑ いいえ

b. そう思う理由を説明してください。

質問22. このアンケートで言いたいことを全部言い切れたと思いますか。何か重要だと思うことがあっ
ら、以下にご自由に述べてください。

これで以上です。
ご協力ありがとうございます！

Appendix E.2.2 Part 2

日本語のテレビ番組の経験について
質問に答え、最も当てはまる箇所に X をつけてください。

質問1. 週に何時間ぐらい日本語のテレビ番組を見ますか。
☑ 1〜10時間
☑ 11〜19時間
☑ 20〜29時間
☑ 30時間以上
☑ 全然見ません（質問7に進んでください）

質問2. 日本語のテレビ番組は何で見ますか。
(複数の回答が可能)
☑ テレビ
☑ コンピューター
☑ スマートフォン
☑ タブレット
☑ パソコン
☑ その他：

質問3. 日本語のテレビ番組を見るとき、どの媒体でどれだけ見ていますか。0〜10の数字を以下に
つけてください。 (0と10は両極端の表記で、0は「使いません」10は「一番使っています」
という意味です）

<table>
<thead>
<tr>
<th>媒体</th>
<th>頻度</th>
</tr>
</thead>
<tbody>
<tr>
<td>テレビ</td>
<td></td>
</tr>
<tr>
<td>コンピューター</td>
<td></td>
</tr>
<tr>
<td>スマートフォン</td>
<td></td>
</tr>
<tr>
<td>タブレット</td>
<td></td>
</tr>
<tr>
<td>パソコン</td>
<td></td>
</tr>
<tr>
<td>その他</td>
<td></td>
</tr>
</tbody>
</table>

質問4. 日本語のテレビ番組のジャンルで、何が好きですか。
(複数の回答が可能)
☑ ドラマ
☑ アニメ
☑ ニュース
☑ パラエティ
☑ 旅行
☑ その他：

質問5. 字幕、または、キャプション付きの日本語のテレビ番組を見ますか。
☑ はい
☑ いいえ（質問7に進んでください）
質問6. そのテレビ番組の字幕・キャプションは何の種類ですか。（複数の回答が可能）
- [ ] 自分でオフができる種類
- [ ] 自分でオフができない番組の一部である種類
- [ ] 番組の言葉の音声と同じ種類
- [ ] 番組の言葉の音声のと違う種類
- [ ] その他:

英語のテレビ番組の経験について
質問に答え、最も当てはまる箇所にXをつけてください。

質問7. 週に何時間ぐらい英語のテレビ番組を見ますか。
- [ ] 1〜10時間
- [ ] 11〜19時間
- [ ] 20〜29時間
- [ ] 30時間以上
- [ ] 全然見ません (質問13に進んでください)

質問8. 英語のテレビ番組は何で見ますか。（複数の回答が可能）
- [ ] テレビ
- [ ] スマートフォン
- [ ] タブレット
- [ ] パソコン
- [ ] その他:

質問9. 英語のテレビ番組を見るとき、どの媒体でどれだけ見ていますか。0〜10の数字を以下につけてください。（0と10は両極端の表示で、0は「使いません」10は「一番使っています」という意味です）
<table>
<thead>
<tr>
<th>媒体</th>
<th>頻度</th>
</tr>
</thead>
<tbody>
<tr>
<td>テレビ</td>
<td></td>
</tr>
<tr>
<td>コンピューター</td>
<td></td>
</tr>
<tr>
<td>パソコン</td>
<td></td>
</tr>
<tr>
<td>スマートフォン</td>
<td></td>
</tr>
<tr>
<td>タブレット</td>
<td></td>
</tr>
<tr>
<td>その他</td>
<td></td>
</tr>
</tbody>
</table>

質問10. 英語のテレビ番組のジャンルで、何が好きですか。（複数の回答が可能）
- [ ] コメディー
- [ ] バラエティ
- [ ] スポーツ
- [ ] 昼ドラ
- [ ] ニュース
- [ ] その他:

質問11. 字幕、または、キャプション付きの英語のテレビ番組を見ますか。
- [ ] はい
- [ ] いいえ (質問13に進んでください)

質問12. その番組の字幕・キャプションは何の種類ですか。（複数の回答が可能）
- [ ] 自分でオフができる種類
- [ ] 自分でオフができない番組の一部である種類
- [ ] 番組の言葉の音声と同じ種類
- [ ] 番組の言葉の音声のと違う種類
- [ ] その他:

番組視聴の習慣
質問に答え、最も当てはまる箇所にXをつけてください。

質問13. 今住んでいる家にテレビがありますか。
- [ ] はい
- [ ] いいえ

質問14. 普段、どこでテレビ番組を見ますか。（複数の回答が可能）
- [ ] 家で
- [ ] 公共交通機関に乗っているとき
- [ ] 友人の家で
- [ ] その他:

質問15. 普段、いつテレビ番組を見ますか。（複数の回答が可能）
- [ ] 見たい番組があるとき、テレビ番組を見ます。
- [ ] 他にすることをしながら、テレビ番組を見ます。
- [ ] 他にすることがないとき、テレビ番組を見ます。
- [ ] その他:
質問16. テレビ番組を選ぶ基準は何ですか。（複数の回答が可能）
☐ 誰かにすすめられて ☐ 2〜3分での印象
☐ 話が面白 ☐ 出演者
☐ 番組案内ガイド ☐ その他:

質問17. 字幕・キャプション付きのテレビ番組と字幕・キャプション無しのテレビ番組では、どちらが好みですか。
☐ (音声を消音せず) 字幕・キャプション付きのテレビ番組
☐ (音声を消音しながら) 字幕・キャプション付きのテレビ番組
☐ 日本語のテレビ番組は字幕・キャプション付きで、英語のテレビ番組は字幕・キャプション無し
☐ 英語のテレビ番組は字幕・キャプション付きで、日本語のテレビ番組は字幕・キャプション無し
☐ 字幕・キャプション無しのテレビ番組
☐ その他:

日本語のバラエティ番組について
質問に答え、最も当てはまる箇所にXをつけてください。

質問18. パラエティ番組のテロップに関しては、どう思いますか。テロップは：

気が散ります
ボビン愛します
紛らわしいです
紛らわしくないです
画面を塞ぎます
画面を塞がないです
番組をより面白くします
番組をより面白くしません
番組に集中できるようにします
番組に集中できないようにします
不可欠です
不可欠ではありません
番組の重要なところを指摘します
番組の重要なところを指摘しません
番組内での発言や行動の解釈を変えます
番組内での発言や行動の解釈を変えません
派手です
d地味です

質問19. 特殊効果のない白いテロップの方が良いと思いますか。
☐ はい
☐ いいえ

質問20. 今見たテレビ番組を見たきっかけに、これから日本のバラエティ番組を見ようと思いますか。
☐ はい
☐ いいえ
☐ たぶん見ます

質問21. このアンケートで言いたいことを全部言い切れたと思いますか。何か重要だと思うことがあったら、以下にご自由に述べてください。

これで以上です。
ご協力ありがとうございました！
Appendix F. Evaluation of collected data

<table>
<thead>
<tr>
<th>Participant No.</th>
<th>Quality of recording Calibration Gaze samples</th>
<th>Questionnaires</th>
<th>Field notes</th>
<th>Potential influences on gaze data quality</th>
</tr>
</thead>
<tbody>
<tr>
<td>P01</td>
<td>Good</td>
<td>94% Yes Yes Yes Yes</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>P02</td>
<td>Good*</td>
<td>97% Yes Yes Yes Yes</td>
<td>Astigmatism</td>
<td>Loud sound outside of room (1x)</td>
</tr>
<tr>
<td>P03</td>
<td>Good</td>
<td>92% Yes Yes Yes Yes</td>
<td>Loud sound outside of room (1x)</td>
<td>Took glasses off before calibration</td>
</tr>
<tr>
<td>P04</td>
<td>Good</td>
<td>93% No Yes Yes Yes</td>
<td>Felt ill on day of experiment session</td>
<td>-</td>
</tr>
<tr>
<td>P05</td>
<td>Good</td>
<td>83% Yes Yes Yes Yes</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>P06</td>
<td>Good</td>
<td>75% Yes Yes Yes Yes</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>P07</td>
<td></td>
<td></td>
<td></td>
<td>Loud sound outside of room (1x)</td>
</tr>
<tr>
<td>P08</td>
<td>Good</td>
<td>96% Yes Yes Yes Yes</td>
<td>Loud sound outside of room (1x)</td>
<td>-</td>
</tr>
<tr>
<td>P09</td>
<td>Good</td>
<td>92% Yes Yes Yes Yes</td>
<td>Loud sound outside of room (1x)</td>
<td>-</td>
</tr>
<tr>
<td>P10</td>
<td>Good</td>
<td>97% Yes Yes Yes Yes</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>P11</td>
<td>Good</td>
<td>96% Yes Yes Yes Yes</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>P12</td>
<td>Good</td>
<td>93% Yes Yes Yes Yes</td>
<td>Facial piercing</td>
<td>Preferred higher volume for video</td>
</tr>
<tr>
<td>P13</td>
<td>Good</td>
<td>93% Yes Yes Yes Yes</td>
<td>Sound of heater was not bothered by it</td>
<td>Sound of heater was not bothered by it</td>
</tr>
<tr>
<td>P14</td>
<td>Good</td>
<td>99% Yes Yes Yes Yes</td>
<td>Partially colour blind</td>
<td>Preferred higher volume for video</td>
</tr>
<tr>
<td>P15</td>
<td>Good</td>
<td>93% Yes Yes Yes Yes</td>
<td>Facial piercings</td>
<td>Sound of heater was not bothered by it</td>
</tr>
<tr>
<td>P16</td>
<td>Good</td>
<td>91% Yes Yes Yes Yes</td>
<td>Sound of heater may have been bothered by it</td>
<td>Sound of heater was not bothered by it</td>
</tr>
<tr>
<td>P17</td>
<td>Good</td>
<td>97% Yes Yes Yes Yes</td>
<td>Loud sound outside of room (1x)</td>
<td>Sound of heater was not bothered by it</td>
</tr>
<tr>
<td>P18</td>
<td>Good</td>
<td>92% Yes Yes Yes Yes</td>
<td>Make-up</td>
<td>Sound of heater was not bothered by it</td>
</tr>
<tr>
<td>P19</td>
<td>Good*</td>
<td>92% Yes Yes Yes Yes</td>
<td>Sound of heater was not bothered by it</td>
<td>Sound of heater was not bothered by it</td>
</tr>
<tr>
<td>P20</td>
<td>Good</td>
<td>81% Yes Yes Yes Yes</td>
<td>Sound of heater was not bothered by it</td>
<td>Sound of heater was not bothered by it</td>
</tr>
<tr>
<td>P21</td>
<td>Good</td>
<td>96% Yes Yes Yes Yes</td>
<td>Earrings</td>
<td>Sound of heater was not bothered by it</td>
</tr>
<tr>
<td>P22</td>
<td>Good</td>
<td>90% Yes Yes Yes Yes</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>P23</td>
<td>Good</td>
<td>97% Yes Yes Yes Yes</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>P24</td>
<td>Good</td>
<td>91% Yes Yes Yes Yes</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>P25</td>
<td>Good</td>
<td>91% Yes Yes Yes Yes</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>P26</td>
<td>Good**</td>
<td>97% Yes Yes Yes Yes</td>
<td>Eye condition</td>
<td>Colour blind</td>
</tr>
<tr>
<td>P27</td>
<td>Good</td>
<td>96% Yes Yes Yes Yes</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>P28</td>
<td>Good</td>
<td>93% Yes Yes Yes Yes</td>
<td>Facial piercing</td>
<td>Sound of heater was not bothered by it</td>
</tr>
<tr>
<td>P29</td>
<td>Good</td>
<td>97% Yes Yes Yes Yes</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>P30</td>
<td>Good</td>
<td>86% Yes Yes Yes Yes</td>
<td>Make-up</td>
<td>-</td>
</tr>
<tr>
<td>P31</td>
<td>Good**</td>
<td>61% Yes Yes Yes Yes</td>
<td>Loud sound outside of room (1x)</td>
<td>-</td>
</tr>
<tr>
<td>P32</td>
<td>Good***</td>
<td>96% Yes Yes Yes Yes</td>
<td>Noise outside of room (1x)</td>
<td>-</td>
</tr>
<tr>
<td>P33</td>
<td>Good</td>
<td>94% Yes Yes Yes Yes</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>P34</td>
<td>Good</td>
<td>92% Yes Yes Yes Yes</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>P35</td>
<td>Good</td>
<td>87% Yes Yes Yes Yes</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>P36</td>
<td>Good</td>
<td>90% Yes Yes Yes Yes</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>P37</td>
<td>Good</td>
<td>91% Yes Yes Yes Yes</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>P38</td>
<td>Good</td>
<td>95% Yes Yes Yes Yes</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>P39</td>
<td>Good</td>
<td>96% Yes Yes Yes Yes</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>P40</td>
<td>Good</td>
<td>95% Yes Yes Yes Yes</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

* Could not calibrate with glasses
** Recalibrated several times
*** Different visions of eyes showed in calibration
(continued)

<table>
<thead>
<tr>
<th>Participant No.</th>
<th>Quality of recording Calibration</th>
<th>Gaze samples pre</th>
<th>Questionnaires post1</th>
<th>Field notes post2</th>
<th>Potential influences on gaze data quality</th>
</tr>
</thead>
<tbody>
<tr>
<td>P41</td>
<td>Good</td>
<td>86%</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>P42</td>
<td>Good*</td>
<td>92%</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>P43</td>
<td>Good</td>
<td>91%</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>P44</td>
<td>Good</td>
<td>81%</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>P45</td>
<td>Good</td>
<td>95%</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>P46</td>
<td>Good****</td>
<td>95%</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>JP01</td>
<td>Poor</td>
<td>44%</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>JP02</td>
<td>Good</td>
<td>74%</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>JP03</td>
<td>Good</td>
<td>89%</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>JP04</td>
<td>Good</td>
<td>53%</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>JP05</td>
<td>Good</td>
<td>84%</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>JP06</td>
<td>Good</td>
<td>88%</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>JP07</td>
<td>Good</td>
<td>72%</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

* Could not calibrate with glasses
**** Dots in tracker box were flickering a bit
Appendix G. Description of initial codes

Appendix G.1 Yellow

Yellow 1: impression of the Japanese variety show
Extracts give indications of the image that participants have of the Japanese variety show in the video stimulus. Adjectives that are recurrent in the extracts are loud, fast-paced, funny and suited to an informal telop design. Other similar adjectives that were mentioned by participants, although less frequently in comparison to those referred to previously, are light-hearted, funny-serious or tabloid-esque, wacky and flamboyant.

Yellow 2: aspects of the telop design that suited or did not suit the Japanese variety show
Extracts describe aspects of the telop design that participants thought were either appropriate or inappropriate for their use in the Japanese variety show of the video stimulus. The majority of these extracts mention suitable characteristics. A recurrent adjective is varied, but other adjectives mentioned by the participants include large and brightly coloured, sensational, comical, fun, exciting and fast-paced.

Yellow 3: impression of the telop design
Extracts give indications of the image participants have of the telop design that was used in the Japanese variety show of the video stimulus. Adjectives that were mentioned by the participants were similar to those referred to in Yellow 1 and included quirky, radical, comical, fast-paced, eye-catching, fun and casual.

Yellow 4: aspects of the Japanese variety show that the telop design resembled
Extracts mention aspects of the telop design that participants perceived to bear resemblances to aspects of the Japanese variety show of the video stimulus. Links between the speed of telops and the pace of the Japanese variety show, and the varied typographical features of telops and the humour of the Japanese variety show were made in particular. Links between the telop design and the mood, set or overall contents of the Japanese variety show were also made.

Appendix G.2 Blue

Blue 1: perceived effects of the telop design
Extracts show examples of effects perceived by the participants of the telop design that was used in the Japanese variety show of the video stimulus. This cohort of extracts differs from the other initial codes in blue as distinctions between typographical features are not made. Participants mentioned that the telop design was impactful, drew in their eyes, kept them interested, helped them guess or emulate speakers’ expressions or feelings, exaggerate the content, set the mood and help with the delivery of the jokes.

Blue 2: perceived functions of colour in the telop design
Extracts show participants’ ideas on the reasons behind the use of colours in telops that were used in the Japanese variety show of the video stimulus. Colour differences are linked to differences in speakers and emotions, ascribed to emphasis or thought to make important information stand out to viewers.

Blue 3: perceived functions of telop and telop design
Extracts show participants’ ideas on the reasons behind the use of telops or telop design as a whole in the Japanese variety show of the video stimulus rather than describing typographical features separately. The reasons expressed by participants were similar to those mentioned in Blue 2 and Blue 4. However, there was one extract in which a participant had indicated that telop may be used to disambiguate Japanese words that have the same pronunciation.

Blue 4: perceived functions of font in the telop design
Extracts show participants’ ideas on the reasons behind the use of fonts in telops that were used in the Japanese variety show of the video stimulus. Font differences are linked to differences in speakers, register, gender and emotions, ascribed to emphasis/exaggeration or thought to make important information stand out to viewers.
**Blue 5: perceived effects of font in the telop design**

Extracts represent examples of effects perceived by the participants of the font of telops in the Japanese variety show of the video stimulus. Participants mentioned that it adds to the pace of the Japanese variety show, exaggerates certain moments or catches your eyes.

---

**Appendix G.3 Green**

**Green 1: appearance of telops linked to audio-verbal and audio-nonverbal input**

Extracts show that participants link the appearance of telops to the corresponding speech in the Japanese variety show of the video stimulus. Some extracts are more specific and indicate that the appearance of telop is linked to funny, dramatic or relevant speech. Some participants mention that telops appeared with sound effects.

**Green 2: experienced difficulties with telops**

Extracts show that participants struggled with the amount of text in telops and the speed of telops in the Japanese variety show of the video stimulus in particular.

**Green 3: focus on or preference for certain input**

Extracts illustrate that some participants felt they focused on particular input in the Japanese variety show of the video stimulus. There was one participant in Group 1: pre-exchange who expressed that too much emphasis is put on telops and that telops were not necessary in the Japanese variety show. This particular participant had a preference to non-verbal input.

**Green 4: experienced competition between input**

Extracts show different opinions on whether there is a trade-off in concentration as a result of the amount or combination of certain input in the Japanese variety show of the video stimulus. Whereas some participants expressed that there was a lot happening in general, some other participants commented on the distracting nature of telops in particular. Only one participant, organised into Group 1: pre-exchange, indicated that telops were not distracting.

**Green 5: legibility of telops**

Extracts show different opinions on the legibility of telops in the Japanese variety show of the video stimulus. It appeared that telops with dark colours or those that were blue or yellow were most difficult to read for participants.

**Green 6: experienced difficulties with the combination of input**

Extracts illustrate that participants struggled with overlapping voices or types of input in the Japanese variety show of the video stimulus.

**Green 7: perceived resemblances between input**

Extracts mention aspects of the telop design that participants perceived to bear resemblances to input in the Japanese variety show of the video stimulus. The variety of colours, fonts and movements were linked to the emotions or meaning of words and the variety of speakers and topics. This initial code therefore appears to be related to the initial codes in blue.

**Green 8: perceived importance of certain input**

Extracts describe participants’ ideas on the importance of particular input in the Japanese variety show of the video stimulus. These include the importance of audio-nonverbal input (i.e. music and noise from audience) for the general feel, and the display rate and movements of telops.

---

**Appendix G.4 Orange**

**Orange 1: telop design described as helpful to understanding**

Extracts include statements in which the helpful nature of the telop design is expressed and the ways in which aspects of the telop design helped with understanding the Japanese variety show of the video stimulus is described. The ways in which telop design was helpful appeared to relate to the colours and fonts, and schematic representations of the dialogue incorporated within the telop design.
Orange 2: combination of input described as helpful to understanding
Extracts comprise participants’ responses in which input other than telop or the combination of input were described as helpful to understanding the Japanese variety show of the video stimulus. Whereas one participant indicated to find the intonation helpful, other participants described the usefulness of kinesic action (i.e. gesticulation and bodily configuration), visual input or the combination of telops, kinesic action and dialogue.

Orange 3: telop described as helpful to understanding
Extracts comprise participants’ responses in which the usefulness of telops to understanding the Japanese variety show of the video stimulus is emphasised. Interesting is the comment from a participant in Group 1: pre-exchange who explained that it helped grasp the context and another comment from a participant in Group 3: post-exchange who indicated that telops help the viewer keep up with the dialogue.

Orange 4: potential risks to misunderstanding input
Extracts showcase instances during which it became clear that there was room for a participant to misunderstand input in the Japanese variety show of the video stimulus. Most cases relate to (mis)readings of kanji. However, one participant in Group 1: pre-exchange misinterpreted one of the visual-nonverbal types of input.

Orange 5: self-reported understanding of the Japanese variety show
Extracts illustrate whether participants felt they understood the Japanese variety show of the video stimulus.

Appendix G.5 Pink

Pink 1: expected positive outcomes of watching Japanese television to JLA
Extracts describe expected positive results to JLA from watching Japanese television. These relate to acquiring more natural language skills and familiarity with fast-paced and casual speech (i.e. slang, accented dialogue and dialects) in particular. There was also one participant who pointed out the benefit of gaining acquaintance with the sound of the Japanese language, and two participants who linked Japanese television to vocabulary knowledge.

Pink 2: reservations regarding the use of Japanese television for JLA
Extracts give explanations on why some participants have reservations regarding the use of Japanese television for JLA. One participant thinks that it is not suitable for learners at beginner level, another participant thinks variety shows might be too eccentric for class, while other participants dislike Japanese television in general or Japanese variety shows in particular.

Pink 3: aspects of Japanese television that are perceived to be helpful to JLA
Extracts illustrate why participants think Japanese television may be helpful to JLA. These helpful aspects of Japanese television relate to the relevant, realistic or native setting, repeated exposure to vocabulary and the combination of input.

Pink 4: perceived better alternatives to Japanese variety shows for JLA
Extracts show participants’ ideas on what they perceived to be more useful to JLA than watching Japanese variety shows or Japanese television in general. These ideas comprise watching other, more serious, genres of Japanese television programme and practice of conversation skills with native Japanese speakers.

Pink 5: self-proclaimed experience with learning FLs through television
Extracts give anecdotes in which participants describe their experience with television for the acquisition of FLs.

Pink 6: aspects that are perceived to be missing in current Japanese language classes
Extracts describe aspects which participants thought were missing in current Japanese language classes. These relate to real or authentic Japanese language use in particular.
### Appendix H. Representation of initial codes in thematic map

<table>
<thead>
<tr>
<th>Colour</th>
<th>Code No.</th>
<th>Description</th>
<th>No. of extracts*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yellow</td>
<td>1</td>
<td>Impression of the Japanese variety show</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Aspects of the telop design that suited or did not suit the Japanese variety show</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Impression of the telop design</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>Aspects of the Japanese variety show that the telop design resembled</td>
<td>9</td>
</tr>
<tr>
<td>Blue</td>
<td>1</td>
<td>Perceived effects of the telop design</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Perceived functions of colour in the telop design</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Perceived functions of telop and telop design</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>Perceived functions of font in the telop design</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>Perceived effects of font in the telop design</td>
<td>2</td>
</tr>
<tr>
<td>Green</td>
<td>1</td>
<td>Appearance of telops linked to audio-verbal and audio-nonverbal input</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Experienced difficulties with telops</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Focus on or preference for certain input</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>Experienced competition between input</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>Legibility of telops</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>Experienced difficulties with the combination of input</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>Perceived resemblances between input</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>Perceived importance of certain input</td>
<td>1</td>
</tr>
<tr>
<td>Orange</td>
<td>1</td>
<td>Telop design described as helpful to understanding</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Combination of input described as helpful to understanding</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Telop described as helpful to understanding</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>Potential risks to misunderstanding input</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>Self-reported understanding of the Japanese variety show</td>
<td>3</td>
</tr>
<tr>
<td>Pink</td>
<td>1</td>
<td>Expected positive outcomes of watching Japanese television to JLA</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Reservations regarding the use of Japanese television for JLA</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Aspects of Japanese television that are perceived to be helpful to JLA</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>Perceived better alternatives to Japanese variety shows for JLA</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>Self-proclaimed experience with learning FLs through television</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>Aspects that are perceived to be missing in current Japanese language classes</td>
<td>3</td>
</tr>
</tbody>
</table>

* The total number of extracts amounts to 121 as seven extracts are counted twice considering these were ascribed to two initial codes. Six of these are in blue and one is in orange.
Appendix I. List of data extracts

**Appendix I.1 Subtheme 1.1.1: mood**

**Group 1: pre-exchange, P24**

it was quirky and radical, and the guests seemed to have radical comedic reactions to the info. that was presented

So a formal/serious text wouldn't have suited.

\(post1\ Q25b, \text{ll. } 1-3\)

**Group 1: pre-exchange, P24**

*Japanese variety shows seem funny*

\(post2\ Q23, \text{ll. } 1\)

**Group 1: pre-exchange, P30**

the text seemed fun and exciting.

\(post1\ Q25b, \text{ll. } 1\)

**Group 1: pre-exchange, P32**

The text seemed to be designed in a comical style

\(post1\ Q25b, \text{ll. } 1\)

**Group 1: pre-exchange, P35**

I think the variety show was meant to be fun and lighthearted and the text and the colours of the text showed this as well by being different colours etc.

\(post1\ Q25b, \text{ll. } 1-3\)

**Group 1: pre-exchange, P36**

The whole thing was funny/serious, meaning they get funny people to talk about serious things so it was very tabloid-esque

\(post1\ Q25b, \text{ll. } 1-2\)

**Group 1: pre-exchange, P40**

The set seemed to be bright in colour and this was reflected in the text.

\(post1\ Q25b, \text{ll. } 1-2\)

**Group 2: exchange, P01**

… and appeared casual in nature.

\(post1\ Q25b, \text{ll. } 1\)

**Group 2: exchange, P08**

… and emotions

\(post1\ Q20, \text{ll. } 1-2\)

**Group 2: exchange, P10**

It was colourful and big which goes well with the humour of the show.

\(post1\ Q25b, \text{ll. } 1-2\)

**Group 2: exchange, P12**

since it is a variety show, I would not expect to see a very 'serious' font on the screen.

\(post1\ Q25b, \text{ll. } 1-2\)
Group 2: exchange, P17
As the show is fun and wacky so it suits this particular type of show to use different fonts and colours.

postI Q25b, ll. 1-2

Group 2: exchange, P19
The strength/ thickness of the radicals seemed informal, equivalent to the less formal fonts often used in English.

postI Q25b, ll. 1-2

Reference group, JP05
特に違和感も感じず、内容を理解したと思うため。 [Because I understood the contents without it feeling out of place.]

postI Q21b, l. 1

Reference group, JP07
理解しやすい [It is easy to understand]

postI Q21b, l. 1

Appendix I.2 Subtheme 1.1.2: tone of voice

Group 1: pre-exchange, P36
colour based on emotions in words

postI Q20, l. 1

Group 2: exchange, P06
Colours. and sizes when trying to exaggerate

postI Q20, l. 1

Group 2: exchange, P06
It helps it to exaggerate the content and allow the audience to understand what was spoken more easily.

postI Q25b, ll. 1-2

Appendix I.3 Subtheme 1.2.1: speakers

Group 2: exchange, P02
There was different colours and fonts used for different speakers.

postI Q20, l. 1

Group 2: exchange, P08
different fonts and colours for different people …

postI Q20, l. 1

Group 2: exchange, P13
Colour: Represents different people by changing colour

postI Q20, l. 3

Appendix I.4 Subtheme 1.2.2: main points of dialogue

Group 1: pre-exchange, P22
The large & brightly coloured 3D style text was suited as it draws in the viewer's eyes.

postI Q25b, ll. 1-2
Group 1: pre-exchange, P30

different colours highlighting the main words on the screen.

post1 Q20, l. 1

Group 1: pre-exchange, P32

used to accentuate punchlines and moments of surprise

post1 Q25b, ll. 1-2

Group 1: pre-exchange, P34

Different sizes of text and boxes around some key points

post1 Q20, l. 1

Group 1: pre-exchange, P38

It was eye-catching and kept you interested.

post1 Q25b, l. 1

Group 2: exchange, P10

Certain words were in a different colour or bold in order to stand out.

post1 Q20, l. 1

Group 2: exchange, P18

the text would emphasise the words, whether it was something shocking or funny that was said. Made it easier to remember too.

post1 Q25b, ll. 1-3

Group 3: post-exchange, P23

Different colours and fonts were used to emphasise different things.

post1 Q20, l. 1

Group 3: post-exchange, P28

words were outlined in a darker colour to make them stand out

post1 Q20, l. 2

Group 3: post-exchange, P43

Large size letters for emphasis.

post1 Q20, l. 1

Group 3: post-exchange, P43

… and highlight important info.

post1 Q25b, ll. 3-4

Group 3: post-exchange, P44

font changes to catch your eye.

post1 Q20, l. 3

Group 3: post-exchange, P44

P44 definitely felt that the colours helped.

Field notes, l. 8

Reference group, JP06

色をつけて強調していた。 [It was emphasised through colour.]

post1 Q16, l. 1
Appendix I.5 Subtheme 2.1: fast-paced

**Group 1: pre-exchange, P22**
- text that popped up on screen as it was being said

**post1 Q20, l. 1**

**Group 1: pre-exchange, P22**
- The show was somewhat loud and fast-paced.

**post1 Q25b, l. 1**

**Group 1: pre-exchange, P29**
- The text appeared in time with, or before the people spoke

**post1 Q20, l. 1**

**Group 1: pre-exchange, P30**
- The text vanished fast off the screen which match the fast pace of the show.

**post1 Q25b, ll. 1-2**

**Group 1: pre-exchange, P32**
- Attempting to read the text while not understanding it was quite tiring. I began to lose focus about halfway through the video. The speed at which it appeared and disappeared added to this I think.

**post1 Q26, ll. 1-3**

**Group 1: pre-exchange, P35**
- I think showing the language both written and orally in a native setting would help to acquire a more natural Japanese.

**post2 Q23, ll. 1-3**

**Group 2: exchange, P01**
- It was very fast paced

**post1 Q25b, l. 1**

**Group 2: exchange, P03**
- appeared suddenly → something dramatic was said

**post1 Q20, l. 1**

**Group 2: exchange, P03**
- Usually when something funny or dramatic was said, it was shown on the screen in writing.

**post1 Q25b, ll. 1-2**

**Group 2: exchange, P08**
- Because they are very fast paced, the tv shows aren't really suitable for beginners and I think they'll only be helpful if the speaker already has a fair grasp of the language

**post2 Q23, ll. 1-3**

**Group 2: exchange, P12**
- They would appear suddenly especially when some relevant information was said

**post1 Q20, ll. 1-2**

**Group 2: exchange, P14**
- it went off screen before I could finish reading often.

**post1 Q26, ll. 1-2**
Group 2: exchange, P16
Text appearing as it was read out

post2 Q20, l. 1

Group 2: exchange, P21
I feel that not enough real, everyday Japanese is used in classes. If Japanese TV was used as a learning tool, people would probably have better listening skills and understand dialects more.

post2 Q23, ll. 1-3

Appendix I.6 Subtheme 2.2: distracting

Group 1: pre-exchange, P22
P22 tried to concentrate on mouths until P22 noticed the telops popping up.

Field notes, ll. 1-2

Group 1: pre-exchange, P37
Variety shows might be a bit too eccentric for classroom purposes

post2 Q23, l. 1

Group 2: exchange, P08
I think that the text on screen is unusual in Western TV and to me it’s quite unusual. It is distracting from the actual people/actors

post2 Q26, ll. 1-2

Group 2: exchange, P10
When I first started watching the show, I found that there was so much happening on screen that it was hard to understand what they were saying, i.e people shouting and laughing with multiple sentences written across the screen.

post2 Q26, ll. 1-4

Group 2: exchange, P17
I suppose at times it can seem to be a bit too much as there are so many colours combinations being used. As it can make it harder to concentrate as you are focusing on reading as well as trying to understand what is being said.

post2 Q22b, ll. 1-4

Group 2: exchange, P18
making it hard not to look at it

post2 Q20, l. 1

Group 2: exchange, P20
this flamboyant show.

post2 Q25b, l. 2

Reference group, JP02
印象に残りやすいから。[because it easily leaves an impression.]

post2 Q21b, ll. 1-2

Reference group, JP07
インパクトがある [It has impact]

post2 Q21b, l. 2
Appendix J. Heat maps per analysed video segment

Appendix J.1 Fixation count aggregated onto screen for Segment 2

Group 1: pre-exchange

Group 2: exchange

Group 3: post-exchange

Reference group

Honmadekka!?TV (2013)
Appendix J.2 Fixation count aggregated onto screen for Segment 4

Group 1: pre-exchange

Group 1: pre-exchange

Group 3: post-exchange

Reference group

Honmadekka!?TV (2013)
Appendix J.3 Absolute gaze duration aggregated onto screen for Segment 2

Group 1: pre-exchange

Group 2: exchange

Group 3: post-exchange

Reference group

Honnadekkata! TV (2013)
Appendix J.4 Absolute gaze duration aggregated onto screen for Segment 3

Reference group

Honmadekka!?TV (2013)
Appendix J.5 Absolute gaze duration aggregated onto screen for Segment 4

Group 1: pre-exchange

Group 2: exchange

Group 3: post-exchange

Reference group

*Honmadekka!?TV (2013)*
Appendix K. Scope of input for analysed video segments

<table>
<thead>
<tr>
<th>Form of expression</th>
<th>Type of input</th>
<th>Variety of input</th>
</tr>
</thead>
<tbody>
<tr>
<td>Audio-verbal</td>
<td>1. Dialogue</td>
<td>1.1 Utterance of speaker</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.2 Narration</td>
</tr>
<tr>
<td>Audio-nonverbal</td>
<td>2. Sound</td>
<td>2.1 Noise from audience</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.2 Music</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.3 Sound effect</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.4 Other</td>
</tr>
<tr>
<td>Visual-verbal</td>
<td>3. Text in background</td>
<td>3.1 Nameplate</td>
</tr>
<tr>
<td></td>
<td>4. Telop</td>
<td>4.1 Utterance of speaker</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.2 Narration</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.3 Theme</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.4 Title</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.5 Speaker identification</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.6 Screen filled with text</td>
</tr>
<tr>
<td>Visual-nonverbal</td>
<td>5. Telop design</td>
<td>5.1 Expansion</td>
</tr>
<tr>
<td></td>
<td>6. Imagery</td>
<td>5.2 Background colour</td>
</tr>
<tr>
<td></td>
<td>7. Kinesic action</td>
<td>5.3 Punctuation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.4 Special effect</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.5 Picture</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.6 Other</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6.1 Drawing</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7.1 Gesticulation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7.2 Bodily configuration</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7.3 Facial expression</td>
</tr>
</tbody>
</table>
Appendix L. Scheme for area of interest groups

<table>
<thead>
<tr>
<th>Colour</th>
<th>AOI group</th>
<th>AOI No.</th>
<th>Telop No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Red</td>
<td>Telops that directly render dialogue</td>
<td>1-31</td>
<td>1-66</td>
</tr>
<tr>
<td>Green</td>
<td>Type 1: identical</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>2, 3, 28, 42, 46, 54, 55, 57, 59, 60</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>8, 12, 13, 29</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>21, 37</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8</td>
<td>53</td>
</tr>
<tr>
<td></td>
<td></td>
<td>9</td>
<td>56</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>64</td>
</tr>
<tr>
<td>Pink</td>
<td>Type 2: other</td>
<td>11</td>
<td>10, 38</td>
</tr>
<tr>
<td></td>
<td></td>
<td>12</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>13</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td></td>
<td>14</td>
<td>38</td>
</tr>
<tr>
<td></td>
<td></td>
<td>15</td>
<td>62</td>
</tr>
<tr>
<td>Blue</td>
<td>Type 3: omission</td>
<td>16</td>
<td>4, 6, 39</td>
</tr>
<tr>
<td></td>
<td></td>
<td>17</td>
<td>17, 18, 20, 26, 41</td>
</tr>
<tr>
<td></td>
<td></td>
<td>18</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td></td>
<td>19</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20</td>
<td>31, 34</td>
</tr>
<tr>
<td></td>
<td></td>
<td>21</td>
<td>32, 35</td>
</tr>
<tr>
<td></td>
<td></td>
<td>22</td>
<td>47</td>
</tr>
<tr>
<td>Brown</td>
<td>Type 4: recast</td>
<td>23</td>
<td>7, 16, 65</td>
</tr>
<tr>
<td></td>
<td></td>
<td>24</td>
<td>14, 15, 33, 50, 58</td>
</tr>
<tr>
<td></td>
<td></td>
<td>25</td>
<td>36</td>
</tr>
<tr>
<td></td>
<td></td>
<td>26</td>
<td>43</td>
</tr>
<tr>
<td></td>
<td></td>
<td>27</td>
<td>44, 45, 61, 66</td>
</tr>
<tr>
<td></td>
<td></td>
<td>28</td>
<td>49</td>
</tr>
<tr>
<td></td>
<td></td>
<td>29</td>
<td>51</td>
</tr>
<tr>
<td>Purple</td>
<td>Type 5: incongruous</td>
<td>30</td>
<td>23, 40, 48, 52, 63</td>
</tr>
<tr>
<td></td>
<td></td>
<td>31</td>
<td>24, 25</td>
</tr>
<tr>
<td>Grey</td>
<td>Faces</td>
<td>32</td>
<td>*39-50</td>
</tr>
<tr>
<td>Orange</td>
<td>Whole screen</td>
<td>34</td>
<td>*1-261</td>
</tr>
</tbody>
</table>

* Shot No. instead of telop No.
### Appendix M. Fixation-data exports

#### Appendix M.1 Fixation count

**Telops that directly render dialogue**

<table>
<thead>
<tr>
<th>Participant group</th>
<th>N</th>
<th>Mean</th>
<th>Maximum</th>
<th>Minimum</th>
<th>Sum</th>
<th>Median</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group 1: pre-exchange</td>
<td>17</td>
<td>1553.59</td>
<td>2628.00</td>
<td>785.00</td>
<td>26411.00</td>
<td>1634.00</td>
<td>463.66</td>
</tr>
<tr>
<td>Group 2: exchange</td>
<td>20</td>
<td>1781.35</td>
<td>2740.00</td>
<td>279.00</td>
<td>35627.00</td>
<td>1807.50</td>
<td>703.11</td>
</tr>
<tr>
<td>Group 3: post-exchange</td>
<td>6</td>
<td>2140.33</td>
<td>2650.00</td>
<td>1396.00</td>
<td>12842.00</td>
<td>2332.50</td>
<td>592.00</td>
</tr>
<tr>
<td>Reference group</td>
<td>5</td>
<td>1198.20</td>
<td>1639.00</td>
<td>567.00</td>
<td>5991.00</td>
<td>1166.00</td>
<td>410.68</td>
</tr>
</tbody>
</table>

**Type 1: identical**

<table>
<thead>
<tr>
<th>Participant group</th>
<th>N</th>
<th>Mean</th>
<th>Maximum</th>
<th>Minimum</th>
<th>Sum</th>
<th>Median</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group 1: pre-exchange</td>
<td>17</td>
<td>390.94</td>
<td>671.00</td>
<td>140.00</td>
<td>6646.00</td>
<td>414.00</td>
<td>137.70</td>
</tr>
<tr>
<td>Group 2: exchange</td>
<td>20</td>
<td>436.60</td>
<td>733.00</td>
<td>44.00</td>
<td>8732.00</td>
<td>424.50</td>
<td>153.21</td>
</tr>
<tr>
<td>Group 3: post-exchange</td>
<td>6</td>
<td>506.67</td>
<td>687.00</td>
<td>335.00</td>
<td>3040.00</td>
<td>518.50</td>
<td>147.73</td>
</tr>
<tr>
<td>Reference group</td>
<td>5</td>
<td>272.60</td>
<td>346.00</td>
<td>156.00</td>
<td>1363.00</td>
<td>265.00</td>
<td>78.96</td>
</tr>
</tbody>
</table>

**Type 2: other**

<table>
<thead>
<tr>
<th>Participant group</th>
<th>N</th>
<th>Mean</th>
<th>Maximum</th>
<th>Minimum</th>
<th>Sum</th>
<th>Median</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group 1: pre-exchange</td>
<td>17</td>
<td>284.59</td>
<td>492.00</td>
<td>182.00</td>
<td>4838.00</td>
<td>277.00</td>
<td>73.64</td>
</tr>
<tr>
<td>Group 2: exchange</td>
<td>20</td>
<td>282.20</td>
<td>411.00</td>
<td>148.00</td>
<td>5644.00</td>
<td>280.50</td>
<td>91.95</td>
</tr>
<tr>
<td>Group 3: post-exchange</td>
<td>6</td>
<td>343.17</td>
<td>460.00</td>
<td>214.00</td>
<td>2059.00</td>
<td>357.50</td>
<td>95.79</td>
</tr>
<tr>
<td>Reference group</td>
<td>5</td>
<td>280.80</td>
<td>372.00</td>
<td>156.00</td>
<td>1404.00</td>
<td>322.00</td>
<td>86.39</td>
</tr>
</tbody>
</table>

**Type 3: omission**

<table>
<thead>
<tr>
<th>Participant group</th>
<th>N</th>
<th>Mean</th>
<th>Maximum</th>
<th>Minimum</th>
<th>Sum</th>
<th>Median</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group 1: pre-exchange</td>
<td>17</td>
<td>268.41</td>
<td>448.00</td>
<td>140.00</td>
<td>4563.00</td>
<td>287.00</td>
<td>87.82</td>
</tr>
<tr>
<td>Group 2: exchange</td>
<td>20</td>
<td>338.20</td>
<td>601.00</td>
<td>29.00</td>
<td>6764.00</td>
<td>346.00</td>
<td>157.44</td>
</tr>
<tr>
<td>Group 3: post-exchange</td>
<td>6</td>
<td>398.67</td>
<td>560.00</td>
<td>226.00</td>
<td>2392.00</td>
<td>411.50</td>
<td>135.03</td>
</tr>
<tr>
<td>Reference group</td>
<td>5</td>
<td>174.40</td>
<td>238.00</td>
<td>63.00</td>
<td>872.00</td>
<td>190.00</td>
<td>72.46</td>
</tr>
</tbody>
</table>

**Type 4: recast**

<table>
<thead>
<tr>
<th>Participant group</th>
<th>N</th>
<th>Mean</th>
<th>Maximum</th>
<th>Minimum</th>
<th>Sum</th>
<th>Median</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group 1: pre-exchange</td>
<td>17</td>
<td>323.24</td>
<td>570.00</td>
<td>125.00</td>
<td>5495.00</td>
<td>300.00</td>
<td>119.95</td>
</tr>
<tr>
<td>Group 2: exchange</td>
<td>20</td>
<td>381.75</td>
<td>667.00</td>
<td>41.00</td>
<td>7635.00</td>
<td>386.00</td>
<td>190.70</td>
</tr>
<tr>
<td>Group 3: post-exchange</td>
<td>6</td>
<td>495.50</td>
<td>658.00</td>
<td>353.00</td>
<td>2973.00</td>
<td>479.00</td>
<td>121.51</td>
</tr>
<tr>
<td>Reference group</td>
<td>5</td>
<td>287.20</td>
<td>394.00</td>
<td>110.00</td>
<td>1436.00</td>
<td>313.00</td>
<td>111.55</td>
</tr>
</tbody>
</table>

**Type 5: incongruous**

<table>
<thead>
<tr>
<th>Participant group</th>
<th>N</th>
<th>Mean</th>
<th>Maximum</th>
<th>Minimum</th>
<th>Sum</th>
<th>Median</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group 1: pre-exchange</td>
<td>17</td>
<td>286.71</td>
<td>447.00</td>
<td>141.00</td>
<td>4874.00</td>
<td>280.00</td>
<td>91.91</td>
</tr>
<tr>
<td>Group 2: exchange</td>
<td>20</td>
<td>342.90</td>
<td>568.00</td>
<td>17.00</td>
<td>6858.00</td>
<td>336.00</td>
<td>154.53</td>
</tr>
<tr>
<td>Group 3: post-exchange</td>
<td>6</td>
<td>396.67</td>
<td>551.00</td>
<td>234.00</td>
<td>2380.00</td>
<td>397.00</td>
<td>132.35</td>
</tr>
<tr>
<td>Reference group</td>
<td>5</td>
<td>183.40</td>
<td>293.00</td>
<td>82.00</td>
<td>917.00</td>
<td>182.00</td>
<td>77.65</td>
</tr>
<tr>
<td>Participant group</td>
<td>N</td>
<td>Mean</td>
<td>Maximum</td>
<td>Minimum</td>
<td>Sum</td>
<td>Median</td>
<td>Standard deviation</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----</td>
<td>--------</td>
<td>---------</td>
<td>----------</td>
<td>---------</td>
<td>---------</td>
<td>--------------------</td>
</tr>
<tr>
<td>Group 1: pre-exchange</td>
<td>17</td>
<td>1769.65</td>
<td>2673.00</td>
<td>935.00</td>
<td>30084.00</td>
<td>1813.00</td>
<td>473.94</td>
</tr>
<tr>
<td>Group 2: exchange</td>
<td>20</td>
<td>1622.75</td>
<td>2352.00</td>
<td>585.00</td>
<td>32455.00</td>
<td>1654.50</td>
<td>522.51</td>
</tr>
<tr>
<td>Group 3: post-exchange</td>
<td>6</td>
<td>1943.67</td>
<td>2961.00</td>
<td>1005.00</td>
<td>11662.00</td>
<td>1917.50</td>
<td>854.24</td>
</tr>
<tr>
<td>Reference group</td>
<td>5</td>
<td>2500.40</td>
<td>3737.00</td>
<td>1382.00</td>
<td>12502.00</td>
<td>2315.00</td>
<td>860.74</td>
</tr>
</tbody>
</table>

### Whole screen

<table>
<thead>
<tr>
<th>Participant group</th>
<th>N</th>
<th>Mean</th>
<th>Maximum</th>
<th>Minimum</th>
<th>Sum</th>
<th>Median</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group 1: pre-exchange</td>
<td>17</td>
<td>4125.41</td>
<td>6683.00</td>
<td>2991.00</td>
<td>70132.00</td>
<td>3971.00</td>
<td>943.15</td>
</tr>
<tr>
<td>Group 2: exchange</td>
<td>20</td>
<td>4345.35</td>
<td>5918.00</td>
<td>2627.00</td>
<td>86907.00</td>
<td>4398.50</td>
<td>986.09</td>
</tr>
<tr>
<td>Group 3: post-exchange</td>
<td>6</td>
<td>4929.83</td>
<td>6404.00</td>
<td>2832.00</td>
<td>29579.00</td>
<td>5572.50</td>
<td>1537.96</td>
</tr>
<tr>
<td>Reference group</td>
<td>5</td>
<td>4727.40</td>
<td>5942.00</td>
<td>3003.00</td>
<td>23637.00</td>
<td>4623.00</td>
<td>1226.56</td>
</tr>
</tbody>
</table>

### Appendix M.2 Total fixation duration

#### Telops that directly render dialogue

<table>
<thead>
<tr>
<th>Participant group</th>
<th>N</th>
<th>Mean</th>
<th>Maximum</th>
<th>Minimum</th>
<th>Sum</th>
<th>Median</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group 1: pre-exchange</td>
<td>17</td>
<td>115.03</td>
<td>182.65</td>
<td>22.83</td>
<td>1955.53</td>
<td>116.61</td>
<td>35.84</td>
</tr>
<tr>
<td>Group 2: exchange</td>
<td>20</td>
<td>129.48</td>
<td>237.57</td>
<td>7.98</td>
<td>2589.70</td>
<td>126.87</td>
<td>54.91</td>
</tr>
<tr>
<td>Group 3: post-exchange</td>
<td>6</td>
<td>128.06</td>
<td>172.18</td>
<td>100.19</td>
<td>768.39</td>
<td>120.76</td>
<td>24.74</td>
</tr>
<tr>
<td>Reference group</td>
<td>5</td>
<td>62.92</td>
<td>101.54</td>
<td>12.76</td>
<td>314.60</td>
<td>74.35</td>
<td>34.98</td>
</tr>
</tbody>
</table>

#### Type 1: identical

<table>
<thead>
<tr>
<th>Participant group</th>
<th>N</th>
<th>Mean</th>
<th>Maximum</th>
<th>Minimum</th>
<th>Sum</th>
<th>Median</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group 1: pre-exchange</td>
<td>17</td>
<td>28.55</td>
<td>47.46</td>
<td>3.82</td>
<td>485.30</td>
<td>32.28</td>
<td>9.96</td>
</tr>
<tr>
<td>Group 2: exchange</td>
<td>20</td>
<td>31.78</td>
<td>53.13</td>
<td>1.20</td>
<td>635.51</td>
<td>33.11</td>
<td>12.63</td>
</tr>
<tr>
<td>Group 3: post-exchange</td>
<td>6</td>
<td>30.49</td>
<td>43.48</td>
<td>22.24</td>
<td>182.94</td>
<td>29.31</td>
<td>7.00</td>
</tr>
<tr>
<td>Reference group</td>
<td>5</td>
<td>13.80</td>
<td>23.15</td>
<td>3.75</td>
<td>68.99</td>
<td>13.39</td>
<td>7.20</td>
</tr>
</tbody>
</table>

#### Type 2: other

<table>
<thead>
<tr>
<th>Participant group</th>
<th>N</th>
<th>Mean</th>
<th>Maximum</th>
<th>Minimum</th>
<th>Sum</th>
<th>Median</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group 1: pre-exchange</td>
<td>17</td>
<td>23.46</td>
<td>34.32</td>
<td>5.90</td>
<td>398.83</td>
<td>23.30</td>
<td>6.93</td>
</tr>
<tr>
<td>Group 2: exchange</td>
<td>20</td>
<td>22.74</td>
<td>36.22</td>
<td>4.09</td>
<td>454.86</td>
<td>24.12</td>
<td>7.82</td>
</tr>
<tr>
<td>Reference group</td>
<td>5</td>
<td>14.90</td>
<td>26.09</td>
<td>3.42</td>
<td>74.52</td>
<td>14.63</td>
<td>8.27</td>
</tr>
</tbody>
</table>

#### Type 3: omission

<table>
<thead>
<tr>
<th>Participant group</th>
<th>N</th>
<th>Mean</th>
<th>Maximum</th>
<th>Minimum</th>
<th>Sum</th>
<th>Median</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group 1: pre-exchange</td>
<td>17</td>
<td>20.51</td>
<td>30.88</td>
<td>4.42</td>
<td>348.73</td>
<td>20.64</td>
<td>6.08</td>
</tr>
<tr>
<td>Group 2: exchange</td>
<td>20</td>
<td>24.32</td>
<td>56.36</td>
<td>0.93</td>
<td>486.42</td>
<td>22.25</td>
<td>12.21</td>
</tr>
<tr>
<td>Group 3: post-exchange</td>
<td>6</td>
<td>24.79</td>
<td>32.96</td>
<td>19.22</td>
<td>148.76</td>
<td>23.33</td>
<td>5.00</td>
</tr>
<tr>
<td>Reference group</td>
<td>5</td>
<td>10.07</td>
<td>16.27</td>
<td>1.48</td>
<td>50.33</td>
<td>12.18</td>
<td>6.36</td>
</tr>
</tbody>
</table>
### Type 4: recast

<table>
<thead>
<tr>
<th>Participant group</th>
<th>N</th>
<th>Mean</th>
<th>Maximum</th>
<th>Minimum</th>
<th>Sum</th>
<th>Median</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group 1: pre-exchange</td>
<td>17</td>
<td>21.38</td>
<td>34.88</td>
<td>4.39</td>
<td>363.41</td>
<td>22.91</td>
<td>7.25</td>
</tr>
<tr>
<td>Group 2: exchange</td>
<td>20</td>
<td>26.44</td>
<td>50.62</td>
<td>1.26</td>
<td>528.86</td>
<td>26.98</td>
<td>13.54</td>
</tr>
<tr>
<td>Group 3: post-exchange</td>
<td>6</td>
<td>28.34</td>
<td>35.89</td>
<td>20.84</td>
<td>170.05</td>
<td>28.21</td>
<td>5.20</td>
</tr>
<tr>
<td>Reference group</td>
<td>5</td>
<td>14.55</td>
<td>22.53</td>
<td>2.25</td>
<td>72.76</td>
<td>17.00</td>
<td>8.72</td>
</tr>
</tbody>
</table>

### Type 5: incongruous

<table>
<thead>
<tr>
<th>Participant group</th>
<th>N</th>
<th>Mean</th>
<th>Maximum</th>
<th>Minimum</th>
<th>Sum</th>
<th>Median</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group 1: pre-exchange</td>
<td>17</td>
<td>21.13</td>
<td>41.86</td>
<td>4.31</td>
<td>359.27</td>
<td>22.24</td>
<td>9.41</td>
</tr>
<tr>
<td>Group 2: exchange</td>
<td>20</td>
<td>24.20</td>
<td>42.72</td>
<td>0.50</td>
<td>484.06</td>
<td>23.47</td>
<td>11.39</td>
</tr>
<tr>
<td>Group 3: post-exchange</td>
<td>6</td>
<td>23.47</td>
<td>31.43</td>
<td>17.51</td>
<td>140.80</td>
<td>22.14</td>
<td>5.39</td>
</tr>
<tr>
<td>Reference group</td>
<td>5</td>
<td>9.60</td>
<td>14.16</td>
<td>1.85</td>
<td>47.99</td>
<td>12.98</td>
<td>5.65</td>
</tr>
</tbody>
</table>

### Faces

<table>
<thead>
<tr>
<th>Participant group</th>
<th>N</th>
<th>Mean</th>
<th>Maximum</th>
<th>Minimum</th>
<th>Sum</th>
<th>Median</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group 1: pre-exchange</td>
<td>17</td>
<td>201.35</td>
<td>270.59</td>
<td>42.48</td>
<td>3422.96</td>
<td>219.86</td>
<td>61.58</td>
</tr>
<tr>
<td>Group 2: exchange</td>
<td>20</td>
<td>170.01</td>
<td>290.66</td>
<td>60.05</td>
<td>3400.24</td>
<td>152.22</td>
<td>62.96</td>
</tr>
<tr>
<td>Group 3: post-exchange</td>
<td>6</td>
<td>165.68</td>
<td>193.20</td>
<td>134.21</td>
<td>994.05</td>
<td>166.73</td>
<td>22.54</td>
</tr>
<tr>
<td>Reference group</td>
<td>5</td>
<td>138.74</td>
<td>181.46</td>
<td>35.31</td>
<td>693.70</td>
<td>169.28</td>
<td>61.31</td>
</tr>
</tbody>
</table>

### Whole screen

<table>
<thead>
<tr>
<th>Participant group</th>
<th>N</th>
<th>Mean</th>
<th>Maximum</th>
<th>Minimum</th>
<th>Sum</th>
<th>Median</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group 1: pre-exchange</td>
<td>17</td>
<td>387.38</td>
<td>458.03</td>
<td>95.51</td>
<td>6585.50</td>
<td>419.48</td>
<td>91.45</td>
</tr>
<tr>
<td>Group 2: exchange</td>
<td>20</td>
<td>374.47</td>
<td>480.84</td>
<td>127.41</td>
<td>7489.50</td>
<td>402.13</td>
<td>91.49</td>
</tr>
<tr>
<td>Group 3: post-exchange</td>
<td>6</td>
<td>359.58</td>
<td>439.69</td>
<td>286.46</td>
<td>2157.48</td>
<td>360.33</td>
<td>50.36</td>
</tr>
<tr>
<td>Reference group</td>
<td>5</td>
<td>255.50</td>
<td>348.08</td>
<td>73.87</td>
<td>1277.51</td>
<td>276.82</td>
<td>106.52</td>
</tr>
</tbody>
</table>