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Abstract

Word alignment is a fundamental and crucial component in Statistical Machine

Translation (SMT) systems. Despite the enormous progress made in the past two

decades, this task remains an active research topic simply because the quality of

word alignment is still far from optimal. Most state-of-the-art word alignment mod-

els are grounded on statistical learning theory treating word alignment as a general

sequence alignment problem, where many linguistically motivated insights are not

incorporated. In this thesis, we propose new word alignment models with linguis-

tically motivated constraints in a bid to improve the quality of word alignment

for Phrase-Based SMT systems (PB-SMT). We start the exploration with an in-

vestigation into segmentation constraints for word alignment by proposing a novel

algorithm, namely word packing, which is motivated by the fact that one concept

expressed by one word in one language can frequently surface as a compound or

collocation in another language. Our algorithm takes advantage of the interaction

between segmentation and alignment, starting with some segmentation for both the

source and target language and updating the segmentation with respect to the word

alignment results using state-of-the-art word alignment models; thereafter a refined

word alignment can be obtained based on the updated segmentation. In this pro-

cess, the updated segmentation acts as a hard constraint on the word alignment

models and reduces the complexity of the alignment models by generating more

1-to-1 correspondences through word packing. Experimental results show that this

algorithm can lead to statistically significant improvements over the state-of-the-art

word alignment models. Given that word packing imposes “hard” segmentation

constraints on the word aligner, which is prone to introducing noise, we propose two

new word alignment models using syntactic dependencies as soft constraints. The

first model is a syntactically enhanced discriminative word alignment model, where

we use a set of feature functions to express the syntactic dependency information

xiii



encoded in both source and target languages. One the one hand, this model en-

joys great flexibility in its capacity to incorporate multiple features; on the other

hand, this model is designed to facilitate model tuning for different objective func-

tions. Experimental results show that using syntactic constraints can improve the

performance of the discriminative word alignment model, which also leads to better

PB-SMT performance compared to using state-of-the-art word alignment models.

The second model is a syntactically constrained generative word alignment model,

where we add in a syntactic coherence model over the target phrases in the context

of HMM word-to-phrase alignment. The advantages of our model are that (i) the

addition of the syntactic coherence model preserves the efficient parameter estima-

tion procedures; and (ii) the flexibility of the model can be increased so that it can

be tuned according to different objective functions. Experimental results show that

tuning this model properly leads to a significant gain in MT performance over the

state-of-the-art.
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Chapter 1

Introduction

Automatic word alignment can be defined as the problem of determining transla-

tion correspondences at word level given a parallel corpus of aligned sentences. As

a fundamental component, word alignment can be applied to various multilingual

Natural Language Processing applications including translation lexicon induction

(Melamed, 1996; Lin et al., 2008) and cross-lingual projection of linguistic informa-

tion (Hwa et al., 2002). Our focus application in this thesis is Machine Translation

(MT).

MT is one of the most important tasks in Natural Language Processing. Over

the last few decades, MT research and application broadly falls into two paradigms.

The first one is referred to as rule-based MT, in which linguistic knowledge is ex-

pressed through manually crafted rules. The other one is data-driven MT, where

linguistic knowledge is automatically derived from large bilingual corpora annotated

on different levels. Data-driven MT is by far the predominant research paradigm;

particularly, Statistical Machine Translation (SMT), an example of data-driven MT

with well-formed mathematical foundations, has been repeatedly demonstrated in

the last twenty years to be an effective solution to the problem of translation. The

popularity of SMT can be explained by pointing out several additional features:

• Speed of deployment. As opposed to rule-based MT systems, which are

time-consuming to build and difficult to maintain on a consistency basis, SMT
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systems can be produced quickly since their underlying models can be auto-

matically derived from corpora using different machine learning techniques;

• Adaptability. SMT models are language-independent, meaning that they

can be easily constructed for different language pairs as long as bilingual cor-

pora are available, as opposed to the rule-based systems, which are built upon

the specific grammars of the particular languages in question;

• Low production cost. SMT systems do not rely on expensive linguistic

expertise.

The development of SMT systems started with word-based models (Brown et al.,

1993; Germann, 2003), where “words” are the basic translation unit and word or-

dering is a major problem. Phrase-Based SMT (PB-SMT) came into being by using

a sequence of words (a “phrase”) as the basic translation unit to partially mitigate

the word ordering problem, leading to a major improvement in translation qual-

ity. Hierarchical (Wu, 1997; Chiang, 2005) and syntax-based models (Yamada and

Knight, 2001; Quirk et al., 2005; Galley et al., 2006; Liu et al., 2006; Marcu et al.,

2006) tackle this problem using grammatical structures either automatically induced

(hierarchical models) or through syntactic parsers (syntax-based models) to guide

translation, and transform a translation problem into a parsing problem. Some ef-

forts are dedicated to the syntactic extensions to PB-SMT systems (Hassan et al.,

2007b, 2008), which can be viewed as an intermediate form between PB-SMT and

syntax-based models.

Word alignment is a fundamental component in all above-mentioned SMT sys-

tems. High-quality word alignment is essential to PB-SMT systems in order to

extract a set of reliable phrase pairs; it is also important for hierarchical or syntax-

based systems in order to obtain wide-coverage high-quality translation rules. Given

this, a large body of research is dedicated to improving word alignment. Besides

the quality, another important issue regarding word alignment, which is particularly

relevant in the context of SMT, is flexibility. Since we need a set of word alignments
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which is not only believed to be of high quality by human judges, but also can lead

to high SMT performance, the flexibility of the alignment model is crucial so that

it can be tuned for different language pairs and/or different types of SMT systems.

To summarise, quality together with flexibility are the two measures for judging a

word alignment approach.

1.1 Research Questions

The quality of word alignment produced by state-of-the-art alignment methods is

still far from optimal. One direction to improve the quality of word alignment

is to improve the alignment modelling through the incorporation of linguistically

motivated insights.

As we know, most word alignment models normally require that the sentences

to be aligned are segmented into sequences of tokens that are meant to be words.

The way to segment a sentence can significantly influence the performance of word

alignment given that the basic alignment units differ from one segmentation to

another, which can lead to dramatic variations in the alignment structure. For

example, one of the most difficult parts in word alignment is the case of 1-to-n

alignment, i.e. where one word in one language is aligned to n words in another. By

uncovering the dependencies1 between the n words, we can group these words into

one “word” so that the alignment process can be simplified.2 In other words, we can

use the bilingually optimal segmentation as a (hard) constraint on the alignment

models in a bid to improve the performance of the word alignment process, and

subsequently PB-SMT systems. This gives rise to our first research question.

1The dependencies between words can be expressed either in the form of frequency co-
occurrences in real world data, or linguistically in the form of syntactic dependencies, which can
be obtained via dependency parsing.

2It is natural to argue that this grouping can increase the vocabulary size and consequently
suffer from data sparseness. A critical reader may also raise the point that a group of words that
frequently co-occur in one language, e.g. collocations, does not necessarily imply that these words
translate into a single word in another language. As answers to these questions, we will present a
method that overcomes these problems, and other relative issues will also be discussed in Chapter
3.
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(RQ1) Can bilingually motivated word segmentation improve word

alignment and PB-SMT?

To discover the optimal segmentation and to directly use them in word alignment

imposes hard constraints on the alignment process because once we believe the n

words are dependent on each other and correspond to one word in another language,

we group the n words as one single word, where noisy groupings can also unavoidably

occur. Based on such observations, we can exploit new models to incorporate seg-

mentation information as soft constraints. One form of association between words

is expressed by syntactic dependencies. Despite such associations not necessarily

implying a clear alignment decision, we can make use of the syntactic dependencies

as soft constraints in the alignment learning process and let the model decide to

what extent such information can be utilised. In order to investigate the influence

of syntactic dependencies on different word alignment models, such as generative

and discriminative models, we try to answer the following two research questions:

(RQ2) Can discriminative word alignment models be enhanced by

syntactic dependencies?

(RQ3) Can we extend generative word alignment models to incor-

porate syntactic constraints?

As mentioned earlier, besides the importance of quality, the flexibility of the

alignment model is also essential in the context of SMT, where we prefer to design

our model in such a manner that it can be tuned for different end tasks. Identifying

an interface in alignment models for tuning purposes gives rise to our final research

question:

(RQ4) Can we tune the word alignment methods to achieve higher

MT performance?
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1.2 Thesis Structure

The following chapters in the thesis are dedicated to addressing the four research

questions by inclusion of an overview of the previous research on word alignment,

development of new algorithms and models and presentation of the experimental

results.

Chapter 2 gives a brief overview of state-of-the-art SMT systems and illustrates

the crucial role of word alignment in these systems. We then conduct a critical

review of the various approaches and models for word alignment and show how

our research is motivated with respect to the state-of-the-art. The methodology

underlying our research is briefly introduced at the end of this chapter.

Chapter 3 describes an algorithm to perform bilingually motivated word seg-

mentation in a bid to bootstrap the word alignment used for PB-SMT systems.

Via a set of experiments we show that a careful balance between vocabulary size

and the reduction of 1-to-n alignments can lead to a significant improvement in the

performance of a PB-SMT system. We also show that in the scenario where the

vocabulary size is limited, monolingual segmentation can be fully abandoned and

replaced with our bilingually motivated segmentation approach.

Chapter 4 seeks to improve a discriminative word alignment model by incorpo-

rating syntactic dependencies. We take advantage of the dependency structures of

both source and target languages and use the bilingual dependency correspondences

as soft constraints in word alignment. Experimental results confirm our hypothesis

that word alignment can be improved through the incorporation of syntactic depen-

dency information. We also investigate the significance of word alignment tuning

and show that tuning word alignment directly according to the translation quality

can boost the performance of PB-SMT systems.

Chapter 5 presents our syntactically constrained generative word alignment model,

i.e. HMM word-to-phrase alignment model. We extend the standard word-to-phrase

alignment model to efficiently incorporate syntactic dependencies into alignment. At

5



the same time, we design the model in a manner such that it can be tuned according

to different objective functions.

Chapter 6 continues to investigate the syntactically constrained generative word

alignment model through the presentation of the experimental results and an in-

depth analysis of various model configurations. Following an examination of the

alignment structure, we show the advantages and disadvantages of using this model.

Extensive experiments on using our word alignment in PB-SMT systems are also

conducted.

Chapter 7 concludes this thesis and points out avenues for further research.

Part of the research presented in the thesis has been published in peer-reviewed

international conferences and journals. Ma et al. (2007b) presented our algorithm

to bootstrap word alignment through bilingually motivated word packing. Ma and

Way (2009a) generalised this algorithm and applied it to direct Chinese word seg-

mentation and domain adaptation. This strand of research was summarised and

further extended in Ma and Way (2009b). Ma et al. (2008a) described our primitive

model for syntactically enhanced discriminative word alignment. This model was

refined in Ma et al. (2009a) and tuning the word alignment for PB-SMT was also

discussed. A further investigation into the characteristics of the alignment that ben-

efits the PB-SMT systems in translation quality was conducted in Lambert et al.

(2009). These alignment techniques have also been extensively exploited in various

MT evaluation campaigns (Hassan et al., 2007a; Ma et al., 2008b; Tinsley et al.,

2008; Ma et al., 2009b).

There are a bunch of other papers that do not feature much in this work. These

include using word alignment for chunking (Ma et al., 2007a), using word align-

ment information between source words and MT outputs in Hypothesis Alignment

for Combining Outputs from Machine Translation Systems (Du et al., 2009) and

incorporating supertags as source-side contexts in PB-SMT systems (Haque et al.,

2009).
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Chapter 2

Overview of Word Alignment

Models and Our Methodology

In this chapter, we first introduce the fundamentals of SMT systems and illustrate

the role of word alignment in such systems. State-of-the-art word alignment models

and related research concerning the impact of word alignment on SMT systems are

subsequently reviewed. Then we elaborate the methodology underlying our research,

including the evaluation methods, the data and baseline systems we use throughout

this thesis.

2.1 Statistical Machine Translation

Given a source (“Foreign”) sentence f I
1 = f1, ..., fj , ...fI , which is to be translated

into a target (“English”) sentence eJ
1 = e1, ..., ei, ..., eJ , among all the possible target

sentences, we will choose the sentence with the highest probability as in (2.1):

êJ
1 = argmax

eJ
1

P (eJ
1 |f

I
1 ) (2.1)

The argmax operation denotes the search problem, i.e. search for the target sentence

that holds the highest probability.
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There are two widely used models that decompose the conditional probability

shown in (2.1). One is the Source-Channel Model (Brown et al., 1990, 1993), with

the other being the log-linear model (Och and Ney, 2002).

2.1.1 Source-Channel Model

According to Bayes’ decision rule, we can perform the following maximisation as in

(2.2):

êJ
1 = argmax

eJ
1

P (f I
1 |e

J
1 )× P (eJ

1 ) (2.2)

Equation (2.2) is the fundamental equation for SMT. P (f I
1 |e

J
1 ) in the equation is

the sentence translation model, which guarantees the target sentence eJ
1 and source

sentence f I
1 are translations of each other; P (eJ

1 ) is the language model of the target

language which ensures a fluent target sentence. Typically (2.2) is favoured over

the direct translation model of (2.1) by yielding a modular approach, i.e. instead of

modelling one probability distribution, we obtain two different knowledge sources

that are trained independently. The optimal parameter values in these two models

can be obtained by maximising the likelihood of the training data with respect to

the model parameters.

Depending on the basic translation units used in translation, SMT has evolved

from word-based SMT into Phrase-Based SMT (PB-SMT). Word-based SMT sys-

tems (e.g. (Germann, 2003)) learn lexical translation models describing word-to-

word mappings between a given language pair. However, words are not the best

atomic units of translation because we can have one-to-many mappings between

languages. Furthermore, by translating word for word, no contextual information is

made use of during the translation process. To attempt to overcome some of these

issues, sequences of words can be translated together. By using these sequences of

words (so-called “phrases”, but not in the linguistic, “constituent” sense), it is pos-
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sible to avoid many cases of translational ambiguity and better capture instances of

local reordering. The set of phrase pairs extracted from the bilingual parallel corpus

constitutes the core translation model (phrase table, or t(ranslation)-table) of the

PB-SMT system.

Different from word-based models which can directly learn lexical translation

from the training data, direct learning of phrase translations turns out to be a

task with enormous computational complexity (Marcu and Wong, 2002). Therefore,

state-of-the-art PB-SMT systems do not use the more mathematically grounded

models to learn phrase translations in training. Instead phrases are extracted with

respect to the word alignment based on some heuristics (Och, 2002).

2.1.2 Log-Linear Phrase-Based SMT

With a Markov assumption on the language model, PB-SMT decoding uses the the

decision rule as in (2.3):

êJ
1 = argmax

eJ
1

K
∏

k=1

pv(f̄k|ēk)po(startk − endk−1)

J
∏

j=1

pLM(ej |e1 · · · ej−1) (2.3)

where pv is a phrase translation model indicating the translation probability from

target phrase ēk to source phrase f̄k, and po is a distance-based phrase reordering

model. The variable “startk” is defined as the position of the first word of the

foreign input phrase which translates to the kth English phrase, and “endk” as the

position of the last word of the foreign phrase. Note that the process of segmenting

the foreign sentence f I
1 into K phrases is not explicitly modelled, implying any

segmentation is equally likely.1 Note also that the translation of a source phrase

does not depend on the translation of the surrounding source phrases, which is an

inaccurate assumption.2

1Ma et al. (2007a) discussed this issue in the presentation and their alignment-guided chunk-
ing methods can be viewed as a form of modelling the segmentation process (cf. http://www.

mt-archive.info/TMI-2007-TOC.htm).
2Stroppa et al. (2007), Carpuat and Wu (2007) and Haque et al. (2009) represent some attempts

to address this problem.

9



It is natural to introduce weights to scale the contributions from each component,

in which case we arrive at the updated decision rule in (2.4):

êJ
1 = argmax

eJ
1

K
∏

k=1

pv(f̄k|ēk)
λvpo(startk − endk−1)

λo

J
∏

j=1

pLM(ej|e1 · · · ej−1)
λLM (2.4)

where λv, λo and λLM are the weights for phrase translation, distance-based reorder-

ing and language model respectively.

Using a simple logarithm transformation on (2.4), we have (2.5)–(2.7), which is

used in state-of-the-art PB-SMT. Besides the distance-based reordering model po

in (2.6), a more sophisticated lexical reordering model (Koehn, 2009) is normally

adopted. As extensions to (2.5), bidirectional phrase translation probabilities are

often included into this log-linear framework, i.e. not just pv(f̄k|ēk) (the translation

probability from target phrase to source phrase), but also pv(ēk|f̄k) (the translation

probability from source phrase to target phrase); lexical weighting, which measures

the reliability of a phrase pair on lexical level, is also included to smooth the phrase

translation probabilities (Koehn et al., 2003).

êJ
1 = argmax

eJ
1

λv

K
∑

k=1

log pv(f̄k|ēk) (2.5)

+ λo

K
∑

k=1

log po(startk − endk−1) (2.6)

+ λLM

J
∑

j=1

log pLM(ej |e1 · · · ej−1)} (2.7)

In principle, the phrase translation probability can be directly estimated via

direct phrase alignment of the bilingual corpus (Marcu and Wong, 2002). However,

the complexity of direct alignment of phrases on a bilingual corpus is enormous and

exhaustively counting all possible phrase alignments over a corpus of reasonable size

is infeasible in practice. Therefore, this strand of research normally constrains the

phrase alignment model and the resulting results are not satisfactory (Birch et al.,

2006).
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One simple yet widely adopted practice is to induce the phrase alignment via

word alignment results. The phrase pairs are induced in such a way that each word

within a source phrase is aligned to a word in the target phrase and vice versa (Och,

2002). Since the core translation model is actually induced from word alignment, a

high-quality word alignment is essential.

2.2 Statistical Word Alignment

There are several classes of methods for creating lexical correspondences given a

bilingual sentence pair. The first body of research attempts to directly construct the

word alignment on bilingual sentence pairs with notable methods such as the IBM

Models (Brown et al., 1993). Another class of approaches generates word alignment

in the process of aligning structures or tree representations of the bilingual sentences

(Ding et al., 2003; Eisner, 2003; Gildea, 2003; Tinsley et al., 2007). This approach

aims to produce an alignment between constituents (or sentence substructures),

and word alignment can be viewed as a byproduct of this process. A third group

of research is bilingual parsing (Wu, 1997; Alshawi et al., 2000). We regard this

approach as an intermediate form of the above-mentioned two classes in that it

permits the probabilistic trade-off between lexical correspondences and the amount

of information present in the monolingual parses.

Our research roughly falls into the first strand of research. Therefore, we only

give a literature review on this strand of research. In this section, we will review

three different models for word alignment, namely generative models, discriminative

models and association-based models. Throughout this thesis, we use the term

alignment to indicate the entire structure that connects a sentence pair and the

term link to denote individual word-to-word connections that make up an alignment.

When we talk about different types of links, e.g. a 1-to-1 link referring to the case

where one word in the source sentence is connected with exactly one word in the

target sentence, and 1-to-n links referring to the case where one word in the source
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sentence is connected with n words in the target sentence, we (loosely) use the term

link and alignment interchangeably, i.e. 1-to-1 alignment means 1-to-1 link, and

1-to-n alignment means 1-to-n links.

2.2.1 Generative Models

The most common approach to word alignment is that of generative word align-

ment models, which view the translation (alignment) process as a sentence in one

language generating a sentence in another language. Relating word alignment to the

SMT translation model in (2.2), the translation model can be recast as a (statistical)

alignment model as in (2.8), which assumes the source sentence f I
1 is generated by

the target sentence eJ
1 :

P (f I
1 |e

J
1 ) =

∑

aI
1

P (f I
1 , a

I
1|e

J
1 ) (2.8)

where aI
1 is the word alignment with each link i → j = ai denoting the association

between a source position i and target position j = ai. Normally there is a link

ai = 0 to account for the case where a source word is aligned to an empty target

word e0 (or NULL). In principle, word alignment should encode an arbitrary relation

between source and target words, i.e. alignment A should be defined as a subset of

the Cartesian product of source and target word postions, as in (2.9):

A ⊆ {(j, i) : j = 1 · · · , J ; i = 1 · · · , I} (2.9)

However modelling the alignment to deal with this general representation is hard

(Och and Ney, 2003), mainly due to the fact that this representation leads to an ex-

ponentially large alignment space, of which an exhaustive exploitation is infeasible in

practice (Cherry and Lin, 2006a). Therefore, most models including (2.8) constrain

the alignment space in such a way that each source word can only be aligned to

exactly one target word. Therefore, using the representation aI
1, the alignment does
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not encode a relation between source and target word positions, but only a mapping

from source to target word positions (Och and Ney, 2003). For these reasons, these

models are also called asymmetric models.

For the convenience of understanding, our notation throughout the rest of the

thesis assumes the generation of a target language sentence eJ
1 from a source sentence

f I
1 as opposed to the SMT translation model, which assumes the source sentence

f I
1 is generated by target sentence eJ

1 .3 Thereafter, the alignment aJ
1 represents a

mapping from the target word positions to the source. The transformation process

from source to target language covered by the generative process may include word

insertion or deletion, word reordering (or distortion) indicating the relative position

change when generating a target word from a source word, the fertility of a source

word to account for the one-to-many generation (1-to-n alignments in alignment

models), etc (Brown et al., 1990, 1993). Depending on whether fertility is explicitly

modelled or not, these generative models can be broadly classified into non-fertility

models and fertility-based models.

The most widely used non-fertility models are HMM-based models. Depending

on the order of HMM used, there are first-order and zero-order HMMs. IBM Models

1 and 2 (Brown et al., 1993) are zero-order HMM models assuming a generative

process as follows: a source position is firstly selected for each position in the target

sentence, and a target word is produced as the translation of the selected source

word. In IBM Model 1, the source position is selected uniformly, while in IBM

Model 2 the selection depends on the target position in question. The first-order

HMM model (Vogel et al., 1996) refines the generative process by further assuming

that the selection of a source position depends on the previously selected source

position.

In a generalised HMM model, the alignment model P (eJ
1 , a

J
1 |f

I
1 ) can be written

3As a matter of fact, state-of-the-art word alignment (Och and Ney, 2003; Koehn et al., 2003)
performs bidirectional word alignment. Therefore, the distinction between source and target does
not influence the results of the word alignment process.
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as in (2.10) and (2.11):

P (eJ
1 , a

J
1 , |f

I
1 ) = P (J |f I

1 )×
J

∏

j=1

P (ej, aj|e
j−1
1 , aj−1

1 , f I
1 ) (2.10)

= P (J |f I
1 )×

J
∏

j=1

P (aj|e
j−1
1 , aj−1

1 , f I
1 )× P (ej|e

j−1
1 , aJ

1 , f
I
1 )(2.11)

where we obtain three different distributions: a length distribution P (J |f I
1 ), a transi-

tion distribution P (aj|e
j−1
1 , aj−1

1 , f I
1 ) and a translation distribution P (ej|e

j−1
1 , aJ

1 , f
I
1 ).

Normally, we assume a simplified length distribution, a first-order dependence for

the alignment aj, and that the conditioning of the lexical translation distribution is

only the source word at position aj so that the three above-mentioned models can

be re-written as in (2.12)–(2.14).

P (J |f I
1 ) = pl(J |I) (2.12)

P (aj|e
j−1
1 , aj−1

1 , f I
1 ) = pa(aj|aj−1, I) (2.13)

P (ej|e
j−1
1 , aJ

1 , f
I
1 ) = pt(ej|faj

) (2.14)

A standard HMM word alignment model is based on first-order dependencies as in

(2.13) for the transition distribution, whereas IBM Models 1 and 2 are based on

zero-order dependencies:

• IBM Model 1 has a uniform reverse distortion distribution pd(aj|j, I, J) =

1/(I+1),4 which is put together with a simple length distribution and a lexical

translation distribution as used in the first-order HMM model. The alignment

4This model is called a reverse distortion because it models the relative position change from a
target word to a source word. In other words, it is a conditional distribution of source postions aj

conditioned on target positions j, as opposed to the distortion model in IBM Model 3 introduced in
the following, which is a conditional distribution of target position j conditioned on source position
i. Note also that the conditioning in IBM Model 1 includes the length of both source and target
sentences.

14



model according to IBM Model 1 is shown in (2.15):

P (eJ
1 , a

J
1 |f

I
1 ) =

pl(J |I)

(I + 1)J
×

J
∏

j=1

pt(ej |faj
) (2.15)

• For IBM Model 2, the reverse distortion model pd(aj|j, I, J) is estimated from

the training data. Therefore, we obtain (2.16):

P (eJ
1 , a

J
1 |f

I
1 ) = pl(J |I)×

J
∏

j=1

[pd(aj |j, I, J)pt(ej |faj
)] (2.16)

However, non-fertility models are generally considered to be relatively weak mod-

els, mainly because of the simplicity of the generation process. Some further research

has been conducted on improving IBM Model 1 (Moore, 2004) and a particularly

large body of research has been carried out to improve the first-order HMM model

(Toutanova et al., 2002; Lopez and Resnik, 2005; Liang et al., 2006; Deng and Gao,

2007; Ganchev et al., 2008). This line of research shares the insight that HMM mod-

els can be improved by imposing well-motivated constraints on them. Toutanova

et al. (2002) and Deng and Gao (2007) introduced some extensions to the origi-

nal HMM models to better handle the irregularities in the word alignment process;

Toutanova et al. (2002) also proposed the addition of “staying” probability to ap-

proximately model the “fertility” phenomena. Both Liang et al. (2006) and Ganchev

et al. (2008) added constraints into HMM training by enforcing the two asymmetric

alignment models to agree, even if the objective function differed. Lopez and Resnik

(2005) proposed a syntax-rich transition distribution to replace the standard HMM

transition distribution in a resource-scarce scenario, and DeNero and Klein (2007)

constrained the HMM training using target language constituent structure in the

scenario of translation rule extraction for syntax-based SMT.

Fertility-based alignment models, most notably IBM Models 3 and 4, are more

complicated by introducing fertility into the alignment model, which assumes a dif-

ferent generation process. These models first decide how many target words each
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source word should generate, i.e. determining the source word fertility. For each

source word, a specific number of target words will be produced as the translation

of the source word according to its fertility. These models then arrange the hypoth-

esised target words to produce a target string according to the distortion models,

which model the relative position change from a source word to the target words

it generates. IBM Model 3 utilises a zero-order distortion model, i.e. each target

position is chosen independently for the target words generated by each source word.

IBM Model 4 utilises a simplified first-order dependency in positioning the target

words.5 Formally, given a source word fi which generates φi target words, we use

Ai to denote the positions of the φi target words. The alignment A between the a

source sentence f I
1 and a target sentence eJ

1 can be defined as in (2.17):

A : i→ Ai ⊂ {1, · · · , j, · · · , J} (2.17)

where an important constraint is that all the target positions must be covered exactly

once, i.e. Ai have to form a partition of the set {1, · · · , j, · · · , J}. The number of

words in Ai is the fertility of source word fi. The word alignment according to these

models use the following decomposition as in (2.18)-(2.20):

P (eJ
1 , a

J
1 |f

I
1 ) = P (eJ

1 , A
I
0|f

I
1 ) (2.18)

= P (A0|A
I
1)×

I
∏

i=1

P (Ai|A
i−1
1 , f I

1 )× P (eJ
1 |A

I
0, f

I
1 ) (2.19)

= p(A0|A
I
1)×

I
∏

i=1

p(Ai|Ai−1, fi)×

I
∏

i=0

∏

j∈Ai

p(ej|fi) (2.20)

where A0 contains the positions of target words that are aligned to the empty

(NULL) word f0, p(ej |fi) is a lexical translation distribution and p(Ai|Ai−1, ei) can

be decomposed into fertility and distortion distributions with respect to different

IBM Models. For example, according to IBM Model 3, p(Ai|Ai−1, fi) is decomposed

5Note that the first-order dependencies are built between the target word positions in IBM
Model 4 as opposed to source word positions in HMM models.
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as in (2.21):

p(Ai|Ai−1, fi) = p(φi|fi)× φi!×
∏

j∈Ai

p(j|i, J) (2.21)

where p(φi|fi) is a fertility distribution and p(j|i, J) is a zero-order distortion dis-

tribution.

The Distortion models in both IBM Model 3 and 4 assign probability to invalid

target strings in order to achieve a simplified approximation, resulting in the problem

of “deficiency”. IBM Model 5 is a reformulation of Model 4 with a suitably refined

distortion model to avoid deficiency. However, for these models, we are unaware of

any efficient training or search algorithm. Consequently, it can only be implemented

by approximate, hill-climbing methods and parameter estimation can be very slow,

memory-intensive and difficult to parallelise. Given this, Deng and Byrne (2005)

proposed an HMM-based word-to-phrase alignment model which explored the desir-

able features in IBM fertility-based models while keeping the parameter estimation

step tractable. This approach will be revisited and extended in Chapter 5.

Moreover, the generative models described above face a degree of criticism over

the fact that they make unreasonable assumptions about word alignment structure,

namely the 1-to-n assumption, meaning that each source word can be aligned to

zero or more target words (or each target word can be aligned to exactly one source

word), but not vice versa. Such an asymmetric alignment structure cannot capture

the pervasive m-to-n alignments in real world alignment tasks. Consequently, heuris-

tics are needed to “symmetrise” the alignments using bidirectional word alignment

in order to produce high-quality phrase pairs for PB-SMT systems, or translation

rules for syntax-based SMT. Fraser and Marcu (2007a) attempted to address such

a problem by proposing a new generative model capturing m-to-n alignment struc-

tures. A consequence of this attempt is that the training process becomes more

complicated and more approximations are required.

In general, generative models have been shown to be powerful in their modelling
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capabilities and they are able to produce high-quality alignments with successful ap-

plication to various types of SMT systems. A thorough comparison between various

generative word alignment models can been found in Och and Ney (2003). Some

successful implementations include Giza++6 (Och and Ney, 2003), an implemen-

tation of HMM models and IBM Model 4, and MTTK7 (Deng and Byrne, 2006), an

implementation of HMM word-to-phrase alignment models (Deng and Byrne, 2005,

2008). The state-of-the-art PB-SMT system Moses8 (Koehn et al., 2007) also in-

cludes a set of scripts to perform various symmetrisations of the bidirectional word

alignments.

Training

The Expectation Maximisation (EM) algorithm (Dempster et al., 1977) can be used

to find the maximum likelihood estimates to problems where the value of some

variables are not directly observed, providing that the general form of the probability

distribution governing these variables are known. For word alignment tasks in the

context of SMT, we seek to optimise the unknown parameters θ associated with

the particular alignment distributions. Given a parallel corpus T consisting of |T|

sentence pairs (f , e), we aim to find the parameters θ that maximise the likelihood

of the parallel training corpus, as shown in (2.22)

θ̂ = arg max
θ

∏

(f ,e)∈T

pθ(e|f) = arg max
θ

∏

(f ,e)∈T

∑

a

pθ(e, a|f) (2.22)

For IBM Model 1, the parameter θ only contains parameters in the lexical trans-

lation distribution and IBM Model 2 has an additional parameter for the reverse

distortion distribution. In the E-step of IBM Model 1, the lexical translation counts

6http://www.fjoch.com/GIZA++.html
7http://mi.eng.cam.ac.uk/~wjb31/distrib/mttkv1
8http://www.statmt.org/moses
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c(f, e; f , e) for one sentence pair (f,e) are calculated as in (2.23):

c(f, e; f , e) =
∑

f ,e

c(f , e)
∑

a

P (a|f , e)
∑

j

δ(e, ej)δ(f, faj
) (2.23)

Here, c(f , e) is the count of the sentence pair (f,e) in the parallel corpus. In the

M-step, the lexical translation probability is re-estimated as in (2.24):

pt(e|f) =

∑

(f ,e) c(f, e; f , e)
∑

(f ,e)

∑

f ′ c(f ′, e; f , e)
(2.24)

From (2.23), the E-step requires a summation over all (I + 1)J alignments where

explicitly enumerating all the alignments is infeasible. Fortunately both model 1

and 2 have a particularly simple mathematical form such that the EM algorithm

can be implemented efficiently. For the first-order HMM model, the Baum-Welch

algorithm (Baum, 1972), a version of the EM algorithm, can be used. As mentioned

earlier, we are unaware of any efficient algorithm for the parameter estimation of

fertility-based IBM Models.

Moreover, the more sophisticated IBM Models 3 and 4 are normally trained

incrementally by using the parameters of simpler models. One of the most widely

adopted training procedures is 5 iterations of Model 1, 5 iterations of HMM, followed

by 3 iterations of Model 3, and 3 iterations of Model 4. The first iteration of

IBM Model 1 assumes that the component distributions are uniform, and the first

iteration of HMM uses the parameters yielded from the fifth iteration of IBM Model

1. Similarly, the first iteration of IBM Model 3 uses the parameters from the fifth

iteration of HMM, and so on and so forth.

Search

There are generally two different search methods for finding the best alignment un-

der a particular parameter setting of a particular model. One widely used method

is Viterbi search (Viterbi, 1967), with the resulted alignment called Viterbi align-
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ment. The decision rule is shown in (2.25):

âJ
1 = arg max

aJ
1

pθ̂(e
J
1 , a

J
1 |f

I
1 ) (2.25)

For IBM Models 1 and 2, the computation of Viterbi alignment can be accom-

plished with dynamic algorithms of complexity O(I · J) and for HMM models with

complexity O(I2 · J) (Vogel et al., 1996).

However, for fertility-based models, where the corresponding search problem is

NP-complete (Knight, 1999), efficient algorithms for finding the Viterbi alignment

do not exist to the best of our knowledge. A greedy search algorithm suggested by

Brown et al. (1993) is refined and implemented in Giza++. The basic idea is to

compute the Viterbi alignment of simple models (such as IBM Model 2 or HMM).

The alignment is then iteratively improved with respect to the alignment probability

of fertility-based models (Och and Ney, 2003).

An alternative to Viterbi alignment search is posterior decoding, where we com-

pute the posterior probability that a source word fi is aligned to target word ej

under some model. If the posterior probability is above a predefined threshold, we

include the link between fi and ej into our final alignment. This search method is

widely used for HMM word alignment models (Liang et al., 2006; Ganchev et al.,

2008).

2.2.2 Discriminative Models

Discriminative word alignment models came into being with the specific intention

of overcoming the shortcomings faced by generative models by directly modelling

the alignment between source and target sentences. As described in Section 2.2.1,

generative alignment approaches model p(eJ
1 , a

J
1 |f

I
1 ), where the alignment aJ

1 is in-

troduced as a hidden variable in the translation model and the alignment results

can be viewed as an “artefact” of the translation process (Cherry and Lin, 2003).

Different from generative models, discriminative models are trained by maximising
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p(a|e, f), which corresponds to finding the Viterbi alignment in generative alignment

models. Such models normally decompose p(a|e, f) into a log-linear combination of

a set of features, enjoying the flexibility to incorporate various features encoded in

the input data. For these models, a certain amount of manually annotated word

alignment data (cf. Section 2.5.1) is required during training. Formally, the opti-

mal alignment a is searched for by maximising a log-linear combination of a set of

features, as shown in (2.26):

â = arg max
a

∑

i

λihi(f, a, e) (2.26)

The parameters λi can be learned in a supervised manner using various machine

learning techniques including perceptron (Moore, 2005), maximum-entropy (Liu

et al., 2005; Ittycheriah and Roukos, 2005), Support Vector Machines (SVM) (Taskar

et al., 2005; Cherry and Lin, 2006b), Conditional Random Fields (CRF) (Blunsom

and Cohn, 2006) etc.

The various discriminative models can be broadly classified into local models

where the models discriminate candidate links for each source (target) word in

training, and global models where the models discriminate all the possible align-

ment structures of a sentence pair. All models except Ittycheriah and Roukos (2005)

described above are global models.

Despite the flexibility of incorporating various features, the need for a certain

amount of annotated word alignment data is often subject to criticism since the

annotation of word alignment is a highly subjective task. Moreover, parameters

optimised on manually annotated data are not necessarily optimal for MT tasks.

Fraser and Marcu (2007b) showed that Alignment Error Rate (AER) (Och and

Ney, 2003), a widely used metric to measure word alignment quality by comparing

the predicted alignment against manually annotated data, has a weak correlation

with MT quality in terms of Bleu (Papineni et al., 2002) in a PB-SMT system.

Therefore, some approaches have been proposed to optimise the parameters of dis-
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criminative models according to the MT task rather than with respect to some set

of annotated data (Lambert et al., 2007). Some semi-supervised approaches have

also been used to take advantage of both generative and discriminative approaches

(Fraser and Marcu, 2006; Wu et al., 2006). However, we have not seen a discrim-

inative word alignment model that can consistently outperform generative models

when used for SMT. One possible reason is that these discriminative models are

normally trained to minimise errors on the annotated data, which does not directly

reflect an improvement in MT performance.

Training

As mentioned earlier, discriminative models can be trained using a variety of su-

pervised machine learning techniques. Depending on the particular technique de-

ployed, the training procedure may differ from one to another. For example, during

the model training, the averaged perceptron and SVM algorithms only require one

single best output to be inferred under current models. However, for maximum-

entropy models (Jelinek, 1977), all possible alignments under current model are

required, which is infeasible without making certain assumptions (e.g. a first-order

Markov assumption over the alignment sequence, constraining that each target word

can only be aligned to one source word) over the alignment structure (Blunsom and

Cohn, 2006), and thereafter approximations of the whole alignment space are needed

(Liu et al., 2005).

Search

Without making assumptions on the alignment structure, finding the optimal align-

ment according to many of the discriminative alignment models is non-trivial. An-

other factor that complicates the search is the non-decomposable feature functions

deployed in the models (Moore et al., 2006). Among the above-described discrimi-

native models, only the CRF model in Blunsom and Cohn (2006) enables efficient

training and search using dynamic programming. This is achieved by balancing the
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complexity of the model and the use of different features. Other models use either

greedy search (Liu et al., 2005) or beam search (Moore, 2005).

2.2.3 Association-Based Models

Another class of approaches to word alignment is that of association-based mod-

els, which obtain word alignments by using similarity functions to determine the

association between source and target words (Smadja et al., 1996; Ker and Chang,

1997; Melamed, 2000). These models also directly model the alignments through a

combination of a set of features as the discriminative alignment models do. How-

ever, they differ from discriminative alignment models in that the various features

deployed for alignment are combined based on heuristics rather than a discrimi-

native learning procedure. In this sense, association-based models are also called

heuristics-based models. Richer syntactic information, including POS tags, chunk

labels (Tiedemann, 2003; Ren et al., 2007) and dependency trees (Cherry and Lin,

2003) is deployed in recent development. A heuristics-based algorithm (Melamed,

2000; Tiedemann, 2003) or a greedy algorithm (Cherry and Lin, 2003; Ren et al.,

2007) is often applied during the word alignment search process. The advantage of

such approaches is their simplicity; however, the use of a similarity function would

appear to be arbitrary and the performance of such methods is often inferior com-

pared to the statistical approach of Och and Ney (2003).

2.3 Alignment Space

An alignment space determines the set of all possible alignments that can exist for

a given sentence pair (Cherry and Lin, 2006a). Given a source sentence contain-

ing I words and the corresponding target sentence containing J words, the largest

alignment space for this sentence pair has 2I×J possible alignments, which can be

described as the case where each of the I × J potential links can be either on or

off without restrictions. This space is too large for exhaustive exploitation for a
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sentence pair of reasonable lengths.

Therefore, most alignment models make further assumptions on the alignment

structures in a bid to limit the alignment space. Melamed (2000) introduced an

algorithm called “competitive linking” which enforces a 1-to-1 alignment constraint,9

under which each token in the sentence pair can only participate in one link. Using

this algorithm, the 1-to-1 constraint can be imposed by allowing each token in the

source sentence to pick up a token from the target sentence to link to, which is then

removed from the competition. By taking the NULL links (1-to-0) into account, the

actual number of possible alignments lies between J !(J ≤ I) (or J !
(J−I)!

(J > I)) and

(J + 1)I . This space is called the Permutation Space according to Cherry and

Lin (2006a).

Most of the models we described in Section 2.2 fall into the Permutation Space.

For example, the asymmetric IBM Models search a version of permutation space

with 1-to-n constraints, i.e. one target word can only be aligned to one source

words. All the new methods developed in the following chapters of this thesis also

fall into this alignment space.

2.4 Word Alignment and Phrase-Based SMT

As mentioned at the end of Section 2.1.2, PB-SMT systems normally induce phrase

pairs based on established word alignments. In this section, we describe how word

alignment is closely related to PB-SMT systems.

2.4.1 Heuristics for Symmetric Word Alignment

Given that the most widely used word alignment models, namely the generative

models, are mostly asymmetric, i.e. these models assume that each target word can

be aligned to exactly one source word, these models can produce 1-to-1 and 1-to-n

links, but not n-to-1 links (cf. Section 2.2.1). Figure 2.1 shows examples of Chinese–

9Another recent work that imposes this constraint is Taskar et al. (2005).
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English and English–Chinese word alignments represented as alignment matrices,

where one Chinese word can be aligned to multiple English words in Chinese–English

direction and one English word can be aligned to multiple Chinese words in English–

Chinese direction.10

Figure 2.1: An example of asymmetric Chinese–English (left) and English–Chinese
alignments (right)

Och and Ney (2003) were the first to introduce heuristics for symmetric word

alignment by heuristically select links from the union of links produced by source-

to-target and target-to-source word alignment. A set of heuristics were presented

including union, intersection and refined methods, of which refined methods sys-

tematically produce better SMT results in their experiments. Given source-to-target

alignment Af→e and target-to-source alignment Ae→f , the alignment intersection A∩

and union A∪ are defined as follows:

• Intersection: A∩ = Af→e ∩Ae→f

• Union: A∪ = Af→e ∪ Ae→f

Given this definition, intersection links are a subset of union links A∩ ⊆ A∪. Fig-

ure 2.2 shows the intersection and union links of the example in Figure 2.1. We use

black squares to denote intersection links and grey ones to indicate the links in the

union but not in the intersection.

10In this thesis, the glosses for the Chinese examples are deliberately ignored; instead, colors
and lines are used to indicate the correspondences between Chinese and English words.
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Figure 2.2: An example of alignment intersection and union

Alignment intersection normally has a higher precision and union yields a higher

recall. However, neither of them are most suitable for PB-SMT systems. Inter-

section contains too few links and results in a large number of phrase pairs in the

phrase extraction stage because the phrases that are consistent with word alignment

increase substantially when a large number of unaligned words exist, which causes

the phrase extraction to be not properly constrained. Union normally contains a

large number of incorrect links which can prohibit the extraction of useful phrases.11

Therefore, the refined method described in Och and Ney (2003) is widely adopted.

In the Moses PB-SMT system, a similar method is implemented as “Grow-Diag-

Final” heuristics, which includes three separate processes, name “Grow”, “Diag”

and “Final”, to expand the links in the intersection using the links in the union.

In all three steps, it is required that a new added link should connect at least one

unaligned word. Here, the “Grow” and “Diag” steps include the adjacent neighbour-

hood link points, and the “Final” step adds in the non-adjacent alignment points.

The adjacent neighbouring link points of an intersection link point (the black square)

can be classified into horizontal (H), vertical (V) and diagonal (D) links as shown

in Figure 2.3.

The “Grow” heuristic only includes horizontal and vertical adjacent link points,

“Grow-Diag” heuristics further add in the diagonal neighbourhood links and the “Fi-

11Depending on the characteristics of the data, the advantages of the refined methods over other
heuristics may not always hold; however, it is widely recognised that refined methods can achieve
consistently good results under different data settings (Och and Ney, 2003).
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Figure 2.3: An example of neighbourhood links

nal” step adds in the non-adjacent link points. Each of these three steps can expand

the intersetion links and the recall of the alignment can be improved. Figure 2.4

Figure 2.4: An example of alignment using “Grow” (left) and “Grow-Diag” heuristics
(right)

shows the resulting alignment using “Grow” and “Grow-Diag” heuristics on top of

the intersection links in Figure 2.2. The black squares denotes the intersection links

and grey ones denote the expanded links using “Grow” or “Grow-Diag” heuristics.

Figure 2.5: An example of alignment using “Grow-Diag-Final” heuristics

Figure 2.5 is an example of alignment using “Grow-Diag-Final” heuristics. Com-

pared with Figure 2.2, most links in the union can be included using these heuristics.
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Some other methods for symmetrisation have also been proposed. Matusov et al.

(2004) proposed an algorithm which considers the alignment problem as a task of

finding the edge cover with minimal costs in a bipartite graph, where the parameters

of IBM Models and first-order HMM word-to-word alignment models are used to

determine the costs of aligning a specific target word to a source word. Fraser and

Marcu (2007a) presented a new generative model allowing the production of m-to-n

links; however, this model substantially increases the complexity of the alignment

process.

2.4.2 Alignment Quality and Translation Quality

The intrinsic alignment quality is normally measured against a manually annotated

word alignment data. In the context of MT, the impact of word alignment on the

final translation quality is considered to be more important. However, the correlation

between intrinsic word alignment quality (e.g. precision, recall and F-score) and

extrinsic translation quality of PB-SMT systems (e.g. Bleu) is quite complicated.

Despite current intensive investigations into the impact of word alignment quality

on SMT, no conclusive agreement can be reached given that different studies used

different data and systems. However, there is a widespread recognition within the

community that an improvement in intrinsic word alignment quality (measured using

AER for example) does not necessarily imply an improvement in translation quality

(normally measured with Bleu) (Liang et al., 2006; Ma et al., 2008a), and vice-versa

(Vilar et al., 2006). Fraser and Marcu (2007b) and Ma et al. (2009a) also showed

that the correlation is weak when the intrinsic quality is measured with F-score.

Besides general measures like F-score and AER, various studies have investigated

the effect of balancing precision and recall on MT performance. While Ayan and

Dorr (2006) and Chen and Federico (2006) observed that higher precision align-

ments are more useful in a PB-SMT system, Mariño et al. (2006) observed that a

high recall alignment improved the performance of an N-gram-based SMT system.

Fraser and Marcu (2007b) compared the performance of PB-SMT using the word
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alignment obtained via the intersection, union and refined symmetrisation of IBM

Model 4 source-to-target and target-to-source alignments. The word aligner was

trained with different amounts of data so that the quality of word alignment varied.

Their results on large corpora do not confirm the hypothesis that higher precision

alignments are more beneficial to PB-SMT systems than higher recall alignments.

From their experiments, increasing the alignment precision (for example, by taking

the intersection of source-to-target and target-to-source alignments) improves PB-

SMT systems only when the training data is small. With larger corpora, higher

recall alignments (like union or refined methods) are better.

Vilar et al. (2006) improved the translation quality of a German–English phrase-

based SMT system by deleting links between the English verb and the German

particle part of the verb, which is situated far from the main part of the verb and

produces a long-distance link. Note that these long-distance links are nevertheless

correct from the point of view of alignment quality.

2.5 Methodology

In this thesis, we develop new algorithms and models for word alignment and com-

pare our approach against the state-of-the-art word alignment models, notably IBM

Model 4 and HMM word-to-phrase alignment model in terms of both intrinsic and

extrinsic quality. We use the Giza++ (Och and Ney, 2003) implementation of

IBM Model 4 and the MTTK (Deng and Byrne, 2006) implementation of HMM

word-to-phrase alignment model. These two word alignment toolkits are chosen not

only because of their widespread use within the community, but also due to the fact

that they are open-source software, which is essential to facilitate the reproducibil-

ity of our results. In this section, our evaluation methods for word alignment are

described along with the data sets and the baseline system configurations used in

our experiments.
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2.5.1 Evaluation

As mentioned in Section 2.4.2, the intrinsic word alignment quality refers to the qual-

ity of word alignment itself according to linguistic experts. Therefore, the judgement

of the intrinsic quality is normally conducted by comparing the resulting word align-

ment against a manually annotated word alignment data, i.e. the gold-standard,

which consists of bilingual sentence pairs and all the lexical correpondences between

source and target words established by linguistic experts. The most widely used

metrics for the measurement of intrinsic alignment quality are F-score and AER.

The calculation of AER requires the links in the gold-standard G to be classified

into sure links (S) and possible links (P) where S ⊆ P, reflecting the annotator’s

confidence of creating each link. The distinction between sure links and possible links

does not necessarily hold in many available gold-standard word alignment data. We

hereafter use F-score instead of AER to measure the alignment quality.

F-score and AER are both high-level quality measures which produce an overall

score for a given alignment result. Given that the alignment models described in

this thesis assume 1-to-n alignment structure, we can further examine the quality of

each type of alignment, e.g. 1-to-1 alignment and 1-to-2 alignment. The quality of

each type of alignment is an informative indicator of the capability of different word

alignment models, e.g. IBM Model 4 equipped with fertility models is expected

to perform better in 1-to-2 alignment than HMM word-to-word alignment models

since the 1-to-n alignment is directly modelled using fertility models. Based on

these observations, we not only conduct a “macro-evaluation” through calculating

the F-score of the alignment, but also a “micro-evaluation” to measure the quality

of each type of alignment.

Intrinsic Macro-evaluation

We evaluate the intrinsic quality of the predicted alignment A against the gold-

standard G with Precision, Recall and the balanced F-score with α = 0.5.

30



Precision =
|A ∩ G|

|A|
Recall =

|A ∩ G|

|G|

F-score(A,G, α) =
1

α
Precision(A,G)

+ 1−α
Recall(A,G)

Intrinsic Micro-Evaluation

Given a source sentence f I
1 , target sentence eJ

1 and the correct word alignment a

between f I
1 and eJ

1 according to G, we evaluate the source-to-target word alignment,

i.e. how the source sentence generates the target sentence. Using the asymmetric

generative word alignment models, the alignment structure can only contain 1-to-n

links, i.e. each target word can be aligned to exactly one source word and each

source word can be aligned to multiple target words. One way to peek into the

details of how each source word is aligned is to classify the source words into groups

according to their alignment types, such as 1-to-1 alignment or 1-to-2 alignment in

the gold-standard, and evaluate each type separately.

To do this, we have to firstly determine the alignment type that each source word

falls into according to the gold-standard alignment G so that we can compare the

predicted links for the relevant source words against the gold-standard, i.e. source

words belonging to 1-to-1 type are compared against the 1-to-1 gold-standard and

so on and so forth.12 We use Gi = {j1, · · · , jm|aj1 = aj2 = · · · = ajm
= i} to denote

the links involving each source word fi according to the gold-standard.

1-to-1 alignment can be evaluated by classifying the predicted links into three dif-

ferent quality levels. Formally, the source words that are involved in 1-to-1 alignment

in the gold-standard are defined as such words that Gi = {j|aj = i; ∀j′ 6= j, aj′ 6= i}.

A set of predicted alignment links for word fi is denoted as Ai = {j1 · · · jm}, which

is considered to be:

• correct iff m = 1 and aj1 = i, indicating that the 1-to-1 alignment is com-

12The alignment type of each source word is determined according to the gold-standard; there-
fore, depending on the quality of the predicted links, a source word which should be aligned to
exactly one target word can possibly be aligned to multiple target words.
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pletely correct.

• redundant iff m ≥ 2 and ∃jm ∈ Ai, jm ∈ Gi and ∃jm ∈ Ai, jm /∈ Gi, indicating

that besides the correct link, one or more redundant links have been predicted.

• incorrect iff ∀jm ∈ Ai, jm /∈ Gi, indicating that all the predicted links are

incorrect.

Figure 2.6: Examples of 1-to-1 correct (left), redundant (middle) and incorrect links
(right)

Figure 2.6 shows examples of correct, redundant and incorrect links for a source

word which should be involved in a 1-to-1 alignment according to the gold-standard,

where the black squares indicate the correctly predicted link, white square with bold

black borders indicating the incorrectly predicted link and grey squares indicating

the links according to the gold-standard.

We evaluate 1-to-2 alignment by classifying the predicted alignment into four

quality levels. The source words that are involved in 1-to-2 alignment in the gold-

standard can be defined as such source words fi that Gi = {j1, j2|aj1 = i; aj2 =

i; ∄j′ /∈ {j1, j2}, aj′ = i}. A set of predicted alignment links for word fi is denoted

as Ai = {j1 · · · jm}, which is considered to be:

• correct iff m = 2 and aj1 = aj2 = i, indicating that the 1-to-2 alignment is

exactly correct.

• incomplete-link missing iff m = 1 and aj1 = i, indicating that the only one

link has been predicted, which is correct.

• incomplete-link redundant iff m ≥ 2 and ∃jm ∈ Ai, jm ∈ Gi and ∃jm ∈

Ai, jm /∈ Gi, indicating that of the predicted links, one link was correct, the

others are incorrect.
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• redundant iff m > 2 and ∀j ∈ Gi : j ∈ Ai and ∃jm ∈ Ai, jm /∈ Gi, indicating

that besides the two correct links, one or more redundant links have been

predicted.

• incorrect iif. ∀jm ∈ Ai, jm /∈ Gi, indicating that all the predicted links are

incorrect.

Figure 2.7: Examples of 1-to-2 correct (left) and incorrect links (right)

Figure 2.7 shows examples of correct and incorrect 1-to-2 alignment links with

the same symbols indicating the same meaning as in Figure 2.6.

Figure 2.8: Examples of 1-to-2 incomplete-missing (left), incomplete-redundant
(middle) and redundant links (right)

Figure 2.8 are examples of 1-to-2 incomplete-missing, incomplete-redundant and

redundant alignment links, with the same symbols indicating the same meaning as

in Figure 2.6.

For each type of alignment, we calculate the percentage of each quality level. For

example, for source words involved in 1-to-1 alignment, both a higher ratio of correct

links and lower ratio of incorrect links imply more correct links for the source words

and a better alignment quality. This evaluation method is primarily used in Chapter

6, where we discuss the alignment structures produced by different alignment models,

using a relatively large amount of gold-standard data. We currently do not apply

this evaluation method in Chapter 3 and 4, in which the intrinsic quality of the

alignment is not our main concern.
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Gold-Standard Annotation

Chinese–English English–Chinese
con. n.c. con. n.c.

1-to-0 3.09 2.32
1-to-1 59.32 58.22
1-to-2 8.12 2.73 9.08 1.71
1-to-3 1.63 0.34 0.61 0.06
1-to-n (n > 3) 0.20 0.00 0.08 0.06
2-to-1 18.50 3.49 15.95 5.35
3-to-1 1.86 0.17 4.80 1.00
n-to-1 (n > 3) 0.33 0.22 0.77 0.00
m-to-n 0.96 5.76 1.71 5.02

Table 2.1: Distribution of alignment types for manually aligned IWSLT Chinese–
English corpus (%)

Two annotators were employed to annotate 502 sentence pairs from IWSLT

data in the dialogue domain using the annotation tool proposed in Nichols and

Hwa (2005). The annotation process follows the GALE13 Chinese–English word

alignment guidelines v3.0. Two annotators performed annotation independently and

a discussion over conflicting annotation results was held. Given that the annotation

guidelines are very detailed and annotated sentences are relatively short, very few

conflicts were encountered. Table 2.1 shows the distribution of alignment types on

IWSLT data. The 1-to-n ((n ≥ 2)) and n-to-1 ((n ≥ 2)) alignments are classified

into consecutive (con.) and non-consecutive (n.c.) groups depdending on whether

the n words are consecutive or not.

In addition to IWSLT data, we use another data set in the news domain created

for the GALE program.14 Table 2.2 shows the distribution of alignment types for

Chinese–English and English–Chinese word alignment respectively. From the Table,

we can see that there is a higher ratio of 1-to-n (n ≥ 2) alignments in the Chinese–

English direction than the English–Chinese direction, implying a larger proportion

of Chinese words generating (aligned to) multiple English words.

13http://projects.ldc.upenn.edu/gale/
14We have access to this data set following a collaboration with the Cambridge University En-

gineering department, a participant in the GALE program.
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Chinese–English English–Chinese
con. n.c. con. n.c.

1-to-0 12.26 8.12
1-to-1 49.26 39.10
1-to-2 11.07 4.01 3.62 0.57
1-to-3 3.95 1.25 0.53 0.08
1-to-n (n > 3) 1.54 0.51 0.12 0.02
2-to-1 10.93 1.62 18.25 6.68
3-to-1 2.35 0.35 9.89 3.42
n-to-1 (n > 3) 0.78 0.10 6.39 3.21
m-to-n 6.47 17.01 3.78 18.16

Table 2.2: Distribution of alignment types for manually aligned GALE Chinese–
English corpus (%)

Extrinsic Evaluation

While the intrinsic measures can give a direct evaluation of the quality of the word

alignment, it is faced with several limitations. First of all, it is really difficult to build

a reliable and objective gold-standard. Second, research has shown that an increase

in AER does not necessarily imply an improvement in translation quality (Liang

et al., 2006) and vice-versa (Vilar et al., 2006). It has also been shown that F-score

has a very weak correlation with SMT translation quality in terms of Bleu score

(Zhang et al., 2008). Consequently, we also extrinsically evaluate the performance of

our approach on the Chinese–English translation task, i.e. we measure the influence

of the word alignment process on the final translation output. The quality of the

translation output is mainly evaluated using Bleu, with Nist (Doddington, 2002)

and Meteor (Banerjee and Lavie, 2005) as complementary metrics. Both Bleu

and Meteor metrics produce a score ranging from 0 to 1; in this thesis, we use

percentage for these scores, ranging from 0 to 100.

We perform significance testing on the improvement in the translation quality

in terms of Bleu using approximate randomisation (Noreen, 1989), which is shown

to be more appropriate for this task than booststrap resampling (Koehn, 2004) by

Collins et al. (2005) and Riezler and Maxwell (2005).
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2.5.2 Data

Chinese English

IWSLT Sentences 502
Running words 3796 3868
Vocabulary size 922 898

GALE Sentences 12,172
Running words 275,669 341,625
Vocabulary size 16,784 14,633

Table 2.3: Data Set 1 and 2: statistics for the gold-standard data

We provide the various statistics of the data sets used in our experiments. Data

Set 1 and 2 are the gold-standard corpus in the dialogue domain (IWSLT data) and

news domain (GALE data) as shown in Table 2.3.

Throughout the thesis, we use the Chinese–English Data Set 3, which is provided

within the IWSLT 2006 and 2007 evaluation campaigns. This multilingual speech

corpus contains sentences similar to those that are usually found in phrase-books

for tourists going abroad (Takezawa et al., 2002). Specifically, we use the standard

training data, to which we add devset1 and devset2. Devset4 is used to tune the

parameters and the performance of the system is tested on IWSLT 2006 and 2007

test sets. We use both test sets because they are quite different in terms of sentence

length and vocabulary size. Based on the original manual segmentation for Chinese,

Chinese English

Train Sentences 40,958
Running words 357,968 385,065
Vocabulary size 11,362 9,718

Dev. Sentences 489 (7 ref.)
Running words 5,717 46,904
Vocabulary size 1,143 1,786

Eval. Sentences 489 (7 ref.)/489 (6 ref.)
Running words 6,066/3,166 51,500/23,181
Vocabulary size 1,339/862 2,016/1,339

Table 2.4: Data Set 3: statistics for the IWSLT data

the various statistics for the IWSLT corpora are shown in Table 2.4. Despite the

size of the data being small, this data set has a small vocabulary, which simplifies

the translation task and results in MT systems with reasonable performance. To
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test the scalability of our approach, we add in the HIT corpus15 containing 120K

sentence pairs, which was made available for the IWSLT 2008 evaluation campaign.

Chinese English

UN Sentences 40,000
Running words 881,861 956,023
Vocabulary size 16,100 20,068

GALE Sentences 90,603
Running words 2,616,938 2,529,311
Vocabulary size 56,452 51,624

Table 2.5: Data Set 4 and 5: statistics for the UN and GALE training data

In Chapter 3, in order to test the performance of our segmenter across different

domains, we additionally use data from parliamentary documents, i.e. a portion of

UN data for the NIST16 2006 evaluation campaign (Data Set 4) for MT training.

This large data set (over 3 million sentence pairs) facilitates the testing of scalability

of our approach.

In Chapter 6, an additional GALE data set (Data Set 5) containing financial

news created within the GALE program (catalogue number LDC2006E26) is used.

The various statistics of Data Set 4 and 5 are listed in Table 2.5, where the Chinese

data is segmented using the LDC segmenter.17 Note that in the Table we merely

list the statistics of a very small portion (40K sentence pairs) of the whole UN data

used in a preliminary test of our approach.

Chinese English

Dev. Sentences 993 (9 ref.)
Running words 26,735 267,222
Vocabulary size 4,738 10,665

Eval. Sentences 878/935/919 (4 ref.)
Running words 25,354/27,922/26,748 105,530/112,729/113,781
Vocabulary size 4,273/4,755/4,998 7,388/7,110/7,875

Table 2.6: Data Set 6: statistics for the MTC development and test data

The MT systems trained on Data Set 4 or 5 are developed and tested on Data Set

15http://mitlab.hit.edu.cn/index.php/resources/29-the-resource/

111-share-bilingual-corpus.html
16In this thesis, we use NIST to represent the National Institute of Standards and Technology

and Nist to denote the MT evaluation metric.
17http://www.ldc.upenn.edu/Projects/Chinese
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6, i.e. using the LDC Multiple-Translation Chinese (MTC) Corpus for development

and MTC parts 2, 3 and 4 for testing. The various statistics for Data Set 6 segmented

using the LDC segmenter are shown in Table 2.6.

2.5.3 Baseline System

We build the baseline word alignment and PB-SMT systems using existing open-

source toolkits for the purpose of fair comparison. Unless specifically mentioned, all

the Chinese data in the IWSLT data set (Data Set 1 and 3) is manually segmented

(Paul, 2006), and that in UN (Data Set 4), GALE (Data Set 2 and 5) and MTC data

sets (Data Set 6) is segmented using the LDC word segmenter, which is basically

a dictionary-based segmenter with word frequency information for disambiguation.

When Part-of-Speech (POS) tags are required, we use the maximum-entropy-based

POS tagger Mxpost (Ratnaparkhi, 1996) trained on the English Penn Treebank

(PTB) (Marcus et al., 1993) and Penn Chinese Treebank (CTB) (Xue et al., 2005)

respectively to tag English and Chinese texts. The English and Chinese POS tag

sets can be found in Appendix A and B respectively.

The syntactic dependencies for both English and Chinese are obtained using

a state-of-the-art dependency parser, Maltparser,18 which achieved 84% and 88%

labelled attachment scores for Chinese and English respectively (Nivre et al., 2007).

The English and Chinese dependency labels that occurred in the training data are

listed in Appendix C and D respectively. The English model is pre-trained19 using

PTB. The constituent structures in PTB are converted into dependency structures

using pennconverter20 (Johansson and Nugues, 2007), which primarily uses a head

percolation table (Magerman, 1995) proposed in Yamada and Matsumoto (2003)

(see Appendix E). The dependency types are derived from a set of hand-crafted

rules (Johansson and Nugues, 2007) (see Appendix G).

18http://maltparser.org/
19The pre-trained model is available here: http://w3.msi.vxu.se/users/jha/maltparser/

mco/english_parser/engmalt.html
20http://nlp.cs.lth.se/pennconverter/
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The constituent structures in CTB v5.1 are converted into dependency structures

using Penn2Malt v0.221 with a head percolation table (see Appendix F) compiled

by Yuan Ding for the purpose of Machine Translation. The dependency types are

derived using a set of hand-crafted rules (Hall, 2006) (see Appendix H).

Word Alignment

The Giza++ implementation of IBM Model 4 is used as the baseline for word

alignment, and the “Grow-Diag-Final” heuristic described in Koehn et al. (2003)

to derive the refined alignment from bidirectional alignments. Model 4 is incre-

mentally trained by performing 5 iterations of Model 1, 5 iterations of HMM, 3

iterations of Model 3, and 3 iterations of Model 4. In some comparative experi-

ments, we also use the MTTK implementation of HMM word-to-phrase alignment

model. The model training includes 10 iterations of Model 1, 5 iterations of Model

2, 5 iterations of HMM word-to-word alignment, 20 iterations (5 iterations respec-

tively for phrase length 2, 3, 4 with unigram translation probability, and phrase

length 4 with bigram translation probability) of HMM word-to-phrase alignment for

Chinese–English alignment and 5 iterations (5 iterations for phrase length 2 with

uniform translation probability) of HMM word-to-phrase alignment for English–

Chinese. The “Grow-Diag-Final” heuristic is used by default to derive alignment

from bidirectional alignments.

Machine Translation

The baseline in our experiments is a standard log-linear PB-SMT system. With the

word alignment obtained using the above-mentioned method, we perform phrase-

extraction using heuristics described in (Koehn et al., 2003), Minimum Error-Rate

Training (MERT) (Och, 2003) optimising the Bleu metric, a 5-gram language model

with Kneser-Ney smoothing (Kneser and Ney, 1995) trained with SRILM22 (Stolcke,

21http://w3.msi.vxu.se/~nivre/research/Penn2Malt.html
22Specifically, we used SRILM release 1.4.6.
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2002) on the English side of the training data, and Moses23 for decoding.

2.6 Summary

In this chapter, we reviewed state-of-the-art log-linear PB-SMT systems and pointed

out the important role of word alignment in these systems. We then presented a

critical review of existing word alignment models that produce word alignments

between strings of source and target languages, including generative, discriminative

and association-based alignment models. Finally, the methodology of this thesis

was explained by including the evaluation methods, data, baseline systems for both

word alignment and MT.

In the next chapter, we will exploit the segmentation constraints for word align-

ment with a novel algorithm that interactively performs word segmentation and

alignment, namely word packing.

23Specifically, we used revision 1881 checked out from the Moses repository.
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Chapter 3

Bootstrapping Word Alignment

via Word Packing

In this chapter, segmentation as a constraint in word alignment is presented and dis-

cussed. Specifically, a new algorithm, namely word packing, is proposed to bootstrap

word alignment through the optimisation of word segmentation. As a generalisation

of the word packing algorithm, this approach is directly used to perform Chinese

word segmentation without relying on any existing word segmenters. The motiva-

tion and procedures in the algorithm will be detailed in the following sections, and

the effectiveness of the algorithm will be tested through extensive experiments.1

3.1 Introduction

State-of-the-art Statistical Machine Translation (SMT) requires a certain amount

of bilingual corpora as training data in order to achieve competitive results. The

only assumption behind most current statistical models (Brown et al., 1993; Vogel

et al., 1996; Deng and Byrne, 2005) is that the aligned sentences in such corpora

should be segmented into sequences of tokens that are meant to be words. Therefore,

for languages where word boundaries are not orthographically marked, tools which

1The material in this chapter has been published, albeit in a different form, in Ma et al. (2007b),
Ma and Way (2009a) and Ma and Way (2009b).
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segment a sentence into words are required. Even for a language like English, where

spaces can offer an easy approximation to the minimal content-bearing units, an

optimal segmentation is still required when analysing multi-word units, especially

non-compositional compounds such as “kick the bucket” and “hot dog” (Melamed,

1997).

However, this segmentation is often performed in a monolingual context with-

out any bilingual consideration, i.e. the segmentation of the source (target) lan-

guage is performed regardless of the corresponding target (source) language at hand,

which makes the word alignment task more difficult since different languages may

realise the same concept using varying numbers of words (cf. Wu (1997)). This

can generate a great deal of complexity for (bilingual) word alignment models if the

corresponding texts are inappropriately segmented. Moreover, most segmenters are

usually trained on a manually segmented domain-specific corpus. Therefore, such a

segmentation tends to be sensitive to the domain of the data and may not produce

consistently good results when used across different domains.

A substantial amount of research has been carried out to address the problems

of word segmentation in the context of PB-SMT. Some statistical alignment models

allow for 1-to-n word alignments for those reasons; however, they rarely question the

monolingual tokenisation and the basic unit of the alignment process.2 Moreover,

statistical alignment models assume a first-order dependency between alignment de-

cisions in order to make the alignment process efficient. Some middle- or long-range

dependencies cannot be captured under such models. Some more recent research

focuses on combining various segmenters either in SMT training (Zhang et al., 2008)

or decoding (Dyer et al., 2008). One important yet often neglected fact is that the

optimal segmentation of the source (target) language is dependent on the target

(source) language itself, its domain and its genre. Segmentation considered to be

“good” from a monolingual point of view may be unadapted for training alignment

2Interestingly, this is actually even the case for approaches that directly model alignments
between phrases (Marcu and Wong, 2002; Birch et al., 2006).
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models or PB-SMT decoding (Ma et al., 2007b). The resulting segmentation will

consequently influence the performance of a PB-SMT system, and a bilingually mo-

tivated segmentation is highly desirable for PB-SMT tasks.

In summary, we focus on optimising the segmentation with the goals of (i) sim-

plifying the task of automatic word aligners by packing several consecutive words

together when we believe they correspond to a single word in the opposite language

(word packing). By identifying enough such cases, we reduce the number of 1-to-n

alignments, thus making the task of word alignment both easier and more natural;

from an information-theoretic perspective, such a process reduces the predictive

power of translation models (Melamed, 1997); and (ii) capturing long-distance de-

pendencies between alignment decisions in an incremental manner, i.e. we boot-

strap the word packing and subsequently optimise the word segmentation based on

its influence on SMT performance. We then generalise this method to produce a

bilingually motivated automatically domain-adapted word segmentation approach

for PB-SMT without relying on any existing word segmenters. We first utilise a

small bilingual corpus with the relevant language segmented into basic writing units

(e.g. characters for Chinese), and then cast the segmentation problem into an align-

ment problem. Various issues regarding scalability related to such a process is also

investigated.

3.2 Interaction Between Word Segmentation and

Alignment

In this section, we first detail a pilot study of the influence of word segmentation on

the performance of PB-SMT. Then we show that the pervasive 1-to-n alignments in

Chinese–English word alignment motivate us to take advantage of the interaction

between word segmentation and alignment in order to simplify the alignment task.

43



3.2.1 The Influence of Word Segmentation on PB-SMT

The monolingual word segmentation step in traditional SMT systems has a substan-

tial impact on the performance of such systems. A considerable amount of recent

research has focused on the influence of word segmentation on SMT (Ma et al.,

2007b; Chang et al., 2008; Zhang et al., 2008). However, most explorations have

focused on the impact of various segmentation guidelines and the mechanisms of

the segmenters themselves. Our research also concerns the consistency of perfor-

mance across different domains. From our experiments, we show that monolingual

segmenters cannot produce consistently good results when applied to a new domain.

Our pilot investigation into the influence of word segmentation on SMT involves

three off-the-shelf Chinese word segmenters, including ICTCLAS (ICT) Olympic

version,3 LDC segmenter and Stanford segmenter version 2006-05-11.4 Both ICT-

CLAS and Stanford segmenters utilise machine learning techniques, with Hidden

Markov Models for ICT (Zhang et al., 2003) and Conditional Random Fields for the

Stanford segmenter (Tseng et al., 2005). Both segmentation models are trained on

news domain data with named entity recognition functionality. The LDC segmenter

is dictionary-based with word frequency information to help disambiguation, both

of which are collected from data in the news domain. We use Chinese character-

based and manual segmentations as points of contrast. Table 3.1 shows the pairwise

F-measure of the automatic segmenters. On the IWSLT data set in the dialogue

domain, we can observe the strongest agreement between the LDC and ICT seg-

menters, which is even stronger than for Stanford and ICT segmenters. On UN

data, as expected, the Stanford and ICT segmenters agree more. On both data sets,

the LDC and Stanford segmenters show the greatest discrepancies.

We conduct MT experiments on a range of different-sized amounts of the above-

mentioned data using Moses. The performance of the PB-SMT system is measured

via Bleu score (Papineni et al., 2002). We first measure the influence of word seg-

3http://ictclas.org/index.html
4http://nlp.stanford.edu/software/segmenter.shtml
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ICT LDC Stanford
IWSLT ICT 100 94.45 93.80

LDC 94.45 100 90.13
Stanford 93.80 90.13 100

UN ICT 100 95.18 96.44
LDC 95.18 100 93.38
Stanford 96.44 93.38 100

Table 3.1: Pairwise F-measure between segmenters (%)

mentation on in-domain data with respect to the three above-mentioned segmenters,

namely UN data from the NIST 2006 evaluation campaign.5 As can be seen from

Table 3.2, using monolingual segmenters achieves consistently better SMT perfor-

mance than character-based segmentation (CS) on different data sizes, which means

that character-based segmentation is not good enough for this domain where the

vocabulary tends to be large. We can also observe that the ICT and Stanford

segmenters consistently outperform the LDC segmenter. Even using 3M sentence

pairs for training, the differences between the Stanford and LDC segmenters are still

statistically significant (p<0.05).

40K 160K 640K 3M
CS 8.33 12.47 14.40 17.80
ICT 10.17 14.85 17.20 20.50
LDC 9.37 13.88 15.86 19.59
Stanford 10.45 15.26 16.94 20.64

Table 3.2: Impact of word segmentation on translation quality using UN training
data (Bleu)

However, when tested on out-of-domain data, i.e. IWSLT data in the dialogue

domain, the results seem to be more difficult to predict. We trained the system on

different amounts of data and evaluated the system on two test sets: IWSLT 2006

and 2007. From Table 3.3, we can see that on the IWSLT 2006 test set, LDC achieves

consistently good results and the Stanford segmenter is the worst.6 Furthermore,

5Note that the UN data containing parliamentary documents is not exactly “in-domain”; how-
ever, it is more similar to the news domain compared to dialogues. We chose this corpora simply
because of its availability and its relatively large size that enable us to test our approach in terms
of scalability. We expect a better performance on “strictly” in-domain data using the ICT and
Stanford segmenters.

6Interestingly, the developers themselves also note the sensitivity of the Stanford segmenter and
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character-based segmentation also achieves competitive results. On IWSLT 2007

test set, all monolingual segmenters outperform character-based segmentation and

the LDC segmenter is only slightly better than the other segmenters.

40K 160K
IWSLT06 CS 19.31 23.06

Manual 19.94 -
ICT 20.34 23.36
LDC 20.37 24.34
Stanford 18.25 21.40

IWSLT07 CS 29.59 30.25
Manual 33.85 -
ICT 31.18 33.38
LDC 31.74 33.44
Stanford 30.97 33.41

Table 3.3: Impact of word segmentation on translation quality using IWSLT data
(Bleu)

From the experiments reported above, we can come to the following conclusions.

First of all, character-based segmentation cannot achieve state-of-the-art results in

most experimental settings. This also motivates the necessity to work on better seg-

mentation strategies. Second, monolingual segmenters cannot achieve consistently

good results when used in another domain. In the following sections, we propose

a bilingually motivated segmentation approach which can be automatically derived

from a small representative data set, and the experiments show that we can con-

sistently obtain state-of-the-art results in different domains. Using this approach,

we can either enhance the existing monolingual segmenter or directly perform word

segmentation without relying on any monolingual segmenters.

3.2.2 The Case of 1-to-n Word Alignment

The same concept can be expressed in different languages using varying numbers of

words; for example, a single Chinese word may frequently surface as a compound or

a collocation in English given the great differences between the two languages. To

quickly (and approximately) evaluate this phenomenon, we trained the statistical

incorporate external lexical information to address such problems (Chang et al., 2008).
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IBM word-alignment model 4 (Brown et al., 1993)7 using Giza++ for the following

language pairs: Chinese–English (ZH–EN), Italian–English (IT–EN), and German–

English (DE–EN), using the IWSLT 2006 corpus (Takezawa et al., 2002; Paul, 2006)

for the first two language pairs, and the Europarl corpus (Koehn, 2005) for the last

one. These asymmetric models produce alignments between one word and several

words in both directions. Word segmentation was performed totally independently

of the bilingual alignment process, i.e. it was done in a monolingual context. For Eu-

ropean languages, we applied the maximum-entropy-based tokeniser of OpenNLP;8

the Chinese sentences were manually segmented (Paul, 2006).

Table 3.4 reports the frequencies of the different types of alignments for the

various languages and directions. We also differentiate consecutive (con.) and non-

consecutive (n.c.) target words. As expected, the number of 1-to-n alignments

with n 6= 1 is high for Chinese–English (≃ 40%), and significantly higher than

for European languages. The case of 1-to-n alignments is, therefore, obviously an

important issue when dealing with Chinese–English word alignment.9 We can also

observe that for all three language pairs, most of the n words involved in 1-to-n

alignments are consecutive.

1-to-0 1-to-1 1-to-2 1-to-3 1-to-n (n > 3)
con. n.c. con. n.c. con. n.c.

ZH–EN 22.19 59.60 9.92 1.69 3.06 1.24 1.02 1.28
EN–ZH 28.48 57.08 9.27 1.81 1.28 0.83 0.42 0.83
IT–EN 16.96 64.77 11.85 1.12 3.98 0.49 0.50 0.34
EN–IT 25.34 62.15 8.75 1.00 1.35 0.47 0.50 0.45
DE–EN 22.05 65.34 5.86 1.92 1.10 1.26 0.31 2.16
EN–DE 24.39 65.38 4.86 2.28 0.5 1.08 0.10 1.40

Table 3.4: Distributions of alignment types for different language pairs (%)

These findings are also confirmed by the statistics obtained from the IWSLT gold-

standard Chinese–English data as shown in Table 2.1,10 where a similar distribution

7More specifically, we performed 5 iterations of Model 1, 5 iterations of HMM, 5 iterations of
Model 3, and 5 iterations of Model 4.

8http://opennlp.sourceforge.net/.
9Note that a 1-to-0 alignment may denote a failure to capture a 1-to-n alignment with n > 1.

10Note that the gold-standard data also contain n-to-1 and m-to-n alignments, while using
Giza++ can only produce 1-to-n alignments due to its asymmetric nature.
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for 1-to-n (n > 1 ) alignments is observed. The main difference is that the automatic

aligners tend to produce more 1-to-n alignments, while human annotators tend to

generate more m-to-n alignments.

3.3 Bootstrapping Word Alignment via Word Pack-

ing

Our approach (cf. (Ma et al., 2007b)) consists of packing consecutive words together

when we believe they correspond to a single word in the other language. This

bilingually motivated packing of words changes the basic unit of the alignment

process, and simplifies the task of automatic word alignment. We thus minimise

the number of 1-to-n alignments in order to obtain more comparable segmentations

in the two languages. In this section, we present an automatic method that builds

upon the output from an existing automatic word aligner. More specifically, we

(i) use a word aligner to obtain 1-to-n alignments, (ii) extract candidates for word

packing, (iii) estimate the reliability of these candidates, (iv) replace the groups

of words to pack by a single token in the parallel corpus, and (v) re-iterate the

alignment process using the updated corpus. The first three steps are performed in

both directions, and produce two bilingual dictionaries (source-to-target and target-

to-source) of groups of words to pack.

3.3.1 Candidate Extraction

In the following, we assume the availability of an automatic word aligner that can

output alignments Af→e and Ae→f for any sentence pair (f I
1 , e

J
1 ) in a parallel corpus.

We also assume that Af→e and Ae→f contain 1-to-n alignments. Our method for

repacking words is very simple: whenever a single word is aligned with several

consecutive words, they are considered as candidates for repacking. Formally, given

an alignment Af→e between f I
1 and eJ

1 , if the alignment between a sequence of target
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words vk and one single source word fi is denoted as {j1, · · · , jφ} → i = ak, with

vk = {ej1 , . . . , ejφ
} and ∀m ∈ J1, φ− 1K(φ ≥ 2), jm+1 − jm = 1, then the alignment

ak between fak
and the sequence of words vk is considered a candidate for word

repacking. The same goes for Ae→f . Some examples of such 1-to-n alignments

between Chinese and English (in both directions) that we can derive automatically

are displayed in Figure 3.1.

Figure 3.1: Examples of 1-to-n word alignments between Chinese and English

3.3.2 Candidate Reliability Estimation

Of course, the process described above is error-prone and if we want to change the

input to the word aligner, we need to make sure that we are not making harmful

modifications.11 We thus additionally evaluate the reliability of the candidates we

extract and filter them before inclusion into our bilingual dictionary. To perform

this filtering, we use two simple statistical measures. In the following parts, ak or

(fak
, vk) denotes a candidate.

The first measure we consider is co-occurrence frequency (COOC(fak
, vk)), i.e.

the number of times fak
and vk co-occur in the bilingual corpus. This very simple

measure is frequently used in association-based approaches (Melamed, 1997; Tiede-

mann, 2003). The second measure is the alignment confidence, defined as

AC(ak) =
c(ak)

COOC(fak
, vk)

, (3.1)

11Consequently, if we compare our approach to the problem of collocation identification, we may
say that we are more interested in precision than recall (Smadja et al., 1996). However, note that
our goal is not recognising specific sequences of words such as compounds or collocations; rather
it is making (bilingually motivated) changes that simplify the alignment process.
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where c(ak) denotes the number of alignments proposed by the word aligner that are

identical to ak. In other words, AC(ak) measures how often the aligner aligns fak

and vk when they co-occur. We also impose that |vk | = φ ≤ n, where n is a fixed

integer that may depend on the language pair (between 3 and 5 in practice). The

rationale behind this is that it is very rare to obtain a reliable alignment between

one word and n consecutive words when n is high.

The candidates are included in our bilingual dictionary if and only if their mea-

sures are above some fixed thresholds tCOOC and tAC , which allow for the control

of the size of the dictionary and the quality of its contents. Some other measures

including the Dice coefficient (van Rijsbergen, 1979) could be considered; however,

it has to be noted that we are more interested here in the filtering than in the discov-

ery of alignments, since our method builds upon existing aligners. Moreover, we will

see that even these simple measures can lead to an improvement in the alignment

process in an MT context (cf. Section 3.6).

3.3.3 Bootstrapped Word Repacking

Once the candidates are extracted, we repack the words in the bilingual dictionaries

constructed using the method described above; this provides us with an updated

training corpus, in which some word sequences have been replaced by a single token.

This update is totally naive; if an entry (fak
, vk) is present in the dictionary and

matches one sentence pair (f I
1 , e

J
1 ) (i.e. fak

and vk are respectively contained in f I
1

and eJ
1 ), then we replace the sequence of words vk with a single token which becomes

a new lexical unit.12 Note that this replacement occurs even if no alignment is

found between fak
and vk for the pair (f I

1 , e
J
1 ). This is motivated by the fact that

the filtering described above is quite conservative; we trust the entry (fak
, vk) to be

correct. This update is performed in both directions. It is then possible to run the

word aligner using the updated (simplified) parallel corpus, in order to obtain new

12In case of overlap between several groups of words to replace, we select the one with the highest
confidence (according to tAC).
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alignments. By performing a deterministic word packing, we simplify the estimation

of the fertility parameters associated with fertility-based models.

Word packing can be applied several times; once we have grouped some words

together, they become the new basic unit to consider, and we can re-run the same

method to get additional groupings. However, we have not seen in practice much

benefit from running it more than twice (few new candidates are extracted after two

iterations).

It is also important to note that this process is bilingually motivated and strongly

depends on the language pair. For example, white wine, excuse me, call the police,

and cup of (cf. Figure 3.1) translate respectively as vin blanc, excusez-moi, appellez

la police, and tasse de in French. Those groupings would not be found for a language

pair such as French–English, which is consistent with the fact that they are less useful

for French–English than for Chinese–English in an MT perspective.

3.3.4 Word Unpacking and Phrase-Based SMT Decoding

The bidirectional grouping approach can improve the quality of alignment and cor-

respondingly improve the quality of phrase extraction and the estimation of related

parameters. In the decoding stage, given that the input is not packed and the

language model is also trained on unpacked word segmentations, we need to under-

take “word unpacking” before estimating the parameters. The unpacking process

in PB-SMT is performed following the phrase extraction process. Specifically, in

a log-linear PB-SMT system, the phrase translation probabilities and lexical re-

ordering models are re-estimated based on relative frequencies; the lexical weighting

probabilities are calculated based on the lexical translation distribution with word

packing.

The unpacking step is particularly necessary in the context of bilingual word

packing, i.e. both source and target sentences are packed, given that the language

models are trained on texts without word packing. If we constrain the word packing

process by only packing the source language, the word unpacking step could be
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avoided and word-lattice decoding could be utilised instead (cf. Section 3.4.3).

3.4 Bilingually Motivated Word Segmentation

3.4.1 Word Segmentation as an Alignment Problem

The approach proposed in Section 3.3 can be applied to word segmentation by

only packing the source language. The only assumption is that the sentence to be

segmented can be split into basic writing units (e.g. characters for Chinese and

kana for Japanese). The notation in Section 3.3 can be easily adapted for this task.

Given a Chinese sentence f I
1 consisting of I characters {f1, . . . , fI} and an English

sentence eJ
1 consisting of J words {e1, . . . , eJ}, Ae→f will denote a English–Chinese

word-to-character alignment between eJ
1 and f I

1 . Since we are primarily interested

in 1-to-n alignments, Ae→f can be represented as a set of links aK
1 connecting one

single English word eak
and a few Chinese characters vk. The set vk is empty if the

word ej is not aligned to any character in f I
1 .

3.4.2 Bootstrapped Word Segmentation

We use the same approach proposed in Section 3.3.1 to extract candidate words.

Our method for Chinese word segmentation is as follows: whenever a single English

word is aligned with several consecutive Chinese characters, they are considered

candidates for grouping. Some examples of such 1-to-n alignments between Chinese

characters and English words derived automatically are displayed in Figure 3.2.

Figure 3.2: Examples of 1-to-n word-to-character alignments between English words
and Chinese characters

We can use the same measures proposed in Section 3.3.2 to estimate the reliability
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of the candidate words and apply the boostrapping approach in Section 3.3.3 to

derive better word segmentation.

3.4.3 Word Lattice Decoding

Casting word segmentation as an alignment problem implies that word segmentation

of a sentence depends not only on the current sentence to segment but also on the

corresponding target language. In such a context, the word lattice representation is

particularly suitable in the decoding stage which aims to search for the most likely

target sentence.

Word Lattices

In the decoding stage, the various segmentation alternatives can be encoded into a

compact representation of word lattices. A word lattice G = 〈V,E〉 is a directed

acyclic graph that formally is a weighted finite state automaton. In the case of

word segmentation, each edge is a candidate word associated with its weights. A

straightforward estimation of the weights is to distribute the probability mass for

each node uniformly to each outgoing edge.13 The single node having no outgoing

edges is designated as the “end node”. An example of a word lattice for a Chinese

sentence is shown in Figure 3.3.

Figure 3.3: An example of a word lattice for a Chinese sentence

13We can also use language models to assign probabilities to each edge as in Xu et al. (2005).
In this case, however, we have to rely on some segmented data to train the language model.
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Word Lattice Generation

Previous research on generating word lattices relies on multiple monolingual seg-

menters (Xu et al., 2005; Dyer et al., 2008). One advantage of our approach is that

the bilingually motivated segmentation process facilitates word lattice generation

without relying on other segmenters. As described in Section 3.4.2, the update of

the training corpus based on the constructed bilingual dictionary requires that the

sentence pair meets the bilingual constraints. Such a segmentation process in the

training stage facilitates the utilisation of word lattice decoding.

Phrase-Based Word Lattice Decoding

Given a Chinese input sentence f I
1 consisting of I characters, the traditional ap-

proach is to first determine the best word segmentation and perform decoding af-

terwards. In such a case, we first seek a single best segmentation, as in (3.2):

v̂K
1 = arg max

vK
1 ,K

{P (vK
1 |f

I
1 )} (3.2)

Then in the decoding stage, we seek the translation of the most likely source seg-

mentation, as in (3.3):

êJ
1 = arg max

eJ
1 ,J

{P (eJ
1 |v̂

K
1 )} (3.3)

In such a scenario, some segmentations which are potentially optimal for translation

may be lost. This motivates the need for word lattice decoding. The decision rules

(3.2) and (3.3) can be rewritten as in (3.4)–(3.6):

êJ
1 = arg max

eJ
1 ,J

{max
vK
1 ,K

P (eJ
1 , v

K
1 |f

I
1 )} (3.4)

= arg max
eJ
1 ,J

{max
vK
1 ,K

P (eJ
1 )P (vK

1 |e
J
1 , f

I
1 )} (3.5)

≃ arg max
eJ
1 ,J

{max
vK
1 ,K

p(eJ
1 )p(vK

1 |f
I
1 )p(vK

1 |e
J
1 )} (3.6)

54



where p(eJ
1 ) is the language model, p(vK

1 |f
I
1 ) is the word segmentation model and

p(vK
1 |e

J
1 ) is the translation model. Compared to the decision rule of the standard

source-channel model for SMT (cf. Equation (2.2)), (3.6) has an additional segmen-

tation model.14

Given the fact that the number of segmentations K grows exponentially with re-

spect to the number of characters J , it is impractical to firstly enumerate all possible

vK
1 and then to decode. However, it is possible to enumerate all the alternative seg-

mentations for a substring of f I
1 which contains a very limited number of characters,

making the utilisation of word lattices tractable in PB-SMT.

3.5 Experimental Setup

The MT experiments were primarily carried out using Data Set 3, i.e. the IWSLT

2007 Chinese–English dataset. Detailed corpus statistics are shown in Table 2.4. To

test the adaptability of our algorithm, MT experiments were also conducted using

Data Set 4 and 6, of which the detailed statistics are shown in Tables 2.5 and 2.6.

Given that our algorithm is directly optimised according to MT performance and

we are primarily interested in the impact of the refined alignment with segmentation

constraints on translation quality, we do not conduct an intrinsic evaluation.

3.6 Experiments

In this section, we present the experimental results applying our algorithm for boot-

strapping the word alignment for both segmented data using monolingual segmenters

(word packing) and data without segmentation on the source side (word segmenta-

tion).

14Although in (3.6) we use the approximation rather than the equality sign, it is appropriate to
mention explicitly that inferring (3.6) directly from (3.5) is invalid in strict mathematical terms.
Nonetheless, this approximation is necessary for reasons of tractability, and perhaps surprisingly,
tends to work well in practice.
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3.6.1 Word Packing

Results

The initial word alignments are obtained using the manually segmented IWSLT

data and baseline word alignment configuration described in Section 2.5.3. From

these, we build two bilingual 1-to-n dictionaries (one for each direction), and the

training corpus is updated by repacking the words in the dictionaries, using the

method presented in Section 3.3. As previously mentioned, this process can be

repeated several times; at each step, we can choose to exploit only one of the two

available dictionaries, if so desired. We then extract aligned phrases using the same

procedure as for the baseline system, and the only difference is the basic unit we

are considering. Once the phrases are extracted, we perform the estimation of the

features of the log-linear model and unpack the grouped words to recover the initial

words. Finally, MERT (Och, 2003) and decoding (Koehn et al., 2007) are performed.

Bleu Nist Meteor

Baseline 33.85 6.3837 54.85
m=1. with C-E dict. 35.02 6.5145 55.55
m=1. with E-C dict. 34.83 6.4638 56.06
m=2. with C-E dict. 34.42 6.5553 55.74
m=2. with E-C dict. 35.69 6.6294 57.23

Table 3.5: Influence of word packing on translation quality of IWSLT 2007 test set

The various parameters of the method (n, tCOOC, tAC , cf. Section 3.3.2) were

optimised on the development set. We found out that it was enough to perform

two iterations of repacking: the optimal set of values was found to be n = 3,

tAC = 0.9, tCOOC = 20 for packing English words and tAC = 0.3, tCOOC = 10

for packing Chinese words in the first iteration, and tAC = 0.9, tCOOC = 8 for

packing English words and tAC = 0.7, tCOOC = 15 for packing Chinese words in the

second iteration.15 In Table 3.5, we report the results obtained on the IWSLT 2007

15The parameters n, tAC , and tCOOC are optimised for each step, and the alignment obtained
using the best set of parameters for a given step is used as input for the following step.

56



test set, where m denotes the iteration. For each iteration, we first considered the

inclusion of only the Chinese–English dictionary, and then only the English–Chinese

dictionary.16

After the first step, we can already see an improvement over the baseline when

considering one of the two dictionaries. More gain can be obtained by packing En-

glish words, leading to an increase of 1.17 absolute Bleu points (3.46% relative).

The improvement is also confirmed by Nist and Meteor evaluation metrics. How-

ever, in the second step (m=2), the inclusion of the Chinese–English dictionary is

harmful, probably because 1-to-n alignments have been captured during the first

step. By including the English–Chinese dictionary only, we can achieve an increase

of 1.84 absolute Bleu points (5.44% relative) over the initial baseline, which is

statistically significant (p<0.01).17

The improvement in performance can be attributed to better word alignment

after simplifying the alignment task after word packing, and subsequently higher

quality phrasal translations for PB-SMT systems. Figure 3.4 gives two examples of

better translation after word packing (WP). Phrases such as “there ’s” and “get to”

are packed words in the C-E bilingual dictionary so that valid phrase pairs can be

included in the phrase table. Moreover, the probability of these valid phrase pairs

can be boosted after word packing so that the correct hypothesis can survive in the

decoding stage.

Figure 3.4: Translation examples using word packing

16We intend to consider including both Chinese–English and English–Chinese dictionaries in
future work. However, in this case the parameter optimisation is more complicated as we need to
jointly optimise the parameters for both directions.

17Note that this setting (using only Chinese dictionary for the first step and only the English
dictionary for the second step) is also the best setting on the development set.
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Quality of the Dictionaries To assess the quality of the extraction procedure,

we simply manually evaluated the ratio of incorrect entries in the dictionaries. After

one step of word packing, the Chinese–English and the English–Chinese dictionaries

contain 13.6% and 8.6% incorrect entries respectively. After two steps of packing,

they only contain 7.7% and 7.2% incorrect entries. More interestingly, some errors

committed in the first step can be corrected in the second step, leading to a dic-

tionary of higher quality. Some cases generally considered to be difficult such as

m-to-n non-compositional phrasal alignments can also be identified in the second

step.

Alignment Types

Intuitively, the word alignments obtained after word packing are more likely to be

1: 1 than before. Indeed, the word sequences in one language that usually align to

one single word in the other language have been grouped together to form one single

token. Table 3.6 shows the detail of the distribution of alignment types after one

and two steps of automatic repacking.

1: 0 1: 1 1: 2 1: 3 1:n (n > 3)
ZH-EN Base. 28.48 57.08 11.08 2.11 1.25

n=1 27.30 57.68 11.49 2.19 1.32
n=2 17.45 65.28 10.68 4.12 2.48

EN-ZH Base. 22.19 59.60 11.61 4.30 2.30
n=1 21.27 62.91 9.82 3.74 2.25
n=2 26.76 63.78 6.25 1.94 1.25

Table 3.6: Distribution of alignment types after word packing (%)

In particular, we can observe that the 1: 1 alignments are more frequent after the

application of repacking: the ratio of this type of alignment has increased by 8.2%

for Chinese–English and 4.18% for English–Chinese.

Influence of Word Segmentation Approach

To test the influence of the initial word segmentation on the process of word pack-

ing, we considered an additional segmentation configuration, based on the LDC
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segmenter.

Bleu

Original segmentation 33.85
Original segmentation + Word packing 35.02
Automatic segmentation 31.74
Automatic segmentation + Word packing 32.58

Table 3.7: Influence of different Chinese segmentation on the performance of word
packing (IWSLT 2007 data)

The results obtained are displayed in Table 3.7. The automatic segmenter leads

to lower results than the human-corrected segmentation. However, the proposed

method seems to be beneficial irrespective of the choice of segmentation. Indeed,

we can also observe an improvement in the new setting: 0.84 points absolute in-

crease in Bleu (2.65% relative), which is statistically significant (p<0.05). The

experimental results of word packing reported so far are based on either manual

segmentation or automatic segmentation using monolingual segmenters. In the next

section, we show the results of directly using the word packing approach to perform

word segmentation.

3.6.2 Word Segmentation

Results

The initial word alignments are obtained using the baseline configuration by seg-

menting the Chinese sentences into characters. From these we build a bilingual

1-to-n dictionary, and the training corpus is updated by grouping the characters

in the dictionaries into a single word. To optimise the weights for the features of

the log-linear PB-SMT system using MERT, we segment the Chinese sentences in

the development set using a simple dictionary-based maximum matching algorithm

to obtain a single best segmentation.18 Finally, in the decoding stage, we use the

same segmentation algorithm to obtain the single best segmentation on the test set,

18In order to save computing time, we used the same set of parameters obtained above to decode
both the single-best segmentation and the word lattice. Recent work has been done on lattice-based
MERT (Macherey et al., 2008).
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and word lattices can also be generated using the bilingual dictionary. The various

parameters of the method (n, tCOOC, tAC , cf. Section 3.4.2) were optimised on the

development set. One iteration of character grouping on the UN task was found

to be enough; the optimal set of values was found to be n = 3, tAC = 0.0 and

tCOOC = 0, meaning that all the entries in the bilingually dictionary are kept. On

the IWSLT data, we found that two iterations of character grouping were needed:

the optimal set of values was found to be n = 3, tAC = 0.3, tCOOC = 8 for the first

iteration, and tAC = 0.2, tCOOC = 15 for the second.

Bleu Nist Meteor

CS 8.43 4.6272 37.78
Stanford 10.45 5.0675 36.99
Stanford-WordLattice 8.61 4.5456 37.15
BS-SingleBest 7.98 4.4374 35.10
BS-WordLattice 9.04 4.6667 38.34

Table 3.8: Bilingually motivated word segmentation on the UN task

As can be seen from Table 3.8, our bilingually motivated segmenter achieved

statistically significantly (p<0.03) better results than character-based segmentation

when enhanced with word lattice decoding.19 Compared to the best in-domain

segmenter, namely the Stanford segmenter on this particular task, our approach is

inferior according to Bleu and Nist. We firstly attribute this to the small amount of

training data, from which we are unable to obtain a high quality bilingual dictionary

due to data sparseness problems. We also attribute this to the vast amount of named

entity terms in the test sets, which is extremely difficult for our approach.20 We

expect to see better results when a larger amount of data is used and the segmenter

is enhanced with a named entity recogniser.

On the IWSLT data (cf. Tables 3.9 and 3.10), the improvements over character-

based segmentation are both statistically significant (p<0.03 for IWSLT 2006 test set

19Note that the Bleu scores are lower due to the number of references used (4 references,
compared to 6 references for the IWSLT data), in addition to the small amount of training data
available.

20As we previously point out, both ICT and Stanford segmenters are equipped with named entity
recognition functionality. This may risk causing data sparseness problems on small training data.
However, this is beneficial in the translation process compared to character-based segmentation.
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Bleu Nist Meteor

CS 19.31 6.1816 49.98
LDC 20.37 6.2089 49.84
LDC-WordLattice 20.15 6.2876 50.51
BS-SingleBest 18.65 5.7816 46.02
BS-WordLattice 20.41 6.2874 51.24

Table 3.9: Bilingually motivated word segmentation on the IWSLT 2006 task

Bleu Nist Meteor

CS 29.59 6.1216 52.16
LDC 31.74 6.2464 54.03
LDC-WordLattice 31.94 6.2884 55.74
BS-SingleBest 30.23 6.0476 51.25
BS-WordLattice 31.71 6.3518 56.03

Table 3.10: Bilingually motivated word segmentation on the IWSLT 2007 task

and p<0.01 for IWSLT 2007 test set respectively). Compared to the best in-domain

segmenter, the LDC segmenter, our approach yields a consistently good performance

on both translation tasks. Moreover, the good performance is confirmed by all three

evaluation measures. Note also that the MT system using automatic segmenters

yields inferior translation results compared to that using manual segmentation (cf.

Table 3.7 and 3.10).

From the experiments, we observe that adding in a word lattice mechanism into

the PB-SMT system trained on monolingually segmented data does not help or

even harms the system due to the mismatch between PB-SMT training and de-

coding. Previous research has already shown that combining phrase tables using

different segmentations is necessary for word lattice decoding (Dyer et al., 2008).

This confirms the advantage of our bilingually motivated segmentation, which facil-

itates word lattice decoding because it can generate different segmentations for the

same Chinese sentence given different target English translations.

Parameter Search Graph

The reliability estimation process is computationally intensive. However, this can

easily be parallelised. From our experiments, we observed that the translation results
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Figure 3.5: The search graph on the development set in the IWSLT task

are very sensitive to the parameters and this search process is essential to achieve

good results. Figure 3.5 shows the search graph on the IWSLT data set in the first

iteration step. From this graph, we can see that filtering of the bilingual dictionary

is essential in order to achieve better performance.

Vocabulary Size

voc. char. voc run. words
CS 6,057 6,057 1,412,395
ICT 16,775 1,703 870,181
LDC 16,100 2,106 881,861
Stanford 22,433 1,701 880,301
BS 18,111 2,803 927,182

Table 3.11: Chinese vocabulary size of the UN task (40K)

voc. char. voc run. words
CS 2,742 2,742 488,303
ICT 11,441 1,629 358,504
LDC 9,293 1,963 364,253
Stanford 18,676 981 348,251
BS 3,828 2,740 402,845

Table 3.12: Vocabulary size of the IWSLT task (40K)

Our bilingually motivated segmentation approach has to overcome another chal-

lenge in order to produce competitive results, i.e. data sparseness. Given that our

segmentation is based on bilingual dictionaries, the segmentation process can sig-

nificantly increase the size of the vocabulary, which could potentially lead to a data
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sparseness problem when the size of the training data is small. Tables 3.11 and 3.12

list the statistics of the Chinese side of the training data, including the total vocabu-

lary (voc), character vocabulary (char. voc, referring to the number of automatically

generated “words” by word packing which contain only one single character) in voc,

and the running words (run. words) when different word segmentations were used.

From Table 3.11, we can see that our approach suffered from data sparseness on

the UN task, i.e. a large vocabulary was generated, of which a considerable amount

of characters still remain as separate words (15.48%). On the IWSLT task, since

the dictionary generation process is more conservative, we maintained a reasonable

vocabulary size, which contributed to the final good performance.

Scalability

The experimental results reported above are based on a small training corpus con-

taining roughly 40,000 sentence pairs. We are particularly interested in the perfor-

mance of our segmentation approach when it is scaled up to larger amounts of data.

Given that the optimisation of the bilingual dictionary is computationally intensive,

it is impractical to directly extract candidate words and estimate their reliability.

As an alternative, we can use the obtained bilingual dictionary optimised on the

small corpus to perform segmentation on the larger corpus. We expect competi-

tive results when the small corpus is a representative sample of the larger corpus

and large enough to produce reliable bilingual dictionaries without suffering severely

from data sparseness.

IWSLT06 IWSLT07
CS 23.06 30.25
ICT 23.36 33.38
LDC 24.34 33.44
Stanford 21.40 33.41
BS-SingleBest 22.45 30.76
BS-WordLattice 24.18 32.99

Table 3.13: Scaling up to 160K on IWSLT data sets (Bleu)

As we can see from Table 3.13, our segmentation approach achieved consistent
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160K 640K
CS 12.47 14.40
ICT 14.85 17.20
LDC 13.88 15.86
Stanford 15.26 16.94
BS-SingleBest 12.58 14.11
BS-WordLattice 13.74 15.33

Table 3.14: Scalability of bilingually motivated word segmentation on the UN task
(Bleu)

results on both the IWSLT 2006 and 2007 test sets. On the UN task (cf. Table 3.14),

our approach outperforms the basic character-based segmentation; however, it is

still inferior compared to the other in-domain monolingual segmenters due to the

low quality of the bilingual dictionary induced (cf. the Results reported at the

beginning of this section).

Using Different Word Aligners

The above experiments rely on Giza++ to perform word alignment. We next

show that our approach is not dependent on the word aligner given that we have a

conservative reliability estimation procedure. Table 3.15 shows the results obtained

on the IWSLT data set using the MTTK alignment tool (Deng and Byrne, 2005,

2006).

IWSLT06 IWSLT07
CS 21.04 31.41
ICT 20.48 31.11
LDC 20.79 30.51
Stanford 17.84 29.35
BS-SingleBest 19.22 29.75
BS-WordLattice 21.76 31.75

Table 3.15: Bilingually motivated word segmentation on IWSLT data sets using
MTTK (Bleu)
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3.7 Related Work

Fertility-based models such as IBM Models 3, 4, and 5 allow for alignments between

one word and several words in order to capture the pervasive 1-to-n correspondences.

They can be seen as extensions of the simpler IBM Model 1 and 2 (Brown et al.,

1993). Similarly, Deng and Byrne (2005) proposed an HMM framework with special

attention to dealing with 1-to-n alignment, which is an extension of the original

model of Vogel et al. (1996). However, as mentioned above, these models rarely

question the monolingual tokenisation, i.e. the basic unit of the alignment process is

the word. One alternative to extending the expressivity of one model (and usually

its complexity) is to focus on the input representation; in particular, we argue

that the alignment process can benefit from a simplification of the input, which

consists of trying to reduce the number of 1-to-n alignments to consider. Note that

the need to consider segmentation and alignment at the same time is also mentioned

in Tiedemann (2003), and related issues are reported in Wu (1997).

Xu et al. (2004) were the first to question the use of word segmentation in SMT

and showed that the segmentation proposed by word alignments can be used in

PB-SMT to achieve competitive results compared to using monolingual segmenters.

However, Xu et al. (2004) used word aligners to reconstruct a (monolingual) Chi-

nese dictionary and reused this dictionary to segment Chinese sentences as other

monolingual segmenters do. Our approach features the use of a bilingual dictio-

nary and conducts segmentation based on the bilingual dictionary. In addition,

we add a process which optimises the bilingual dictionary according to translation

quality. Melamed (1997) presented an algorithm to identify non-compositional com-

pounds from bilingual corpus and showed that treating each of them as one token

can improve Word-Based SMT systems. Ittycheriah and Roukos (2005) introduced

a discriminative word alignment model that incorporated segmentation information

as a feature. Ma et al. (2007b) proposed an approach to improve word alignment

by optimising the segmentation of both source and target languages. However, the
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reported experiments are based on a poor PB-SMT baseline and the issue of scala-

bility is not addressed. Using word segmentation to improve word alignment and/or

translation quality is also discussed in Bai et al. (2008), Chang et al. (2008) and

Huang et al. (2008).

Xu et al. (2005) were the first to propose the use of word lattice decoding in PB-

SMT, in order to address the problems that segmentation posed on the decoding.

Dyer et al. (2008) extended this approach to hierarchical SMT systems and other

language pairs. However, both methods require some monolingual segmentation in

order to generate word lattices.21 Our approach facilitates word lattice generation

given that our segmentation is driven by the bilingual dictionary, making the train-

ing and decoding processes more coherent. More recently, Xu et al. (2008) proposed

a Bayesian semi-supervised model for word segmentation by combining knowledge

from both monolingual segmentation and bilingual word alignment. Our approach

is not specifically designed for segmentation; it is a new mechanism that can auto-

matically perform bidirectional segmentation optimisation. The boostrapping step

can help the statistical aligners overcome the limitations posed by the first-order

assumption. The bidirectional word packing can also overcome the shortcomings

of the 1-to-n assumption inherent in IBM models by facilitating m-to-n alignment

structures (cf. Fraser and Marcu (2007a)). On the other hand, our approach can

be generalised to perform word segmentation without relying on any monolingual

resources, such as dictionaries and the like.

3.8 Summary

In this chapter, we have introduced a simple yet effective method to pack words

together in order to give a different and simplified input to automatic word aligners.

We use a bootstrapping approach in which we first extract 1-to-n word alignments

using an existing word aligner, and then estimate the confidence of those alignments

21Dyer (2009) represents an attempt to avoid using monolingual segmenters for European lan-
guages which have productive compounding.
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to decide whether or not the n words have to be grouped; if so, this group is

considered as a new basic unit. We can finally reapply the word aligner on the

updated sentences. This approach can be used for bootstrapping word alignments

based on any monolingual word segmentation; it can also be used for direct word

segmentation without relying on any monolingual segmenters.

We evaluated the performance of our approach by measuring the influence of

this process on the Chinese–English MT task based on the IWSLT 2007 evaluation

campaign with a reasonally small amount of training data. We report a 1.84 points

absolute (5.44% relative) increase in Bleu score over a standard PB-SMT system.

We verified that this process actually reduces the number of 1-to-n alignments with

n 6= 1, and that it is independent of the (Chinese) segmentation strategy. We

then generalise our approach for direct Chinese word segmentation without relying

on monolingual word segmenters and demonstrate that (i) our approach is not as

sensitive to the domain as monolingual segmenters, and (ii) the SMT system using

our word segmentation can achieve state-of-the-art performance. Moreover, our

approach can be scaled up to larger data sets and achieves competitive results if the

small data used is a representative sample of the larger one. Since our approach does

not rely on monolingual segmenters, it is particularly useful for languages which lack

manually segmented resources in the context of SMT.

However, this algorithm creates new words in each iteration and the incorrect

packing of words can introduce noise into following iterations. In this sense, the

segmentation in this algorithm acted as a hard constraint on word alignment. In

the following three chapters, we will investigate methods to incorporate linguistically

motivated segmentation information (i.e. syntactic dependencies) as soft constraints

into discriminative and generative models. In these models, instead of directly

packing a sequence of words into one, we avail of the syntactic dependencies in such

a way that the dependency information is respected by the alignment model in both

training and alignment.
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Chapter 4

Syntactically Enhanced

Discriminative Word Alignment

In this chapter, the role of syntactic dependencies as soft constraints is explored in

discriminative word alignment. A two-stage word alignment approach is introduced

to combine the merits of generative and discriminative word alignment models,

where the first stage is to use generative models to produce a set of anchor alignments

and in the second stage we take advantage of the syntactic dependencies induced by

the available anchor alignments. We also show that our approach is flexible enough

to be tuned according to different optimisation criteria.1

4.1 Introduction

Syntactic annotation of bilingual corpora, which can be obtained more efficiently

and accurately with the advances in monolingual language processing, is a potential

information source for word alignment tasks. For example, Part-of-Speech (POS)

tags of source and target words can be used to tackle the data sparseness problem in

discriminative word alignment (Liu et al., 2005; Blunsom and Cohn, 2006). Shallow

parsing has also been used to provide relevant information for alignment (Sun et al.,

1The contents in this chapter has partly been published, albeit in a different form, in Ma et al.
(2008a) and Ma et al. (2009a).
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2000; Ren et al., 2007). Deeper syntax (e.g. phrase or dependency structures) has

been shown to be useful in generative models (Wang and Zhou, 2004; Lopez and

Resnik, 2005), association-based models (Ayan et al., 2004; Ozdowska, 2004) and

even for syntactically motivated models such as ITG (Wu, 1997; Cherry and Lin,

2006b).

While generative models trained in an unsupervised manner can produce high-

quality alignments given a reasonable amount of training data, it is difficult to

incorporate richer features into such models (Moore, 2005). On the other hand,

discriminative models are more flexible to incorporate arbitrary features. However,

these models need a certain amount of annotated word alignment data, which is

often subject to criticism since the annotation of word alignment is both difficult to

obtain and a highly subjective task. Moreover, parameters optimised on manually

annotated data are not necessarily optimal for MT tasks (Fraser and Marcu, 2007b;

Ma et al., 2009a). Recent research has focused on combining the merits of both

generative and discriminative models, most notably Fraser and Marcu (2006).

Figure 4.1: An example of using syntactic dependencies for word alignment (1)

In this chapter, we introduce a simple yet flexible framework for word alignment

(Ma et al., 2008a). To take advantage of the strength of generative models, we

maintain a set of anchor alignments obtained using these models. We then incorpo-

rate syntactic features induced by the anchor alignments into a discriminative word

alignment model. The syntactic features used are syntactic dependencies. This de-

cision is motivated by the fact that if words tend to be dependent on each other,

so does the alignment. If we can first obtain a set of reliable anchor links, we could

take advantage of the syntactic dependencies relating unaligned words to aligned

anchor words to expand the alignment. Figure 4.1 gives an illustrative example.
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Note that the link (f2, e4) can be easily identified, but the link involving the fourth

Chinese word (a function word denoting “time”) (f4, e4) is hard. In such cases, we

can make use of the dependency relationship (“tclause”) between f2 and f4 to help

the alignment process. Figure 4.2 shows another example, where the link (f3, e3) is

easier to identify while (f2, e2) is difficult. Once the link (f3, e3) is established, the

source syntactic dependency between f2 and f3 (“vmod”), and the target syntactic

dependency between e2 and e3 (“vc”) can be deployed to facilitate the alignment.

Figure 4.2: An example of using syntactic dependencies for word alignment (2)

We demonstrate via a series of experiments that using our word alignment ap-

proach in a PB-SMT system can significantly improve the system over a strong base-

line. The experiments also show that dependency syntax is beneficial in word align-

ment. Given that the intrinsic quality of word alignment measured using F-score

does not correlate well with PB-SMT performance measured using Bleu (Fraser

and Marcu, 2007b), we conducted experiments that can directly optimise the word

alignment according to Bleu score (Ma et al., 2009a). Experiments show that we

can achieve higher performance using such an optimisation procedure and our word

alignment approach is more flexible than state-of-the-art generative models in a

PB-SMT framework.

4.2 Syntax for Word Alignment

To investigate the potential role of syntax in word alignment, an experiment is

designed to investigate what types of words are harder to align, and whether the

syntactic information can help the alignment of these words. We performed Chinese–
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English word alignment on IWSLT 2007 data.2 A precision-oriented word alignment

was carried out using Giza++. In order to acquire a set of high-precision word

alignments (anchor alignments), we run bidirectional word alignment and obtained

the intersection (cf. Section 2.4.1). We then focused on the recall yielded by this

high-precision alignment. The English and Chinese words were classified into a

number of classes based on their corresponding POS tags.

POS frequency a. recall dep POS frequency a. recall dep

, 83 0.55 0.57 PRP$ 53 0.70 0.69
. 554 1.00 0.00 RB 177 0.65 0.47
CC 29 0.79 0.67 RBR 3 0.67 0.00
CD 44 0.84 0.71 RP 14 0.36 0.67

DT 322 0.40 0.70 TO 91 0.25 0.72

EX 7 0.71 0.00 UH 21 0.90 0.50
IN 192 0.34 0.98 VB 340 0.62 0.93
JJ 143 0.78 0.68 VBD 48 0.54 1.00
JJR 5 0.80 1.00 VBG 26 0.81 0.60
MD 132 0.76 1.00 VBN 29 0.76 0.43
NN 525 0.80 0.81 VBP 170 0.44 1.00
NNP 84 0.68 0.74 VBZ 135 0.27 1.00
NNPS 1 0.00 1.00 WDT 14 0.57 1.00
NNS 85 0.82 0.87 WP 41 0.51 0.75
POS 8 0.00 1.00 WRB 72 0.46 0.64
PRP 413 0.74 0.52

Table 4.1: Syntactic dependency for aligning each type of English word using IWSLT
gold-standard

The recall of anchor alignment (a. recall) is calculated against a set of manually

aligned data. For words left unaligned, we check if they are involved in any de-

pendencies with any anchor words (source or target words that are involved in the

anchor alignments) and calculate the percentage of these words (dep). This quantity

reflects to what extent the unaligned words can benefit from the dependency infor-

mation between unaligned words and aligned anchor words. The results are shown in

Table 4.1 and Table 4.2, where we can see that function words (e.g. words with POS

tags DT (determiner), IN (preposition or subordinate conjunction), RP (particle),

TO (to) for English and POS tags AD (adverb), BA (“ba” in a ba-construction),

DEC (“de” in a relative clause), DEG (associative “de”), P (preposition excluding

2Here, we focus on Chinese–English word alignment. However, the methodology used may also
apply to other language pairs.
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“bei” and “ba”) for Chinese) tend to be harder to align between Chinese and En-

glish, which is indicated by the low recall for these types of words.3 The low recall

POS frequency a. recall dep POS frequency a. recall dep

AD 195 0.55 0.72 NN 587 0.81 0.78
AS 35 0.09 0.78 NR 30 0.57 0.31
BA 14 0.43 1.00 NT 34 0.82 0.50
CC 23 0.91 0.50 OD 3 0.33 1.00
CD 165 0.60 0.48 P 125 0.29 0.97

CS 6 0.67 1.00 PN 495 0.79 0.48
DEC 57 0.18 1.00 PU 614 0.98 0.42
DEG 91 0.11 1.00 SB 4 0.00 1.00
DER 3 0.00 0.33 SP 134 0.07 0.95
DT 73 0.60 0.72 VA 62 0.81 0.83
JJ 39 0.69 0.50 VC 53 0.64 1.00
LC 11 0.36 1.00 VE 46 0.61 1.00
M 114 0.30 0.86 VV 776 0.70 0.95
MSP 6 0.50 1.00

Table 4.2: Syntactic dependency for aligning each type of Chinese word using IWSLT
gold-standard

for many of the function words is a strong indicator of the difficulty of alignment.

More importantly, some function words such as adverbial (AD) and prepositions (P)

in Chinese are very frequent and play an important role in the alignment process. At

the same time, a large portion of the unaligned words are involved in dependencies

with anchor words as shown in column “dep”, implying that syntax is potentially

beneficial in aligning these words. Similar phenomena can be observed for English

sentences.

4.3 Syntactically Enhanced Word Alignment Model

In this section, we describe our syntactically enhanced word alignment model, in-

cluding the sub-models it can be decomposed into and how to interpolate these

sub-models.

3(Deng and Gao, 2007) also pointed out the weakness of generative word alignment models
in aligning function words. Their solution is to add constraints into generative word alignment
models to guide the alignment of function words.
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4.3.1 General Model

Given a source sentence f = f I
1 that consists of I Chinese words {f1, · · · , fI} and

target sentence e = eJ
1 which consists of J English words {e1, · · · , eJ}, we seek to

find the optimal alignment â such that in (4.1):

â = argmax
a

P (a|f I
1 , e

J
1 ) (4.1)

We use a model (4.2) that directly models the links between source and target words,

in a similar manner to Ittycheriah and Roukos (2005). The Chinese–English word

alignment aJ
1 is modelled as shown in (4.2). The difference of our model compared to

Ittycheriah and Roukos (2005) is that we assume the availability of a partition over

the target English word indices {1 · · ·J} into the anchor word indices ∆ and non-

anchor word indices ∆̄. The partition can be induced from any alignment model

or algorithm which can construct a set of reliable links, i.e. anchor alignments.

Those target English words involved in these anchor alignments are anchor words,

for which the set of indices is indicated with ∆. Here we assume that the partition

between anchor words and non-anchor words is available;4 we thereafter transform

the alignment aJ
1 into an anchor alignment A∆ = {i|j ∈ ∆, j → i = Aj} containing

the links involving anchor words, and a non-anchor alignment A∆̄ with the links

involving non-anchor words, where aJ
1 = A∆ ∪ A∆̄, as shown in (4.2):

P (aJ
1 |f

I
1 , e

J
1 ) ≃ p(A∆, A∆̄|f

I
1 , e

J
1 ) (4.2)

= p(A∆|f
I
1 , e

J
1 )× p(A∆̄|f

I
1 , e

J
1 , A∆) (4.3)

where p(A∆|f
I
1 , e

J
1 ) is an anchor alignment model and p(A∆̄|f

I
1 , e

J
1 , A∆) is a syntac-

tically enhanced word alignment model, which can take both the available anchor

links and relevant syntactic information into account. The anchor alignment model

4In principle, we can exploit all different possible partitions over the target words and obtain
different anchor alignments; in our experiments, we have a single fixed set of anchor alignments
obtained from intersected HMM or IBM alignment models.
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is decomposed as the product of the probability of each link in the alignment A∆ as

in (4.4):

p(A∆|f
I
1 , e

J
1 ) =

∏

j∈∆

p∆(aj|f
I
1 , e

J
1 ) (4.4)

The syntactically enhanced word alignment model, which aligns the remaining words

with index set ∆̄ after anchoring, can be decomposed into an emission distribution

(4.5) and a transition distribution (4.6) (cf. Section 4.3.3 below).

p(A∆̄|f
I
1 , e

J
1 , A∆) =

∏

j∈∆̄

p∆̄(aj|f
I
1 , e

J
1 , a

j−1
1 , A∆) (4.5)

×
J

∏

j=1

pa(aj |aj−1, A∆) (4.6)

4.3.2 Anchor Word Alignment Model

Various models or algorithms can be used to identify a set of anchor alignments. The

model p∆(aj) then assigns a probability to the links in the set of anchor alignments.

We can use the asymmetric IBM models (Brown et al., 1993) for bidirectional

word alignment and use the intersection as anchor alignments A∆. Subsequently,

the confidence of each possible link under the anchor alignment model is modelled

as in (4.7):

p∆(aj|f
I
1 , e

J
1 ) =















α if aj = Aj,

1−α
I

otherwise.

(4.7)

The parameter α can be optimised on the development set. In our experiments we

set α = 0.9, implying that the obtained anchor link Aj for target word ej is reliable

and other possible links for ej uniformly share the rest of the probability mass.
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4.3.3 Syntactically Enhanced Word Alignment Model

Emission Distribution

The syntactically enhanced model is used to model the alignment of the words left

unaligned after anchoring. We directly model the links between source and tar-

get words using a discriminative word alignment framework where various features

can be incorporated. Given a source sentence f I
1 , target sentence eJ

1 and anchor

alignment A∆, the link aj of each target word ej is defined as in (4.8):

p∆̄(aj|f
I
1 , e

J
1 , a

j−1
1 , A∆) ∝ exp(

M
∑

m=1

λmhm(f I
1 , e

J
1 , a

j
1, A∆, Tf , Te)) (4.8)

In this definition, we assume that a set of highly reliable anchor alignments A∆ have

been obtained, and Tf (resp. Te) is used to denote the dependency structure for

the source (resp. target) language. In such a framework, various machine learning

techniques can be used for parameter estimation. The feature functions we used are

described in Section 4.4.

Transition Distribution

Incorporating the anchor alignment, the first-order transition probability model can

be defined as in (4.9):

pa(aj |aj−1, A∆) =















1.0 if j ∈ ∆ and aj = Aj ,

p̃(aj |aj−1) otherwise.

(4.9)

Such a definition implies that the anchor alignment is always believed to be a correct

alignment, and that maximum likelihood estimates obtained on a gold-standard

word alignment corpus are used when the current word ej is not involved in an anchor

alignment. The estimation of pa(aj |aj−1) is calculated following the homogeneous

HMM model (Vogel et al., 1996). Under this model, we assume that the probability

pa(aj |aj−1) depends only on the jump width (i−i′), in order to make the parameters
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in the transition distribution independent of absolute word positions. Using a set of

non-negative parameters {(i − i′)}, the transition probability can be written as in

(4.10):

p̃a(aj |aj−1, A∆) =
c(i− i′)

∑I

i′′=1 c(i
′′ − i′)

(4.10)

where c(i− i′) is the count of the jump distance |i− i′|. Och and Ney (2003) refined

this model by extending the HMM network with I empty words f 2I
I+1. The source

word fi has a corresponding empty word fi+I (i.e. the position of the empty word

encodes the previously visited target word). The constraints in (4.11)–(4.13) are

enforced in the extended HMM network (i ≤ I, i′ ≤ I) involving the empty words:

pa(i+ I|i′, I) = p0 × δ(i, i
′) (4.11)

pa(i+ I|i′ + I, I) = p0 × δ(i, i
′) (4.12)

pa(i|i
′ + I, I) = pa(i|i

′, I) (4.13)

where δ(i, i′) is the Kronecker function, which is 1 if i = i′ and 0 otherwise. The

parameter p0 is the probability of a transition to the empty word, which can be

estimated on the gold-standard word alignment corpus.

If a zero-order dependence is assumed, the emission models are the only infor-

mation available to guide the word alignment.
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4.3.4 Model Interpolation

The submodels in the general alignment model (4.2) are interpolated as in (4.14)–

(4.16):

p(a|f I
1 , e

J
1 ) =

∏

j∈∆

p∆(aj |f
I
1 , e

J
1 )1−λ × (4.14)

∏

j∈∆̄

p∆̄(aj |f
I
1 , e

J
1 , a

j−1
1 , A∆)1−λ × (4.15)

J
∏

j=1

pa(aj |aj−1, A∆)λ (4.16)

The factor λ is used to weight the emission model and transition model probabilities

so that the system can be optimised according to different objective functions.

4.4 Feature Functions for Syntactically Enhanced

Model

The various features used in our syntactically enhanced model can be classified into

three groups: statistics-based features, syntactic features and relative distortion

features.

4.4.1 Statistics-Based Features

IBM Model 1 score

IBM Model 1 (Brown et al., 1993) is a position-independent word alignment model

which is often used to bootstrap parameters for more complex models. Model 1 mod-

els the conditional distribution and uses a uniform distribution for the dependencies

between a source word position j and target word position i, as in (4.17):

P (eJ
1 , a

J
1 |f

I
1 ) =

pl(J |I)

(I + 1)J

J
∏

j=1

pt(ej |faj
) (4.17)
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Log-Likelihood Ratio

fi ¬fi

ej a b
¬ej c d

Table 4.3: Contingency table for association between word pairs

The log-likelihood ratio statistic has been found to be useful for modelling the

associations between rare events (Dunning, 1993). It has also been successfully used

to measure the associations between word pairs (Melamed, 2000; Moore, 2005).

Given the contingency table in Table 4.3 where ¬fi denotes any source words but

fi (similarly for ¬ej) and each cell in the table contains the count of co-occurrences

between the pairs, the log-likelihood ratio can be defined as in (4.18):

G2(fi, ej) = −2log
B(a|a+ b, p1)B(c|c+ d, p2)

B(a|a+ b, p)B(c|c+ d, p)
(4.18)

where B(k|n, p) = (n
k)pk(1 − p)n−k are binomial probabilities. The probability pa-

rameters can be obtained using maximum likelihood estimates as in (4.19)–(4.20):

p1 =
a

a+ b
p2 =

c

c+ d
(4.19)

p =
a + c

a + b+ c+ d
(4.20)

POS Translation Probability

The POS tags can provide effective information for addressing the data sparseness

problem in solely using the lexical features (Liu et al., 2005; Blunsom and Cohn,

2006). The POS translation probability can be easily obtained using maximum

likelihood estimation from an annotated corpus, as in (4.21):

P (tf |te) =
c(tf , te)

c(te)
(4.21)
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where tf is a Chinese word’s POS tag and te is an English word’s POS tag. c(tf , te)

is the count of tf and te being linked to each other in the corpus, and c(te) is the

frequency of te in the corpus.

4.4.2 Syntactic Features

The dependency type re ∈ Re = {SBJ,ADJ, · · · }5 (resp. rf ∈ Rf = {SBJ,ADJ, · · · })

between two English (resp. Chinese) words ej and ej′ (resp. fi and fi′) in the depen-

dency tree of the English sentence eJ
1 (resp. Chinese sentence f I

1 ) can be represented

as a triple 〈ej , re, ej′〉 (resp. 〈fi, rf , fi′〉), where ej is the dependent and ej′ is the

head. Given f I
1 , eJ

1 and their syntactic dependency trees Tf , Te, if ej is aligned to fi,

ej′ aligned to fi′ , and there is a syntactic dependency between ej and ej′, according

to the dependency correspondence assumption (Hwa et al., 2002), there exists a

triple 〈fi, rf , fi′〉.

While we are not aiming to justify the feasibility of the dependency correspon-

dence assumption by testing to what extent rf = re under the condition described

above, we want to investigate whether these dependencies can help word alignment.

Given the anchor alignment A∆, a candidate link (j, i) and the dependency trees,

we design four classes of feature functions.

Agreement Features

The agreement features can be further classified into dependency agreement fea-

tures and dependency label agreement features. Given a candidate link (j, i) and

the anchor alignment A∆, the dependent-to-anchor Dependency Agreement (DA-1)

feature function, which covers the case where the heads (fi′ and ej′) in source and

5The full list of English and Chinese dependency types that occurred in our data can be found
in Appendix C and D respectively.
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target dependency triples hold an anchor link, is defined as in (4.22):

hDA−1 =















1 if ∃〈fi, rf , fi′〉, 〈ej, re, ej′〉 and i′ = Aj′

0 otherwise.

(4.22)

By changing the dependency direction between the words fi and fi′ , an anchor-to-

head Dependency Agreement feature (DA-2) where the dependents (fi′ and ej′) in

the source and target dependency triples hold an anchor link, can be derived as in

(4.23):

hDA−2 =















1 if ∃〈fi′ , rf , fi〉, 〈ej′, re, ej〉 and i′ = Aj′

0 otherwise.

(4.23)

We can define the dependent-to-anchor Dependency Label Agreement feature (DLA-

1)6 as in (4.24):

hDLA−1 =















1 if ∃〈fi, rf , fi′〉, 〈ej, re, ej′〉 and i′ = Aj′, rf = re

0 otherwise.

(4.24)

Similarly an anchor-to-head Dependency Label Agreement feature (DLA-2) can be

obtained by changing the dependency direction.

These agreement features can be used to capture the complex dependencies we

need to consult in the process of word alignment. Even for languages that are as

different as Chinese and English, many dependencies between words are preserved

across different languages (Hwa et al., 2002). The dependency label agreement is

an even stronger indication of the structural similarities.

6Note that we used the same dependency parser, Maltparser (Nivre et al., 2007), for source and
target language parsing.
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Source Word Dependency Features

Given a candidate link (j, i) and the anchor alignment A∆, source language dependent-

to-anchor dependency (SRC-1) features are used to capture the dependency label

between a source word fi and a source anchor word fi′(i
′ ∈ ∆). For example, a

feature function relating to dependency type “PRD” can be defined as in (4.25):

hSRC−1−PRD =















1 if ∃〈fi, rf , fi′〉 and rf =‘PRD’

0 otherwise.

(4.25)

By changing the direction we can obtain the source language anchor-to-head depen-

dency (SRC-2) feature function hSRC−2−PRD.

This feature, which reflects the dependency between anchor words and non-

anchor words, can be seen as a “tag” of the non-anchor words, helping to overcome

the data sparseness problems as the POS tag features do.

Target Word Dependency Features

Target word dependency features can be defined in a similar manner as source word

dependency features. For example, we have hTGT−1−PRD and hTGT−2−PRD to en-

code the dependent-to-anchor dependency (TGT-1) and anchor-to-head dependency

(TGT-2) features respectively if the dependency label is “PRD” in the target lan-

guage.

Source Anchor Feature

Given a candidate link (j, i), the source anchor feature defines whether the source

word fi is an anchor word, as in (4.26):

hSRC−ANC =















1 if i ∈ A∆

0 otherwise.

(4.26)
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This feature indicates whether the current non-anchor target word is aligned to an

anchor word in the source language. If so, it implies a 1-to-n alignment between the

source anchor word and target words.

4.4.3 Relative Distortion Feature

We can design features encoding the relative distortion implied by this link by

computing the relative position change with respect to the established anchor links

(Ker and Chang, 1997). The relative position change D of a candidate link l = (j, i)

is formally defined as follows:

D(l) = min(|dL|, |dR|) (4.27)

dL = (j − jL)− (i− iL) (4.28)

dR = (j − jR)− (i− iR) (4.29)

where (jL, iL) is the leftmost anchor link of l, and (jR, iR) is the rightmost anchor

link of l.7 The less the relative position changes, the more likely the candidate link

is. With a set of anchor alignments, we can obtain the distribution of the relative

position changes from an annotated corpus using maximum likelihood estimation.

In our experiments, we classify the relative position changes implied by a candidate

link into four groups: D = 0, D = 1 or 2, D = 3 or 4 and D > 4. Subsequently,

the probability of each of the groups pd(D = 0), pd(D = 1, 2), pd(D = 3, 4) and

pd(D > 4), which can be estimated from the gold-standard word alignment, are the

values of the relative distortion feature.

4.5 Regression Using Support Vector Machines

The parameter estimation of the syntactically enhanced model (4.5), particularly

the emission distribution (4.8) regarding the link of each non-anchor word, is one

7The location of the leftmost and rightmost anchor links is determined based on the target word
positions, i.e. the leftmost and rightmost target anchor words of ej.
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of the most crucial components in our model. Given a target non-anchor word ej ,

it should be aligned (linked) to the source word faj
. This process can be cast as

a binary classification problem using a binary classification function ψ((ej, fi)), by

assigning each pair (ej , fi) a class label −1 or 1, with 1 to indicate that ej and fi

should be aligned and −1 otherwise.

In order to have estimate how likely the alignment of ej and fi is, we cast the

process as a regression problem so that a score can be assigned to each candidate

link. Several machine learning techniques can be applied for this purpose; here we

use Support Vector Machines (SVM) (Burges, 1998; Vapnik, 1998) because of its

repeatedly demonstrated high performance.

The SVM model is determined by combining a number of key training examples

into a functional form which can act as a classifier. These key training examples are

usually selected such that the resulting classifier can maximally separate the whole

set of training examples. Given m training examples 〈xi, yi〉) where xi is the training

instance and yi is the class label associated with xi, the SVM regression model is

trained to assign a score to an input instance z using the formula in (4.30):

f(z) =

m
∑

i=1

αiyiψ(xi) · ψ(z) + b (4.30)

where ψ is the transformation function which transforms the input space into the

feature space, and αi is an variable associated with the training example 〈xi, yi〉 to

be optimised in SVM training. The regression model is trained by minimising the

empirical risk as in (4.31):

Remp =
1

2n

m
∑

i=1

|yi − f(xi)| (4.31)

where |yi−f(xi)|
2

is the loss function.

SVMs normally resort to more sophisticated kernel functions K(x, z) = ψ(x) ·

ψ(z) to implicitly transform the input space into a feature space of higher dimen-
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sions, while the computation is still done in the input space. In our experiments,

we used the simplest form of kernels, i.e. linear kernels where the input space is not

transformed.

4.6 Experimental Setup

This section describes the data and baseline system for word alignment and PB-

SMT experiments. The detailed partition of the IWSLT gold-standard into training,

development and test sets is also displayed.

4.6.1 Data and Baseline Systems

We presented in Section 2.5.2 the details of the data we used in this thesis. For

this chapter, the gold-standard data we used is Data Set 1, i.e. manually annotated

IWSLT devset3; the MT experiments were carried out using Data Set 3, i.e. the

IWSLT 2007 Chinese–English data set. The IWSLT 2007 test set was used for

evaluation. Detailed corpus statistics are shown in Table 2.3 and 2.4 (Page 36).

Details about POS tagging and dependency parsing are described in Section 2.5.3.

We evaluate the word alignment according to both intrinsic and extrinsic measures.

For the intrinsic evaluation, we focus on the macro-evaluation (cf. Section 2.5.1)

of the symmetrised alignment using GDF heuristics (Koehn et al., 2003) given that

the evaluation of each type of alignment is not our primary focus.

Word Alignment

We used the manually annotated word alignments of IWSLT devset3, which contains

502 sentence pairs. All the links are used as sure links. The first 300 sentence pairs

were used for training the SVM regression model, the following 50 sentence pairs

as a development set and the last 152 sentence pairs test set of intrinsic alignment

quality. The various statistics for the gold-standard corpus are listed in Table 4.4.
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Chinese English
Train Sentences 300

Running words 2,231 2,704
Vocabulary size 636 709
Links 2773

Dev. Sentences 50
Running words 445 451
Vocabulary size 205 212
Links 555

Eval. Sentences 152
Running words 1,107 1,149
Vocabulary size 394 413
Links 1400

Table 4.4: Split of Chinese–English word alignment gold-standard for syntactically
enhanced word alignment

4.6.2 Alignment Training and Decoding

In our experiments, we treated anchor alignment and syntactically enhanced align-

ment as separate processes in a pipeline. The anchor alignments are kept fixed so

that the parameters in the syntactically enhanced model can be optimised.8 The

SVM toolkit, namely SVM light9 was used to optimise the parameters in (4.8). Our

model is constrained in such a way that each source word can only be aligned to

one target word.

In SVM training, we transform each possible link involving the words left un-

aligned after anchoring into training instance. Positive examples (aligned words

pairs in the gold-standard) are assigned the target value 1 and negative examples

(unaligned pairs) −1. Using this training data, we can build a regression model to

estimate the reliability of a link given a pair of words. The normalised functional

margin obtained by applying the regression model serves as the emission probability

in our word alignment model.

For the first-order transition model, we estimate the transition probability on our

gold-standard word alignment training set. In decoding, the best alignment path

8Note that our anchor alignment does not achieve 100% precision (cf. Table 4.8). Since we per-
formed precision-oriented alignment for the anchor alignment model, the errors in anchor alignment
will not bring much noise into the syntactically enhanced model.

9http://svmlight.joachims.org/
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is searched for using a Viterbi-style decoding algorithm. The interpolation factor λ

can be optimised on the development set. When a zero-order transition model (a

uniform transition distribution) is used, we constrain the emission probability by a

threshold t, which is set as the minimal reliability score for each link. Again, t can

be optimised according to the development set.

The decoding is performed separately in two directions (Chinese–English and

English–Chinese), and we then obtain the refined alignments obtained using GDF

heuristics as the final word alignment.

4.7 Experiments

Since we conduct both intrinsic and extrinsic evaluations on our word alignment

model, we present experimental results on word alignment as well as on PB-SMT

experiments.

4.7.1 Word Alignment

We perform word alignment bidirectionally using our approach and obtain the re-

fined alignments using GDF heuristics. Our results are compared with two baseline

word alignment systems based on generative word alignment models. The results

are shown in Table 4.5. It can be seen that the syntactically enhanced model based

on IBM Model 1, HMM or IBM Model 4 anchors achieved higher F-scores than the

baseline generative word alignment models (Model 1, HMM and Model 4). It can

also be seen that zero-order syntactic models are better in precision and first-order

models are superior is recall. The best result achieved 2.24% relative increase in

F-score compared to the baseline when we use IBM Model 4 intersection as the set

of anchor alignments.
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Model Precision Recall F-score
Model 1 65.98 70.64 68.23

+Zero-order syntax 80.71 69.93 74.93
+First-order syntax 72.84 73.36 73.10

HMM 73.80 73.86 73.83
+Zero-order syntax 83.65 70.14 76.30
+First-order syntax 77.17 76.07 76.62

Model 4 75.87 78.14 76.99
+Zero-order syntax 84.59 74.50 79.23
+First-order syntax 80.21 77.57 78.87

Table 4.5: Macro-evaluation of syntactically enhanced word alignment (%)

Model Precision Recall F-score
Model 1

no syntax 75.90 67.50 71.46
with syntax 80.71 69.93 74.93

HMM
no syntax 80.75 69.27 74.54
with syntax 83.65 70.14 76.30

Model 4
no syntax 83.97 70.36 76.56
with syntax 84.59 74.50 79.23

Table 4.6: The effect of syntactic dependencies for the zero-order syntactically en-
hanced word alignment (%)

The Influence of Syntactic Dependencies on Word Alignment

The influence of incorporating syntactic dependencies into the word alignment pro-

cess is shown in Tables 4.6 and 4.7. Syntax plays a positive role in all different anchor

alignment configurations. The influence grows proportionally to the strength of the

anchor alignment model. With the Model 4 intersection used as the set of anchor

alignments, adding syntactic dependency features yields a 3.57% relative increase in

F-score for the zero-order syntactically enhanced model and 1.97% relative increase

for the first-order syntactically enhanced model.

By comparing Tables 4.6 and 4.7, we can see that syntax is less useful when

a more powerful transition model is deployed, which is not surprising because the

transition model itself encodes the dependency information over the states of the

alignment.
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Model Precision Recall F-score
Model 1

no syntax 73.99 71.71 72.83
with syntax 72.84 73.36 73.10

HMM
no syntax 77.45 74.07 75.72
with syntax 77.17 76.07 76.62

Model 4
no syntax 81.27 73.79 77.35
with syntax 80.21 77.57 78.87

Table 4.7: The effect of syntactic dependencies for the first-order syntactically en-
hanced word alignment (%)

The Influence of Anchor Alignment Quality

As we can see in Table 4.8, our approach to acquire anchor alignments achieved

quite high precision (96.08% for Model 4), and the recall varies depending on the

models used (only 39.00% for Model 1). Unsurprisingly, IBM Model 4 achieved the

highest precision and recall, while Model 1 receiving the lowest.

Anchor model Precision Recall F-score

Model 1 89.51 39.00 54.33
HMM 94.57 44.79 60.79
Model 4 96.08 50.17 66.39

Table 4.8: Macro-evaluation of anchor alignments (%)

To investigate the influence of the anchor alignment model on the alignment

of non-anchor words, we first obtained the intersection of the words left unaligned

after anchoring using each of the anchor alignment models. The alignment of these

words is evaluated against the gold-standard alignments involving these words. The

influence of the anchor alignment on the performance of the syntactically enhanced

model can be seen in Tables 4.9 and 4.10. The performance of the syntactically

enhanced model is closely related to that of the anchor alignment method.

As can be seen from Tables 4.8 and 4.9, IBM Model 4 anchoring achieves the

best precision, so does the syntactically enhanced alignment; IBM Model 4 achieves

the best recall, so does the syntactically enhanced alignment. Finally, the best

alignment performances are obtained with IBM Model 4 anchoring. By comparing
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Anchor model Precision Recall F-score

Model 1 37.69 44.13 40.66
HMM 38.19 41.99 40.00
Model 4 41.78 50.18 45.59

Table 4.9: Impact of anchor alignment on zero-order syntactically enhanced word
alignment (%)

Table 4.9 and 4.10, we can see that first-order models achieve higher performance

than zero-order model in aligning these words with an advantage of notably higher

recall.

Anchor model Precision Recall F-score

Model 1 36.62 53.56 43.50
HMM 39.18 56.05 46.12
Model 4 41.27 58.01 48.22

Table 4.10: Impact of anchor alignment on first-order syntactically enhanced word
alignment (%)

Weights of Different Feature Classes

The weights for the most discriminative features in each feature class in Chinese–

English word alignment (using HMM intersection as anchor alignment) are shown in

Table 4.11. All statistics-based features appear to be informative (positive weights).

The dependency agreement (DA) and dependency label agreement (DLA) features

are useful too. Two target dependency features are informative: PRD denoting

“predicative” dependency, and AMOD denoting “adjective/adverb modifier” de-

pendency.

4.7.2 Machine Translation

Table 4.12 shows the influence of our word alignment approach on MT quality.10

From Table 4.12, our zero-order syntactically enhanced model based on Model 4

anchors achieved 1.84 absolute Bleu score (5.38% relative) improvement compared

10Note that the only difference between our MT system and the baseline PB-SMT system is the
word alignment component.
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weight

Model 1 Score 0.1416
POS 0.0540
Log-likelihood Ratio 0.0856

relative distortion 0.0606

DA-1 0.0227
DLA-2 0.0927

TGT-1-PRD 0.0961
TGT-2-AMOD 0.0621

Table 4.11: Weights of some informative features in zero-order syntactically en-
hanced word alignment

to its baseline counterpart on the test set, which is statistically significant (p <

0.002). However, the first-order model suffers from overfitting problems, with a

significant improvement on the development set and no improvement on the test

set.

dev test

Model4 24.13 33.85

+Syntax-zero-order 25.41 35.67

+Syntax-first-order 25.47 33.70

Table 4.12: Performance of Phrase-Based SMT using syntactically enhanced word
alignment optimising Bleu (Bleu)

Different Optimisation Criteria

The parameter t (threshold) for zero-order models (cf. Section 4.6.2) can be opti-

mised with either F-score (OFscore) obtained on a gold-standard word alignment

corpus, or Bleu score (OBleu) on a development set of an MT system as the

objective function. Similarly for first-order models, parameters λ and p0 (cf. Sec-

tion 4.3.3 and 4.6.2) can be optimised according to these two criteria. Given that

we have a very limited number of parameters to optimise (just two, i.e. tc→e for

Chinese–English and te→c for English–Chinese in the zero-order model, and three

parameters, i.e. λc→e, λe→c and p0 in the first-order model), we used a simple greedy

search algorithm by searching a predefined set of possible parameter settings. For

example, we tried different value combinations from a set {−1.7,−1.6, · · · , 0.0} for
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tc→e and for tc→e. The search graph of these two parameters is shown in Figure 4.3,

showing that tuning these two parameters can lead to significantly improved F-

scores.

Figure 4.3: Search graph obtained when optimising F-score (%)

Table 4.13 shows the results obtained using different optimisation criteria using

IBM Model 4 intersected alignments as anchors. For the zero-order model, the best

parameter setting is tc→e = −1.0 and te→c = −0.6 according to F-score; however,

according to Bleu, the best parameters are tc→e = −0.8 and te→c = −0.9. From

Table 4.13, we can see that the Bleu score obtained when word alignment is opti-

mised according to F-score is slightly inferior (not statistically significant) to that

when optimised according to Bleu. The search graph of optimisation according to

Bleu is shown in Figure 4.4. The different optimisation criteria do not have much

impact on the F-score.

Bleu F-score
dev test dev test

Zero-order OFscore 24.74 35.21 77.49 79.23
OBleu 25.41 35.67 76.98 79.25

First-order OFscore 23.75 34.32 76.41 78.87

OBleu 25.60 33.70 70.75 72.33

Table 4.13: Optimising syntactically enhanced word alignment according to Bleu

and F-score (%)

For the first-order model, the best parameter setting is λc→e = 0.2, λe→c = 0.2

and p0 = 0.6 according to F-score. However, according to Bleu, it is λc→e = 0.9,

λe→c = 0.3 and p0 = 0.8. From Table 4.13, we can observe that parameters optimised

91



Figure 4.4: Search graph obtained when optimising Bleu

according to Bleu suffer from overfitting, yielding a low Bleu score on the test set

and 6.54 absolute points lower F-score compared to the system optimised according

to F-score. The word alignment optimised according to F-score not only yields a

higher F-score, but also achieves better performance on the test set when used in a

PB-SMT system. This reveals the necessity of more informative objective functions

in parameter optimisation.

Phrase Extraction

To further investigate the impact of our word alignment on PB-SMT, we compared

the extracted phrase table using our word alignment against the baseline phrase

table. Figure 4.5 shows the size of the phrase tables when the system uses different

word alignments. It can be observed that using the zero-order syntactically en-

hanced word alignment extracted 10.40% fewer phrase pairs (more word alignment

links) when optimising Bleu compared to optimising F-score. The first-order word

alignment which suffered from overfitting extracted 36.05% more phrase pairs (fewer

word alignment links) when optimised according to Bleu compared to optimising

F-score. All syntactically enhanced word alignments lead to larger phrase tables.11

This indicates that some prior information on the number of links within the align-

ment is crucial in tuning and again a more informative objective function, e.g. a

combination of Bleu and F-score, can hopefully lead to a better performance.

11Please note that the size of phrase table does not necessarily reflect the quality of the translation
model; recent research (Koehn et al., 2009) uses entropy to measure the quality of the phrase table.
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Figure 4.5: A comparison of the number of phrase pairs obtained using different
models and different optimisation criteria

Scaling Up

To test the scalability of our approach, we added in a further 130K sentence pairs

from the HIT corpus provided for the IWSLT 2008 evaluation campaign. The pa-

rameters obtained from the IWSLT 2007 corpus were re-used in these experiments.

Table 4.14 shows the results. For the zero-order syntactically enhanced model opti-

mised according to Bleu, we observed an increase of 1.69 absolute (6.05% relative)

Bleu points over the baseline on the development set; on the test set, however, no

improvement was achieved. For the first-order model, given that the parameters

we obtained on the IWSLT 2007 data set by optimising Bleu suffered from over-

fitting, the consequence can also be seen on the experiments using this larger data

set. From these results, the limitation of the optimisation process can be seen and

a more informative objective function is needed to achieve better performance.

dev test

Baseline-Model4 27.05 35.65

Syntax-zero-order OFscore 26.93 35.35
OBleu 28.74 35.47

Syntax-first-order OFscore 27.05 35.16
OBleu 28.17 34.95

Table 4.14: Scaling up syntactically enhanced word alignment (Bleu)
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Figure 4.6: An example of IBM Model 4 word alignment

4.7.3 Manual Evaluation

Some manual evaluation of the word alignment and MT output was undertaken.

Figure 4.6 shows an example of IBM Model 4 word alignment where the links (f2, e3)

(indicated with the red line) and (f0, e4) (the English word “the” is aligned to NULL)

are incorrect. Both of these two words are function words which are normally

believed to be hard to align.

Figure 4.7: An example of word alignment with syntactic dependencies

Using our two-stage syntactically enhanced word alignment model, the alignment

results are shown in Figure 4.7. Two links (f2, e2) and (f5, e4) (indicated with blue

lines) are correctly recalled. We also show the dependency 〈f2, vmod, f3〉 in the

Chinese sentence, and dependencies 〈e2, vc, e3〉 and 〈e4, nmod, e5〉 in the English

sentence which contributed to the alignment process.

Figure 4.8 exhibits three translation examples using PB-SMT systems with IBM

Model 4 word alignment (Baseline) and zero-order syntactically enhanced word

alignment (Syntax) respectively. The focus phrases or words in the Chinese sen-

tence are highlighted in blue and the corresponding translation using the Baseline

system and Syntax system are also highlighted in blue. Examples (a) and (b) demon-

strate that the PB-SMT system constructed using our syntactically enhanced word

alignment has the advantage of selecting better phrase translations. Example (c)

shows that the PB-SMT system using the syntactically enhanced word alignment
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Figure 4.8: Translation examples using IBM Model 4 and zero-order syntactically
enhanced word alignments

model has better coverage, i.e. some unknown words according to the Baseline can

be correctly translated by the Syntax system.

4.8 Related Work

Our syntactically enhanced model is a discriminative word alignment model where

syntactic features may be incorporated. Some previous research also tried to make

use of syntax in word alignment. Wang and Zhou (2004) investigated the benefit

of monolingual parsing for alignment. They learned a generalised word association

measure (crosslingual word similarities) based on monolingual dependency struc-

tures and improved alignment performance over IBM Model 2 and certain heuristic-

based models. Cherry and Lin (2006b) used dependency structures as soft con-

straints to improve word alignment in an ITG (Wu, 1997) framework. Compared

to these models, our approach directly takes advantage of dependency relations as

they are transformed into feature functions incorporated into a discriminative word

alignment framework.

Fraser and Marcu (2007b) proposed a semi-supervised model that can take ad-

vantage of both generative and discriminative models. However, in their model word

alignment is still a standalone component in a PB-SMT system and cannot be tuned

for PB-SMT performance. Lambert et al. (2007) attempted to tune a discriminative

word alignment model directly with MT in mind. Our work investigates the tuning
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of word alignment that takes advantage of both generative and discriminative word

alignment models. Ma et al. (2008a) is a preliminary presentation of our word align-

ment framework; however, their word alignment was only tuned according to AER

and the improvement for the PB-SMT system was not statistically significant. Our

work shows that by tuning word alignment according to PB-SMT performance, we

can achieve significantly better results.

4.9 Summary

In this chapter, we proposed a model that can facilitate the incorporation of syntax

into word alignment, and measured the combination of a set of syntactic features.

Experimental results showed that syntax can be useful in word alignment, and is

especially effective in improving the recall. We also observed that in our word

alignment framework, the two sub-models are closely related and the quality of the

anchor alignment model plays an important role in system performance.

Our model can be tuned according to different end-tasks. Experimental results

show that this model is superior to generative word alignment models in terms of

both intrinsic and extrinsic quality. We observed a 2.99% relative increase in F-score

compared to the baseline system. Using our word alignment in a PB-SMT system

yields a 5.38% relative increase in Bleu score.

In the next chapter, we investigate the role of syntactic dependencies for gen-

erative word alignment models. A set of syntactically constrained HMM word-to-

phrase alignment models will be presented and the efficient parameter estimation

procedures for these models will be described.

96



Chapter 5

Syntactically Constrained HMM

Word-to-Phrase Alignment

Models

In Chapter 4, we showed that syntactic information can be used to enhance a dis-

criminative word alignment model. Current work is dedicated to an investigation of

the role of syntactic dependencies in a generative word alignment model, i.e. HMM

word-to-phrase alignment (Deng and Byrne, 2005, 2008). We choose this model

as our starting point for two reasons. Firstly, this model can produce high-quality

word alignments while maintaining an efficient parameter estimation procedure. Sec-

ondly, the implementation of this model in the open-source toolkit MTTK (Deng

and Byrne, 2006) offers a good baseline for comparison and reproducibility of our

experimental results.1

5.1 HMM Word-to-Phrase Alignment Model

The HMM word-to-phrase alignment model performs simultaneous segmentation

and alignment while maintaining the efficiency of the models. It models the process

1Part of the work in this chapter was conducted while the author visited Cambridge University
Engineering Department under the supervision of Dr. Bill Byrne.
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of how each of the source words generates a target phrase in sequence, as opposed to

word-to-word alignment models (Brown et al., 1993; Vogel et al., 1996) which model

the process of how each source word generates a target word. By modelling this pro-

cess, it extends the HMM word-to-word alignments with stronger modelling power,

i.e. the fertility phenomena or the 1-to-n alignments can be explicitly covered. It

additionally insists that the target phrases generated by source words be consecutive

so that efficient parameter estimation procedures can be deployed. Therefore, this

model sets a good example of addressing the tradeoffs between modelling power and

modelling complexity. This model can also be seen as a more generalised case of

the HMM word-to-word model (Vogel et al., 1996; Och and Ney, 2003) because this

model can be reduced to an HMM word-to-word model by restricting the generated

target phrase length to one.

Figure 5.1: An example of an HMM word-to-word alignment trellis

Figure 5.1 is an example of an HMM word-to-word alignment trellis, where the

target words are the generated observation sequence and the source words are the

hidden states (cells with circles). Under this model, the target sequence is generated

word-by-word; therefore, only staying in the same state can allow a 1-to-n alignment,

e.g. “the” and “creator” should be both aligned to the third Chinese word.

The HMM word-to-phrase alignment models offer another route to 1-to-n align-

ment as shown in Figure 5.2, where the red cells and arrows indicate the generation
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Figure 5.2: An example of HMM word-to-phrase alignment trellis

of a target phrase “the creator” from one source word. Note that introducing phrase

generation does not prohibit the generation shown in Figure 5.1. Given a source sen-

tence f I
1 , a target sentence eJ

1 and the number of target words in each target phrase

φ, we denote each cell in the trellis with a triple 〈j, i, φ〉, implying that a source

word fi generates a target sequence ej−φ+1, ej−φ, · · · , ej which consists of φ words

and ends with ej . As shown in Figure 5.3, two paths (start→ 〈2, 3, 2〉 → 〈3, 2, 1〉 →

〈4, 1, 1〉 →end and start→ 〈1, 3, 1〉 → 〈2, 3, 1〉 → 〈3, 2, 1〉 → 〈4, 1, 1〉 →end ) can

lead to the same correct alignment results; however, HMM word-to-phrase align-

ment has a stronger descriptive power that shows the advantages of tackling more

complicated alignment structures. Figure 5.3 depicts the full layout of the HMM

word-to-phrase alignment trellis, where the generated target phrase length φ can

range from one to four and each possible value of φ gives rise to a layer in the trellis,

e.g. the layer with φ = 2 is denoted with red cells (the layers with φ = 3 and 4 are

not depicted due to space limits).

Formally, a phrase count variable K is introduced to indicate that the target

sentence e is segmented into a sequence of consecutive phrases: e = vK
1 , where vk

represents the kth phrase in the target sentence. The assumption that each phrase

vk generated as a translation of one single source word is consecutive is made to

allow efficient parameter estimation. Similarly to word-to-word alignment models, a
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Figure 5.3: Relation between HMM word-to-word and word-to-phrase alignment
models

variable aK
1 is introduced to indicate the correspondence between the target phrase

index and a source word index: k → i = ak indicating a mapping from target phrase

vk to source word fak
. A random process φk is used to specify the number of words

in each target phrase subject to the constraints J =
∑K

k=1, implying that the total

number of words in the phrases agrees with the target sentence length J .

The insertion of target phrases that do not correspond to any source words is also

modelled. This is done by allowing a target phrase to be aligned to a non-existent

source word f0 (NULL). Formally, to indicate whether each target phrase is aligned

to NULL or not, a set of Kronecker functions εK
1 = {ε1, · · · , εK} is introduced (Deng

and Byrne, 2008): if εk = 0, then NULL → vk indicating that target phrase vk is

aligned to NULL; if εk = 1, then fak
→ vk indicating that target phrase vk is aligned

to source word fak
. The intuition behind introducing this Kronecker function εK

1 is
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to model the tendency that a target phrase vk should be aligned to NULL through

the probability pε(εk = 0) = p0 (pε(εk = 1) = 1 − p0), where in practice p0 is

normally set as a constant independent of the target phrase vk, e.g. p0 = 0.4 for

Chinese–English and p0 = 0.2 for English–Chinese in MTTK, implying that there

are more English words aligned to NULL than Chinese words. In HMM models, p0 is

used to indicate the probability of a transition to NULL as described in Section 4.3.3

and integrated into the HMM transition model as in (4.11)–(4.13).

To summarise, an alignment a in an HMM word-to-phrase alignment model

consists of the elements in (5.1):

a = (K,φK
1 , a

K
1 , ε

K
1 ) (5.1)

The modelling objective is to define a conditional distribution P (e, a|f) over these

alignments. Following Deng and Byrne (2008), P (e, a|f) can be decomposed into a

phrase count distribution (5.2) modelling the segmentation of a target sentence into

phrases, an transition distribution (5.3) modelling the dependencies between the

current link and the previous links, and a word-to-phrase translation distribution

(5.4) to model the degree to which a word and a phrase are translational to each

other.

P (e, a|f) = P (vK
1 , K, a

K
1 , ε

K
1 , φ

K
1 |f) = P (K|J, f) (5.2)

× P (aK
1 , ε

K
1 , φ

K
1 |K, J, f) (5.3)

× P (vK
1 |a

K
1 , ε

K
1 , φ

K
1 , K, J, f) (5.4)

The phrase count distribution (5.2) is modelled using a single parameter distri-

bution shown in (5.5). The scalar η ≥ 1 is used to control the number of target

phrases, in that larger values of η favour many short segmentations over the target
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sentence. For example, in MTTK the default value for η is 8.

P (K|J, f) = P (K|J, I) ∝ ηK(η ≥ 1) (5.5)

The transition distribution (5.3) is modelled as a first-order Markov process as

shown in (5.6):

P (aK
1 , ε

K
1 , φ

K
1 |K, J, f) =

K
∏

k=1

P (ak, εk, φk|ak−1, φk−1, εk−1, K, J, f)

=
K
∏

k=1

pa(ak|ak−1, εk; I)× pε(εk)× pn(φk; εk · fak
) (5.6)

where εk · fak
is shorthand for (5.7):

εk · fak
=















fak
εk = 1

NULL εk = 0

(5.7)

pa(ak|ak−1, εk; I) is a first-order transition model for source length I with the link of

previous phrase ak−1 as conditioning.2 The conditioning also includes εk in order to

model the transition into or out of NULL states (cf. Section 4.3.3). pn(φk; εk · fak
)

is the target phrase length model which can be viewed as a form of source word

fertility. It specifies the probability that a source word f generates a target phrase of

φ words. A distribution pn(φk; εk ·fak
) over the values φ = {1, · · · , N} is maintained

as a table for each source word. Finally, pε(εk) is a simple distribution to model

NULL alignments, where pε(εk = 0) = p0 and pε(εk = 1) = 1− p0.

The word-to-phrase translation distribution (5.4) is formalised as in (5.8):

P (vK
1 |a

K
1 , ε

K
1 , φ

K
1 , K, J, f) =

K
∏

k=1

pv(vk|εk · fak
, φk) (5.8)

Note here that we assume that the translation of each target phrase is conditionally

2Following the traditional notations in probability theory, we use a semicolumn to separate the
variables from the parameters in a distribution.
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independent of other target phrases given the individual source words. If we further

assume that each word in a target phrase is translated independently of other words

in the same phrase given the source word, we can derive an unigram translation

model as shown in (5.9):

pv(vk|fak
, εk, φk) =

φk
∏

j=1

pt1(vk[j]|εk · fak
) (5.9)

If we assume that each word in a target phrase is translated with a dependence

on the previously translated word in the same phrase given the source word, we

derive the bigram translation model as shown in (5.10):

pv(vk|fak
, εk, φk) = pt1(vk[1]|εk · fak

)×

φk
∏

j=2

pt2(vk[j]|vk[j − 1], εk · fak
) (5.10)

where vk[1] is the first word in phrase vk and vk[j] is the jth word in vk. The

intuition behind (5.10) is that the first word in vk is firstly translated by fak
and

the translation of the remaining words vk[j] in vk from fak
are dependent on the

translation of the previous word vk[j − 1] from fak
. The use of a bigram translation

model can address the coherence of the words within the phrase vk so that the

quality of phrase segmentation can be improved.

5.2 Syntactically Constrained HMM Word-to-Phrase

Alignment Models

More details of the HMM word-to-phrase alignment model described in Section 5.1

can be found in Deng and Byrne (2008). In this section, we illustrate our syn-

tactic extensions to the HMM word-to-phrase alignment model by elaborating on

the components of our syntactically constrained HMM word-to-phrase alignment

model and describing the parameter estimation procedures using the Baum-Welch

(Forward-Backward) algorithm (Baum, 1972). We adopt the notations of Deng and

103



Byrne (2008) and focus on a syntactic extension to the original HMM word-to-phrase

alignment model.

5.2.1 Syntactic Dependencies in HMM Word-to-Phrase Align-

ment

As can be seen in (5.5), the HMM word-to-phrase model has a very simple seg-

mentation model over the target sentence. If there exist any syntactic dependencies

within the target phrase, we can constrain the segmentation by availing of these

syntactic dependencies.

As a preliminary test of our hypothesis, we performed dependency parsing on the

GALE gold-standard word alignment corpus using Maltparser (Nivre et al., 2007).

From Table 5.1, we can see that 82.54% of the consecutive English words have

syntactic dependencies and 77.46% non-consecutive English words have syntactic

dependencies in 1-to-2 Chinese–English word alignment.

with dependency no dependency dep. ratio [%]
Consecutive 21108 4464 82.54
Non-consecutive 7178 2089 77.46

Table 5.1: Syntactic dependencies between English words in 1-to-2 Chinese–English
word alignment

For English–Chinese word alignment, we can observe from Table 5.2 that 75.62%

of the consecutive Chinese words and 71.15% of the non-consecutive Chinese words

have syntactic dependencies.

with dependency no dependency dep. ratio [%]
Consecutive 7969 2569 75.62
Non-consecutive 1184 480 71.15

Table 5.2: Syntactic dependencies between Chinese words in 1-to-2 English–Chinese
word alignment

Given that a large proportion of the two consecutive words have syntactic de-

pendencies for both English–Chinese and Chinese–English word alignment, a further

investigation was conducted to uncover which dependency types were informative
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in a 1-to-2 alignment, i.e. given a dependency type between two target words, to

what extent we believe these two target words should be aligned to one single source

word. A straightforward measure is to calculate the ratio for each target language

dependency type r implied by the 1-to-2 word alignment in the gold-standard word

alignment G, as shown in (5.11):

ratio =
c(r;G)

∑

r∈R c(r;G)
(5.11)

where c(r;G) is the count of dependency type r connecting two target words which

are involved in 1-to-2 word alignment according to the gold-standard G, and the

denominator is the total count of all possible dependency types R involved in 1-to-2

word alignment.

Given that our goal is to identify which dependency type is more informative

for a 1-to-2 alignment, this measure is not very useful because the most frequent

dependency types such as NMOD and PMOD in English tend to receive higher

scores according to (5.11). Alternatively, we replace the direct count in c(r;G) with

a normalised count nc(r;G), as shown in (5.12):

nc(r;G) =
c(r;G)

c(r)
(5.12)

where c(r;G) is calculated with respect to the gold-standard 1-to-2 word alignment,

while c(r) is the total count of dependency labels r in the target language, calcu-

lated without consulting the word alignment. Based on (5.12), we can obtain the

normalised ratio for each dependency type as in (5.13):

nratio =
nc(r;G)

∑

r∈R nc(r;G)
(5.13)

Table 5.3 shows the ratio and normalised ratio for each English dependency type.

For consecutive English words, the ratio of dependency type NMOD is the highest;

however, the normalised ratio is low (6.24%), for which COORD is the highest
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consecutive non-consecutive total
Label ratio nratio ratio nratio ratio nratio
ADV 3.42 2.41 0.75 0.57 2.74 1.85
AMOD 1.78 5.01 0.00 0.00 1.33 8.61
CC 0.06 0.09 0.01 0.03 0.05 0.09
COORD 0.12 19.95 2.76 2.42 0.79 1.05
DEP 1.13 3.94 0.00 0.00 0.84 6.79
IOBJ 0.00 0.24 0.00 0.00 0.00 0.41
LGS 0.03 0.38 0.00 0.00 0.02 0.66
NMOD 54.51 6.24 61.20 16.49 56.21 9.02
OBJ 1.24 3.28 0.64 0.53 1.09 1.13
P 0.12 0.20 0.10 0.05 0.11 0.07
PMOD 17.64 13.01 24.09 12.44 19.27 10.36
PRD 0.47 2.64 0.59 2.29 0.50 2.04
PRT 1.52 15.73 0.07 19.14 1.15 26.00
SBJ 1.22 0.80 0.14 0.26 0.95 0.93
VC 7.79 9.16 7.76 40.54 7.78 15.73
VMOD 8.94 16.92 1.89 5.24 7.16 15.33

Table 5.3: English dependency types in 1-to-2 Chinese–English word alignment

indicating that NMOD is less informative to a 1-to-2 alignment than COORD despite

NMOD being more frequent. For non-consecutive English words, again NMOD has

the highest ratio; however, the label that has the highest normalised ratio is VC

(40.54%) implying that a non-consecutive English verb group is more likely to be

aligned to a single Chinese word. In general, English dependency label PRT is the

most informative for Chinese–English 1-to-2 alignment.

consecutive non-consecutive total
Label ratio nratio ratio nratio ratio nratio
AMOD 5.48 6.13 0.34 0.64 4.82 6.15
DEP 22.27 17.41 6.59 5.14 20.24 14.88
NMOD 17.64 3.67 0.59 0.11 15.44 2.91
OBJ 2.21 4.30 1.60 0.96 2.13 1.98
P 1.33 1.44 0.34 0.08 1.20 0.48
PMOD 1.00 2.88 78.21 78.00 10.99 16.46
PRD 0.01 0.88 0.08 0.37 0.02 0.19
SBAR 19.32 42.85 3.63 11.25 17.29 41.07
SUB 1.88 1.93 0.08 0.05 1.65 1.26
VC 3.24 8.44 0.34 2.12 2.86 9.36
VMOD 25.60 10.06 8.19 1.29 23.35 5.25

Table 5.4: Chinese dependency types in 1-to-2 English–Chinese word alignment

106



Table 5.3 shows the ratio and normalised ratio for each Chinese dependency

type with respect to English–Chinese 1-to-2 word alignment. For consecutive Chi-

nese words, the ratio of dependency type VMOD is the highest; however, SBAR has

the highest normalised ratio indicating that two consecutive Chinese words with one

being a complementiser tend to be aligned to one English word. For non-consecutive

Chinese words, again PMOD has both the highest ratio and normalised ratio im-

plying that two non-consecutive Chinese words with one being preposition modifier

is more likely to be aligned to one English word. In general, Chinese dependency

label SBAR is the most informative for English–Chinese 1-to-2 alignment.

We hypothesise that making use of the dependency information can potentially

constrain the behaviour of word alignment models to give improved performance.

We now introduce the models that incorporate syntactic constraints and carry out

a series of experiments in the next chapter to test our hypothesis.

5.2.2 Component Variables and Distributions

Syntactic dependency can be used to indicate the coherence of a phrase. We showed

in Table 5.1 (resp. Table 5.2) the pervasive existence of syntactic dependencies

between the words in English (resp. Chinese) phrases if they are aligned to one single

Chinese (resp. English) word, which motivates the addition of syntactic constraints

into the HMM word-to-phrase alignment model. To accomplish this, we constrain

the word-to-phrase alignment model with a syntactic coherence model. Given a

target phrase vk consisting of φk words, we use the dependency label rk between

words vk[1] and vk[φk] to indicate the level of coherence. The dependency labels are

a closed set obtained from dependency parsers, e.g. using Maltparser, we have 20

dependency labels for English and 12 for Chinese in our data (cf. Appendix C and

D). Therefore, we have an additional variable rK
1 associated with the sequence of

phrases vK
1 to indicate the syntactic coherence of each phrase, as shown in (5.14):
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P (rK
1 , v

K
1 , K, a

K
1 , ε

K
1 , φ

K
1 |f) = P (K|J, f)

× P (aK
1 , φ

K
1 , ε

K
1 |K, J, f)

× P (vK
1 |a

K
1 , ε

K
1 , φ

K
1 , K, J, f)

× P (rK
1 |a

K
1 , ε

K
1 , φ

K
1 , v

K
1 , K, J, f) (5.14)

The syntactic coherence distribution (5.14) is simplified as in (5.15):

P (rK
1 |a

K
1 , ε

K
1 , φ

K
1 , v

K
1 , K, J, f) =

K
∏

k=1

pr(rk; ε · fak
, φk) (5.15)

The syntactic coherence model measures whether the target phrases are syntacti-

cally well-formed. Note that the coherence of each target phrase is conditionally

independent of the coherence of other target phrases given the source words fak

and the number of words in the current phrase φk. A distribution over the values

rk ∈ R = {SBJ,ADJ, · · · } (R is the set of dependency types for a specific lan-

guage) is maintained as a table for each source word associated with all the possible

lengths φ ∈ {1, · · · , N}) of the target phrase it can generate, e.g. we set N = 4

for the Chinese–English alignment and N = 2 for English–Chinese alignment in our

experiments.

Given a target phrase vk containing φk words, it is possible that there are no

dependencies between the first word vk[1] and the last word vk[φk]. To account for

this fact, we introduce a Kronecker function ϕ as in (5.16):

ϕ(vk[1], φk) =















1 if vk[1] and vk[φk] have syntactic dependencies

0 otherwise

(5.16)

We can thereafter introduce a distribution pϕ(ϕ), where pϕ(ϕ = 0) = ζ (0 ≤ ζ ≤ 1)

and pϕ(ϕ = 0) = 1−ζ with ζ indicating how likely it is that the first and final words
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in a target phrase do not have any syntactic dependencies. We can set ζ to a small

number to favour target phrases satisfying the syntactic constraints and to a larger

number otherwise. The introduction of this variable enables us to tune the model

towards our different end goals. We can now refine (5.15) as (5.17):

P (rK
1 |a

K
1 , ε

K
1 , φ

K
1 , v

K
1 , K, J, f) =

K
∏

k=1

pr(rk|ϕ; ε · fak
, φk)× pϕ(ϕ) (5.17)

where pr(rk|ϕ; ε · fak
, φk) = 1 if ϕ = 0 (the first and last words in the target phrase

do not have syntactic dependencies), and pr(rk|ϕ; ε · fak
, φk) = pr(rk; ε · fak

, φk) if

ϕ = 1 (the first and last words in the target phrase have syntactic dependencies).

The definition of syntactic coherence proposed above does not cover the case

where the conditioning variable φk = 1. Since we cannot derive any syntactic

dependencies when the target phrase contains only one word, we use a Kronecker

function (5.18) to indicate the coherence:

rk =















1 if vk is coherent

0 otherwise

(5.18)

Given this definition, to favour 1-to-1 alignments, we can express that vk is com-

pletely coherent by insisting that the constraint in (5.19) be met, and we name

this model the syntactically constrained HMM word-to-phrase alignment model 1

(SSH1).3 Under this model, each target phrase (or word) vk is considered as fully

coherent.

pr(rk = 1; ε · fak
, φk = 1) = 1.0 (5.19)

Similarly, to favour 1-to-n alignments by penalising the 1-to-1 cases,4 we assume

3SSH is an abbreviation from Syntactically constrained Segmental HMM (Ostendorf et al.,
1996) following the fact that HMM word-to-phrase alignment model is a Segmental HMM model
(SH).

4Regarding the tradeoffs between 1-to-1 and 1-to-n links, we introduced our word packing
algorithm in Chapter 3 to reduce the number of 1-to-n links, i.e. to increase the number of 1-
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(5.20) and name this model the syntactic word-to-phrase model 2 (SSH2).

pr(rk = 1; ε · fak
, φk = 1) ∝ pn(φk = 1; ε · fak

) (5.20)

where the coherence pr(rk = 1; fak
, φk = 1) of the target phrase (word) vk is defined

to be proportional to the probability of target phrase length φk = 1 given the source

word fak
. The intuition behind this model is that the syntactic coherence is strong

iff the probability of the source fak
fertility φk = 1 is high.

5.2.3 Parameter Estimation

The Forward-Backward Algorithm, a version of the EM algorithm, is specifically

designed for unsupervised parameter estimation of HMM models. The parameters

in our HMM word-to-phrase alignment model include the above-described compo-

nent distributions, i.e. transition distribution, target phrase length distribution,

unigram/bigram translation distribution. The Forward algorithm can be deployed

to determine the likelihood of an observation sequence, which can be used for collect-

ing posterior statistics for each component parameter. This algorithm starts with

a uniform distribution for each component distribution in the HMM and iteratively

updates the parameters in each distribution. In the context of word alignment, the

observation sequence is the target words and this sequence is generated by some

hidden states, i.e. the source words. The Forward procedure can be used to com-

pute the likelihood of the generating the target words from the source words given

current parameters. The parameters are updated in such a way that the likelihood

is maximised.

to-1 links, by iteratively packing n words into one. In the first iteration of word packing, we can
identify a considerable number of 1-to-n links and this number can be reduced in later iterations
because there are more 1-to-1 correspondences after a few iterations of packing. In our syntactically
constrained HMM word-to-phrase alignment model, we derive the word alignment in one pass;
therefore, encouraging the identification of 1-to-n links is necessary given the pervasive existence of
1-to-n links in Chinese–English word alignment. Naturally if we use this syntactically constrained
HMM word-to-phrase alignment model instead of IBM Model 4 in our word packing algorithm,
we can encourage the identification of 1-to-n links in the first iteration and 1-to-1 links in later
iterations.
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The Forward algorithm is a kind of dynamic programming algorithm, i.e. an

algorithm that uses a table to store intermediate values as it builds up the probability

of the observation sequence. The Forward algorithm computes the likelihood by

summing over the probabilities of all possible hidden state paths that could generate

the observation sequence, but it does so efficiently by implicitly folding each of these

paths into a single Forward trellis (Jurafsky and Martin, 2008). In the context of

word alignment, each of the possible hidden state paths corresponds to an alignment

structure.

Figure 5.4: An example of valid paths in the HMM word-to-phrase alignment model
Forward trellis

For the HMM word-to-word alignment model, the observation sequence and the

sequence of the hidden states have the same length, i.e. for each target word,

there is a corresponding source word aligned to it. For a sentence pair (f I
1 , e

J
1 ),

the state space {(i, ε) : 1 ≤ i ≤ I, ε = 0 or 1} is created for HMM word-to-word
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alignment model and the Forward-Backward algorithm is carried out over a trellis

of 2 × I × J cells.5 For the HMM word-to-phrase alignment model, however, this

does not hold because the target sentence is generated phrase-by-phrase rather than

word-by-word. Given this, the state transition paths have to be properly constrained

such that each target word can be generated only once. In Figure 5.4, the red and

blue solid lines indicate valid transition while the dotted lines are invalid ones. For

example, the cell 〈2, 3, 2〉 generates the English phrase “the creator” and the cell

〈1, 3, 1〉 generates the English word “the”. The transition from 〈1, 3, 1〉 to 〈2, 3, 2〉,

which causes a double generation of word “the”, is invalid. Instead, the transitions

from start to 〈1, 3, 1〉 or to 〈2, 3, 2〉 are both valid. For these models, a larger state

space {(i, φ, ε) : 1 ≤ i ≤ I, 1 ≤ φ ≤ N, ε = 0 or 1} taking the various target

phrase segmentations into account is created and the Forward-Backward algorithm

is carried out over a trellis of 2 × N × I × J cells. One of the advantages of the

syntactic coherence model is that it does not change the state space of the baseline

HMM word-to-phrase alignment model. The Forward statistic αj(i, φ, ε) is notated

as in (5.21):

αj(i, φ, ε) =















P (ej
1, e

j
j−φ+1 ← fi|f

I
1 ) ε = 1

P (ej
1, e

j
j−φ+1 ← NULL|f I

1 ) ε = 0

(5.21)

where αj(i, φ, ε) is the probability of being in state i with current target phrase

length φ after seeing the first j observations and associated cell in the trellis is

notated as 〈j, i, φ〉. The value of αj(i, φ, ε) can be calculated recursively over the

trellis as in (5.22):

αj(i, φ, ε) = {
∑

i′,φ′,ε′

αj−φ(i
′, φ′, ε′)pa(i|i

′, ε; I)}pn(φ; ε · fi)

η · pt1(ej−φ+1|ε · fi)

j
∏

j′=j−φ+2

pt2(ej′|ej′−1, ε · fi) · pr(rk; ε · fi, φ) (5.22)

5The reason why we have 2× I×J cells rather than I×J cells is that each hidden state (source
word) has an additional associated NULL state (cf. Section 4.3.3).
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which sums up the probabilities of every path that could lead to the cell 〈j, i, φ〉.

Note that the syntactic coherence term pr(rk; ε · fi, φ) can efficiently be added into

the Forward procedure. Similarly, the Backward probability βj(i, φ, ε) is notated as

in (5.23):

βj(i, φ, ε) =















P (eJ
j+1|e

j
j−φ+1 ← fi, f

I
1 ) ε = 1

P (eJ
j+1|e

j
j−φ+1 ← NULL, f I

1 ) ε = 0

(5.23)

where βj(i, φ, ε) is the probability of being in state i with current target phrase

length φ seeing the observations from j + 1 to the end. The value of βj(i, φ, ε)

can be calculated over the trellis as in (5.24) which sums up the probabilities of

every path that starts from the cell 〈j, i, φ〉, and leads to end state. Note also

the syntactic coherence term pr(rk; ε
′ · fi′, φ

′) can also be integrated into Backward

procedure efficiently.

βj(i, φ, ε) =
∑

i′,φ′,ε′

βj+φ′(i′, φ′, ε′)pa(i
′|i, h′; I)pn(φ′; ε′ · fi′)

η · pt1(ej+1|ε
′ · fi′)

j+φ′
∏

j′=j+2

pt2(ej′ |ej′−1, ε
′ · fi′) · pr(rk; ε

′ · fi′, φ
′) (5.24)

After the Forward recursion, the conditional probability of a sentence e given f

can be calculated as in (5.25):

P (e|f) =
∑

i′,ε′,φ′

P (eJ
1 , e

J
J−φ′+1 ← ε′ · fi′ |f) =

∑

i′,ε′,φ′

αJ(i′, φ′, ε′) (5.25)

where
∑

i′,ε′,φ′ αJ(i′, φ′, ε′) sums up all the possible paths of the states throughout

the observation sequence, i.e. all the possible alignment structures.

The probability that a target phrase ej
j−φ+1 is generated by any source word can
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be calculated as in (5.26):

P (e, ej
j−φ+1 ← ε · fi|f) = P (ej

1, e
j
j−φ+1 ← ε · fi|f

I
1 )

× P (eJ
j+1|e

j
j−φ+1 ← ε · fi, f

I
1 )

= αj(i, φ, ε)βj(i, φ, ε) (5.26)

which corresponds to the product of Forward probability to the cell 〈j, i, φ〉 and

Backward probability from the cell 〈j, i, φ〉.

With (5.25) and (5.26), we can compute the posterior probability of any target

phrase generated by any source word. The posterior probability γj(i, φ, ε) that a

target phrase tjj−φ+1 is aligned to a source word ε · fi can be calculated as in (5.28)

by applying a simple Bayesian transformation:

γj(i, φ, ε) = P (ej
j−φ+1← ε · fi|f , e)

=
P (e, ej

j−φ+1← ε · fi|f)

P (e|f)
(5.27)

=
αj(i, φ, ε)βj(i, φ, ε)
∑

i′,ε′,φ′ αJ(i′, φ′, ε′)
(5.28)

Therefore, the posterior probability that a particular target phrase is aligned to a

particular source word can be computed by the product of the Forward probability

and Backward probability divided by the likelihood.

To reestimate the Markov transition matrix, we require the posterior probability

of observing two consecutive target phrases. The probability that a phrase ej
j−φ′+1

and its successor ej+φ
j+1 are respectively generated by ε′ ·fi′ and ε ·fi can be calculated

as in (5.29):

P (e, ej
j−φ+1← ε · fi, e

j+φ
j+1 ← ε · fi|f) = αj(i

′, φ′, ε′)η

pa(i|i
′, ε; I)pn(φ; ε · fi)pv(e

j+φ
j+1 |ε · fi, φ)pr(rk; ε · fi, φ)βj+φ(i, φ, ε) (5.29)

Note the addition of the syntactic coherence term pr(rk; ε · fi, φ). The posterior
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probability ξj(i
′, φ′, ε′, i, φ, ε) can be calculated as the ratio of (5.29) to (5.25) as

shown in (5.30):

ξj(i
′, φ′, ε′, i, φ, ε) =

P (e, ej
j−φ+1← ε · fi, e

j+φ
j+1 ← ε · fi|f)

∑

i′,ε′,φ′ αJ(i′, φ′, ε′)
(5.30)

5.2.4 EM Parameter Updates

As mentioned earlier, we use the Forward-Backward algorithm to estimate the pa-

rameters of the transition model, the target phrase length model, the translation

model and the syntactic coherence model. The Expectation step accumulates frac-

tional counts for each parameter during the Forward-Backward passes, and the Max-

imisation step normalises the counts in order to generate updated parameters. For

the translation model, we only describe the EM procedures of unigram translation

model. The estimation of the bigram translation model requires more considerations

regarding smoothing; a detailed bigram translation model estimation mothod can

be found in Deng and Byrne (2008).

Given a parallel text T used for training, in the E-step, the posterior counts of

a source word f being translated into a target word e are accumulated over all the

training sentences as in (5.31):

c(f, e) =
∑

(f ,e)∈T

∑

i,j,φ,fi=f

γj(i, φ, ε = 1)τj(e, φ) (5.31)

where τj(e, φ) =
∑j

j′=j−φ+1 δ(e, ej′), and δ(e, ej′) is Kronecker function with value 1

if e and ej′ are the same words and 0 otherwise. The M-step normalises the posterior

counts, as in (5.32):

pt1(e|f) =
c(f, e)

∑

e′ c(f, e
′)

(5.32)
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Similarly, the E-step for calculating the transition probability is shown in (5.33):

c(i, i′; I) =
∑

(f ,e)∈T,|f |=I

∑

j,φ′,h′,φ

ξj(i
′, φ′, ε′, i, φ, ε = 1) (5.33)

where |f | is the number of words in f. The M-step is shown in (5.34):

pa(i|i
′; I) =

c(i, i′; I)
∑

i′′ c(i
′′, i; I)

(5.34)

The E-step for the target phrase length model is shown in (5.35):

c(φ′; f) =
∑

(f ,e)∈T

∑

i,j,φ,fi=f

γj(i, φ, ε = 1)δ(φ, φ′) (5.35)

where δ(φ, φ′) is a Kronecker function with value 1 if φ′ = φ and 0 otherwise. The

M-step is shown in (5.36):

pn(φ′; f) =
c(φ′; f)

∑

φ c(φ; f)
(5.36)

Finally the E-step for the syntactic coherence model proceeds as in (5.37):

c(r′; f, φ′) =
∑

(f ,e)∈T

∑

i,j,φ,fi=f

γj(i, φ, ε = 1)δ(φ, φ′)δ(ϕj(e, φ), r′) (5.37)

where ϕj(e, φ) is the syntactic dependency label between ej−φ+1 and ej . The M-step

performs normalisation, as shown in (5.38):

pr(r
′; f, φ′) =

c(r′; f, φ′)
∑

r c(r; f, φ
′)

(5.38)

5.2.5 Perplexity

Perplexity is a measurement in information theory which can be used to measure

how well the model fits the training data. This measure is a useful indicator of

the behaviour of the EM algorithm which aims to find a model that best fits the
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data. Given a probability distribution P , it is defined as 2 raised to the power of

distribution entropy H(P ) as in (5.39):

PP = 2H(p) = 2−
P

x P (x) log2 P (x) (5.39)

However, the true probability distribution P is often unknown and consequently

(5.39) cannot be directly computed. Instead, we use another distribution p (normally

a model of P) based on a set of training examples which were drawn from P . We

can evaluate p by asking how well it can predict a held-out test sample z1, z2, ..., zM

which is also drawn from P . The perplexity of model p is defined as in (5.40):

PP = 2−
PM

i=1
1
M

log2 p(zi) (5.40)

The exponent in (5.40) can be considered as the cross entropy between the empirical

distribution of the test sample p̃(z) (i.e. p̃(z) = m
M

if z occurred m times out of the

test sample size M) and distribution p as shown in (5.41):

H(p̃, p) = −
∑

z

p̃(z) log2 p(z) (5.41)

In word alignment models, the held-out sample may or may not be used. If no

held-out data is used, the perplexity is directly computed on the training data T as

in (5.42):

PP = 2−
P

(f,e)∈T

1
|T|

log2 p(e|f) (5.42)

where |T| denotes the number of sentence pairs in the training data T.

5.3 Tuning Generative Word Alignment Models

Tuning generative word alignment models is rarely conducted in PB-SMT. This is

mainly because generative word alignment models are generally more mathemati-
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cally grounded, normally with or without very few free parameters,6 which is gen-

erally considered as a major advantage of generative models over association-based

models. Generative word alignment models are grounded in statistical estimation

theory and the parameters of the models are adjusted such that the likelihood of

the models on the training data are maximised (Och and Ney, 2003). However, the

alignment models with maximum likelihood on the training data do not necessarily

imply the highest intrinsic word alignment quality nor high performance of SMT

systems (Ganchev et al., 2008). Therefore, designing generative models with a few

tunable parameters is essential in order to guide the word alignment models towards

our final goal.

The HMM word-to-phrase alignment model detailed in Deng and Byrne (2008)

already has a parameter η in the phrase count distribution as described in Section

5.1. In Section 5.2.2, we introduced the constant ζ as an adjustable variable in

the syntactically constrained HMM word-to-phrase alignment model. In the next

chapter we will show with experiments how fine-tuning of this variable can influence

the performance of the word alignment model.

5.4 Related Work

Incorporating syntax into generative word alignment models has drawn plenty of

attention in recent years. Wang and Zhou (2004) investigated the benefit of mono-

lingual parsing for alignment. They learned a generalised word association measure

(crosslingual word similarities) based on monolingual dependency structures and

improved alignment performance over IBM Model 2 and certain association-based

models.

Toutanova et al. (2002) and Deng and Gao (2007) introduced some extensions

to the original HMM models to better handle the irregularities in word alignment

6For example, in HMM word alignment models, p0 as the probability of transition into the
empty word NULL normally requires some empirical tuning or estimation on gold-standard word
alignment in order to achieve better performance.
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process using POS tags; Toutanova et al. (2002) also proposed the addition of the

“staying” probability to approximately model the “fertility” phenomena. Lopez and

Resnik (2005) proposed a syntax-rich transition model using syntactic dependencies

to replace the simple transition model in HMM in a resource-scarce scenario, and

DeNero and Klein (2007) constrained the HMM training with target language con-

stituent structure in the scenario of translation rule extraction.

Brunning et al. (2009) introduced a context-dependent model for HMM word

alignment. The syntactic information used in this approach was the POS tags of a

fixed window of words.

5.5 Summary

In this chapter, we proposed a model that constrains the HMM word-to-phrase

alignment model with syntactic dependency information. We first illustrated the

difference between HMM word-to-word and word-to-phrase alignment models and

showed how syntactic dependencies can be used to constrain the HMM word-to-

phrase alignment model. This is followed by a detailed description of the component

variables and parameter distributions in the model. The EM algorithm for unsu-

pervised parameter estimation is also described. We also introduced the concept

of perplexity as an indicator of how well the model fits the data and the possibil-

ity of tuning our syntactically constrained model according to different objective

functions.

In the next chapter, we will present the various experiments we conducted using

this model and detail the advantages and disadvantages of using this model in a

PB-SMT system.
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Chapter 6

Experiments on Syntactically

Constrained HMM

Word-to-Phrase Alignment

In this chapter, we present the experimental results using our syntactically con-

strained HMM word-to-phrase alignment models and conduct a comparison of HMM

word-to-word, standard HMM word-to-phrase and variants of our syntactically con-

strained HMM word-to-phrase alignment models. We show the advantages and

disadvantages of using syntactic dependencies to constrain an HMM word-to-phrase

model and some good improvements over other state-of-the-art models using a prop-

erly tuned syntactically constrained model.1

6.1 Experimental Setup

Most experiments were conducted on both IWSLT and GALE data sets, i.e. Data

Set 1, 2, 3, 5 and 6 as described in Section 2.5.2 (Page 36). The baseline system for

word alignment and PB-SMT also follows Section 2.5. As a difference from Chapter

3 and 4, we conducted extensive evaluations on the word alignment including the

1Part of the work in this chapter was carried out while the author visited Cambridge University
Engineering Department.
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intrinsic micro-evaluation based on different alignment types.

We first report the word alignment results obtained using two variants of syn-

tactically constrained word alignment models described in Chapter 5, i.e. SSH1 and

SSH2 and the tunable parameter ζ , which indicates how likely it is that the first

and final words in a target phrase do not have any syntactic dependencies, is set to

0.05. ζ is initially set to such a small value to encourage the first and final words

in a target phrase to have syntactic dependencies. Further experiments conducted

include English dependency clustering which aims to test the impact of the number

of English dependency labels on word alignment quality, testing the effect of pars-

ing quality on word alignment quality, the influence of the number of EM training

iterations, and the effectiveness of fine-tuning the model parameter ζ . Finally, we

also briefly present the results of a manual evaluation.

6.2 Experimental Results

In this section, we present the experimental results using our syntactically con-

strained HMM word-to-phrase alignment models. Both intrinsic and extrinsic eval-

uations are conducted, and an extensive analysis is provided.

6.2.1 Intrinsic Evaluation

The intrinsic quality is measured against the manually annotated IWSLT and GALE

gold-standard corpus, i.e. Data Set 1 and 2. We report both the macro-evaluation

and micro-evaluation results.

Macro-Evaluation

Table 6.1 shows the alignment quality in terms of precision, recall and F-score

for different alignment models. For the GALE data, the results are mixed. The

baseline HMM word-to-phrase alignment model (SH) achieved the highest F-score

for Chinese–English alignment. For English–Chinese, the syntactic HMM word-to-
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Chinese-to-English English-to-Chinese
Precision Recall F-score Precision Recall F-score

GALE H 53.06 37.52 43.96 52.82 30.14 38.38
SH 53.78 38.02 44.55 55.23 31.51 40.13
SSH1 52.04 36.80 43.11 56.38 32.17 40.96
SSH2 53.72 37.99 44.51 56.61 32.30 41.13

IWSLT H 67.14 54.93 60.42 74.26 59.62 66.14

SH 66.11 54.08 59.49 73.74 58.88 65.32
SSH1 65.56 53.64 59.00 67.28 54.02 59.92
SSH2 63.65 52.07 57.28 69.52 55.82 61.92

Table 6.1: Macro-evaluation of various HMM word alignment models (%)

phrase model 2 (SSH2) is superior to the other models; compared to SH, there is a

1 point absolute improvement in F-score, as a result of the improvements in both

precision (1.38 points) and recall (0.79 points). The HMM word-to-word alignment

model (H) performs reasonably well for Chinese–English alignment, i.e. the best

model (SH) has only 0.59 points improvement in F-score over H. For the English–

Chinese direction, H is inferior to other sophisticated models, with a 2.75 points gap

compared to the best model (SSH2).

Results on IWSLT data show that the HMM word-to-word alignment model

is better than the other more complicated models in general, indicating that the

simplicity of the model is preferred for the IWSLT data setting. We also observe

that as the complexity of the model increases, i.e. from H to SH to SSH1 (or

SSH2), the F-score decreases. One explanation for this is that the small amount of

training data does not allow a precise estimation of such complicated word-to-phrase

alignment models.

Micro-Evaluation

GALE IWSLT
Correct Redundant Incorrect Correct Redundant Incorrect

H 54.89 10.58 34.53 56.07 12.46 31.47
SH 57.71 10.54 31.75 59.29 8.15 32.56
SSH1 59.08 10.61 30.31 64.88 6.49 28.63
SSH2 60.01 9.21 30.78 60.90 6.07 33.03

Table 6.2: Micro-evaluation of Chinese–English 1-to-1 alignments (%)

In order to have a better understanding of the nature of the derived alignments,
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a micro-evaluation that measures the quality of the different alignment types is

conducted. To measure the quality of the 1-to-1 alignment, we classify the links into

different quality levels including correct, redundant and incorrect links as described

in Section 2.5.1. The evaluation results consist of the ratio of links of different

quality levels. Table 6.2 shows the quality of the 1-to-1 alignment. On GALE data,

we observed a consistent improvement in the quality of 1-to-1 alignment by using

more sophisticated models such as SH, SSH1 and SSH2. In terms of correct links,

the best model SSH2 achieved a 5.12 points absolute improvement over H and 2.30

points over SH. In terms of redundant links, the best model SSH2 achieved a 1.37

points reduction over H and a 1.33 points reduction over SH. SSH1 has a 4.22 points

reduction in incorrect links over H and a 1.44 points reduction over SH.

On IWSLT data, despite the fact that the more sophisticated models including

SH, SSH1 and SSH2 do not improve the overall performance as described in the

macro-evaluation, the Chinese–English 1-to-1 alignments can be improved using

these models. The improvement is particular salient for SSH1 with a 8.81 points

improvement over H and 5.59 points over SH in terms of correct links. In terms

of redundant links, the best model is SSH2, which achieved a 6.39 points reduction

over H and a 2.08 points reduction over SH. Finally SSH1 also leads to a 2.84 points

absolute reduction in incorrect links over H and 3.93 points over SH.

These nice improvements in 1-to-1 alignments demonstrate the strength of the

more sophisticated models, in that they are more precise in capturing the irregular-

ities in the structure of word alignment. This point will be demonstrated using the

examples in the manual evaluation (cf. Section 6.7).

To measure the quality of the 1-to-2 alignments, we classify the links into cor-

rect, incomplete-missing, incomplete-redundant, redundant and incorrect links as

described in Section 2.5.1. Depending on whether the two target words are consecu-

tive or not, we have separate evaluation scores for these two cases. Table 6.3 shows

the quality of the Chinese–English 1-to-2 alignments. Surprisingly, the word-to-

phrase alignment models are not as good as the word-to-word models in predicting
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GALE IWSLT
cons. n.c. total cons. n.c. total

H Correct 23.95 4.29 18.75 26.30 6.19 21.24

Incomplete-missing 34.74 59.84 41.39 42.56 67.01 48.70
Incomplete-redundant 9.85 10.64 10.06 11.07 14.43 11.92
Redundant 9.05 26.18 7.34 9.69 1.03 7.51
Incorrect 22.41 22.62 22.46 10.38 11.34 10.62

SH Correct 21.10 1.43 15.89 20.07 7.22 16.84
Incomplete-missing 39.41 62.00 45.40 52.25 67.01 55.96
Incomplete-redundant 10.63 12.56 11.14 15.22 16.49 15.54
Redundant 7.31 4.11 6.46 5.54 0 4.15
Incorrect 21.55 19.90 21.11 6.92 9.28 7.51

SSH1 Correct 8.86 2.93 7.29 3.11 8.25 4.40
Incomplete-missing 48.46 62.60 52.21 66.78 76.29 69.17
Incomplete-redundant 18.08 13.68 16.92 22.15 8.25 18.65
Redundant 3.33 1.30 2.79 0.35 0 0.26
Incorrect 21.27 19.48 20.79 7.61 7.22 7.51

SSH2 Correct 16.90 2.07 12.97 7.61 7.22 7.51
Incomplete-missing 44.73 63.83 49.79 67.13 72.16 68.39
Incomplete-redundant 12.06 12.87 12.28 15.92 11.34 14.77
Redundant 5.16 1.90 4.30 2.08 0 1.55
Incorrect 21.14 19.31 20.66 7.27 9.28 7.77

Table 6.3: Micro-evaluation of Chinese–English 1-to-2 alignment (%)

completely correct links (corresponding to the group of correct links).2 In total, there

is a 2.86 points gap between SH and H, and a 5.80 points gap between SSH2 and H on

GALE data. This gap is reflected in both consecutive (cons.) and non-consecutive

English words (n.c.). Unsurprisingly, the syntactically constrained alignment model

which favours 1-to-1 alignments (SSH1) dramatically underperforms that in favour

of 1-to-n alignments (SSH2) with a 5.68 points gap in terms of correct links. A

similar trend is observed in this regard on IWSLT data, with the gap between the

syntactically constrained model (both SSH1 and SSH2) and H even larger in terms

of correct links.

At the same time, we observe that the word-to-phrase models, i.e. SH, SSH1

and SSH2, are effective in reducing the number of completely incorrect alignments

(corresponding to the group of incorrect links).3 On GALE data, our best model

SSH2 achieved a total of 1.8 points reduction of incorrect links compared to H

2By completely, we mean that both of the predicted links in a 1-to-2 alignment are correct
and the three words (one source word and two target words) are exclusively involved in the two
predicted links, which is a very harsh constraint.

3By completely incorrect, we mean none of the predicted links involving the three words (again,
one source word and two target words) are correct.
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and a 0.45 points reduction compared to SH. This reduction is achieved for both

consecutive and non-consecutive English words. A similar trend is observed on

IWSLT data. These nice improvements show that our model has the advantage of

avoiding completely incorrect links.

This advantage is further demonstrated in the case of redundant links. On GALE

data, SSH1 achieved a 4.55 points reduction in redundant links compared to H and

3.67 points compared to SH. Again this reduction is achieved on both consecutive

and non-consecutive English words. This trend is also observed on IWSLT data.

It is arguably true that these advantages can be overwhelmed by the large increase

in both Incomplete-redundant and particularly Incomplete-missing links. We will

discuss the overall number of links obtained using different models in Section 6.2.2;

the syntactically constrained models tend to obtain a smaller number of links. One

solution to overcome this limitation is to tune the number of links by adjusting the

transition probability to the NULL state p0.

GALE IWSLT
Correct Redundant Incorrect Correct Redundant Incorrect

H 51.77 9.80 38.43 63.88 12.18 23.93
SH 58.74 9.77 31.55 63.84 10.05 26.11
SSH1 58.98 9.47 31.50 64.36 8.20 27.44
SSH2 58.60 9.12 32.28 61.80 8.34 29.86

Table 6.4: Micro-evaluation of English–Chinese 1-to-1 alignments (%)

Similar to Chinese–English alignment, for the English–Chinese 1-to-1 alignments

shown in Table 6.4, both SSH1 and SSH2 models outperform H; The SSH1 model

also outperforms SH in terms of correct links with a 0.24 points improvement on

GALE data and 0.52 points on IWSLT data. For both data sets, the improvement

over SH using syntactically constrained models (SSH1 and SSH2) is not as pro-

nounced as for Chinese–English 1-to-1 alignments. However, we observed a large

improvement in English–Chinese 1-to-2 alignments.

Table 6.5 shows the quality of English–Chinese 1-to-2 alignments. One of the

differences from the Chinese–English direction that we observed was that the word-
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GALE IWSLT
cons. n.c. total cons. n.c. total

H Correct 18.38 15.62 18.00 48.63 29.03 45.52
Incomplete-missing 28.77 44.46 30.92 27.96 48.39 31.20
Incomplete-redundant 8.44 7.81 8.36 5.18 4.84 5.12
Redundant 11.15 3.32 10.08 9.12 9.68 9.21
Incorrect 33.26 28.78 32.65 9.12 8.06 8.95

SH Correct 9.63 20.54 11.12 48.02 41.94 47.06

Incomplete-missing 44.08 43.42 43.99 32.52 40.32 33.76
Incomplete-redundant 15.51 8.12 14.50 11.25 4.84 10.23
Redundant 3.84 2.64 3.67 2.13 4.84 2.56
Incorrect 26.95 28.28 26.72 6.08 8.06 6.39

SSH1 Correct 5.22 20.91 7.36 1.52 43.55 8.18
Incomplete-missing 47.91 43.3 47.28 63.22 40.32 59.59
Incomplete-redundant 17.71 8.06 16.39 13.98 9.68 13.30
Redundant 2.35 2.52 2.37 0.91 0 0.77
Incorrect 26.81 25.22 26.59 20.36 6.45 18.16

SSH2 Correct 10.76 19.99 12.02 7.29 48.39 13.81
Incomplete-missing 44.00 44.53 44.07 60.48 37.10 56.78
Incomplete-redundant 12.63 7.63 11.94 10.94 6.45 10.23
Redundant 5.11 2.77 4.79 12.16 0 1.02
Incorrect 27.50 25.09 27.17 20.06 8.06 18.16

Table 6.5: Micro-evaluation English–Chinese 1-to-2 alignment (%)

to-phrase alignment models outperform the word-to-word models in the case of

non-consecutive Chinese words, with the best model SSH1 achieving a 5.29 points

improvement over H and 0.37 points over SH. This reveals a general insight that

different alignment models should be used for different alignment directions (source-

to-target or target-to-source). Another phenomenon that reaffirms this insight is

that on IWSLT data, the SH model performs the best for English–Chinese alignment,

as opposed to the H model performing the best for Chinese–English alignment. On

IWSLT data, we also observe that using the syntactically constrained models SSH1

and SSH2 not only leads to a reduction in correct links, but also an increase in

the incorrect links. This further exhibits the negative effects of using complicated

models on a small data set.

To summarise our findings in our micro-evaluation, we observed that using syn-

tactically constrained models can improve the quality of both Chinese–English and

English–Chinese 1-to-1 alignments on both large (GALE) and small (IWSLT) data

sets. This improvement demonstrates one of the advantages of using syntactically

constrained models, i.e. stronger modelling power in handling the radical structural
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differences between two languages and the irregularities in alignments. This point

will be revisited in Section 6.7 (cf. Figures 6.16 and 6.17). We also observed some

negative effects of deploying syntactically constrained models, very pronounced in

the 1-to-2 alignments, and particularly on small training corpora like IWSLT where

the data sparseness problem could be a major issue in parameter estimation of more

sophisticated models.

Pairwise Alignment Agreement

Chinese–English English–Chinese
H SH SSH2 H SH SSH2

H 100.0 84.38 78.17 100.0 88.91 81.89
SH 84.38 100.0 88.33 88.91 100.0 90.04
SSH2 78.17 88.33 100.0 81.89 90.04 100.0

Table 6.6: Pairwise agreement between different alignment models on GALE gold-
standard (%)

Table 6.6 shows the pairwise agreement between different alignment models on

GALE data sets. From this Table, we observed a stronger agreement between

H and SH (84.38% for Chinese–English and 88.91% for English–Chinese align-

ment), SH and SSH2 (88.33% for Chinese–English and 90.04% for English–Chinese

alignment). Considerable discrepancies are observed between H and SSH2 with

only 78.17% agreement for Chinese–English alignment and 81.89% agreement for

English–Chinese alignment.

Chinese–English English–Chinese
H SH SSH2 H SH SSH2

H 100.0 86.33 79.13 100.0 91.17 83.13
SH 86.33 100.0 89.07 91.17 100.0 90.85
SSH2 79.13 89.07 100.0 83.13 90.85 100.0

Table 6.7: Pairwise agreement between different alignment models on IWSLT gold-
standard (%)

Table 6.7 shows the pairwise agreement between different alignment models on

IWSLT data. From this Table, similar trends to Table 6.6 can be seen. As a dif-

ference, various models achieved more agreement on IWSLT data than GALE data,
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which is not surprising because word alignment on IWSLT data set is a relatively

simple task with much shorter sentences and limited vocabulary.

Perplexity

Figure 6.1: Perplexity for Chinese–English (top) and English–Chinese alignment
(bottom)

Figure 6.1 shows the perplexity curves for Chinese–English and English–Chinese

alignment. For both alignment directions, perplexity is considerably reduced during

the 10 EM iterations of IBM model 1 (M1) training. The 5 iterations of model 2

(M2) training further reduces the model perplexity, and 5 iterations of HMM word-

to-word model (H) maintains the low level of perplexity transferred from model

2. However, HMM word-to-phrase models (SH-N2, SH-N3, SH-N4 and SH-N4-B
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in Chinese–English and SH in English–Chinese alignment), particularly the syntac-

tically constrained models (SSH-N2, SSH-N3, SSH-N4 and SSH-N4-B in Chinese–

English and SSH in English–Chinese alignment), lead to a significant increase in

model perplexity.

We also observed that the English dependency parser used a larger set of de-

pendency labels, i.e. 20 labels observed in the training data compared to 12 labels

for Chinese, which could be a source that increases the model perplexity. This

phenomenon will be investigated in Section 6.3. In addition, the syntactically con-

strained HMM word-to-phrase model for English–Chinese word alignment does not

seem to converge after 5 iterations; therefore, we conducted further experiments to

see the effect of more iterations of training in Section 6.4.

6.2.2 Extrinsic Evaluation

To extrinsically evaluate the quality of our word alignment, we trained PB-SMT sys-

tems using the word alignments obtained from our syntactically constrained HMM

word-to-phrase alignment models on both IWSLT and GALE training data sets, i.e.

Data Set 3 and 5. The MTC data (Data Set 6), is used for development and testing

purposes. The statistics of the data and the configuration of the baseline system are

described in Section 2.5.2 (Page 36) and Section 2.5.3 (Page 38) respectively.

MT Results

IWSLT06 IWSLT07
Bleu Nist Meteor Bleu Nist Meteor

H 22.01 6.0914 47.65 34.89 6.3403 55.09
SH 21.09 5.7006 45.82 31.26 6.0271 52.13
SSH1 21.32 5.9564 46.53 31.92 6.1755 53.23
SSH2 20.98 5.7532 45.95 33.96 6.1723 53.16

Table 6.8: Performance of Phrase-Based SMT using syntactically constrained HMM
word-to-phrase alignment (ζ = 0.05) on IWSLT testsets

Table 6.8 shows the performance of the PB-SMT systems on IWSLT data when

different word alignments are used. Note that the MT evaluation scores on IWSLT
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2006 test set are lower than those on IWSLT 2007 test set because the translation

of the IWSLT 2006 test set is more difficult due to the longer sentences (6066 versus

3166 running words for the 489 Chinese sentences) and larger vocabulary (1339

versus 862) according to Table 2.4 (Page 36). We can see the intrinsic quality

indicated in Table 6.1 has been carried over to this extrinsic evaluation. The HMM

word-to-word alignment model, which achieved the highest F-score, also leads to

the best MT system according to all three MT evaluation metrics. It can also be

seen that the SSH1 model is slightly better than SH model despite the fact that the

F-score is actually lower according to Table 6.1.

MTC2 MTC3 MTC4
Bleu Nist Meteor Bleu Nist Meteor Bleu Nist Meteor

H 12.93 5.6027 41.94 11.48 5.3865 41.03 12.44 5.6936 42.39

SH 12.72 5.4798 41.31 11.61 5.3132 40.61 12.78 5.6352 41.89
SSH1 12.57 5.5658 41.34 11.45 5.3689 40.25 12.21 5.6325 41.41
SSH2 12.70 5.5076 40.94 11.55 5.2804 39.93 12.40 5.5763 41.57

Table 6.9: Performance of Phrase-Based SMT using syntactically constrained HMM
word-to-phrase alignment (ζ = 0.05) on MTC testsets

The performance of the MT systems using different word alignment methods

on GALE data is shown in Table 6.9. Note that the scores on MTC data sets are

particularly low due to (i) the difficulty of translating news domain documents where

the sentences tend to be longer and the vocabulary is larger; (ii) the relatively small

number of references (4 for all the MTC test sets) used by the evaluation metrics (cf.

Table 2.6 on Page 37). It can also be observed that there is inconsistency in rating

different systems among the three evaluation metrics.4 For example, on MTC3,

SH achieved the best Bleu score; however, H received the best Nist and Meteor

scores. The SH model which achieved the best F-score in Chinese–English alignment

and SSH2 which received the best F-score in English–Chinese alignment are not

necessarily the best models in achieving the highest Bleu score (e.g. on MTC2

the best model is H), which is the metric we directly optimise using MERT, not to

mention other metrics we do not directly optimise. The lack of correlation between

4Despite the absolute score differences between different systems are quite small, this difference
is still noticeable taking into account the fact that all the scores are at a quite low level.
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intrinsic quality and extrinsic quality further reaffirms the necessity of optimising

word alignment for MT purposes that we detailed in Chapters 3 and 4. This will be

revisited in Section 6.6.

Phrase Table Analysis

To further investigate how the Chinese–English and English–Chinese word align-

ments are used in a PB-SMT system, we analysed the the number of links for each

model after applying the symmetrisation heuristic “Grow-Diag-Final” (GDF). The

resulting number of derived phrase pairs are exploited.

Figure 6.2: Number of links vs. number of phrase pairs on GALE (left) on IWSLT
training data (right)

Figure 6.2 shows the number of derived links using “Intersection”, “Grow”,

“Grow-Diag” and GDF heuristics for symmetrisation from different word alignment

models and the number of phrases extracted from the GDF word alignment. For

both GALE and IWSLT data, we obtained fewer links using our SSH2 model and

consequently many more phrases are extracted. On GALE data, using the SSH2

model leads to a 7.30% decrease in the number of links compared to the H model,

which resulted in a massive 27.34% increase in the number of phrase pairs. On

IWSLT data, this effect is more pronounced; the SSH2 model has 12.96% fewer

links than H model, leading to a 38.01% increase in the number of phrase pairs.

There can be two possible reasons accounting for the smaller number of links using

GDF heuristics; either (i) many links obtained using SSH1 and SSH2 model are
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discarded by the GDF procedure, or (ii) both Chinese–English and English–Chinese

word alignment using the SSH2 model lead to fewer links (more NULL links).

A first investigation into this phenomenon is conducted by a detailed examination

of the GDF procedure. Given the fact that GDF heuristics start with intersection

of bidirectional alignments and expand the links within the intersection with neigh-

bourhood links, there are two possible reasons for the smaller number of links, either

(i) SSH1 and SSH2 models end up with fewer intersected links (implying that the

results from the Chinese–English alignment and the English–Chinese alignment are

quite divergent), or (ii) fewer neighbourhood links can be identified on top of the in-

tersected links for SSH1 and SSH2. From Figure 6.2 which also shows the counts of

intersection links, we can see an increase in intersection links using SSH1 and SSH2

compared to H or SH on GALE data, with the SSH1 model leading to a 8.60% in-

crease in intersected links over H and 3.41% increase over SH, SSH2 model leading

to a 7.78% increase over H and 2.63% over SH. On IWSLT data, SSH1 achieved a

0.59% increase over H and a 2.77% increase over H for SSH2; no increase over the

SH model using SSH1 or SSH2 can be seen. However, in the process of horizon-

tal neighbour expansion (“Grow” step), SSH1 and SSH2 alignments fail to provide

more links and result in fewer “Grow-Diag” and GDF links. This also confirms the

characteristics of the alignment derived from SSH1 and SSH2 models we explained

in the micro-evaluation in Section 6.2.1, namely that 1-to-1 alignments are improved

and consecutive 1-to-2 alignments worsened. However, the GDF neighbourhood link

expansion procedure requires consecutive 1-to-n alignments; therefore, fewer links

can be derived from models like SSH1 or SSH2.

As a further investigation into the reasons for the smaller number of links in

our syntactically constrained models, we counted the number of NULL alignments

for different alignment models as shown in Figure 6.3, where we can see a dramatic

increase in NULL alignments for the SSH1 and SSH2 models for both Chinese–

English (ZH–EN) and English–Chinese (EN–ZH) alignment directions. This might

also explain why fewer links are derived in our SSH1 and SSH2 models.
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Figure 6.3: NULL links on GALE (left) and IWSLT training data (right)

To summarise, the smaller number of links from our syntactically constrained

models can be attributed to (i) as a whole, fewer links (more NULL links) have been

identified in Chinese–English and English–Chinese alignments, despite the fact that

the alignments from the two directions reached more agreement (more intersection

links); (ii) GDF heuristics fail to offer a proper expansion over the intersection based

on links provided by SSH1 and SSH2 models.

There are many avenues for refining the syntactically constrained models. In-

stead of using GDF, we can design symmetrisation heuristics that can better fit

models like SSH1 and SSH2. We can also test the word alignment results on syntax-

based MT systems (e.g. SAMT (Zollmann and Venugopal, 2006)) where the word

alignments are used to derive translation rules rather than phrase extraction, or us-

ing different word alignments obtained from different alignment models to construct

multiple MT systems and taking the advantage of system combination (e.g. ROVER

(Fiscus, 1997)). In Section 6.6, we tune the SSH1 and SSH2 models to produce more

consecutive 1-to-n links such that the alignment quality can be boosted through the

GDF heuristics.
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Label Meaning Cluster
PRD Predicative complement PRD

AMOD Modifier of adjective or adverb AMOD

NMOD Modifier of nominal NMOD

P Punctuation P

PMOD Between preposition and its child in a PP PMOD

PRT Particle PRT
VC Verb chain VC

ROOT Root ROOT

ADV Unclassified adverbial VMOD

VMOD General adverbial
OBJ Direct object or clause complement OBJ

IOBJ Indirect object
SBJ Subject SBJ

LGS Logical subject
DEP Unclassified relation DEP

CC Between conjunction and second conjunct in a coordination
CLF Cleft sentence
COORD Coordination
EXP Extraposed element in expletive construction
PRN Parenthetical

Table 6.10: English dependency label clustering

6.3 English Dependency Label Clustering

As mentioned at the end of Section 6.2.1, there are 20 English dependency labels

observed in the training data compared to 12 labels for Chinese, which could be a

source that increases the model perplexity. We thereafter investigate the effect of the

number of dependency labels on word alignment quality. With the Maltparser (Nivre

et al., 2007), the dependency labels which occurred in our English corpus are shown

in the leftmost column in Table 6.10. We cluster the 20 labels into 12 labels as in

Nivre et al. (2007) which are shown in the rightmost column. The 11 labels marked

in bold also occurred in Chinese texts.5 After English dependency label grouping,

we conducted Chinese–English word alignment with the same configuration as that

without label grouping.
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Precision Recall F-score
SSH2 53.72 37.99 44.51
+Clustering 53.79 38.04 44.56

Table 6.11: Macro-valuation of Chinese–English HMM word-to-phrase alignment
using English dependency label clustering (%)

6.3.1 Intrinsic Evaluation

We conducted a macro-evaluation on Chinese–English word alignment with English

dependency label clustering as shown in Table 6.11. Only a modest improvement

is observed implying that the number of dependency labels does not play a crucial

role in determing system performance.

GALE
Correct Redundant Incorrect

SSH2 60.01 9.21 30.78
+Clustering 60.03 9.16 30.81

Table 6.12: Micro-evaluation of the effect of dependency label clustering on Chinese–
English 1-to-1 alignment (%)

A further micro-evaluation was also carried out. We observed very slight gains

in 1-to-1 alignment, i.e. 0.02 points improvement in terms of correct links as shown

in Table 6.12. Correct links in 1-to-2 alignments are also modestly improved with

0.13 points as shown in Table 6.13.

GALE
cons. n.c. total

SSH2 Correct 16.90 2.07 12.97
Incomplete-missing 44.73 63.83 49.79
Incomplete-redundant 12.06 12.87 12.28
Redundant 5.16 1.90 4.30
Incorrect 21.14 19.31 20.66

SSH2 Correct 17.04 2.04 13.10

+Clustering Incomplete-missing 44.75 63.72 49.76
Incomplete-redundant 11.87 12.73 12.09
Redundant 5.26 2.02 4.40
Incorrect 21.08 19.48 20.65

Table 6.13: Micro-evaluation of the effect of dependency label clustering on Chinese–
English 1-to-2 alignment (%)

5While dependency label “PRT” is unique for our English texts, the label “SBAR” representing
complementiser dependents only occurred in our Chinese texts.
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Given the limited improvement in the intrinsic alignment quality, no additional

MT experiments were conducted specifically for dependency label clustering. How-

ever, we conduct MT experiments in Section 6.4, where we combine the Chinese–

English word alignment using English dependency label clustering with English–

Chinese word alignment using more alignment iterations.

6.3.2 Perplexity Using Label Clustering

Figure 6.4: Perplexity for Chinese–English alignment using label clustering

As a confirmation of the results reported in Table 6.12 and 6.13, Figure 6.4 shows

the perplexity curves during training with and without English dependency label

clustering. The curves basically mirrored each other, implying that the model is not

really simplified by this simple clustering strategy.

6.4 Effect of Iterations

As mentioned at the end of Section 6.2.1 where the perplexity of each EM training

iteration is discussed, the HMM word-to-phrase alignment model does not converge

for English–Chinese word alignment after 5 iterations of EM training of SSH2 so that

an additional 5 iterations were performed. The 5 red squares in Figure 6.5 represent
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Figure 6.5: Perplexity for English–Chinese alignment with more iterations

the additional 5 iterations, after which the curve becomes flat. We conducted both

intrinsic and extrinsic evaluations on the effect of additional iterations.

6.4.1 Intrinsic Evaluation

Precision Recall F-score
SSH2 56.61 32.30 41.13
SSH2+ 56.81 32.41 41.28

Table 6.14: Macro-evaluation of English–Chinese alignment with additional itera-
tions (%)

Table 6.14 shows the results of the macro-evaluation on the effect of the number

of iterations. With 10 iterations of EM training of SSH2 (SSH2+), we observed

a modest improvement over 5 iterations (SSH2); a 0.2 points improvement in pre-

cision and 0.11 points improvement in Recall, which jointly lead to a 0.15 points

improvement in F-score.

According to the micro-evaluation of the 1-to-1 alignments as shown in Ta-

ble 6.15, we gain 0.41 points in the correct links and reduce the incorrect links by

0.51 points by performing more iterations. This further demonstrates the strength

of our SSH2 model in the prediction of 1-to-1 alignments.

For 1-to-2 alignments as shown in Table 6.16, with more iterations, there is a
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GALE
SSH2 Correct 58.60

Redundant 9.12
Incorrect 32.28

SSH2+ Correct 59.01
Redundant 9.21
Incorrect 31.77

Table 6.15: Micro-evaluation of the effect of additional iterations on English–Chinese
1-to-1 alignment (%)

GALE
cons. n.c. total

SSH2 Correct 10.76 19.99 12.02
Incomplete-missing 44.00 44.53 44.07
Incomplete-redundant 12.63 7.63 11.94
Redundant 5.11 2.77 4.79
Incorrect 27.50 25.09 27.17

SSH2+ Correct 9.56 18.14 10.13

Incomplete-missing 45.66 44.65 45.52
Incomplete-redundant 13.56 8.06 12.81
Redundant 4.24 2.09 3.95
Incorrect 26.97 27.06 26.98

Table 6.16: Micro-evaluation of the effect of additional iterations on English–Chinese
1-to-2 alignment (%)

1.81 points drop in correct links, particularly in the case of consecutive Chinese

words; at the same time, there is a modest 0.19 points reduction in incorrect links.

Overall, performing additional iterations harms 1-to-2 alignments. This also reveals

the importance of performing a proper number of iterations regarding unsupervised

generative word alignment models which maximise the likelihood of the training

data in each iteration; related issues about IBM model 1 training are also discussed

in Moore (2004), where the author commented that maximising the likelihood of the

training data causes overfitting so that early stopping of IBM model 1 training is

implicitly recognised by the community. In our models, given the complexity of our

alignment models, an in-depth evaluation of iterations required for different data

sizes is also necessary. However, this is beyond the scope of this thesis, and is left

for future studies.
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MTC2 MTC3 MTC4
Bleu Nist Meteor Bleu Nist Meteor Bleu Nist Meteor

SSH2 12.70 5.5076 40.94 11.55 5.2804 39.93 12.40 5.5763 41.57
SSH2+
Clust. 12.32 5.4261 40.37 11.28 5.2482 39.90 12.18 5.5551 41.41

Table 6.17: Performance of Phrase-Based SMT on MTC testset using our syntac-
tically constrained HMM word-to-phrase alignment with additional iterations and
English dependency label clustering

6.4.2 Extrinsic Evaluation

We then fed both the Chinese–English word alignments derived with English depen-

dency label clustering and English–Chinese word alignments derived with additional

iterations into the PB-SMT system. This caused the MT performance to dip slightly

as Table 6.17 shows. This can partly be attributed to the lower level of 1-to-2 align-

ments, particularly consecutive 1-to-2 alignments, in English–Chinese, as shown in

Table 6.16. Again, this is closely related to the GDF heuristics which penalise the

alignments with fewer consecutive alignments.

6.5 Parsing Quality

Given that our syntactically constrained HMM word-to-phrase alignment models

require dependency parsing on both source and target languages, the effect of parsing

quality on word alignment is worthy of investigation. We focus on English parsing

quality in this section.

There are many ways to generate different quality levels of dependency parsers.

One way to achieve this is through the control of the amount of data used to train the

parser. However, in our case we used the pre-trained English parsing model which

is regarded as a high-performance parser, we thereafter decided not to change the

model itself. Another straightforward way to achieve this is to change the quality

of the POS tagger. Again this can be achieved by using a varied amount of training

data to train the POS tagger. Our method of obtaining a varied quality of POS

tagging results is through changing the case of the words in the data. We trained
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the POS tagger using truecase English training data and tagged both the truecase

and lowercase data used for word alignment. Here we assume the mismatch between

training and testing data causes the tagged lowercase data to have a lower tagging

quality compared to the truecase data and subsequently leads to a lower parsing

quality.

Precision Recall F-score
lowercase 53.72 37.99 44.51
truecase 53.69 37.96 44.48

Table 6.18: Macro-evaluation of syntactically constrained HMM word-to-phrase
alignment with varied English dependency parsing quality (%)

Table 6.18 shows the Chinese–English word alignment results when different

parses are used. This Table shows that under our experimental setting parsing

quality does not have impact on alignment quality. The higher quality parsing

results with truecase data as input actually leads to a minor 0.03% drop in F-score,

indicating that the consistency of the parsing results is more important than the

quality of labelled dependencies itself.6

GALE
Correct Redundant Incorrect

lowercase 60.01 9.21 30.78
truecase 59.97 9.24 30.79

Table 6.19: Micro-evaluation of the impact of parsing quality on Chinese–English
1-to-1 alignment (%)

The micro-evaluation shown in Table 6.19 and 6.20 further demonstrates our

findings above. There is a minor drop in the quality of both 1-to-1 and 1-to-2

alignments.

6.6 Fine-Tuning

As mentioned at the end of Section 6.2.2, fine-tuning of syntactically constrained

models can potentially improve the alignment quality and/or the translation quality.

6It is also worth mentioning that the truecase data itself is noisy and lacks consistency. Fur-
thermore, changing the case only has a limited impact on the parsing quality.
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GALE
cons. n.c. total

lowercase Correct 16.90 2.07 12.97
Incomplete-missing 44.73 63.83 49.79
Incomplete-redundant 12.06 12.87 12.28
Redundant 5.16 1.90 4.30
Incorrect 21.14 19.31 20.66

truecase Correct 16.87 2.02 12.85
Incomplete-missing 44.70 63.78 49.92
Incomplete-redundant 12.00 12.79 12.18
Redundant 5.15 1.95 4.30
Incorrect 21.28 19.46 20.76

Table 6.20: Micro-evaluation of the impact of parsing quality on Chinese–English
1-to-2 alignment (%)

Recall that in Section 5.2.2, we introduced a constant ζ (0 ≤ ζ ≤ 1) to indicate how

likely the first and final words in a target phrase do not have syntactic dependencies;

we now show how fine-tuning of this variable can lead to different intrinsic and

extrinsic word alignment quality.

6.6.1 Intrinsic Evaluation

Figure 6.6: Macro-evaluation: F-score curves of different alignment models on GALE
gold-standard (%)

Figure 6.6 shows the F-score curves when different models are used. The models

put in comparison include the H, SH and SSH2 with ζ set to different values such

as 0.05, 0.1, 0.2, 0.3, 0.4, 0.5 and 0.6. We set ζ = 0.05 in the SSH2 model results

reported above. For Chinese–English word alignment, we observed that the highest

F-score (44.70%) is achieved when ζ = 0.1; for English–Chinese, the best F-score
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can be obtained by setting ζ = 0.05. Comparing the two curves, it can be seen that

the curve for Chinese–English word alignment is more flat, implying that the use

of different models does not lead to major differences in F-score. For the English–

Chinese word alignment, the syntactically constrained models outperform the H and

SH models, where the best syntactically constrained model leads to an improvement

of 2.75 points absolute F-score over H and 1 point absolute F-score over SH.

Figure 6.7: Micro-evaluation of Chinese–English 1-to-1 word alignment obtained
using different alignment models

We conducted a micro-evaluation on the alignment results. Figure 6.7 shows

the curves of correct, redundant and incorrect Chinese–English 1-to-1 alignment

when different alignment models are used. We observed a 2.30% absolute increase

in correct links, and 1.33% and 0.97% absolute reduction in redundant and incorrect

links respectively using SSH2 (ζ = 0.05) compared to SH. We can also see that both

SH and various settings of SSH2 achieves more correct links and fewer redundant

and incorrect links compared to H.

The curves of correct, redundant and incorrect English–Chinese 1-to-1 alignment

are shown in Figure 6.8. All three curves turn flat after SH, indicating that no gains

can be obtained using our SSH2 models. This does not conflict with our conclusions

drawn above from Figure 6.6 that SSH2 models outperform H and SH in terms

of F-score. We will show that there are substantial gains using SSH2 for 1-to-2

English–Chinese word alignments.
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Figure 6.8: Micro-evaluation of English–Chinese 1-to-1 word alignment obtained
using different alignment models

Figure 6.9: Micro-evaluation of Chinese–English 1-to-2 word alignment obtained
using different alignment models

Figure 6.9 shows the curves of correct, incomplete-missing, incomplete-redundant,

redundant and incorrect links for Chinese–English word alignment. We can see that

using SSH2 with ζ = 0.05 leads to a decrease in correct links and a sharp rise

in incomplete-missing and incomplete-redundant links. Increasing the value of ζ

can gradually increase the the number of correct links and reduce the number of

incomplete-missing and incomplete-redundant links, demonstrating the significance

of fine-tuning of variable ζ . Note also that from Figure 6.7 increasing the value of ζ

can lead to a drop in correct links; therefore a careful balance between the quality

of 1-to-1 and 1-to-2 alignments is crucial in order to obtain a generally high-quality

word alignment. As seen from Figure 6.6, balancing these two for the highest F-score
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is achieved when ζ is set to 0.1.

Figure 6.10: Micro-evaluation of English–Chinese 1-to-2 word alignment obtained
using different alignment models

The curves of correct, incomplete-missing, incomplete-redundant, redundant and

incorrect links for English–Chinese word alignment are shown in Figure 6.10. Using

the SH model, we can see a sharp drop in correct links and a substantial rise in

incomplete-missing, incomplete-redundant and incorrect links compared to H. Using

our SSH2 model together with fine-tuning of ζ , we can see a gradual increase in

correct links and a reduction in incomplete-missing and incomplete-redundant links.

6.6.2 Extrinsic Evaluation

The parameter ζ can be tuned according to MT performance. However, tuning ζ on

our default development set (cf. Table 2.6) does not lead to significant differences

in Bleu score. Therefore, we further make use of the three default test sets, i.e.

MTC2, MTC3 and MTC4, for tuning purposes. We use the weights obtained on

the default development set to translate the Chinese side of the MTC2, MTC3 and

MTC4 data sets, and score the translations. The value of ζ is considered optimal if

the corresponding system yields the highest combined score in translating MTC2,

MTC3 and MTC4 data sets. Finally, the system is evaluated using the NIST 2006

and 2008 evaluation test sets.
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PB-SMT Performance

Figure 6.11: The performance of Phrase-Based SMT using different alignment mod-
els on three MTC data sets (Bleu)

Figure 6.11 shows the Bleu score curves on MTC2, MTC3 and MTC4 using

different alignment models. As a contrast, we also include the results obtained

using IBM model 4 alignment (M4). The curves show that tuning ζ can lead to

dramatic differences in the final Bleu score. When ζ is set to 0.05, the SSH2 model

results in an inferior Bleu score compared to SH on all three test sets. When we

increase the value of ζ to 0.1, the resulting Bleu score starts to pick up on MTC5

and MTC3, and the Bleu score on MTC4 starts to pick up when ζ is increased

to 0.2. The best Bleu score is achieved when ζ is set to 0.4 and the scores on

MTC3 and MTC4 start to drop when the value of ζ further increases. This further

demonstrates that the optimal ζ according to F-score (ζ = 0.1 for Chinese–English

and ζ = 0.05 for English–Chinese alignment) does not necessarily imply that best

Bleu score will be obtained. Note also that M4 achieves a similar Bleu score as

the SH model on MTC3 and MTC4 and outperforms the SH model on MTC2.

Figure 6.11 shows the Nist score curves on MTC2, MTC3 and MTC4 using dif-

ferent alignment models. Again SSH2 model with ζ = 0.4 achieved the highest Nist

score. Differently from the Bleu curves, the H model is better than M4 and SH, of

which SH is slightly better. Tuning ζ is also essential to achieve better performance,

with a Nist score gap of 0.16, 0.22 and 0.18 on three test sets respectively between
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Figure 6.12: The performance of Phrase-Based SMT using different alignment mod-
els on three MTC data sets (Nist)

the optimal value (ζ = 0.4) the most inferior value (ζ = 0.05).

Figure 6.13: The performance of Phrase-Based SMT using different alignment mod-
els on three MTC data sets (Meteor)

The Meteor score curves are shown in Figure 6.13 which are very similar to

the Nist score curves shown in Figure 6.12. Again, tuning ζ is essential to achieve

better performance, with a difference of 1.74, 2.36 and 2.18 absolute Meteor points

on three testsets respectively between the optimal value (ζ = 0.4) the most inferior

value (ζ = 0.05).

Based on Figure 6.11, 6.12 and 6.13, we observe that 0.4 is the optimal value for

ζ . Table 6.21 shows the translation results on NIST06 and NIST08 test sets when we

seed the PB-SMT system with word alignments obtained with our fine-tuned SSH2
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NIST06 NIST08
Bleu Nist Meteor Bleu Nist Meteor

SH 14.18 5.99 39.42 9.37 5.20 34.16
SSH2 14.64 6.20 40.81 10.07 5.40 35.38
(ζ=0.4) (p < 0.07) (p < 0.01)

Table 6.21: Performance of Phrase-Based SMT using our fine-tuned syntactically
constrained HMM word-to-phrase alignment model (ζ = 0.4) on NIST06 and
NIST08 testsets

model where ζ is set to 0.4. On two different testsets NIST06 and NIST08, the SSH2

model leads to a respective 3.24% and 7.47% relative improvement over SH in terms

of Bleu score. The improvement on NIST08 test set is statistically significant

using approximate randomisation (Noreen, 1989). Moreover, we can observe an

improvement over SH according to all three MT evaluation measures including Nist

and Meteor when SSH2 models are properly tuned.

Phrase Table Analysis

Figure 6.14: Number of links vs. number of phrase pairs

Figure 6.15 shows the number of links obtained from different alignment models

using different symmetrisation heuristics and the resulting number of phrase pairs

in the phrase table using GDF heuristics. With “Grow”, “Grow-Diag” and GDF

heuristics, we can observe a drop in the number of links when the SSH2 model is

used with ζ = 0.05. Given the relation between the different heuristics as described

in Section 2.4.1 (Page 24), i.e. “Grow” is performed on top of Intersection, “Grow-
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Diag” performed on top of “Grow”, and GDF on top of “Grow-Diag”, the reason

for the smaller number of links using GDF heuristics is the Grow step, where the

symmetrisation algorithm tries to include the neighbouring links of the intersection

links. Despite the number of links in the intersection is larger for SSH2 with ζ = 0.05,

the algorithm can not “grow” more links from the neighbourhood. This can also be

explained by Figure 6.9, where it is shown that SSH2 models have fewer correct 1-to-

2 links and far more incomplete-missing and incomplete-redundant links compared

to H and SH.

Figure 6.15: Number of NULL links

Fortunately, we can tune ζ by increasing its value so that more links can be

included from the “Grow” step and subsequently more links can be identified in the

GDF heuristic. The consequence of a small number of word alignment links is a

larger number of phrase pairs as described in Section 2.4.1. From Figure 6.15, we

can see a substantial increase in the number of phrase pairs in the t-table from SH

to SSH2 (ζ = 0.05). By increasing the value of ζ , more links can be identified and

subsequently fewer phrase pairs are extracted. Here we are not claiming the fewer

phrase pairs in the t-table, the better; the final PB-SMT performance requires a

balance of the quality and coverage of the phrase table, which can be achieved by

tuning the word alignment. In our case, the tunable variable is ζ in SSH2.

We also counted the number of NULL links in both Chinese–English and English–

Chinese word alignment as shown in Figure 6.15. This Figure shows that setting ζ
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to a small value (e.g. 0.05) results in a large number of NULL links. By increasing

the value of ζ , we observed a gradual reduction in NULL links in both directions,

which interestingly implies that increasing the value of ζ can indirectly encourage

the model to produce fewer NULL links.

6.7 Manual Evaluation

Figure 6.16: An example of Chinese–English word alignment using baseline HMM
word-to-phrase alignment model

We performed a manual evaluation to compare the word alignment obtained

using the baseline HMM word-to-phrase word alignment model and the syntactically

constrained model (ζ = 0.05) as shown in Figures 6.16 and 6.17.

For both Figures, the black squares represents the correct links identified by the

aligner, the grey squares indicates the correct links not identified and the white

square with black borders indicates the incorrect links proposed by the aligner. By

examining the gold-standard alignment (both the grey and black squares), we can

see that word alignment for this sentence pair is non-trivial. This is reflected in the

long-distance reordering and the large number of 1-to-n and m-to-n alignments.

Comparing Figure 6.16 with 6.17, it can be seen that the syntactically con-

149



Figure 6.17: An example of Chinese–English word alignment using syntactically
constrained HMM word-phrase alignment model

strained model does have the power to identify some difficult links, i.e. Figure 6.17

has more black squares. It can also be seen that the syntactically constrained models

commit fewer link errors, i.e. Figure 6.17 has fewer white square with black borders.

Besides the alignment, we also examined the translation outputs from the PB-SMT

Figure 6.18: Translation examples using HMM word-to-phrase alignment model
(fluency)

systems using different word alignment models. Figure 6.18 shows two translation

examples using the SH and SSH word alignment models, where the corresponding

translations of source segments are highlighted with the same colours. Examples (a)
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and (b) show that the system using SSH word alignment produces more fluent and

adequate translations.

Figure 6.19 contains another two examples, which show that the system using

SSH can produce more adequate output. For example (c), we see that the main verb

of the sentence is missing using the SH system and present in the SSH system. In

example (d), the information on “prevention and treatment” is included in the SSH

system but not in the SH system. These examples demonstrate that the translation

model obtained from SSH word alignment is of higher quality.

Figure 6.19: Translation examples using HMM word-to-phrase alignment model
(adequacy)

Note that the alignment examples in Figure 6.17 and SSH translation examples

in Figure 6.18 and 6.19 are respectively obtained by setting ζ to 0.1 and 0.4. This

is a further demonstration of the flexibility of our SSH model which can be tuned

according to different objective functions and end tasks.

6.8 Summary

In this chapter, we reported the experimental results using the syntactically con-

strained HMM word-to-phrase alignment models. We showed that this model is

effective in improving 1-to-1 alignments at a cost of quality reduction in 1-to-2

alignments with parameter ζ = 0.05. With this setting, the resulted PB-SMT sys-

tem does not outperform standard HMM word-to-phrase alignment model mainly
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due to the fact that the syntactically constrained models results in a smaller number

of links when GDF heuristics is used. Tuning ζ can balance the quality of 1-to-1 and

1-to-2 alignments with ζ = 0.1 leading to the best Chinese–English F-score, ζ = 0.05

for the best English–Chinese F-score, and ζ = 0.4 holding the highest Bleu score

which is statistically better than the state-of-the-art word alignment models. This

demonstrates the importance of flexibility of generative word alignment models. We

also investigated the effect of dependency label number, parsing quality, number of

EM iterations on the quality of word alignment and showed that these factors have

only minor influences on word alignment, indicating the robustness of this model.

In the next chapter, we conclude this thesis and point out avenues for future

research.
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Chapter 7

Conclusions and Future Work

In this thesis, we covered a comprehensive set of research topics on the area of word

alignment in the context of PB-SMT, and developed new algorithms and models

that are demonstrated to be effective in improving word alignment quality. The

research questions we tried to answer involve the following key elements:

• Segmentation and syntactic constraints for word alignment

• Word packing

• Discriminative word alignment models with syntactic constraints

• Generative word alignment models with syntactic constraints

• Tuning word alignment according to different objective functions

We started with a review of existing word alignment models and argued that

existing approaches can be improved from two aspects. The first aspect is gen-

eral alignment quality, and the other is the flexibility. We then introduced new

algorithms and models to improve the quality of word alignment. The word packing

algorithm described in Chapter 3 is a good demonstration of using segmentation con-

straints in word alignment. The segmentation acted as a hard constraint; however,

through a few carefully controlled iterations, the negative effects of hard constraints

can be partly eliminated. The new models presented in Chapter 4 and Chapter
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5 improved the alignment using the syntactic dependencies as soft constraints and

showed promising results in this direction. In developing our alignment algorithms

and models, we also bore in mind that these alignment approaches should be as

flexible as possible so that they can be optimised for the end PB-SMT tasks.

Now let us revisit the four research questions mentioned in Chapter 1.

(RQ1) Can bilingually motivated word segmentation improve word

alignment and PB-SMT?

(RQ2) Can discriminative word alignment models be enhanced by

syntactic dependencies?

(RQ3) Can we extend existing generative word alignment models

with syntactic constraints?

(RQ4) Can we tune the word alignment in a bid to achieve the

highest MT performance?

As an answer to (RQ1) and partly to (RQ4), Chapter 3 proposed a practical al-

gorithm to perform bilingually motivated word segmentation optimised for PB-SMT

systems. Our algorithm consists of using the output from an existing statistical word

aligner (e.g. Giza++) to obtain a set of candidate “words” to be packed. We eval-

uated the reliability of these candidates using simple metrics based on co-occurrence

statistics. We then modified the segmentation of the respective sentences in the par-

allel corpus according to these candidate words; these modified sentences were then

given back to the word aligner, which produces new alignments. We reported a 1.84

points absolute (5.44% relative) increase in Bleu score over a standard PB-SMT

system on the IWSLT 2007 task. We also revealed that under certain conditions,

monolingual segmentation can be replaced by our bilingually motivated segmenta-

tion approach. Regarding the feasibility of applying this approach on larger data,

we suggested that an increase in the amount of training data is necessary if the
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vocabulary size increases, and the balance between the amount of training and vo-

cabulary size is crucial to the performance of the system. An optimisation procedure

that dynamically determines which words should be grouped into one word in each

iteration were also proposed.

To address (RQ2) as well as (RQ4), Chapter 4 described a flexible discriminative

word alignment model that can leverage syntactic dependencies for word alignment.

We first obtain a set of anchor alignment using state-of-the-art alignment models.

We then incorporate syntactic features induced by the anchor alignments into a

discriminative word alignment model. The syntactic features we used are syntactic

dependencies. This two-stage model is motivated by the fact that some words in a

language require more information than others in order to be aligned. By identifying

some anchor alignments in the first stage, some syntactic dependencies can also be

introduced. This combined information can boost the alignment of the remaining

words that are more difficult to align. Our experiments showed that using our

word alignment in a PB-SMT system yields a 5.38% relative increase on IWSLT

2007 task in terms of Bleu score. In addition, the flexibility of our alignment

model facilitates the tuning of the word alignment towards achieving higher MT

performance. Therefore, we also introduced a simple optimisation method that can

optimise the word alignment either according to the F-score of the alignment or the

Bleu score when the word alignment is used in a PB-SMT system. Experimental

results showed that optimising Bleu can achieve better performance; however, it

is also prone to overfitting problems given that our optimisation algorithm is still

somewhat primitive.

Finally, Chapter 5 and 6 aimed to tackle (RQ3) and (RQ4). In these Chapters,

we proposed a mathematically grounded model that can use syntactic dependency

information as soft constraints to guide the alignment. Specifically, we use a HMM

word-to-phrase alignment model and insist that the first word and last word within

a phrase should be dependent on each other. We added this constraint into the

model in such a way that the efficient parameter estimation procedures are still
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preserved. Extensive experiments were conducted to evaluate the effect of the syn-

tactic constraints and a manual evaluation was also carried out to investigate the

characteristics of the resulting alignments. In general, we observed a substantial

improvement in general alignment quality. We also showed that the quality of 1-

to-1 and 1-to-2 alignments can be balanced via tuning the model parameter ζ . We

also observed that tuning the model parameter can allow a proper control over the

number of NULL alignments. Experiments on feeding this word alignment into PB-

SMT systems showed a significant gain over the state-of-the-art, demonstrating the

advantages of using syntactic constraints in generative word alignment models.

7.1 Contributions of This Thesis

In this thesis, we introduced three new methods for word alignment which outper-

form the state-of-the-art word alignment models. We measured the quality of word

alignment in terms of both intrinsic and extrinsic evaluation metrics. The word pack-

ing algorithm is the first approach for “bilingually motivated word segmentation”

and shows that using segmentation constraints in word alignment can improve the

alignment quality. The syntactically enhanced discriminative word alignment mod-

els offer a new approach to incorporating syntactic dependencies into word alignment

and demonstrate the effectiveness of syntax in the process of word alignment. These

models also allows flexible fine-tuning according to different objective functions, e.g.

F-score of the word alignment or the Bleu score of the resulted PB-SMT outputs.

Our syntactically constrained HMM word-to-phrase alignment models improve the

performance of the standard HMM word-to-phrase word alignment model in terms

of both intrinsic and extrinsic measures. The tunability of these models is also novel

among various generative word alignment models.

In summary, this thesis offers a series of new algorithms and models to improve

the quality of word alignment and shows that properly constraining word alignment

models using linguistically motivated insights benefits the word alignment. Another
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contribution of these models is their tunability so that these models can yield PB-

SMT systems with good performance through a careful development process. This

guides the word alignment research towards an application-oriented direction.

7.2 Future Work

Each of our proposed algorithms or models is faced with some limitations. In an

era when large amounts of parallel data are widely available, scalability becomes

an important measure to gauge the merits of a method. For the word packing

algorithm, scalability is one of the problems we intend to address in the near future.

A successful scaling up of our method has to meet two constraints: (i) the data

has a relatively small vocabulary so that a high-quality bilingual dictionary can be

obtained; and (ii) the small data set is representative enough of the larger data set.

Given such limitations, in future work, we firstly intend to explore the correlation

between vocabulary size and the amount of training data needed in order to achieve

good results. By doing this, we can scale up this algorithm to handle larger data

sets. We also plan to use more sophisticated association measures to estimate the

reliability of the derived 1-to-n alignments.

The model described in Chapter 4 exploits syntactic dependencies as soft con-

straints in discriminative word alignment. There are several aspects we can improve

over these models. First, the two sub-models in our approach are two separate pro-

cesses performed in a pipeline. We plan to jointly optimise the two models in one

go. Second, some of our experiments used complex IBM models, e.g. IBM Model

4, to obtain anchor alignment. We plan to boostrap the alignment using simple

heuristics without relying on complex IBM models. Third, a comparison with other

discriminative word alignment models is also necessary to justify the merits of our

approach. Moreover, the optimisation algorithm used in tuning the word alignment

model according to different objective functions is still somewhat primitive. This

disadvantage is exhibited when we optimise the first-order syntactically enhanced
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model according to Bleu (cf. Section 4.7.2). In the future, we plan to refine the op-

timisation algorithm in order to produce more reliable optimised parameters. These

parameters can hopefully be more useful when we scale up our experiments. Finally,

we also plan to adapt our approach to larger data sets and more language pairs as

long as some annotated data is available.

For the generative model described in Chapter 5 and 6, we observed a great

deal of errors in POS tagging and consequently in dependency parsing. To adopt

POS taggers and dependency parsers with varied quality levels is necessary in order

to draw more grounded conclusions about the effect of parsing quality on word

alignment. We also plan to induce dependencies from constituent structure trees

using a set of head rules and compare the results with using dependency parsers

(Magerman, 1995; Srivastava and Way, 2009). Moreover, the syntactic coherence

model itself is very simple, in that it only covers the syntactic dependency between

the first and last word in a phrase. Accordingly, we intend to extend this model

to cover more sophisticated syntactic relations within the phrase. Furthermore,

given that we can construct different MT systems using different word alignments,

multiple system combination can be conducted to avail of the advantages of different

systems. Again, we plan to test this approach with larger amounts data and other

language pairs.
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Ma, Y., Okita, T., Özlem Çetinoǧlu, Du, J., and Way, A. (2009b). Low-resource

Machine Translation using MaTrEx: The DCU Machine Translation system for

IWSLT 2009. In Proceedings of International Workshop on Spoken Language

Translation (IWSLT09), Tokyo, Japan. To appear.

Ma, Y., Ozdowska, S., Sun, Y., and Way, A. (2008a). Improving word alignment

using syntactic dependencies. In Proceedings of the ACL-08: HLT Second Work-

shop on Syntax and Structure in Statistical Translation (SSST-2), pages 69–77,

Columbus, OH.

Ma, Y., Stroppa, N., and Way, A. (2007a). Alignment-guided chunking. In Pro-

ceedings of the 11th International Conference on Theoretical and Methodological

Issues in Machine Translation, pages 114–121, Skövde, Sweden.
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Appendix A: Penn English Treebank Tag Set

Tags Description Tags Description

CC Coordinating conjunction PP$ Possessive pronoun

CD Cardinal number RB Adverb

DT Determiner RBR Adverb, comparative

EX Existential there RBS Adverb, superlative

FW Foreign word RP Particle

IN Preposition or subord. conj. SYM Symbol

JJ Adjective TO to

JJR Adjective, comparative UH Interjection

JJS Adjective, superlative VB Verb, base form

LS List item marker VBD Verb, past tense

MD Modal VBG Verb, gerund or present participle

NN Noun, singular or mass VBN Verb, past participle

NNS Noun, plural VBP Verb, non-3rd person sing. present

NP Proper noun, singular VBZ Verb, 3rd person sing. present

NPS Proper noun, plural WDT Wh-determiner

PDT Predeterminer WP Wh-pronoun

POS Possessive ending WP$ Possessive wh-pronoun

PP Personal pronoun WRB Wh-adverb
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Appendix B: Penn Chinese Treebank Tag Set

Tags Descrition Tags description

AD Adverb M Measure word

AS Aspect marker MSP Other particle

BA “ba” in a ba-construction NN Common noun

CC Coordinating conjunction NR Proper noun

CD Cardinal number NT Temporal noun

CS Subordinating conjunction OD Ordinal number

DEC “de” in a relative-clause ON Onomatopoeia

DEG Associative “de” P Prepostion excluding “bei” and “ba”

DER “de” in V-de construction PN Pronoun

DEV “de” before VP PU Punctuation

DT Determiner SB “bei” in short bei-construction

ETC For words “deng”, “dengdeng” SP Sentence-final particle

FW Foreign words VA Predicative adjective

IJ Interjection VC “shi”

JJ Other noun-modifier VE “you” as the main verb

LB “bei” in long bei-construction VV Other verb

LC Localiser
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Appendix C: English Dependency Types

Labels Description

ADV Unclassified adverbial

PRD Predicative complement

LGS Logical subject

SBJ Subject

AMOD Modifier of adjective or adverb

NMOD Modifier of nominal

P Punctuation

PMOD Between preposition and its child in a PP

PRT Particle

VC Verb chain

ROOT Root

VMOD General adverbial

OBJ Direct object or clause complement

IOBJ Indirect object

DEP Unclassified relation

CC* Between conjunction and second conjunct in a coordination

COORD Coordination

PRN Parenthetical

EXP* Extraposed element in expletive construction

CLF* Cleft sentence
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Appendix D: Chinese Dependency Types

Label Description

PRD Predicative complement

AMOD Modifier of adjective or adverb

NMOD Modifier of nominal

P Punctuation

PMOD Between preposition and its child in a PP

VC Verb chain

ROOT Root

VMOD General adverbial

OBJ Direct object or clause complement

SBJ Subject

SBAR Complementiser dependent

DEP Unclassified relation
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Appendix E: Head Percolation Table for Penn En-

glish Treebank

NP R POS|NN|NNP|NNPS|NNS NX JJR CD JJ JJS RB QP NP

ADJP R NNS QP NN $ ADVP JJ VBN VBG ADJP JJR NP JJS DT

FW RBR RBS SBAR RB

ADVP L RB RBR RBS FW ADVP TO CD JJR JJ IN NP JJS NN

CONJP L CC RB IN

FRAG L

INTJ R

LST L LS :

NAC R NN|NNS|NNP|NNPS NP NAC EX $ CD QP PRP VBG JJ

JJS JJR ADJP FW

PP L IN TO VBG VBN RP FW

PRN R

PRT L RP

QP R $ IN NNS NN JJ RB DT CD NCD QP JJR JJS

RRC L VP NP ADVP ADJP PP

S R TO IN VP S SBAR ADJP UCP NP

SBAR R WHNP WHPP WHADVP WHADJP IN DT S SQ SINV

SBAR FRAG

SBARQ R SQ S SINV SBARQ FRAG

SINV R VBZ VBD VBP VB MD VP S SINV ADJP NP

SQ R VBZ VBD VBP VB MD VP SQ

UCP L

VP L VBD VBN MD VBZ VB VBG VBP VP ADJP NN NNS NP

WHADJP R CC WRB JJ ADJP

WHADVP L CC WRB

WHNP R WDT WP WP$ WHADJP WHPP WHNP

WHPP L IN TO FW
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NX R POS|NN|NNP|NNPS|NNS NX JJR CD JJ JJS RB QP NP

X R
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Appendix F: Head Percolation Table for Penn Chi-

nese Treebank

ADJP r ADJP JJ;r AD NN CS;r

ADVP r ADVP AD;r

CLP r CLP M;r

CP r DEC SP;l ADVP CS;r CP IP;r

DNP r DNP DEG;r DEC;r

DP l DP DT;l

DVP r DVP DEV;r

FRAG r VV NR NN;r

INTJ r INTJ IJ;r

IP r IP VP;r VV;r

LCP r LCP LC;r

LST l LST CD OD;l

NP r NP NN NT NR QP;r

PP l PP P;l

PRN r NP IP VP NT NR NN;r

QP r QP CLP CD OD;r

UCP r

VCD r VCD VV VA VC VE;r

VCP r VCP VV VA VC VE;r

VNV r VNV VV VA VC VE;r

VP l VP VA VC VE VV BA LB VCD VSB VRD VNV VCP;l

VPT r VNV VV VA VC VE;r

VRD r VRD VV VA VC VE;r

VSB r VSB VV VA VC VE;r

WHNP r WHNP NP NN NT NR QP;r

WHPP l WHPP PP P;l
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Appendix G: English Dependency Type Derivation

Rules

1. If D is the first more than one object, r=IOBJ

2. If D is an object, r=OBJ

3. If D=PRN, r=PRN

4. If D is a punctuation category, r=P

5. If D is coordinated with M, r=COORD

6. If D=PP,ADVP or SBAR, and M=VP, r=ADV

7. If D=PRT and M=VP, r=PRT

8. If D=VP and M=VP, SQ or SINV, r=VC

9. If M=VP, S, SBAR, SBARQ, SINV, or SQ, r=VMOD

10. If M=NP,NX,NAC or WHNP, r=NMOD

11. If M=ADJP, ADVP, WHADJP or WHADVP, r=AMOD

12. If M=PP or WHPP, r=PMOD

13. Otherwise, r=DEP

Note that given a token e, D is the highest phrase that e is the head of, M is the

parent of D, and r is the label on the dependency arc from e to its parent.
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Appendix H: Chinese Dependency Type Deriva-

tion Rules

1. If D is punctuation category, r = P

2. If D contains the function tag SBJ, r=SBJ

3. If M=VP, H=TAG and D=NP-OBJ, r=OBJ

4. If M=VP, H=TAG and D=VP, r=VC

5. If M=VCD, VCP, VRD or VSB, R=VC

6. If M=VNV or VPT, H=TAG, r=VC

7. If M=CP and D=IP, r=SBAR

8. If M=VP, IP, SQ, SINV or CPQ, r=VMOD

9. If M=NP, NAC, NX or WHNP, r=NMOD

10. If ADJP, ADVP, QP, WHADJP or WHADVP, r=AMOD

11. M=PP or WHPP, r =PMOD

12. Otherwise, r=DEP

Note that given a token f, D is the label of the highest phrase that f is the head

of, M is the parent of D, r is the label on the dependency arc from f to its parent

token h, and H is the label of the highest phrase that h is the head of.
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