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Abstract

High power neutral beams currently play an impdrtarte in heating, fuelling and
diagnosing magnetically confined thermonucleardnglasmas. At the Joint European
Torus (JET) in Oxfordshire, England, the formatafnsuch a beam involves passing a
positive ion beam through a neutral gas target @hdyeam electron-capture collisions
result in a neutral beam component. The subseduesin injection into the fusion
plasma requires the sole use of this neutral coemiorsince the charged component
cannot penetrate through the large magnetic comfemé fields of the tokamak. The
observed failure to achieve near maximum theorenealtralisation efficiency, has
given motivation to those concerned to endeavountterstand the reason thereof. This
neutralisation efficiency deficit is almost ceriginlue to gas target depletion, while the
general consensus is that indirect heating of thdraliser gas by the beam is its main
cause [19, 30]. Paméla [31, 34] proposed a simedlifinalytical model of beam indirect
gas heating over twenty years ago. The aim of ¢nideavour was to gain a more
thorough understanding of the interaction betwden lieam and the neutraliser gas
(beam plasma), via electrostatic Particle-in-CePIQ) computer simulations
incorporating Monte Carlo collisions (MCC). Resultsder varying beam & gas
parameters include the calculation of plasma patensi@nd the resultant gas heating.
The simulation results are qualitatively consisteith the experimental results from the
Langmuir probe investigation of Crowley et al. [3@yhich includes spectroscopic
measurements to estimate the gas temperaturegd@]invokes the gas heating model
developed by Paméla), while they predict the ertsteof four significant gas heating
pathways not accounted for in the Paméla modebirect kinetic energy transfer by
Hs" ions, K" ions, H atoms (formed viagdformation) and electrons. However, the gas
heating results do not account for the extent efadbserved neutralisation inefficiency.
In agreement with Surrey [40], results from a samBimulation investigation of future
(ITER) negative ion neutralisers predict insigrafit gas heating effects. Beam
composition simulations predict the existence speacific gas line density pertaining to
maximum neutralisation efficiency, as opposed te generally assumed increasing
asymptotic behaviour, while an experiment is prepogo verify this prediction.
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Introduction



1.1 Thermonuclear Fusion Research

1.1.1 Background Perspective

The work presented herein relates to the field ohttlled Thermonuclear Fusion
Research. More specifically, it concerns the aredNeutral Beam Injection, which
serves heating and fuelling functions in magndiicabnfined thermonuclear fusion
experiments. Academically, this project may residethe area of beam-generated
plasma physics or alternatively under the umbreflaomputational plasma physics.
The physics of the neutralisation process, i.ethang that occurs inside the volume of

the neutraliser and at the neutraliser walls, glesithe scope for this investigation.

The field of magnetically confined thermonucleasifun began in the 1930s, from
attempts to confine a hot plasma using magnetidsieThe prospect of harnessing
nuclear energy, proceeded the achievementmief; alios Einstein’s [1] mass-energy
equivalence relation (deduced from his theory oéctd Relativity [2]), Aston’s [3]

mass deficit measurements, and Bethe’s [4] exptamaif how gravity enables fusion

reactions to occur in the centre of stars (theslpplying their sustaining energy).

It wasn’'t until the 1950s that Soviet physicist§y ffEemonstrated the now favoured
tokamak-type of fusion machine, with a magneticfigumation similar to that currently
used at the Joint European Torus (JET) in Oxfordshitngland [6]. A basically
equivalent (plasma confining) magnetic configunatis due to be employed at the
International Thermonuclear Experimental ReactdER, Latin for “the way”), under
construction in Cadarache, France [7]. ITER is glesil to replace JET as the world’'s
leading fusion reactor, and will bring the thermdear fusion community ever closer

in their endeavour to make commercial fusion en@rgygluction a reality.

The official goal of ITER is “to demonstrate theaestific and technological feasibility
of fusion power for peaceful purposes” [7], white tefficient, cost-effective generation
of electricity is intended as its most immediat@laation. Realisation of this would
certainly be welcomed internationally, given thegant day dependence on diminishing
supplies of fossil fuels, coupled with the desoereducing carbon emissions as part of
a global strategy in response to the apparenthifgignt/detrimental effects of climate

change, supposedly (“very likely” [8]) caused bgls@anthropogenic effects cf. [9].



1.1.2 Fusion Reaction Basics

Nuclear fusion entails the coming together of twanmre nuclei/atoms to form a single
more massive nucleus/atom. The new elemental spbheaie less mass than the sum of
the individual nuclei/atoms. This mass deficit istetmined from their respective
nuclear binding energies and is thus convertedentrgy, satisfying Einstein’s famous
E = m¢é equation [1, 2]. For a fusion reaction to occutw®en two nuclei/atoms,
sufficient energy (the phenomenon of quantum tdmgelcan lessen this required
energy) is needed to overcome the Coulomb barrer the mutually repulsive
electromagnetic force due to the positive charga néicleus’ constituent protons. This
energy enables the particles to come close enaggther for the short-range attractive

strong nuclear force to become dominant, which esitise particles to fuse.
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Figure 1: (a) Schematic of the D-T fusion reactigh. (b) Comparison of the D-T
fusion reaction with various other less favourabjgions [6].

Among perspective candidates for anthropogenimfysiydrogen isotopes, each with
only one positive ‘elementary’ charge, provide thast repulsive electrical force to
overcome, and thus require the least fusion aotwvagnergy. The main function of a
tokamak is to create a high temperature environm@miucive to such fusion reactions,
hence the prospect of generating more energy th@nréquired to cause and sustain
such thermonuclear fusion plasm&e¢tion 1.2.)1 Due partly to these high temperature
constraints $ection 1.2.p deuterium-tritium (D-T) is presently the favodriision fuel
choice, given its relatively favourable cross smtt{Figure 1 (b), and its desirable,
highly energetic products {3.5MeV alpha particleel{bm nucleus), and 14.1MeV
neutron,Figure 1 (a}. The magnetic bottle type confinemei@ection 1.2.1of such a
high-density, high-temperature plasma, for an adexyeriod of time, (cf. Lawson
criteria [10]) continues to be one of the greatdstilenges in tokamak design.
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1.1.3 Electrical Power via Fusion

In a possible D-T fusion reactor operating scen@figure 2, the alpha particles stay
magnetically confined in the plasma and thereftse eontribute to the plasma heating,
while the fast neutrons escape to the lithium bk the walls and cause the breeding
(via fission) of the tritium fuel (deuterium can be extractenhd sea water, and lithium,
a relatively abundant metal in the earth’s cruat)y be mined) [7]. Basically, the fast
neutrons carry the majority of the ener@g¢€tion 1.1.2 and a fusion power plant could
utilise such fast particles to boil water and driga electricity generator i.e. a
conventional steam turbine with a different fuetldarnace. For example, 1kg of D + T
could produce (via a fusion power station) the safgetrical energy as ~ 10,000 tonnes
of coal (the daily consumption in a 1GW coal powtation) [11], while it has the

potential to be financially competitive with othearbon free electricity sources.
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Figure 2: Schematic of a possible electricity proithg fusion power plant [6].

1.1.4 Fusion versus Fission

The production of electricity via nuclear fissios & reality and has been since the
1950s. Fission power stations exist in most ‘dgwetb countries’ (Ireland being an
example of a ‘nuclear-free, advanced economy cgQnand produce ~ 14% of the
world’s electricity [12]. Per total kilowatt-houisf electricity consumption; France is
the leading producer/consumer (~ 80%), while ottemtries such as Japan (~ 30%),
the US (~ 20%) and the UK (~ 20%) also use subsiaarnounts of fission energy.



Regarding possible future nuclear fusion power petidn, JET has demonstrated that
this will certainly be within our scientific/techlogical capabilities. The construction of
ITER commenced in 2008, with a new target of 20r8ts debut operation [7]. While
ITER promises to be a major step forward in thén patfusion power, the actualisation
of reliable, economically viable power productiensiill many decades away. The next
step after ITER is envisaged to be the constructibna prototype power plant
(‘DEMO’). Figure 3compares a probable commercial reactor with ITERXt Step’)
and two European reactors, JET and Tore Suprat¢idda Cadarache, France).

FPower

reactor
1000

Next Step

Tore Supra

FPulse
duration [=]

10 100 1oog 10000

Figure 3: A comparison of present day reactors {dnao scale), JET and Tore Supra
with the ITER (‘Next Step’) design and a likely coencial reactor, in terms of their

maximum attainable power output and pulse duraf&n

D-T Fusion has an effectively limitless fuel suppdgcond to none in its net energy
gain capabilities, while common fission fuels (utem/plutonium isotopes) are less
abundant, more difficult to extract, and have loweergy densities. In such fusion
reactions, the percentage of matter transformexlanergy is a few times greater than

in such fission reactions, due to bigger differenicebinding energies [10].

In common with prospective fusion power plantssibsa power plants effectively
produce no carbon dioxide or other greenhouse gas®s indeed any other
environmentally harmful gases. However, a lot aftooversy and strong disagreement
still persists over issues related to the relagivehg-lived dangerous (direct) high-level

radioactive waste (HLW) products from fission poyéants. In contrast, fusion power
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plants would produce no direct nuclear waste, tl@nncause of concern being that
some fusion reactor components become radioactavénigh-energy neutron impact.
The resulting (indirect) HLW from such neutron aation will require burial (deep
geological disposal) for ~ 50 years before it beesrtow-level nuclear waste (LLW),
which will then necessitate another ~ 100 yeardatoment (shallow land disposal)
[13]. Thus, in comparison with fission waste pragduavhich remain radioactive for
thousands of years, the nuclear fusion waste hatsviedy short half-lives and therefore
creates a more short-term waste containment retpldgs [13], conducive to
sustainable energy/development and nearly in keewith the ‘user pays’ principle.
Fusion materials research is still ongoing in iteddeavour to determine the best
materials that would minimise any such adversectffeaused by neutron impact and
be able to withstand the high temperatures regultiom the substantial heat flux

emanating from the plasma - especially pertineplasma facing components (PFCs).

At present, many evolving types/classificationsfiséion reactors are being used, not
only for electricity generation, but also for vargoother morally questionable purposes
e.g. providing certain fissile materials for nucl@ageapons. All such man-made fission
reactors stemmed from the discovery of fissionthaactions [10], though it has been
hypothesised [14] that natural fission reactorstexi in the earth ~ 2 billion years ago,
supported by supposable evidence from uranium epegits at Oklo in Gabon [15];
consisting of measurements - conducted by the Rré&tomic Energy Commission
(CEA) - that suggest uranium isotop@()) concentration deficits (i.e. compared to
other mines) similar to that resulting from man-mdission reactors. In contrast to
such disputable, circumstantial evidence, more tankial (albeit indirect) evidence
exists for natural fusion reactions in stars [31@], cf. [17], while fusion reactors would
entail no potentially troublesome chain reactidnsI fusion power plants would, by
themselves, offer no danger of nuclear proliferaiie. while they would use tritium, a
radioactive gas, which can be produgedsitu (yet the ITER plan is to initially use
tritium produced from fission reactors before tegtiritium breeder technology [18]),

this can only be used for nuclear weapons in carjon with enriched fissile materials.

Thus, even though it is more technologically chajlag to sustain sufficient fusion
power i.e. enough for a viable power plant; all pneceding comparisons suggest that

fusion is the better alternative harness-able soafa@uclear energy to fission.



1.2 Neutral Beam Injection at JET

1.2.1 Overview of JET

The Joint European Torus (JET) is up and runnimgesil983 and remains to be a
valuable test bed for fusion experiments, espsgciall specific ITER related tests. It
currently holds the record for fusion power prodwuet(16.1MW peak fusion power,
with over 10MW for more than 0.5s [6]), althoughhias only ever nearly reached
breakeven with regard to energy production. Breakefenergy gain factor; Q = 1)
represents the scenario where the power produaedsetipe power used to maintain the
plasma in steady-state (ITER is designed to achee@eof ~ 10, still short of what an
economically viable electricity producing fusionvger plant is anticipated to require).

Figure 4: (a) A view of JET from the Torus halloshng one of two neutral beam
injection boxes (NIBs) [6]. (b) A photograph of actual discharge [6].

Changing current in the tokamak’s central solenodiices ~ 5SMA of current drive in
the D-T plasma i.e. via a transformer technique [@jis induced current heats the
plasma up via resistive (ohmic) heating, resulinga few MW of heating power.
Toroidal and poloidal magnetic fields, produceddbgctromagnetic coils (the plasma
current also induces a poloidal magnetic field)yse plasma confining function, while
additional coils help to position and shape thesmpia Many different plasma
diagnostics (including neutral beam diagnosticg fE positioned at multiple access
points Eigure 4 (a). The bulk fusion plasma-{gure 4 (b) is colourless except at its
boundaries, where a lower temperature plasma epasi®ining some atoms, molecules
and ions with bound electrons capable of producwigible light emission
(Bremsstrahlung, including synchrotron radiatioalso emitted from the plasma).



1.2.2 Auxiliary Heating Methods

Additional heating methodd-igure 5 (a) are employed at JET, to heat the plasma up
to temperatures high enough for it to yield a sigfit number of D-T fusion reactions
{in excess of 1x1¥& ( ~ 8.6keV,Oten times as hot as the centre of the sun) - aeutr
beam diagnostics are used to estimated the plammaetature [6]}. Typically, Neutral
Beam Heating (neutral particles can be injecteaigitt into the plasma i.e. un-deviated
by the confining magnetic fields) supplies up t@3MW (via kinetic energy transfer
collisions with the fusion plasma particles), alamgh a potential of up to ~ 32 MW
from Radio Frequency Heating (lon Cyclotron Heatifg]. Lower Hybrid Current
Drive is another technique which, albeit ineffidiem directly heating the plasma, can
be used to drive a further ~ 3MA of current by exjohg other resonant frequencies of
the plasma (it entails generating 3.7GHz microwawvigls a power capacity of ~ 12MW

to accelerate the plasma electrons, thus supptiiisgextra plasma current) [6].

Transmission Line

Radio Frequency //
(RF) Heating

Ohmic Heating

Electric galliiot

Current
Electromagnetic
Waves
:

Energetic hydrogen
atoms

Neutral Beam
Injection
Heating

Figure 5: (a) Schematic of the various plasma heatnhechanisms used at JET [6]. (b)
A photograph taken during the installation of thé&R [6].
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Figure 6: (a) A plan view schematic of the JET rmautnjection box (NIB) with
attached PINIs [19]. (b) An interior elevation viesechematic of a NIB, showing the

eight merging neutral beams originating from theispective PINIs [6].
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1.2.3 Neutral Beam Injection

JET neutral beam injectors (NBIs) consist of twpely of separate vesselsdure 6);
positive ion neutral injectors (PINIs), and a nalinjection box (NIB). Up to eight
PINIs can be attached to each NIBdures 5 (b)& 6). Each PINI contains; an ion
source (dc arc discharge, producing positive icms)elerating grids (including a grid to
electrostatically prevent neutraliser electronsrirbowing upstream) and the stage
of a (copper) neutraliser ( ~ 0.86m). The NIB haute 2% stage neutralisers ( ~ 1m),
the deflection electromagnet (removes the un-nksgchbeam ions) and the ion dump
(receives the positively charged beam ions). Cnyaoyps are employed in the NIB to
create a sufficient vacuum to minimize re-ionisatiof the un-deflected, separated

‘pure’ neutral beam, and gas particles enteringakamak Figure 6 (a).

Charge Exchange Vacuum
i Pumping
Deflection Magnets
lon Source T
l -
v >
I = | B —

-~ 1 L] -
D= D - - ]
p/ 9 '/ - o - > T o

Source o909 @ 1= 1 & oo . = =2 op — TOJET
Gas 29 | = O o > = . —» Plasmas

:r: > L) : _‘: o o Neutral Beam
S 2 @ <

- 1 <@ -

< <
—3KV] = -
T30KV] [0V -3

Accelerating Neutraliser Gas ™ lon Dump

Grid

SO0 -

Figure 7: An elevation view schematic of a JET raeddieam injector (NBI) [6].

The JET building also contains a separate NeuteanB Test Bed facility adjacent to
the Torus hall. Its function is to provide a testllfor scientific investigations aimed at;
improving the NBI heating capacity, performing gesh problematic NBIs and pre-tests
before new/upgraded NBIs become commissioned toatpen the tokamak. Most of
the scientific investigations involve testing updga to the ion source and accelerating
grid systems (to produce greater beam power [20fhough improved neutralisation
motivated investigations have occasionally beenagkdal upon$ection 1.4.1

A magnetic cusp configuration is positioned arodimel ion source (containing either
hydrogen, deuterium, tritium or helium [21] gas)dohieve the desired ion species
ratios. lon extraction/acceleration and subsegbeam dissociation &/or neutralisation

produces a composite beam consisting of moleculdraomic ions/neutrals of four

9



different energies (1/3, 1/2, 2/3 and full energly,Sections 2.2.% 4.1). The beam
(initially consisting of 262 individual beamletsinanates from the ion source through
two grid plates (each containing 131 circular ha&d.1mm aperture), positioned at a
slight angle to one another (grid tilt), in order the beamlets to merge correctly. For
the duration of beam (neutraliser) transit, thenbemvelope has a cross sectional area
of ~ 0.064m (0.16m x 0.40m, horizontal and vertical width,pestively). Some beam
interception occurs mainly at the end of the seinde neutraliser ( ~ 0.088n9.20m

X 0.44m), and results in beam power (transmisdmsges of ~ 4% [22]. JET PINIs can
produce beam currents of up to ~ 65A and beam &%e0of up to ~ 130keV [20].
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Figure 8: Beam profile simulation results at varsoneutraliser positions [23].
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1.3 Neutralisation Efficiency of JET NBIs

1.3.1 Beam Neutralisation Theory

The theoretical maximum neutral beam componentbeaestimated, given the initial
multiple-ion beam densities and energies (assumeghtain constan§ection 4.2 and
the relevant beam (energy dependent) charge-chamgoss sections. Beam fractions

are most succinctly expressed as functions of ¢raliser gas line density [24]:

d
d

F_ < . i
M - m:z_l(l:ma-mn - I:na-nm)’ n:z_an - l nm=- 1,0,12 (11)

Fn= fraction of the beam with charge n
M = neutraliser gas line density (neutraliser gassitg integrated over its length)

Omn = Cross section for a change of charge from m to n

A multiple-ion beam reaches dynamic charge-equuliar after travelling a certain

distance through a gas corresponding to the cheggétorium gas line density:

dF 2

dI‘I|1 =0 = Y (FrOm=Fro.,) =0, F* = equilibrium fraction
m=-1
eZZ: n(F™ -F%) : beam net charge magnitude, €= ‘elementary’ charge
=1

Consider the elementary case of an atomic hydrdggam {assuming only beam
species A & H exist (no H) and that F=1 & Ry = 0 at[] = 0, i.e. the pre-injected

beam consists solely of protons} injected into atrediser containing any stable gas:

dF
d_l_ll = F0001 - FlalO .
_ -0 g,
dE = d_F :( 10 01 jF = AF' F :[ lj (12)
d_l'i) = FlUlO - I:00-01 dn P10 ~ 0 FO

A

Solution of the form: F=xe" + Xzejzn ; whereA,, A, and

X
X, = (:ﬂ X, =( le are the eigenvalues and eigenvectors of A, resfadgti
2 22
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The characteristic equation {det@d)=0, Appendix Agives the two eigenvalues:
A = =(0y + 0yp), A =0

Substitution into the eigenvector equation {Ax Appendix A yields the two

eigenvectors % x, and hence expressions for the two beam chargeoinad, F:

10 Jo1

X, = O01t010 X, = Jn1t010
010 |’ 2 T10

O01+079 O01+079

F =_%o ~(001+010)1 4 I

1 outoy Op1+010
F. =_"% e—(001+010)l'l 4+ %0

0 ogpntoy 0011010

F1 & Fo can be further expressed in terms of their equilib fractions:

i =F" ® =9 —E® T A~ (To1+00)N
im (F) =F R = e Fo= R @+ gee el
= =
H o0 oo _ 0, o _
im (Fo) = Fg Fo' = oo Fy = Fo (l-e o) (1.3)

The function of the close-coupled neutralisers usedET NBIs [6] is to enable a
positive multiple-ion beam attain a maximum neubr@ampower (density, if and only
if all beam components have the same energy). Thiachieved by supplying a
minimally sufficient gas line density (thus mininmg gas pumping requirements and
re-ionisation of the un-deflected ‘pure’ neutralbg. Since, in this simplified analysis,
the beam charge-changing process is asympteiguie 9, it is useful [25] to define
the ‘optimum’ Section 4.1 gas target as that which yields 3 beam attenustio
corresponding to the beam reaching ~ 95% of itsimiamx neutral densitypowes).

80keV hydrogen beam {density; 6.725x%0° (27A)} traversing a kineutraliser

3 beam attenuations: F,=F @-¢e%)=-22_ (095 =03

001019

requires a neutraliser gas target of: M = -5~ = 167x10°m™

(001 +010)

yielding a neutral beam density of: Ny, = 03(6.725d.0'm™) = 2.026x10"m"
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Figure 9: 80keV/27A HH densities as a function of the Reutraliser gas target.

1.3.2Expected Neutralisation Efficiency

The neutraliser gas target is directly controllgdiie neutraliser gas flow rate (gas from
the ion source also reaches the neutraliser). Aimgon gauge has previously been
used to estimate the longitudinal neutraliser gasgure profile, in the absence of beam
injection peam omMmeasurements are unfeasible) [26, 19]. The nésdrgbressure (and
hence the density, assuming a constant temperdtasea near constant value along its
1% stage and then drops off nearly linearly (in tAts2age neutraliser) to ~ 15% of this
value Figure 10. From the outset of neutral beam injection at,J&€ gas target has
consistently been overestimated [27, 28]. This stethfrom an underestimation of the
neutraliser conductance, by assuming it operateédarmolecular flow regime. In fact,
typical neutraliser pressures correspond to thesifianal flow regime, which predicts a

higher conductance, via an additional term, diyegtbportional to the pressure [28].

0| Figure 10: The  measured

normalised pressure distribution

Normalised pressure
o
=]

e along the neutraliser [19], cf. [26].
o2 81_s=ae:_e..“.2&5t?sge_\\ Magret |8
(e 1 2 3 4

Distance along neutraliser (m)
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For both molecular and transition gas flow regintég, gas line density is inversely
proportional to the conductance, while the concdumais proportional to the square
root of the temperature [29]. It therefore implibat the gas line density is inversely
proportional to the square root of the temperatlitee exact scaling of the JET NBI
neutraliser gas line density with temperature ot unknown, yet results from Surrey
et al. [19] suggest a linear scaling. Either waysuéstantial increase in temperature
[30], during beam (neutraliser) transit, will caugsesignificant reduction in the gas
target. However, the neutralisation efficiency & as sensitive to changes in the gas

target Figure 9, Section 1.3.4f. Section 5.1.) especially for excessive gas targets.

Given a value for the effective (hot and therefdepleted cfChapter § gas target, the
expected neutralisation efficiency can be calcdlatga a beam charge-changing
analytical model $ection 1.3.)1 or more accurately vibeam compositiosimulations

that can kinetically model all possible charge-a@iag collisions Section 4.1

1.3.3Actual Neutralisation Efficiency

The actuaheutraliserneutralisation efficiency can loosely be definsdlee ratio of the
neutral beam power (at the neutraliser exit) to@ktFacted beam power, and can be
indirectly measured [19] by comparing beam impaabremetric data (downstream)
with/without the deflecting electromagnet turned {taking into account re-ionisation
of the separated neutral beam (due to the presdresidual gas - mainly coming from
the neutraliser and arising from recombined beams)i@and beam transmission losses
(dependant on beam & gas parameters in additidhetdoeamline setuggection 3.1
[27]}. Another method reported in [19] uses measwnts of the tokamak response to
neutral beam injection to ascertain the neutradinagfficiency. This method is based on
a comparative approach, whereby measurements giotiver supplied by neutral beam
injection of known neutralisation efficiency (reéeice beam) are used to calculate the
power supplied by a NBI of unknown neutralisatidficeency. Yet another method
involves the comparison of the “rate of highestrgpeorotons resulting frond(d,p)T
reactions with and without ion deflection by thegmet” [31] cf. [32].
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1.3.4 Neutralisation Efficiency Deficit

Figure 11 (a)shows the discrepancy between the measured néetnat power (from
two different techniques; calorimetry and plasnepomse [19]), and that expected from
either a cold or hot (Paméla model) neutralisertgeget {the decreasing slopes of both
curves is due to the decrease in neutralisatianieficy with increasing beam energy,
evidenced by the cross section data showfignre 11 (b} - taking into account beam
transmission & re-ionisation losses [19]. This atled neutralisation efficiency deficit
is almost certainly due to a depletion of the raiger gas target in the presence of the

beam, and is thought to be mostly caused by gampbda9, 30] cf.Section 1.4.1

() (b)
2.5 50
2.0 e 40 |woog_ o-—ag, H'i, i =s H +. |
= ,/"’ b m— DGy H|+Hi—>HI4.
= - - \
o1s E 30 - il 1
=2 t‘-" [+]
e [=1 "y
% u = 20k 2,
a 1.0 -
£ B .
= a
= 0.5 oy o 0-0-o- 1
i : s TR oo
E::- i} - I . L » T i.-. ety
o = N 0 20 40 80 B0 100
Extracted power (MW) Particle Energy / (keV/amu)

Figure 11: (a) Neutral beam power (as a functiorir@ extracted power) transmitted to
the JET fusion plasma as measured by; calorimeatigniond), plasma response (box),
and calculated using; a cold gas target (gaped)iined a hot depleted gas target
(continuous line) [19]. (b) Electron stripping (b@are-ionisation) & electron capture
(beam neutralisation) cross sections as a functanparticle (beam) energy per

nucleon, for a Hydrogen beam in transit throughagds cell (neutraliser) [25].

Although the data displayed Figure 11 (a)suggests that gas heating may account for
all of the neutralisation deficit {e.g. at 7MW, a2¥% ¢4%) shortfall in neutral beam
power is inferred from the calorimetric measureragwhile the Paméla model predicts
a value of ~ 23%}, other factors such as gas intptaon (wall pumping) & re-emission
[33] could also have a significant bearing on theafn on/off) gas target [27].
Investigating these factors is beyond the scopdiefcomputational endeavour, which

instead focuses on quantifying the neutraliserhgading Chapter 3.
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1.4 Background and Goal of this Work

1.4.1 Related Investigations

In the mid 1980s Paméla [31, 34] proposed thahthdralisation efficiency deficit was
due to (neutraliser gas density depleting) bearmantigas heating via the formation of
a low temperature plasma inside the neutralisemeMioan 15 years elapsed before an
experimental investigation into the neutraliser rbeplasma commenced at the JET
Neutral Beam Test Bed facility. This initially enéal the insertion of a diagnostic
collar in between the first and second stage ofninatraliser, and formed part of the
Improved NB Neutraliser JET Enhancement Projecf, [88hich was completed in

November 2002, cumulating in a paper by Crowlegl ef36].

Two analytical neutraliser plasma models [22] weeseloped by Surrey prior to this
investigation (one based on a static theory ofarbplasma [37] and the other based on
a more elaborate model developed by Holmes [38i¢s€& proved useful in determining
the expected range of plasma parameters encountetbd neutraliser, and so helped
with the design specifications of the Langmuir mratsed by Crowley et al. [36].

The diagnostic collarRigure 12 (b) thus facilitated neutraliser plasma diagnostic
investigations i.e. Langmuir probe measurementedutd determine the plasma
parameters) and spectroscopic measurements (usetttoate the gas temperature), as
well as various pressure sensor measurements laamea used at additional positions
along the neutraliser to estimate the axial pressuofile [26, 19]). The electron
density, electron temperature and plasma poteaSabh function of; neutraliser gas
pressure, beam power and time, were determined tihhenhangmuir probe traces [36].
These results were used as empirical inputs in Résngas heating model to estimate
the gas temperature rise, and were found to be dad gagreement with the
measurements of Surrey & Crowley [30] {who usedcsmscopic measurements of
rotational vibrational emission bands in diatomiolecules (Fulcherx Spectrum)
together with the de Graaf (corona) model [39] &iineate the translational gas

temperature}. Resultant temperatures were infeirdze up to and in excess of 1000 K.

More recent measurements of the depleted neutrgasetargetRigure 11 (a), Section
1.3.4 were published (online) in August 2005 [19], agaupporting the gas heating
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hypothesis. In May 2006, Surrey also published pepattempting to predict gas
heating effects in the neutralisers of ITER injestpi0]. Here she adapted her beam
plasma model for positive beams into a model far tMER heating (HNB) and

diagnostic (DNB) negative ion neutral beam injest@he concluded by saying that gas
heating is unlikely to be severe in either of thgectors, and as a result, the

neutralisation target is expected to remain closrigh to the design valu€lgapter §.

Figure 12: (a) Photograph of a Hydrogen beam [G}) Photograph of the diagnostic
collar positioned in between the first and secotadjs of the neutraliser [35].

1.4.2 Motivation and Aim

Surrey’s two beam plasma models [22] are defiailerat to their inaccurate assumptions
e.g. assuming an ion temperature of one-tenth teetren temperature [37], and
assuming the beam to be isolated from the newtrahslls [38]. Paméla’s gas heating
model is also deficient for similar reasons e.g.inwolves a “naive” [34] zero-
dimensional plasma model and omits important gasitge pathwaysSection 5.2

A further Improved Neutralisation JET Enhancememnjdet was started in 2003 [41],
acknowledging the need to further develop Surreésitraliser plasma models and
Pamela’s gas heating model. It was also foresearttiese models could be “combined
to give a complete description of the neutralisbysics system” [41], hence the
motivation of this work, which to this end, emplogiectrostatic beam plasma Particle-

in-Cell (PIC) computer simulations incorporating iMe Carlo collisions (MCC).
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The simulation directly calculates various plasnasameters (resolved in either the
transverse or longitudinal beam spatial dimensiomngh such results providing data for
the calculation of the power transferred indiredily the beam to the neutraliser gas.
The PIC MCC techniqueChapter 3 incorporates a kinetic model, which assumeslittl
in comparison with Surrey’s and Paméla’s aforenoerdl beam plasma models, and is
capable of simulating many of the vast array ofsgae collision events in a reasonable
time on a modern PC. The overall merit of this apph is therefore due to its more

thorough treatment of the relevant physics whileking fewer assumptions.

In common with Paméla’s beam indirect gas heatingleh[31, 34], a neutraliser gas
steady-state scenario is assumed in order to eddctiie gas temperature rise i.e. where
the gas power gained indirectly from the beam exjtte#¢ gas power lost at the walls
(Section 5.1 However, in contrast to Paméla’'s zero-dimendiomadel [31, 34]
(requires some empirically determined quantities [86]), the gas power gained
indirectly from the beam is obtained via neutralibeam plasma one-dimensional
simulations. The 1D3v PIC MCTransverséSection 2.2.12.2.4 simulation approach
assumes the neutraliser beam plasma as beingaligrtéad axially uniform. Hence,
strictly speaking (cfFigure 10, Section 1.3)2this simulation approach only yields a
valid model of the 3 stage neutraliser beam plasma systerBegtion 2.2.3

The effective neutraliser gas target, resultingnfrgas density depletion, is directly
dependent on the gas temperature rise, while tlaetecorrelation between these
parameters is again still unknown. Effective ndigea gas line density results are thus
presented for; a standard hot gas density-temperaglationship i.e. assuming that the
gas target is inversely proportional to the squaa of the gas temperature (from
molecular/transitional gas flow theory [29]), amdl ideal gas law density-temperature
relationship i.e. the gas target being inversebpprtional to the gas temperature [19].

Overall, the goal of this work is to elucidate thbaysics of neutraliser gas cell
positive/negative ion beam neutralisation, and @eguire knowledge that would help
to improve the neutralisation efficiency (and tliere the overall energy efficiency) of
present JET neutralisers, and future negative eurralisers such as those designed for
ITER’s heating (HNB) and diagnostic (DNB) neutraims.
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1.5 Elementary Plasma Physics

1.5.1 The Prevalence of Plasmas

The plasma state is often categorised as the fatatle of matter, coming after solid,
liquid and gas in order of increasing constitueattiple (thermal) energy, and is
presently thought to prevail in ~ 99.99% of thevense. Common examples include the
sun and other stars, the interstellar medium (ISMing a lesser-known example.
Closer to earth, we find plasmas such as the magple¢re and the ionosphere, along
with visible and more spectacular examples likearora {partly caused by proton-gas
(solar wind—earth’s atmosphere) ‘positive ion naliger occurring’ radiative collisions}
and lightning Figure 13. From our earthly perspective, these natural npéess are
relatively remote, which helps explain why this qdex state of matter remains elusive
to common knowledge. Despite this lack of publicasamess, the occurrence of

application driven man-made plasmas has increasadlyg over the last few decades.

Figure 13: (a) An image of the galaxy NGC 1512 takg the Hubble Space Telescope,
which includes light from the infrared, visible,canltraviolet regions of the spectrum
[42]. (b) An aurora pictured over houses in Ramfjmoen, Norway, on March™4
2002, during the suns active (sunspot) phase (thghtored colour indicates the
presence of atomic oxygen) [42]. (c) Lightning lgtrg a tree. Note the positive

streamer rising from a pole near a house in thafieft of the photograph [42].

Familiar man-made plasmas include lighting sousigsh as; the widespread sodium
street lamp, neon signs, florescent lights, andnevandle flames. More elaborate
plasmas are used for many other applications imudpdhermonuclear fusion (arguably
the most favourable potential new energy sourcélabla to mankind, and the field

most relevant to this work), etching and depositfextremely important processes in
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the multi-billion dollar microelectronics industrysurface modifications (causing
material changes in hardness, wettability etc3,lgsers, welding arcs, waste treatments
and such medical applications as sterilisation. s€haseful applications obviously
provide motivation for the study of plasma physiakhough it could be argued that
even without such applications, an investigatioto ithe fundamentals of plasma
physics is still a worthwhile endeavour in its onght, as part of the ongoing pursuit in

trying to understand nature more comprehensivelglliits forms.

1.5.2 Qualitative Plasma Characterisation

Basically speaking, a plasma consists of a gasagoong significant numbers of
charged particles with an overall (macroscopic)rmezutral (quasineutral) charge. It
may contain many different species of particles eeyitral atoms/molecules, electrons,
positive ions, negative ions, radicals, dust pksicHence, due to the presence of more
‘free’ charges, one of the main differences betwienphysics of plasmas and that of

normal gases (both gaseous fluids) is in theiraesiyeness to electromagnetic fields.

The charged particles in a plasma interact witthe#ber via electromagnetic forces.
As a result of the relatively long-ranged Coulondscé, the various electric fields
produced by the charged particles, have an effedtier constituent charged particles
and not just on their nearest neighbours. This pimemon is known as collective
behaviour and is partly what makes plasma physm®rmomplex than normal gaseous
physics where nearest neighbour interactions ¢elfisions) are of most importance. In
addition to these self-generated electromagnegidd] external electromagnetic fields
are frequently applied in man-made plasma toold, therefore also partly determine
the motion of the constituent particles. Like dhgma particles, charged particles also
move due to diffusive behaviour and particle-péatmarticle-wall collisions. The
plasma state of matter is also a superb medium pfoducing many types of

electrostatic and electromagnetic wave phenomesracéhits use as a radiation source).

Some collisions in a plasma (e.g. inelastic cahsii.e. where the kinetic energy is not
conserved) are more complicated than the billiaitHike (elastic) collisions
predominant in relatively cold, ordinary gases. dtoser, charged particles can undergo
other elastic scattering processes such as Coutofibions and polarization scattering
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collisions. Coulomb collisions arise when chargadiples closely approach each other,
electromagnetic forces causing their trajectories become curved (the energy
exchanged depends on the mass of both particleshendeflection angle). Since the
majority of neutraliser beam plasma electrons dreetatively high energy, neutral
particles have relatively little time to polarize their vicinity. Hence, polarization
scattering is not deemed significant enough to avdrmclusion in the limited set of

allowable collision pathways modelled in this siatidn investigation.

In all plasmas, the crucial collisions are the otled cause and sustain its existence.
These inelastic collisions occur between suffidieehergetic particles and the source
gas. In the majority of man-made plasma devices;tgins have the fastest particle
velocities, due to the ‘preferential’ nature of tieating mechanisms employed, and the
relatively small momentum transfer between lightcalons and heavier patrticles.
Electron impact ionisation therefore tends to e dbminant source of ionisation, and
requires electrons of energy equal to, or exceedhag of the relevant gas ionisation
threshold energy {as the particle species in anpdasisually have a relatively large
spread of velocities, these electrons reside irhifle-energy tail of the electron energy
distribution function (eedf). Moreover, large numbef electrons together with high
electron-electron momentum transfer collision ratien yield a thermal distribution of

speeds well described by the Maxwell-Boltzmann gphstribution}.

For example, during the etching of silicon wafarghe microelectronics industry (one
of the many material processing applications inf@wnon-thermal plasmas), electrons
respond best to externally applied radio frequefielgds (their relatively small mass
inertia causes their relatively high mobility), amdnsequently attain much higher
velocities than the heavier particles. Plasmas tiaums provide relatively high
temperature (particular species) chemistry at ivet low physical temperatures,
which is generally why they are so prevalent in ynardustrial applications. Even in
the case of thermal plasmas i.e. where electromsnathermal equilibrium with the
heavy particles (e.g. ions), the electron velositee higher due to their lower mass.
Electrons therefore become the main workhorsegaly all man-made plasmas.

Other important plasma collisions include; disstboia collisions (an especially
important step leading to gas heating in neutmaliseam plasmas), association

collisions, excitations (electronic excitations deay to radiative emissions, and
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vibrational and/or rotational excitations in molruspecies), charge transfer collisions
and recombinations. For material processing plasswah plasma chemistry is of vital
importance, whereas in noble gas plasmas, muclthessistry occurs.

1.5.3 Plasma Defining Criteria
For an ionised gas to be classified as a plasmeg tiriteria need to be satisfied:

Although most stable plasmas are quasineutral,cal loreak from charge neutrality
pertains over small distances, quantified by thébyeelength {p) cf. [43]. This
phenomenon of Debye shielding (charge screeninggrevfor example a positive ion
attracts a sphere of electrons around it, causesél-generated electric fields to be
damped out over distances greater thanTo remain quasineutral, a plasma must
satisfy the conditions that its dimensioh$ &re much greater than its Debye length:

L>> A, (1.4)

In order for this phenomenon to prevail, there nalsd be a sufficiently large number
of electrons Klp) within a sphere of radius equal to the Debye tler{ebye sphere).

This quantity is often referred to as the plasmampeter:
Ny >>1 (1.5)

A third defining criteria for plasmas involves the-called plasma frequency) cf.
[43], which quantifies the plasmas’ collective respe time to ‘quiver motion’ caused
by externally applied forces (e.g. electromagnéstds) and/or internally originating
electromagnetic fields (involving fleeting spat@rturbations of charge). The plasma
frequency is required to be greater than the dollidrequency ft). This criterion
implies that electromagnetic interactions play gompart in the overall motion of the
plasma, and that nearest-neighbour, ordinary ggsaictions (e.g. collisions) don’t
dominate. Typically the electron plasma frequeney in the gigahertz range, while the

corresponding ion plasma frequency is usually amihe low megahertz range:

w, > 27t (1.6)
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A plasma is usually broadly characterised by twoapeeters; the plasma (number)
density {number of like charged particles per walume} and the electron temperature
{a measure of the mean thermal energy of an eqnvaélectron population in
thermodynamic equilibrium, represented by a Maxwamelldistribution}. Other distinct
plasma parameters (not mentioned thus far) inclalle; plasma potential and skin

depth, as well as the thermal velocity and meam heghs of each particle species.

1.5.4 The Plasma Sheath

A plasma sheath (also known as a Debye or eleatrosheath) forms at any plasma-
material interface. The physics of the plasma $hpktys a crucial role in the overall
behaviour of the plasma system. A net charge (akbrfeom the bulk plasma
quasineutrality) develops in a plasma sheath dubeonequality of escaping negative
and positive species. As explainedSaction 1.5.2in a typical plasma, electrons are
faster than any positive species and are therefoiekest to escape. This causes a net
positive charge to reside in the sheath, and léadke formation of an electric field,
which confines electrons within the plasma and lacates positive ions out of the
plasma; thus preserving bulk plasma quasineutralitgnaintaining an equality between

positively and negatively charged outward fluxes.

As a result of Debye shielding, most of the spatalation in electric potential occurs
only locally in the sheath region. Even in the cat@ plasma in the presence of an
external electric field e.g. a capacitive dischaf4@], the voltage is dropped mainly
over the sheaths, leaving the quasineutral bulknpéaat a ‘constant’ plasma potential
(the steady-state plasma potential may oscillapeéing on the nature of the dynamic
equilibrium between plasma particle formation &dpsnd the presence of plasma
waves). Consequently, most plasmas have sheathsmvid the order of their Debye
length. Negative sheath potentials can also existvehen positive ions are faster than
negative ions and/or electrons. More commonly thegur when excess negative charge
is produced e.g. in negative ion neutraliser&btlapter 6 cf. Section 2.2.4

For a more thorough introduction to Plasma PhyseeBibliography[43, 44, 45].
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Chapter 2

Neutraliser Beam Plasma Model
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2.1 Particle-in-Cell Simulations with Monte Carlo @lisions

2.1.1 Electrostatic PIC Technique

PIC simulations are a popular tool for modellingvliemperature plasma behaviour, as
they invoke relatively few assumptions, and incogb® a thorough kinetic model of
plasma dynamics. Unlike fluid models, which assumertain particle energy
distributions e.g. Maxwellian distributions, PIC d&ls are capable of computing the
energy distribution functions of each particle spec Even though one simulated
particle guper-particl@ can represent ~ 1Oreal particles (3D simulation), PIC MCC
simulations have proven to be physically accurd€,[and thus continue to provide an

important test bed for computer experiments inmkascience and technology.

The standard (non-relativistic) plasma kinetic dgsion involves the Boltzmann
equation for each particle species, coupled withxwl's equations, including charge
density and current density relationships, alonttpwie continuity equation. cf. [43]:

of of,

—+v, f, +i(E+Vx B) I, f, :(j
m c

ot ot : Boltzmann equation

oE=~ Oxg=-98

& ot

: Maxwell’s equations
OE . .

0IB=0 DxB:goﬂoE*’ﬂo'
p=XafdM I=XafdMy : charge & current density relationships
0p _ . L .
% s0m=0 : continuity equation

ot

Obtaining the exact analytic solution to these &quna is not practically feasible,
although PIC MCC simulations can yield reasonablyugate approximations. Here the
continuous distribution function§)(are replaced by discrete particles, and the iateg
with summations over all particles [45]. The PICdabdivides the spatial dimension
up into a number of discrete cells, which are pafad by the super-particles. Partial
differential equations (PDES) férreduce to ordinary differential equations (ODEs) f
the particles’ position and velocity. These ODEs ased in their discretised form, thus
allowing the computer to solve them by a finitefeli€nce technique (the explicit
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Leapfrog scheme [47] is used in this work) at epafticle position and discrete time-
step (indexn). However, the motion causing electrostatic fieladegnetic effects are
assumed to be negligible) are solved only at tHenogles (also called grid or mesh
points), rather than at each particle position.imarpolation technique3athel) is used
(via a shape functiorf) to ascribe the charge densig) (o each cell-node (index),
i.e. from the charged particle positions (indgxwithin the cells. The electrostatic
interactions of the charged patrticles are then medi@sing Poisson’s equation to find
the electric potentialg) and its spatial gradient i.e. the electric figh), at every cell-
node. The electric field at each cell-node is timerpolated backScatte) to the actual
particle positions, where the equations of motimraimerically integrated to find their
new velocities and positions. In contrast to kinetimulations involving fixed-field
equations, the electrostatic field equations ans golved self-consistently i.e. the cell-
node charge distributions and resulting electreldB are continuously updated in
accordance with the charged particles’ ever changiasitions. The full cell-node

particle weighting procedure is then repeated el saccessive time-step. cf. [47]:
Gather: p=yafdvf - A =0pZS(>ﬁ,><,-)

(L ¢ 04) - (B, 9.):

d2¢__,0 N ¢i+1_2¢i+¢i—1 :_& E:—% N E-=¢M—¢H
& AX® g dx ' 20x
Scatte: B, =2 ES(X.%)

(Enrxnvvn,%) - (Xn,fl,Vm%)Z

ﬂ’;iE B Vet ~Voet _ 9E(X,) %:v - X1 =% 1
dt m At m ' dt At n+d

2.1.2 Basic MCC Model

When a super-particle is moved (after the integrabf the equations of motion and
before the particle’s charge is distributed torikarby cell-nodes, cEigure 14 Section
2.1.3 it has a certain probability of making a binamllision with another super-
particle. This collision probability is determin&@m the cross sections of the possible
collisions, and a Monte Carlo technique governstidreor not an actual collision takes
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place. The cross sections (as functions of enengy)nitially inputted into the code as a
data table, which is interpolated to find crosstises at energies in between those
quoted. The so-called null-collision method is usedthat the super-particle collision
frequency ¢, calculated from the cross section data) is inddeet of energy, hence

causing the probability of a collision to be aledependent of energy:

P=1-e™ anc Viota (E) = Z v;(E) (P andviax are independent of energy)

Choose Vnull (E) SUCh that l/total (E) + l/null (E) = l/max

0<R <1 : computer generated pseudorandom number
Af R <P, => collision
Elseif R=P,, => no collision
R=31>V(E) : formula for calculating the collision probability
j<i
If null collision => no collision

Else if real collision => solve (momentum & energy camadion) collision equations

In the collision algorithm, the scattering formidaaken from Takizuka & Abe [48].

2.1.3 PIC MCC Computational Cycle

The PIC MCC computational cycld-igure 14 can be summarised by five distinct
steps; (I) The MCC technique determines which plagi undergo collisions. The
collision algorithm then solves the collision kinatec equations while implementing
the results thereof. (Il) Each individual partidearge is ascribed to the nearby cell-
nodes Gathel). (1) The electric field is computed at eachlasde (via the solution of
Poisson’s equation). (IV) The electric field at le@ell-node is used to assign a specific
field value to each charged particlecétte). (V) These field values are then used to
determine the motion of the charged particles @dyisg the equations of motion). This
cycle continues for all time-steps. Generally, super-particle electrons are the only

species moved every time-step, since it is suffici® move (subcycle) the heavier
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particles (e.g. ions) every ~ 5 time-steps (depsmnadn their velocities) because of their

slower motion. This has the highly desired effdateducing the computational time.

(n - n+1) R MCC

(e} - {E)) . (la}-{E}

Figure 14: Flowchart of the PIC MCC computationgtte.

For a more detailed introduction to PIC MCC simiglas seeBibliography[45, 47, 49].

2.1.4 Simulation Accuracy Constraints

One of the three basic computational constraintensure physical relevance and
accuracy involves an upper limit on the cell singgroportion to the Debye lengthp).

Ap is inversely proportional to the square root o #lectron density, since charge
screening occurs over a smaller distance when ldsma is denser i.e. when there are
more charges in closer vicinity to screen eachrotdgher plasma densities therefore
imply shorter Debye lengths and hence require makll sizes, which entails using
more computational cells to divide up the resolegth. This provides the spatial
resolution whereby the electrostatic field equatiane solved over distances less than
the Debye length, rather than over longer distanwdesre charge screening pertains.
The electron temperature also has a significantitgg@n the required cell sizép is
proportional to the square root of the electronggerature, due to the fact that lower
electron temperatures are more conducive to chageening. Lower electron
temperatures therefore produce smaller Debye lsratid thus require more cells per
unit length. Quantitatively, all this can be summagby one inequality, which states

that the cell siz€4x) needs to be less than ~ half the Debye length:
AX <~ %’ (2.2)

Time-steps of the order of picoseconds are needesintulate the fastest physical
phenomena occurring in typical plasmas e.g. (adagtplasma oscillations. The second
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constraint provides such sufficient temporal reBoiy and requires the time-stegt)

to be less than ~ a fifth of the reciprocal of pii@sma frequencyu):

Atw, <~ 02 2.2)

One representative weight is chosen in each sioaldb define the ‘super-particle
assumption’ e.g. a weight of 1xf0suggests that one simulated super-particle (3D
simulation) adequately represents the physicsisfrthmber of real particles. The third
computational constraint relates to the numberhesé¢ super-particles per cell. This
constraint ensures a realistic simulation of a mpEswhich must have a sufficient
number of particles within a Debye spheBe¢tion 1.5.8i.e. a sufficient number of

super-particles per celNj to adequately model charge screening phenomena:
N >>10 (2.3)

While the three aforementioned simulation accum@mystraints are not rigid numerical
stability requirements, in the event of a cell siime-step, or super-particle number
constraint being violated, non-physical effects naaige in the simulations e.g. non-
physical heating of electrons when the cell sizioaslarge [47]. Ideally, whedx & At
andN are decreased and increased respectively, beyendbiove simulation accuracy
constraints, no significant change should resulth simulation results. Although in
practice, obtaining such strictly converged simalatresults is sometimes unfeasible
due to time constraints imposed by limited compotati speed and number of
computers (these restrictions certainly compromitedquality of this investigation).
Furthermore, the inclusion of Monte Carlo collissohas been found to tighten these
constraints [50]. Hence a compromise is usually enbétween physical fidelity and

computational expense i.e. achieving an adequaté@owithin a reasonable time.

A further constraint (usually covered by the tintepsaccuracy constraint specified
above) is required for numerical stability. It derda that even the fastest particle
(velocity, vmay must not travel a distance greater than thestadl in one time step. This

is called the Courant-Fredrichs-Lewy (CFL) condit[{d5]:

v At < AX (2.4)

max
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2.2 Beam Plasma 1D3v PIC MCC Simulations

2.2.1 Description of the Beam Plasma Model

The simulation code (containing strictly conformii@ and trivial C++ computer
programming languages, cf. attached CD) is an adagrsion of the “en” electrostatic
plasma 1D3v PIC MCC simulation code composed bye#iTurner. A comparison of
this code with other similar plasma simulation cod@s been published [51]. Herein
PIC and MCC computational techniques are used isounto simulate the continuous
propagation of a hydrogen beam through,agbis neutraliser. The beam is assumed to
have a top-hat density & velocity spatial profilé&twa rectangular beam head area of
0.064nf (0.16m x 0.40m), centred in a neutraliser celdshensions: 0.20m, 0.44m,
1.86m (0.86m T stage neutraliser, 1m'%stage), horizontal/transversd,(vertical §),
axial/longitudinal §), neutraliser/beam dimensions, respectively. Téwatnaliser gas is

assumed to have a uniform temperature (300K) &ifbatal) pressure/density profile,

and an axial pressure/density profile similaFigure 10, Section 1.3.2

Figure 15: A plan view schematic of the first staggitraliser (to scale), showing the
Longitudinal and Transverse simulation model appites (the grey arrows indicate

the beam direction within th#ark red space showing thespective 1[beam regiog).

The 3D physics of the neutraliser can be reduced2b problemKigure 15, since the
vertical dimension Y is effectively ‘redundant’ due to symmetry. Whilde
development of a full 2D simulation is beyond theopge of this investigation,
Longitudinaland Transverseelectrostatic 1D3v PIC MCC simulations are emptbie
provide a quasi-2D beam (& beam plasma) charaet&is i.e. along 4 and
perpendicular X) to the beam direction, respectively. Both 1D3mudations namely
entail only one spatial degree of freedom for esgber-particle, although their full 3D

velocity vectors are consistently calculated ahdaune step, cfSection 2.1
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In Longitudinal simulations Figure 19, the beam is constantly injected at one end of
the 1D resolved length (neutraliser axial dimengtowards the other (grounded wall).
The only sink for beam plasma patrticles is at eidwed, which means that unless a
sufficiently accurate particle loss mechanism iplamented to mimic the (transverse)
loss of particles at the neutraliser walls, thisthmod is not capable of accurately
guantifying the beam plasma behaviour. Howevecait be used to characterise any
beam plasma changes in the beam direction, alangehtre of the®istage neutraliser
(full neutraliser length simulations are not pemi@d due to their excessive
computational expense and the difficulty in modglthe varying ¥ stage neutraliser
gas pressure)Section 2.2.3shows how thisLongitudinal simulation approach can
provide a beam (& beam plasma) characterisatiora dsinction of the T stage
neutraliser axial position. Unlikdongitudinal simulations, Transversesimulations
(Section 2.2 are capable of resolving the beam plasma sheaith,are henceforth

employed to quantitatively model the neutralisearbglasma system.

In Transversesimulations an adaptation to the “en” code is neagsin order to
simulate a spatially-fixed beam travelling in aediion perpendicular to the resolved
length Figure 15. This beam-neutraliser simulation model thus ®iaf a constant
density (while allowing for beam compositional cbas via beam collisions with the
neutraliser gas) & velocity top-hat beam spatiaifipg (beam width of 0.16m) centred
in the 1D resolved length (neutraliser horizontadtiv of 0.2m), with grounded
boundaries at each end (representing the neutraliaiés). Section 2.2.4lescribes how
this Transversesimulation approach can be used to investigatebdem (& beam

plasma) behaviour as a function of time and 2D sq@).

In both simulation approaches, the 1D resolved lengthvisleld into thousands of cells
(depending on the expected beam plasma Debye lengtile the other key defining

simulation parameters i.e. the time-step and thpersparticle number/weight are also
chosen to satisfy the accuracy constraiSesction 2.1.5 The neutraliser gas (density of
the order of thousands times that of the plasmajadelled as a fixed, uniform density
& temperature background gas, while its empiricablapressure profileHigure 10,

Section 1.3.Ris taken into account in all volume-averaged walitons Section 5.1.8

Simulation diagnostics (e.g. particle densitie®) @alculated at interval time-steps (e.g.
every 10000 time-steps) with cellular resolution.(spatial data points = no. cells + 1),
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and saved to the relevant data file . The MATLABtmeanatical software package is
used to plot and analyse these results e.g. toba@betemperature is calculated from the
electron thermal-energy-density diagnostic [49assg the equipartition of energy.

To separately track certain particles of the sapexiss, they are labelled differently
e.g.beamhydrogen atoms (bH) anmdasmahydrogen atoms (fH, f5H, aH). In order to
simulate the fast H/Hparticles formed by dissociation collisions witimétic energies:
2.2, 5, 10 eV [43, 34], a two-step model is used frst step: e + H2 -> e + M@ with

a certain positive threshold energy, second stepdH> fH + fH with a negative
threshold energy, each fH receiving half this epdBection 2.2.2 A similar two-step
technique is employed to simulate any beam coilidizat produces more than two
collision products (since the existihgelastic Forwardcollision algorithm is limited to

collisions comprising of two reactants and two praid,Section 2.2.2

The gas heating caused by the fast particles ®uledéd from power density transfer
calculations, using additional computational pragsed (composed in MATLAB) to
integrate the kinetic energy transferred (from fpatticle elastic collisions with the
neutraliser gas) and the corresponding rate caoeftic {o(E)v(E)} over the particle
energy distributionsSection 5.1 The gas heating contribution of all tracked bt
can thus be determined. For example, the (dirdettren contribution (overlooked by
Pamela) is found to be significant, as a resutheir relatively high density and kinetic
energy, despite their relatively low percentagergnéransfer (due to their mass being

much less than that of the neutraliser gas molsgule

The Hydrogen beams in the JET NBIs initially consiH", H,", and K" full energy
(E) ions. H' (E) beam ions can dissociate intg' KRE/3), B (2E/3), H (E/3), and H
(E/3) beam particles, whileJH(E) {2E/3} beam ions can dissociate intd {/2) {E/3}
and H(E/2) {E/3} beam particles. Complete cross sectilata for high energy (of the
order of hundreds of keV)Ffand H" collisions with the neutraliser gas (e.g. impottan
plasma forming collisions) is not presently avdiafto the best of our knowledge).
Hence, thebeam plasmaimulations do not account for the plasma formgogisions
of the full ensemble of beam component speciesedinsbeam plasmaimulations are
run with a beam initially consisting of 100% prosomwith charge-changing collisions
only allowing one other possible beam species ist,examely that of neutral hydrogen

atoms (as in the two-component beam mo8elgtion 1.3)L Although, results from
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beam compositiosimulations involving 11 distinct beam componeets;ompassing 5

different beam species §H H,", H,, H', H) are also presente&dction 4.}, wherein

only beam composition-changing collisions are sated.

2.2.2 List of particles and their collisions

label

H2

bH+

bH
bH*es

f5H+
f10H+

H2+
H2+*d

H3+

aH
fH
f5H

XH2
rxH2
rnH2

H2*d
H2*i
H2*di
H2*ddi

description

background gas Hmolecule

beam proton

beam hydrogen atom

intermediate bH prior to electron stripping

electron

H" ion formed with kinetic energy of 5eV

H'" ion formed with kinetic energy of 10eV

H," ion
intermediate K prior to dissociation

H" ion

hydrogen atom formed vigsHormation
hydrogen atom formed with kinetic energy &V

hydrogen atom formed with kinetic energy ef/5

H, molecule formed from H charge exchange
H, molecule formed by xH2 reflection at either wall

H, molecule formed by H recombination & reflection

intermediate KHprior to dissociation
intermediate Hprior to ionisation
intermediate kiprior to dissociative ionisation

intermediate KHprior to dissociative double ionisation
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mass (kg x T

3.34706

1.67262

1.67353
1.67353

0.00091

1.67262
1.6226

3.34615
3.34615

5.01968

1.67353
1.67353
1.67353

3.34706
3.34706
3.34706

3.34706
3.34706
3.34706
3.34706



Collision threshold energies are in brackets (€W)ss sections are on attached CD:

(1) Beam Caollisions

proton beam collisions (IP

bH+

bH+
(8.900)

bH+
(23.100)

bH+
(52.500)

bH+
(75.600)

bH+
(2.745)

bH+
(11.645)

neutral hydrogen beam collisions (IF)

bH

bH
(8.900)

bH
(23.100)

bH
(52.500)

bH
(75.600)

bH
(13.600)

bH
(66.100)

bH
(89.200)

elastic

dissociation

ionisation

dissociative ionisation

dissociative double
ionisation
electron capture

dissociative electron
capture

elastic

dissociation

ionisation

dissociative ionisation
dissociative double
ionisation

electron stripping
electron stripping with
dissociative ionisation
electron stripping with

dissociative double
ionisation

34

bH+ + H2 -> bH+ + H2

bH+ + H2 -> bH+ + H2

bH+ + H2 -> bH+ + HP

bH+ + H2 -> bH+ +*f2

bH+ + H2 -> bH+ + Hlli

bH+ + H2 -> bH + H2+

bH+ + H2 -> bH + K2+

bH + H2 -> bH + H2

bH + H2 -> bH + K&

bH + H2 -> bH + H2

bH + H2 -> bH + R

bH + H2 -> bH + HRi

bH + H2 -> Blds + H2

bH + H2 -> Blds + HZ di

bH + H2 -> Bds + HZddi

[53]
[34]

[52, 54]

[52, 53]

[54]

[52, 53]

[34]

(53]

[34]

[52, 54]

[54]

[54]

[54]

[54]

[54]



(1) Plasma Collisions

electron collisions (I¥

e elastiqE) *

e dissociation

(8.900)

e ionisation

(15.400)

e dissociative ionisation
(18.000)

H," collisions (1)*

H2+ elastiqE) *

H2+ charge exchange
(0.000)

H2+ association
(-3.420)

Hs" collisions (E)*

H3+ elastic

H" collisions (E)*

f5H+ elastic

f1OH+ elastic

H collisions (E)*

aH elastic
fH elastic
f5H elastic

H, collisions (E)*

rH2 elastic
xH2 elastic
rxH2 elastic

e+H2->e+H2

e+H2->e+HP

e+H2->e+H2++e

e+ H2->e+4dR

H2+ + H2 -> H2+ + H2

H2+ + H2 -> xH2 + H2+

H2+ + H2 -> H3+ + aH

H3+ + H2 -> H3+ + H2

f5H+ + H2 -> f5H+ + H2
f10H+ + H2 -> f10H+ + H2

aH + H2 ->aH + H2
fH+H2->fH+H2
f5H + H2 -> f5H + H2

mH2 + H2 -> rnH2 + H2
xH2 + H2 -> xH2 + H2
rxH2 + H2 -> rxH2 + H2
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[52]

[53]

2][5

[53]

[53]

[52]

53]52]

[52]

52|
[52]

[52]
[52]
[52]

53]
[53]
53



(1) Second Step ‘CollisiongD) *

"bH*es -> bH+ + " (0.000)
"H2+*d -> f5H + f5H+" (-10.000)
"H2*d -> fH + fH" (-4.400)
"H2*i -> H2+ + e" (0.000)
"H2*di -> f5H + f5H+ + " (-10.000)
"H2*ddi -> f10H+ + f10H+ + e + €" (-20.000)

*: The simulation uses the following four set typdscollision’ handlers:
Elastic (E), Inelastic (1), Inelastic Forward (IFxndDecay(D).

The conservation of energy and momentum apply tadalisions, while in elastic

collisions the kinetic energy is also conserved.

Elastic and Inelastic collision handlers entail isotropic scatteringtdiitions, and are

the choice collision handler for all electron arides plasma particle collisions.

ThelInelastic Forwardcollision handler is chosen for all beam colligpand entails no
beam scattering i.e. all beam particles continugnénsame direction after the collision.
This collision treatment is deemed to be of sufiiti physical fidelity to real beam
collisions; where beam particles undergo only sligbattering of the order of milli-
radians [55], with other product particles exhitgti various anisotropic scattering

distributions cf. experimentally determined elentszattering distributions [56, 57].

Decay‘collisions’ differ from all the other collisionypes in that they are defined by a
fixed decay frequency, rather than by (energy deest) cross sections. This ‘collision’
type is adopted as the second step in all two-i#isions, i.e. by choosing a maximum
allowable decay frequency (determined by the sitiaratime-step), the second step
occurs virtually simultaneously with the first stghereby adequately mimicing what
any ideal one-step collision treatment would praduc

The adapted “en” code is also capable of simulafinglomb collisions among charged
particles of same/different species. In additiorsimulating the collision phenomena
occurring in the neutraliser volume, the procesenehy H" ions (H2+) are both

neutralised and reflected as, Hholecules (rnH2) at the neutraliser walls are also
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simulated, and similarly whereby charge-exchangetl ibhs (xH2) get reflected as
rxH2 particles (both subsequently contribute to beating). The Implementation of
these processes entails assuming a fixed neutratis&/or reflection coefficient of 0.6,
along with a common energy loss coefficient of ®&th coefficients are assumed to be
independent of the energy of the impacting H2+/xtd#ticle. The values of 0.6 and 0.5
are in agreement with the composite coefficien0.&f (0.6 x 0.5) assumed by Paméla
[31, 34] to account for neutralisation, reflectiamd energy loss [58, 59].

The main beam plasma characterisafioansversesimulations Chapter 4 investigate

3 different neutraliser FHgas densities (3x1tn, 6x10°m™3, 9x10°m™) and 3 different
proton beam energies/currents (80keV/27A, 120keX/3B4keV/60A, corresponding
to specific current-voltage optimum beam perveanciesSection 3.}, and thus 3
different beam powers (2.16MW, 6.00MW, 8.04MW, redjpvely). The simulation
input file (sample on attached CD) requires thanbeenergies/currents are translated
into beam velocities and densities. For example, 88keV/27A proton beam has a
velocity of 3.915x1fms® {mw,/2 = 80keV}, a flux of 2.633x1m?s*
{|elf,(0.16m)(0.4m) = 27A}, and thus a beam density df26x1G°m™ {f, = nyv,},
where m, is the proton mass ( ~ 1.67262%1Ky), E| is the absolute value of the
‘elementary’ charge ( ~ 1.6022x1%T) , fp is the proton beam flux, angis the proton

beam velocity (the latter two parameters beingaregtiantities in the beam direction).

2.2.3 Longitudinal Simulation Approach

As derived in the two-component hydrogen beam m{ggliation (1.3)Section 1.3

; the neutral beam fraction is usually expressed as F,=F (1- e (o)

It can also be expressed as a function of the alesgr axial positionZ), for a constant
neutraliser H gas densityr(y, represents the average density i.e. the intedthleoreal

neutraliser density versus position profile ovex finst 1.86m divided by 1.86m):

Mn= nHZZ = Fo — Fooo (l— e—[(ﬂo1+¢71o)”Hz]Z) (25)
3 beam (80keV/27A) attenuations: F,=Fy(1-¢e®)=_-2_ (095 = 03

0011010

resulting in a neutral beam density of: Ny, = 03(6.725A0“m™) = 2.026x10"*m™
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w10 analytic plot

heam denzity (m3)

H: 186
N 2.026e+014

position {rm)

Figure 16: 80keV/27A HH densities as a function of the Heutraliser axial position.

The beamspecies fractions from a 1D3wngitudinalsimulation {at ‘optimum’ H gas
density, 9x18°m™ cf. Equation (2.7)Section 2.2 Jover a distance of 0.86m (length of
the first stage neutraliser) are showrFigure 17 Despite the noisy results (unphysical
noise caused by having relatively few super-pasigber cell), the simulated beam
density as a function of position, closely follothe analytical solution.

x 10%* beam density along first stage neutraliser
: : : T T

: :
GM |
WM

5 -

H+ (simulation)
H (simulation)
3 H+ (analytic)

H (analytic)

density (m'3)

S e

I I I | | I I
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
position (m)

Figure 17: Simulation & analytic results comprisingOkeV/27A Hydrogen beam

component densities as a function of thgH stage) neutraliser axial position.

The samd_ongitudinal simulation Figure 17 can also characterise theam plasma
behaviour. The charged particle density (longitafjirspatial results shown iRigure
18 {the (blue) total positive charge density overlaps thed( electron density, due to
plasma quasineutrality} imply that the charactethaf beam plasma, along th&stage

neutraliser, does not change significantly enowgiwvarrant a full 2D characterisation.
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The grounded wall boundary conditions seem readeredbctrostatically {neutral grid

at start of 1' stage neutraliseF{gure 7, Section 1.2)3nd quasineutral plasma at endy}.

The slightly increasing electron and,’Hdensity profiles are due to the fact that the

plasma particles formed via beam collisions arefaohed isotropically in space, but

rather with a forward scattering bias. The newedion of the beam along this axial

length has a negligible bearing on such profiles,can be seen frorkigure 19

Recalling the full neutraliser pressure profileigure 10, Section 1.3)2the linear

decreasing pressure profile in th® 8tage is kept relatively constant by the vacuum

pumping, and is not thought to lead to any sigaiiicaxial plasma flow.

¥ 10

Ifp3in.drt

e
total +
H2+ -
- H3+
aH+
f1IO0H+ | S
bH+

0.3 0.4 0.5 0.5 0.7 0.8 0.9
position ()

Figure 18: Longitudinal profile of the charged p@fé densities.

w107 Hp3nndn. drt
=
total +
H HZ+ -
- H3+
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a3 [ 0.5 (NN = o7 0.8 (=]
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Figure 19: Longitudinal profile of the charged paie densities {no beam charge-

changing collisions}.
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2.2.4 Transverse Simulation Approach

Similarly to Section 2.2.3the neutral beam fraction can furthermore be &sg®d as a

function of time, assuming a constant neutraliseg&b densityrniy):

z=vt, Equation(2.5) = F, = |:0°° - e—[(001+a10)nH2vb]t) (2.6)

v, =3.91%6ms™, L = 186m= t=+=0475s

3 beam (80keV/27A) attenuations: F,=Fy (1-e®)=_—22_ (095 = 03

0011019

resulting in a neutral beam density of: n_, = 0.3(6.725x10"'m™®) = 2.027x10"'m™

w10 analytic plot

heam density (m3)

o4 ¥Se-007
N 20Z27e+014

D 1 1 1 1 1 1 1 1 1
] 0.5 1 5 2 S 3 3.5 4 4.5 =]
7

tirme [(s)

Figure 20: 80keV/27A HH densities as a function of time.

As in Section 2.2.3the constant (average) neutraliser ¢&s density represents the
integral of the real neutraliser density versusitpms profile over the first 1.86m
divided by 1.86m, and its ‘optimum’ value {i.e. thahich causes 3 beam attenuations (
~ 95% maximum neutralisation) within the 475nskds for a 80keV proton to traverse
the full neutraliser length of 1.86m} is choserilas (fixed) neutraliser fgas density in

the following 1D3vTransverseimulations:

Equation (2.6} an ‘optimum’ density of: My, = Gororvr = 9x10°m™ (2.7)

2

{001 C 0.56x10°°m? andoo C 1.20x10°°m™ for a 80keV Hydrogen beam [60]}
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w10 beam density evolution
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Figure 21: Simulation & analytic results comprisif@keV/27A F/H densities as a
function of time {initial H injection into a H neutraliser gas of density 9x£73}.

w o't bearm density evolution
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Figure 22: Simulation & analytic results comprisif@keV/27A H/H densities as a
function of time (neutraliser axial position, gasdet) {H re-injection into a steady-

state Hydrogen neutraliser beam plasma, initial dassity of 9x18m3}.

Note that inFigure 21 the beam plasma is in the early stages of foonatiet since the
beam species fractions depend only on the beans&a@mmeters, the situation remains
the same at steady-statégqure 22. The beam species fractions as a function of time
(Figure 21), exhibit the same behaviour as a function of radiser axial position in
similar Longitudinal simulations Figure 17, Section 2.2)3 consistent with the
accuracy of their common analytic solutiorf®e¢tion 1.3.1 Hence, in regards to the
beam behaviour, this shows that the time dimensionTmansversesimulations can

represent the neutraliser axial position and thérakser gas target. Here for example
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(Figure 21); 475ns corresponds to 1.86m and 1.674%48 (the ‘optimum’ gas target
i.e. 9x13°m™ x 1.86m). Thisinterchangeable variablesechnique is employed in
Sections 4.14.2 5.1.56.1.2& 6.1.3

Furthermore, the sam@ransversesimulation Figure 21 can somewhat help to
elucidate thdoeam‘ plasma behaviour as a function of timé&ppendix Bcontains more

early evolution beam ‘plasma’ parameter plots) nredneutraliseaxial position:
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Figure 23: (a) Spatially averaged charged partiakensity evolution, (b) charged

particle flux evolution at the neutraliser wall:yéthe (scaled up) plasma potential.

Initially, proton beam (positive ion) injection mthe (neutral gas) neutraliser obviously
provides a net positive charge density therein. Géam (bH+) neutralisation (electron

capture) process produces a further (localised) pusitive charge density in the
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neutraliser, in the form of A ions, since the captured electrons move off withtieam
velocity. This is evident ifrigure 23 (a) where the net+ density is greater than the bH+
density for the first ~ 70ns, while a relativelyicju plasma response leads to the
ejection of the excess,H(/Hs'/H") ions Figure 23 (b), eventually resulting in ~ zero
net+ density (and flux) after ~ 475ns. This loaadisexcess positive charge decreases
also via the ‘simultaneous’ production of a locadisnet negative charge from beam
(bH) re-ionisation (electron stripping) collisiorabeit a relatively small effect due to
the greater bH+ densitfigure 21, despite the more favourable cross sections lfbr b
re-ionisation at this (80keV) enerdyigure 11 (b) Section 1.3.1

Along with an ejection of excess positive chargeitiéilly consisting of H' ions
originating either from beam neutralisation cobiiss or from beam/electron impact
ionisations i.e. prior to significantd4H" plasma particle formation), the large plasma
potential (mainly provided by the beam space-chaatg® causes an initial confinement
of electrons Figure 23 (b). After ~ 125ns, some electrons (in the tail o #ectron
energy distribution function) have enough kinetiergy to overcome the (decreasing)
plasma potential, and can thus escape to the tisatravalls. Soon afterwards, at ~
475ns (1.86m), the beam reaches dynamic chargébegun (cf. Figure 27 i.e. when
electron capture by bH+'s balances electron stnigpmf bH'’s, resulting in an orthodox
quasineutral plasma situation (no localised excéssge), where the negative flux at

either wall equals the positive flukigure 23 (b).

Figure 23 (b)can also shed some light on the net+ flux behavioeir current profile) at
either wall as a function of the neutralissxial position. AlthoughFigure 23 (b)
certainly wouldn't accurately resemble the steadtescharged particle fluxes versus
neutraliser axial position {e.g. the initial zer¢e@ron flux at both walls (always
nonzero at steady-state), and the continuing pesiflux compositional changes
(constant at steady-state)}, the net+ flux versue fprofile from the ~ 125—(600) ns, is
indicative of the real net+ flux versus neutraliagral position profile during dynamic
steady-state. This is because the amount of neesexcharge (from electron
capture/stripping collisions - Surrey’s beam plasmadels didn’t include the latter
collisions [22]) dumped to the neutraliser wallgpdnds only on the beam & gas
parameters (i.e. not on the plasma parameters, #nemgh the plasma potential and
other plasma parameters change with time up tonardic steady-state). Moreover, in
the presence of no significant axial electric feel@ignificant axial plasma flow has
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already been ruled out by the simulation resultfliread in Section 2.2.8 it is
reasonable to assume that the net+ (plasma) chesgends only to transverse electric
fields, hence resulting in plasma fluxes entiredygendicular to the beam.

Transversesimulations can more accurately quantify the ndéisgabeam plasma
behaviour as a function of the neutraliserizontalposition e.gFigures 24& 25 show
some plasma patrticle densities versus time andiposfor 80keV/27A proton beam
injection into a H gas of density 9x¥8m™. The top-hat beam profil&Séctions 2.2)1
obviously results in no beam collisions in the 2omgions either side of the beam,
hence the substantial decrease in plasma den$iéesin Figures 24 & 25 (b), despite
electron impact ionisatiormr@bles 1& 3, Section 4.4 plasma diffusion and drift.
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Figure 24: Early spatial evolution of the electrdansity.
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Figure 25: (a) Early evolution of the spatially asged charged particle densities, and

(b) their respective spatial profiles @ t = &8.
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Chapter 3

Proton Beam Space-Charge Effects
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3.1 Chapter Overview

JET NBIs operate at specific I-V values pertaintogminimum beam (transverse)
divergence (optimum beam perveance) at a givengoaakd gas pressure, which limits
the total (longitudinal) beam current extractioonfr the ion source, at any given
accelerating voltage. The Child-Langmuir law fonrmelativistic charged particles [43,
61] quantifies such space-charge limited beam etitra while these matters reside in
the field of ion beam optics, involving importardnsiderations such as beam steering,
which can include the use of electrostatic fielgitovide a divergent lenses effect [25].

Accurate beam neutralisation efficiency measuremegly upon accurate knowledge of
beam transmission losses (due to nonzero beam tatupg beam aberrations &
alignment/steering issues and beam space-charget®ff27]. In this chapter, beam
longitudinal and transverse space-charge effeesrsestigated vid.ongitudinal and
Transverse(with unconstrained beam particle densities & viies) protonbeam
propagation in vacuunsimulations, respectively cChapter 2 The Longitudinaland
Transverseresults consist of plots of the beam density &ovgl as a function of
position i.e. along and perpendicular to the beais, aespectively.

In the Longitudinal simulations $ection 3.2 space-charge limited beam propagation
effects are observed along this spatial dimensmrthhe beam protons slow down from
their initial injection velocity and accumulate letween the grounded boundaries, due
to their mutual electric repulsion, resulting inbaild-up of beam particles (positive
charge) and a subsequent repelling of oncoming heamicles. This phenomenon is
known as virtual anode behaviour, in a similar agaus fashion to the more commonly
known virtual cathode (space-charge limiting beaoppgation) effects associated with
electron beam generation/propagation. In fhransversesimulations $ection 3.3
beam space-charge expansion (divergence) is olaseAge in Section 3.2 the pure
vacuum simulation conditions don’t prevail in amakion beam injectors since space-
charge compensation {via primary (beam-gas) iommeaand secondary (e.g. electron-
gas) ionisation} is a prerequisite for achievingagenably good (relatively low
emittance [61]) beam propagation. Moreover, the utated beams have zero

temperature. Hence the limitations in any experii@etomparisons.

A similar overall analysis would equally apply tegatively charged beams [62].
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3.2 Longitudinal Space-Charge Limiting Beam Propatgzn
3.2.1 Results under varying beam density

The effect of beam density on the beam (longitudlipeopagation is investigated, by
performing simulations at three different (initidgam densities (currents), at constant
(initial) beam velocity. Where the beam densityhigh (in regions of space-charge
accumulation), the corresponding velocity is lovd arsa-versaKigure 26. The space-
charge effects increase as the beam density iregedsie to the greater Coulombic
(mutual) repulsion between closer chargesKlgures 26 — 28the beam propagation
has reached a (dynamic) steady-state, whereby eal mbn self-interacting (space-

charge neutral) beam would have a constant valnsitye velocity spatial profile}.
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Figure 26: Beam density & velocity spatial profisbeam densities; (a) 6.722X%@
(80keV/2.7A), (b) 6.722x1n3 (80keV/27A), (c) 6.722x¥tn* (80keV/270A).
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3.2.2 Results under varying beam velocity

For constant (initial) beam density, the (initiaBam velocity is varied (therefore also
varying the initial beam current). The resultingbepropagation is more ideal at higher
currents Figure 27, which is opposite to the trend 8ection 3.2.1This is due to the
fact that the beam space-charge effects are lebgyla¢r beam velocities, e.g. in the
800keV/270A caseHigure 27 (c), the beam propagation is virtually unhindered.
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Figure 27: Beam density & velocity spatial profilasbeam velocities; (a) 3.918x10
ms’ (8keV/2.7A), (b) 3.918x1Bis’ (80keV/27A), (c) 3.918xIBs (800keV/270A).
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3.2.3 Results for a constant beam current

At constant (initial) beam current, the space-chafiects decrease as the (initial) beam
density decreases§ifure 28 due to the coupled behaviour of this decreaggnitial)
beam density and the simultaneous increase inafiniieam velocity (both effects are
independently investigated Bections 3.2.1 & 3.2,2espectively). In the 800keV case
(Figure 28 (c), beam space-charge limiting effects are effettimen-existent.
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Figure 28: Beam density & velocity spatial profisbeam densities; (a) 6.722X3@
(8keV/27A), (b) 6.722x1Bn™ (80keV/27A), (c) 6.722x1Bn™ (800keV/27A).
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3.2.4 Conclusions and General Remarks

Knowledge of beam current alone is insufficientpredict the scale of (longitudinal)
space-charge limited beam propagation effe8exijons 3.2.1 3.2.3. Typical particle
beam textbooks [61] state that the beam currenthés defining parameter that
determines the degree of space-charge limited bpeypagation, mentioning two
crucial current limits. The first limit (in orderf ancreasing beam current) concerns
electrostatic effects, where, above this valuecefdarge neutralisation is required.
This occurs when the electrostatic potential enesgyeeds the beam kinetic energy (i.e.
at relatively high beam densities and/or relatidely beam velocities, as evidenced in
Sections 3.2.1 3.2.3 and the beam propagation thus becomes spaceechanited.
The magnitude of this effect is reduced in the @nes of oppositely charged particles,
which provide the space-charge neutralisation. S¢wnd limit is due to self-magnetic
effects, where, above this limit, the self-magnéetd energy exceeds the beam kinetic
energy. Current neutralisation is then also regufte maximum beam flow, while it
would be necessary to know both the beam densdyalocity (i.e. not just the current

density), in order to predict the extent of any-sehgnetic limiting beam propagation.

The self-magnetic field (B) due to a 27A (I) protoeam, at transverse positions equal
to the beam radius of 8cm (r), is ~ 0.68G {B(R= ol (Ampere’s law cf. [61]), where
Ho is the permeability of free space}, which is stiffntly small to have a negligible
effect on the beam (and plasma). Hence, the bearmnts encountered in JET NBIs are
small enough to rule out significant self-magnetftects {the phenomenon of beam
pinching (convergence) is often seen in many elactbeam sources i.e. a given
accelerating voltage produces a relatively higloeigy, due to their relatively low mass,
which is also the reason for their relatively bettesponse to the resulting (self-
focusing) self-magnetic fields - in such caseshbgpace-charge neutralisation and

current neutralisation are required for unhindeskedtron beam propagation [61]}.

Space-charge limited beam propagation effects @arsec undesirable beam optics
(again, the magnitude of which depends on bottb#an density and velocity), and are
very sensitive to the background gas pressure ¢soaf space-charge neutralising
electrons). Thankfully these effects are minimaltie JET NBIs due to the high

accelerating electric fields set up by the largdage biases on the accelerating grids,

and the sufficiently high gas pressures in thegons.
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3.3 Beam Transverse Space-Charge Expansion

This section investigates beam space-charge effette beam transverse dimension.

The followingTransversesimulation results quantify the resultant beanedyence:

3.3.1 Results under varying beam density
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Figure 29: Beam density & velocity spatial profisbeam densities; (a) 6.722X3@
(80keV/2.7A), (b) 6.722x¥n (80keV/27A), (c) 6.722x1Bn™ (80keV/270A).
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For a constant (initial) beam (longitudinal) velgcithe beam (transverse) expansion
depends on the (initial) beam densifyigure 29. As the (initial) beam density is
increased by a factor of 10; the beam (transveis#)velocity increases by a factor of
~ 10 initially, and by a factor of ~ 3 for the filseam particle to reach the wall, hence

the time it takes for the beam envelope to touehwhll decreases by a factor of ~ 3.

3.3.2 Results under varying beam velocity
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Figure 30: Beam density & velocity spatial profilas beam velocities; (a) 3.918x10
ms (8keV/2.7A), (b) 3.918xis® (80keV/27A), (c) 3.918xids* (800keV/270A).
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The results shown irFigure 30 suggest that the (transverse) beam space-charge
expansion is independent of the beam (longitudimelpcity. Even though the (initial)
beam current increases by a factor of ten from simalation to the next, the beam

divergence remains the same and is solely detechfip¢he (initial) beam density.

3.3.3 Results for a constant beam current
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Figure 31: Beam density & velocity spatial profisbeam densities; (a) 6.722X30
(8keV/27A), (b) 6.722x1tm> (80keV/27A), (c) 6.722x¥n> (800keV/27A).
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The results inFigure 31 show that (same species) charged particle beanes)usil
(initial) current can produce different degreesspfice-charge expansion. Again the
(initial) beam charge density is shown to be thke steterminant of such effects. In
reverse order to similar results shownFigure 29 as the (initial) beam density is
decreased by a factor of 10, the time it takestierbeam envelope to touch the wall
increases by a factor of ~ 3, i.e. the beam diverges slower for less dense beams due
to less (mutual) Columbic repulsion between chafgebler away from one another.

3.3.4 Conclusions and General Remarks

The observed beam divergen&e¢tions 3.3.1 3.3.3 is solely caused by beam space-
charge repulsion (like i®ection 3.2turning off Coulomb collisions between the beam
particles made no significant difference to theitts$. The beam density determines the
amount of space-charge repulsion {this (transveeg@gnsion is not a function of the
beam (longitudinal) velocitySection 3.3.8; causing a change in the beam transverse
drift velocity (in proportion to the resulting trawerse electric field) leading to the
actual divergence of the beam {Holmes [38] conatldefrom his
theoretical/experimental beam space-charge inagiig that the beam divergence &
plasma potential is less for larger diameter beattspugh in thesbeam propagation

in vacuumsimulations the divergence is directly proporticimathe beam width}.

Beam scraping (interception) at the neutralisedsMads been observed in the Neutral
Beam Test Bed, resulting in beam power losses [@@fwithstanding the fact that these
beams propagate in non-vacuum conditions, thésani propagation in vacuym
simulation results suggest that; the rdasgm propagation in gasdeam transmission
losses due to beam space-charge blow-up will be mevere for higher beam densities.
A beam propagation in gasimulation investigation (i.e. accounting for spaharge
compensation) would better elucidate such issusduding those occurring in the
extraction/acceleration regions of NBIs (ideallywoiving accurate beamlet profiles).
The positive ion beam analytical models of Holnm@8] [and Gabovich et al. [63] {and
the negative ion numerical model of Gorshkov et[62]} imply that beam-electron
Coulomb collisions have a significant effect on tletralisation of the beam’s space-
charge Chapter J, and hence also on its divergence {the spacegehaf negative
beams can become overcompensated leading to bearargence (gas focusing) [62]}.
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Chapter 4

Neutraliser Beam Plasma

Characterisation
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4.1 Hydrogen Beam Composition Results

Two sets of hydrogeeam compositiorsimulation results are presented; 80keV &

120keV, both consisting of an initial beam comgositratio of 8:1:1 for A, H,", Hs"

beam species, respectively (see empirical valuesiéaterium shown irFigure 32.

The charge-changing cross sections (12 collisiares}aken from Kim & Haselton [60].
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In theseTransversesimulations $ection 2.2.) theinterchangeable variable®chnique

(time = neutraliser gas targedection 2.2.}4 is used to calculate the optimum neutraliser

H, gas target, and the resulting theoretical maximentnalisation efficiency:

80keV (27A) hydrogen beam composition results
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All the beam species velocities remain fixed, ircadance with theTransverse
simulation approach Section 2.2)1 thereby neglecting all beam energy-sapping
collision effects (relatively negligible with resgeto the beam energy csection 4.2
although thespatially averagedrelocities (over the beam width of 16cm) for theain
particles; bH2+(E), bH2+(2E/3), bH3+(E), bH2(E),dabH2(2E/3) decay to zero
(Figure 33, as these non-monatomic particles eventually Hol@an into monatomic

beam specied-{gure 39 - beam negative ion formation is assumed nedédi®0].
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Figure 34: Evolution of beam species densities.

The total beam number density is ~ 6.725%, which initially consists of ~
5.38x13m™ for H" and ~ 6.725x18m™ each for H" and H* beam species (8:1:1).
Since all the & and B beam species eventually get broken down int@HH beam
species, the bH+(E/2) plus bH(E/2) beam speciesitien amount to a density of ~
1.345x10°'m™ i.e. 6.725x18m™> multiplied by two, while the bH+(E/3) plus bH(E/3)
beam species densities total ~ 2.0173%10 i.e. 6.725x16m™ multiplied by three, all

of which are consistent with the simulation respltsted inFigure 34

At first glace the fixed simulated neutraliser agg H gas density of 9xZ8m™ {the

two-component hydrogen 80keV beam model ‘optimumtraliser (average) Ayas
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density, Equation (2.7)Section 2.2 4seems too low, since the 80keV beam takes ~
1.5us to reach charge-equilibriunfrigure 34 i.e. the optimum neutraliser gas target
should be achieved within the neutraliser lengthl&6m, corresponding to 475ns
(1.86m/3.915x18ms™). Although, Figure 35implies that a definitanaximumneutral
beam fraction can be achieved within 375ns {TThmimum positive beam fraction
occurs at a slightly earlier time because, unlike beam mean energy densities
(Figures 36& 38), their sum is not conserved e.g. a density ob paiticle can change,
via a dissociation collision, into a density of 2pdrticles}. This contrasts to the basic
increasingasymptotic behaviour predicted by Kim & Haseltoaisalytic calculations

[60]*, and suggests that the simulateslgds density (9x28m™®) is excessive.
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Figure 35: Evolution of beam (total) positive/nealtcomponent densities.
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However, the maximum neutral beam power (mean gnel@nsity, Figure 36,

pertaining to maximum neutralisation efficiencycors at the later time of 570ns, due
to the still increasing bH(E) densitfigure 349 via bH+(E) electron capture collisions.
The neutral beam power thatecreasesasymptotically, due to opposing electron
capture and stripping collisions (80keV strippingpss sections are ~ twice that for
capture [60]) of the 6 remaining hydrogen monatob®am componentd-igure 349.

Thus, the optimum gas target can be defined aswhath is required for the beam to

reach a maximum neutral component mean energytgensihin the neutraliser length.

A corollary to this is that, too high a neutraliggs line density produces a less than
maximum neutralisation efficiency (gradual decreasehe beam approaches charge-
equilibrium, Figure 36. This previously unpublished possible source @ditralisation
inefficiency should be a significant issue in casé®re gas heating density depletion
does not rectify an excessive gas tar@tapter 9 i.e. the effective gas target remains
higher than that required for maximum neutralisatith is therefore not desirable for

such positive ion beams to reach charge-equilibrium
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Figure 37: Neutralisation Efficiency (blue, leftiaskand estimated gas target (red, right

axis) as a function of neutraliser gas flow [65].

Possible evidence of this prediction is shownFigure 37 [65] i.e. an apparent
maximum in neutralisation efficiency versus gaswvflorhe estimated gas target (last
data point) was deduced from the neutralisatioitieficy measurement, although the
gas target should be proportional to the gas flassyming gas heating - ‘saturates’
with gas flow cf.Figure 58 Section 4.4.336] - and cryo-pumping effects don’t change
drastically between the last two data points). Mweg, Figure 36 shows that two
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possible (pre beam ion deflection) gas target \&at# provide the same neutralisation
efficiency. The reduced neutralisation efficien@alue Figure 37 was thought to be
due to beam re-ionisation [65] i.e. due to st neutralisermagnet path [19]) gas
target (theseparatedpure’ neutral beam is sure to acquire an ionic ponent unless a
perfect vacuum is established for the remaindeitofpath). The simulation results
(Figure 36 predict that another factor might be due to aictidn in thepre-separated
beam neutralisation efficiency as a result of aresgiveneutraliser(cf. Section 1.3.8
gas target. Accurate knowledge of how pust neutralisergas target varies with gas
flow (dependant upon the cryo-pumping) would beunem to resolve the matter.
However, a change from a decreasing to an incrgdend in positive ion beam power
versus gas flow (i.e. a minimum, opposite to tHaFigure 37 at theion dumpwould

verify the existence of a maximum in neutralisatdficiency versus gas target.

*. Kim & Haselton [60] used an analytical approasimilar toSection 1.3.laccounting
for all 12 beam component changing collisions commth this simulation approach
plus 4 more involving the ¥E) beam component. As previously mentioned, this
cumbersome mathematical procedure predicted a bagiceasing asymptotic
neutralisation efficiency (cfrigure 44[66]), contrary to the simulation results, which
predict a distinct neutralisation efficiency maxmmu(Figure 36, followed by an

asymptoticallydecreasingapproach to charge-equilibrium &igure 35

The theoretical maximum neutralisation efficienande obtained froriigure 36i.e.
3.028Jn7/8.612x16%Im* ~ 35% {the two-component beam model (initial beam
composition of 100% protons) yields a value of 2943. This maximum neutral beam
mean energy density is reached at a time of ~ 5{fgare 39, which implies that the
optimum neutraliser ¥ gas (average) density is ~ 1.08%h0° (570ns/475ns x
9x10"°m™®), giving an optimum neutraliser gas target of 6121GF°m™? (Section 5.1.5
The accuracy of these results is determined byatt®iracy of the beam charge-
changing cross sections [60] and the simulatiofisitmh models $ection 2.1.2 This
simulation procedure can therefore calculate thiemym neutraliser gas target, which
ideally should be achieved during any NBI operatitnpractice this is certainly not
straightforward, adeam ongas pressure measurements are not yet possibteeon
present Neutral Beam Test Bed facility. Instdahm offgas pressure measurements
and guantitative knowledge of gas target deplef@g. due to gas heating) would need
to be combined in order to estimate the effedbieam omeutraliser gas target.
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More results from this 80ke\beam compositiorsimulation are presented below,
namely; beam species mean energy denskiggile 39, and beam species fluxes with

a separate total positive/neutral component breakdfigures 39 & 4(. Note that the
maximum neutral beam flu¥igure 40 does not occur at the same time (gas target) as

the maximum neutral beam densiBigure 35 or mean energy densitlfigure 36.
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Figure 39: Evolution of beam species mean fluxes.

61



w 10°! total positive and neutral beam component fluxes v time
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Figure 40: Evolution of beam (total) positive aneutral component fluxes.

120keV (50A) hydrogen beam composition results

Similarly, Equation (2.7) yields an ‘optimum’ (aagre) neutraliser fixed +as density
of ~ 1.4x13%n™ for a 120keV hydrogen bearéction 2.2% The maximum neutral
beam component should ideally be achieved withB87ns i.e. the beam (neutraliser)
transit time for a 120keV proton beam particle 6md4.794x16ms™).
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Figure 41: Evolution of beam species densities.
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Unlike the 80keV hydrogen beam case, the bH(E/3)ighes are the highest neutral
component Eigure 41, due to the more favourable electron capturesceestions at
lower beam velocitiedgure 11 (b) Section 1.3%
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Figure 42: Evolution of beam (total) positive/nealtcomponent densities.
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Figure 43: Evolution of beam (total) positive/nealtcomponent mean energy densities.

Maximum neutralisation efficiency occurs at a time~ 388ns Figure 43, which
implies that the optimum Hyas density is ~ 1.4x1%n™ (388ns/387ns x 1.4x1tn®), a
gas target of ~ 2.61x3n? (~ 2.01x16°m? at 80keV) cf.Section 5.1.5The two-
component hydrogen beam model suggests that thenwopt neutraliser gas target
should be inversely proportional to the sum of tiarge-changing cross sections
(Section 1.3.1 These cross sections decrease with increasiagyerf80 — 120 keV),
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thus correctly predicting that the optimum gas earghould increase for the 120keV
case. This is consistent with the analytical catahs (similar to [60]) shown iRigure

44[66]. The optimum neutralisersHjas target thus depends on the beam energy.

Meutralisation Efficiency (%)

BOkeW
130k
160k
....... JET design

[i] 0s 1 1.5 2
Gas Target (x10%1&/cm *2)

Figure 44: Neutralisation efficiency versus gasgetr (deuterium model) [66].

The theoretical maximum neutralisation efficien8y796Jnt/19.553Jrt (Figure 43 is

~ 19% {compared to ~ 14% for the two-component beam mo@eitial beam
composition of 100% protons)}. In the 80keV casbge ttheoretical maximum
neutralisation efficiency was much higher (~ 35%fich is to be expected given the
more favourable electron capture cross sectiot®aar beam energiesigure 11 (b)
Section 1.3 cf. Figure 44[66]. The fact that the positive ion beam neusation
efficiency is inversely proportional to the beanergy, has led to the development of
negative ion beams, in order to achieve adequatm beeutralisation at the high beam
energies required for heating tokamaks signifigatatiger than JET. Despite the shift in
focus towards negative ion beam neutral injectseaech $ection 6.1.), positive ion
neutral injectors are still operational on tokamadther than JET e.g. at the
superconducting KSTAR (Korea Superconducting Tokamavanced Resesearch)
facility {where a recent paper [67] on positive mple-ion hydrogen beam
neutralisation implicitly assumes that beam chargeHibrium is desirable i.e. it speaks
of attaining “95% equilibrium neutralisation” (aiy [60]) rather than of a distinct

maximum (this multiple ion-gas collision physicsus may already be resolved)}.

All of the above results could have alternativelgeb obtained froniongitudinal

simulations, although this would be considerablyemmmputationally expensive.
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4.2 Beam Power Loss during Neutraliser Transit

The following beam mean energy density (& beam gy)eresults as a function of time
(gas target) are fromransversesimulations of aharge-equilibratechydrogen beam in
transit through a (neutraliser);lgas. By allowing the beam (longitudinal) velocity

change (unlike the normdlransversesimulation approack§ection 2.2.)li.e. decrease

via inelastic collisions with the Hhas, the beam energy loss can be determined.

4.2.1 Results as a function of neutraliser gas digyns
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Figure 45: Beam mean energy densities (& beam eéegrgnitial increase due to
computational inaccuracies) as a function of time80keV/27A hydrogen beam transit
through three neutraliser Hyas densities; (a) 3x1n?, (b) 6x168°m?, (c) 9x16°m*.
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From inspection of the beam energy versus timesglégure 45 right hand column),
we see that for the ~ 475ns it takes the initidkeB0 proton beam to travel the full
neutraliser length ( ~ 1.86m); ~ 28eV, ~ 56eV amddeV of energy (corresponding to
~ 0.035%, ~ 0.07% and ~ 0.105% of the total beaerg is lost on average by each

beam particle during neutraliser transit in (a),dbd (c), respectively.

Alternatively, these values can be calculated ftbenbeam mean energy density versus
time plots Figure 45 left hand column), by multiplying the best-fiopke (beam power
density loss to the neutraliser gas) by the totaistant density equivalent neutraliser
volume (gives the total beam power loss) and byliaem (neutraliser) transit time
(gives the total beam energy loss) and finallydlivg the result by the number of beam
particles that reside in the constant density ejaivt neutraliser volume at any given
instant. The total volume of the neutraliser is68@8nT (0.2m x 0.44m x 1.86m). Since
the neutraliser gas density has a non-constanit geafle (Figure 1Q Section 1.3.R its
total volume is multiplied by 0.772 to get the camé density equivalent neutraliser
volume, 0.126rh The number of beam particles that reside in thes@nt density
equivalent neutraliser volume at any given instanéqual to the spatially averaged
beam density (6.725x1n> x 0.16m/0.20m) multiplied by the constant density
equivalent neutraliser volume, which gives a vaifi6.779x10° beam particles.

Hence, the total beam energy lost in the neutratiselensity3x10-°m™ (Figure 45 (a)

is 5021Wn? x 0.126n1 x 475ns, which yields 3.005x10 (1.876x1€%eV). In terms of
energy loss per beam particle, 1.876X&0 corresponds to ~ 28eV
(1.876x10%\V/6.779x16% of energy lost on average by each beam partielethe
same value as mentioned above from simple inspeofithe beam energy versus time
plot. Similarly, for the case of the neutraliserdgsity6x10°m™ (Figure 45 (b), the
beam energy lost is 6.005x1D (3.748x16’eV), an average energy loss per beam
particle of ~ 56eV. For th&x10°m?® case Figure 45 (c), the beam energy lost is
9.001x10%) (5.619x16%eV), an average energy lost by each beam particte 8eV.
The accuracy of these results depends upon theaagcaf the beam inelastic collision
simulation models and the cross sections and tbl@sinergies used thereiBédction
2.2.2. These average % beam energy losses are comsigtanthe stopping power
measurements (which entail the use of a Cockcrafttd ion accelerator [68], gas
cells, magnets, and a electrostatic deflector gnartplyser) of Allison et al. [69];
energy loss of less than 0.1% for one beam attemuet [70], [56].
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The plots shown ifrigure 45imply that the beam energy density (and hencédoézan
energy, since the total beam density remains cot)stiecreases linearly with time for
any neutraliser gas density. The slopes of the be#@an energy density versus time
plots Figure 45 left hand column) give the respective values tfog beam power
density loss, which is thus constant for a giveanbéransit through a gas. These beam
power density loss values are plotted as a funatibthe neutraliser gas density in
Figure 46 The resulting straight line graph shows thatlitbam power (power density)
loss is directly proportional to the neutralises giensity. This conclusion is consistent

with basic physical sense i.e. more energy-sappatigsions at higher gas densities.
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Figure 46: beam power density loss as a functiothefeutraliser gas density.
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4.2.2 Results as a function of beam energy
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Figure 47: Beam mean energy densities (& beam eéegr@s a function of time for 27A
hydrogen beam transit through a neutraliserdés (density, 3x28m™), for three beam
energies; (a) 80keV, (b) 120keV, (c) 134keV.

The best-fit slopes shown Kigure 47indicate that the beam power loss increases only
relatively slightly with beam energy. The beam @ydoss in inelastic collisions (beam
elastic collisions are negligibl&ection 5.1.1Lis proportional to its kinetic energy i.e. at
higher beam energies there is more beam energy&ssollision. Although this effect

is counterbalanced by the fact that the cross aestdecrease for increasing beam

energy (over this range of beam energies) i.e.delisions at higher beam energies.
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4.2.3 Results as a function of beam current

The (initial) beam density is varied, while theitjed) beam velocity remains constant:
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Like in the case oSection 4.2. results for varying neutraliser gas density), beam
power (density) loss is directly proportional t@ theam currentHigure 49. Again this

is consistent with basic physical sense i.e. m@anbcurrent in this case means more
beam particles, which leads to more energy-sappéam inelastic collisions with the
neutraliser gas {while the average energy lossdnhdéeam particle remains constant
for the three cases, ~ 28e¥idure 48 right hand column) cfSection 4.2 and

therefore results in proportionately greater beamgy loss.
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Figure 49: beam power density loss as a functiothefoeam current.
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4.2.4 Results as a function of beam power
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The results ofFigures 50 & 51follow on from the independent resultsQdctions 4.2.2
& 4.2.3 A similar plot toFigure 51would be linear if the beam velocity was constant.
The degree to which it deviates from linearity deggeon the deviance of beam energy

among the 3 data points (each corresponding toethdts of a particular simulation).
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Figure 51: beam power density loss as a functiothefoeam power.
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4.3 Beam Plasma Evolution towards Steady-State

The initial (0-415 ns) beam ‘plasma’ evolution,ukisg from 80keV/27A proton beam
injection into a neutraliser Hyas of density 3xm™®, is shown inAppendix B while

its evolution towards steady-state (0-5{1s} is shown irFigure 52
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Figure 52: Early evolution of the spatially averabé) charged particle densities, (b)
neutral particle densities and (c) plasma poten{&{10"°m, 2.16MW}.

As described irBection 2.2.2five beam plasm@ransversesimulations* are conducted,

investigating three neutraliser,Hjas densities {3x8m=3, 6x13°m3, 9x13°m™} at
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constant A beam power {2.16MW (80keV/27A)}, and three® Hheam powers
{2.16MW (80keV/27A), 6.00MW (120keV/50A), 8.04MW B2keV/60A)} at constant
neutraliser H gas density {9x18m™}. *: The five simulations commenceéigure 53
values at time zero are continuations from restaiedulations) from initial guesses
(overestimated densitieBjgure 53 (a) of the steady-state plasma parameters (inputted
with constant top-hat/flat-top spatial profiles aftached CD). The simulation running
times (~ 15 months) were found to be even longan ti the simulations had been
started from scratch. Of the five simulations, onhe 3x10°m™ and 6x16°m?
simulations Figure 53 (b) reached a definite steady-state. Spatially resbiplasma
parameters at the next diagnostic time steps (plaitets shown irFigure 53 (a) are
presented irAppendix C while Section 4.4resents some of these (spatially averaged)
plasma parameters as a function of neutralisegas density and Hoeam power, and

includes a comparison with the experimental resflSrowley et al. [36].
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Figure 53: Spatially averaged (a) electron dengiel9 and‘6el19 were unable to be

plotted due to insufficient computer memory) ando(asma potential evolution.

74



4.4 Steady-State Plasma Parameter Results

Approximate steady-state beam plasma simulatiamteeare presented ection 4.3

4.4.1 Results versus neutraliser gas density
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Figure 54: Steady-state plasma (a) densities, (deptials and (c) temperatures, as a

function of the neutraliser Hgas density (hydrogen beam power, 2.16 MW).
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The (slightly less than) linear increase in elettiensity with increasing neutraliser gas
density Figure 54 (a) is due to the greater number of beam & electnmpaict
ionisations at higher gas densitieBable 1 shows the percentage direct (impact)

ionisation contributions from the three ionisatgmurce particlesSection 2.2.2

bH+ bH e
(a) 70.4%|  17.0%| 12.6%
(b) 69.2%| 17.6%| 13.2%
(c) 68.5%| 18.1%| 13.4%

Table 1: Steady-state BHbH and electron percentage ionisation contribngipat the
three neutraliser blgas densities; (a) 3x1n®, (b) 6x18°m*, (c) 9x16°m”.

The results displayed iffable 1show that primary ionisation (from the two beam
species) is dominant, although secondary ionisaffioom electrons) does play a
significant role in the overall plasma formationn@&intenance, becoming slightly more

important at higher neutraliser gas densities ¢teten avalanche’ [43]) cfigure 55

The plasma potential is determined mainly by (propoal to the square root of [43])
the electron temperature, from which the initisddaate of electrons to the neutraliser
walls depends (the plasma potential is also propwat to the natural logarithm of the

square root of the; positive ion mass divided leyatectron mass [43]).

The electron temperature decreases slightly witheesing neutraliser gas density. The
results inFigure 54 (c)actually show a decrease followed by an increalslepough the
third data point is not a definite steady-stateugafigure 53 Section 4.3 i.e. the
electron temperature - third data poifigure 54 (c)- would be expected to decrease, as
the plasma potential continues to decre&sgufe 53 (b) Section 4.3

Despite the slight increase in electron temperdbateieen the last two data points, the
plasma potentials show a strictly decreasing tr@fidure 54 (b). Moreover, despite
such indefinite trends in electron temperaturégiire 54 (c) with neutraliser gas
density (conclusive trends cannot be drawn fromhsslight variations), the electron
impact ionisation (process whereby electrons losstrenergy) reaction rateBigure

55) are directly proportional to the neutraliser gassity cf.Table 1
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Figure 55: Steady-state electron impact ionisatreaction rates as a function of the

neutraliser H gas density.

The K" ion becomes the main positive ion in all neutaliseam plasma simulations.
The H":H," ratio increases with neutraliser lgas densityRigure 54 (a) - the H'
density only increasing slightly. This is partlyedtio the greater number of; Hyas
molecules available for A association (& forming) collisions, cfSection 2.2.2

The K" & H,' ion temperatures (calculated assuming their enesrgpnfined to three
translational degrees of freedom i.e. no rotatiaralibrational degrees of freedom)
increase with neutraliser gas denskyglre 54 (c), while they are considerably lower
than the electron temperatures (due mainly to tpeiater mass cection 1.5.p

% ionisation: (a) 0.098%, (b) 0.077%, (c) 0.067%.
% dissociation: (@) 0.120%, (b) 0.155%, (c) 0.169%

Table 2: Neutraliser blgas percentage ionisation & dissociation for naliter H, gas
densities; (a) 3x10m, (b) 6x18°m3, (c) 9x18°m>,

The ionisation fractionsT@ble 2 decrease with neutraliser gas density Fifure 54
(@), and are all less than 0.1%, which limits the bemof plasma-gas collisions and
hence the potential plasma particle contributiogas heatingSections 5.& 5.2). The
dissociation fractionsT@ble 3 increase with neutraliser gas density, and &ewlise
relatively small, thus also limiting the potentighs heating contribution from fast
dissociated HH plasma particles - which account for two outthé three gas heating
pathways in the Paméla gas heating moéippéndix D) [31, 34] cf.Sections 5.& 5.2
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4.4.2 Results versus beam power
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Figure 56: Steady-state (a) plasma densities, (igmptials and (c) temperatures, as a

function of the proton beam power (neutralisergds density, 9x1&m™).
In contrast to the positive ion trend with neusati B gas density Kigure 54 (a)
Section 4.4), the K" ion becomes less dominant at higher beam powegsie 56

(@)). As mentioned irSection 4.4.1such conclusions could be misleading due to the
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lack of exact like-with-like comparison criteriage.differing evolution time and
simulation parameters. The 2.16MW simulation -tfttata pointsfFigure 56- used less
computational cells (8000) than the other two (1M)0@vhile all three have differing
particle weights (one beam particle per cell inngaboreover, due to computational
resource limitations, the number of particles pat m each simulation was less than
ideal, leaving unanswered questions regarding agewee (cf.Section 2.1.¥e.g. how
much would the results vary with more particles gt ?

Displayed below Table 3 are the percentage direct neutraliser gas ioaisat

contributions from the three ionisation source ipbas.

bH+ bH e
2.16 MW 68.59 18.19 13.49
6.00 MW  79.99 9.8% 10.39

8.04 MW  80.59 9.2% 10.39

Table 3: Steady-state BHbH and electron percentage ionisation contribngipat the
three hydrogen beam powers: (a) 2.16 MW, (b) 6.00,Nt) 8.04 MW.

The (less than linear) increase in electron densitli beam powerKigure 56 (a) is
due to the greater number of beam particles ahitjieer beam powers (ctable 4 and
hence the greater number of beam (and electronadmipnisations i.e. due to the

increase in the beam density rather than the isereabeam energy.

Increasing the beam energy above 60keV actualbefesthe beam impact ionisation
(cf. Section 4.2 since the beam Hmpact ionisation cross sections (cf. attached CD)
peak at ~ 60keV (that for beam H peak at ~ 28keM, decrease more sharply over the
80-134 keV energy range, causing their % ionisatmmtribution to decrease with beam
power,Table 3. This effect is further compensated by electropact ionisation (cross
sections increase up to ~ 70eV), since the elediarperature increases with beam
power Eigure 56 (c) the second and third data points together proaideore reliable
trend - better like-with-like comparison criteridhan any trend encompassing the first

data point, which may be relatively overestimate@gplained irSection 4.4.11

Simulations at constant beam energy and densityduoel required to obtain separate

plasma parameter correlations with beam densityeaedgy, respectively.
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The trend in plasma potential versus beam powigute 56 (b) follows the trend in
electron temperature versus beam powgure 56 (c), as would be expected. Thg'H
& H," ion temperatures are considerably lower than kbetren temperatures, and are

shown to increase with beam powEigure 56 (c).

The (greater than linear) rise in electron impactisation (process whereby electrons
lose most energy) reaction rates with beam powgufe 57 - bearing in mind the less
than linear relationship between electron densitgg beam powerHigure 56 (a) —
‘implies’ more electron energy loss (per electrabhigher beam powers. However, the
increasing trend in electron temperatures with bpamer can be explained by the fact
that the electrons receive more energy (in electfmming’ beam-H collisions) at
higher beam energies [56] cf. [69, 70], which issistent withFigure 57
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Figure 57: Steady-state electron impact ionisatieaction rates as a function of the

proton beam power.

The dissociation fractionsTéble 4 increase significantly at higher beam powers.
Coupled with the higher plasma particle temperatatehigher beam powerSigure 56
(c)), these results predict a larger plasma partiele lgeating contribution at higher

beam powers, which is consistent with the gas hgatalculations$ection 5.3

% ionisation: (a) 0.067%, (b)0.082%, (c)0.087%.
% dissociation: (@) 0.169%, (b) 0.232%, (c) 0.270%

Table 4. Neutraliser K gas percentage ionisation & dissociation for hygleo beam
powers; (a) 2.16 MW, (b) 6.00 MW, (c) 8.04 MW.
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4.4.3 Comparison with Experimental Data

For varying neutraliser gas density
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Figure 58: Plasma parameters (electron density,ctetan temperature, plasma
potential), neutraliser blgas temperature and percentage contributions ftoenthree
gas heating mechanisms considered in the Pamelalmasl a function of (beam off)

neutraliser H gas pressure (80keV/32A multiple ion hydrogen biegeation) [36].

The neutraliser KHgas densities investigated in the simulations;03%d3, 6x10°m™,
9x10"m™ (effectivelybeam orgas densities as opposed tolleam offgas pressures in
Figure 58 equate to ~ 0.125Pa, 0.248Pa, 0.372Pa, respgctassuming the validity
of the ideal gas equation, and a ¢hs temperature of 300K. Although in reality the
neutraliser gas temperature increases [30]Settion 5.2 causing a depletion in gas
density. Since the simulated neutraliser gas densitkept fixed (undepleted), the

simulations thus overestimate the plasma dengfigsire 54 (a) Section 4.41

An overestimation of plasma densities results in warderestimation of electron
temperatures and plasma potentidigyre 54, Section 4.4)1 Moreover, since the
simulated beam has reached charge-equilibriumpldma potentials, which decrease
along the neutraliser as less excess positive ehargoroduced cfSection 2.2.4

effectively represent values at the end of a cpordingly thick neutraliser.
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Another reason for the discrepancy between thelation and experimental results is
due to the fact that the simulations are run wi0keV/27A two-component (H H)
beam, as opposed to the 80keV/32A multiple ion bgen beam (consisting of HH,",
Hs" beam species in proportions similar to those shiowfigure 32 Section 4.} used

in the experimental diagnostic investigatiéiiglure 58.

Notwithstanding the aforementioned quantitative parson limitations, the trends in
electron density, plasma potential and electrorptature with neutraliser gas density

(Figure 58 seem consistent with the simulation resufigire 54 Section 4.4]1

The Deuteriumresults shown irFigure 59 (beam power, 1.15MW) correspond to an
electron density of 2.9x1@n™ and an electron temperature of 6.31eV [36]. Stednb
& plasma parameter magnitudes differ significantty those of the beam plasma

simulations, although a comparison is a still watiie.

[ Amps)

Figure 59: Electron energy distribution functioncdahangmuir probe 1/V trace [36].

The logarithmic electron energy distribution fulnctiwas obtained by interpreting the
Langmuir Probe Trace - I/V characteristid=igure 59 [36]. A slight trough (15-60 eV)
could be interpreted from the curveidure 59. This may be caused by a depopulation
of electrons over this energy range due to elecimefastic collisions. At ~ 50eV the
slope of the eedf curve increases significantlythie simulations, the electron energies
are significantly less, although a similar changslope is evident in the tail of the eedf
(Figure 90, Appendix ¥ signalling the presence of more high energytedes than
what would be the case with a Maxwellian-like dimition. The simulation results
confirm that beam electron-stripping collisions #&hne supply source of these high-

energy electrons. A similar larger than expectegis@nce of high-energy.Hions,
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evident from their energy distribution functiorisdure 92, Appendix ¥ might also be
due to the relatively high-energy,Hforming beam collisions (i.e. ionisation and
electron capture cBection 2.2. In contrast, the i particles are not directly formed
in beam collisions, and subsequently their enengyridution functions Figure 94,

Appendix ¢ show no such high-energy tails.

For varying beam power
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Figure 60: Plasma parameters (electron density,ctetan temperature, plasma
potential), neutraliser bl gas temperature and percentage contribution from three
gas heating mechanisms considered in the Pamela&lmasi a function of beam power

(at constant initial neutraliser fgas pressure) [36].

The beam power range investigated in the simulatisn2.16-8.04 MW, while the
experimental results from Crowley et al. [36] atebaam powers of ~ 0.7-3.8 MW
(Figure 60. As in the trends with neutraliser gas densitg trends in electron density,
plasma potential and electron temperature as difumof beam powerHigure 60 are

similar to the simulation results-igure 56 Section 4.4.% although their respective
magnitudes are different partly due to the comparisnitations previously mentioned.
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For varying time
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Figure 61: Plasma parameters (electron density,ctetan temperature, plasma
potential), neutraliser bl gas temperature and percentage contribution from three

gas heating mechanisms considered in the Pamel&lmasla function of time [36].

The experimental resultsFigure 61 are for a 5 second 80keV/32A composite
hydrogen beam pulse, in contrast to the 80keV/2®A-tomponent (F H) beam

injection modelled in the simulations, over a mgbbrter time igure 53 Section 4.3

The slight variations in timeF{gure 61) were concluded to be due to fluctuations in the
neutraliser gas flow [36]. In the simulation resu(Figure 53 Section 4.3 slight

variations in the steady-state plasma potentialsglivcannot be due to variations in gas
density since the simulation background gas hagnatant density) maybe due to the
prevalence of beam plasma waves. However, simulatiaccuracies (e.g. caused by

using too few particles per cell) cannot be rulatias their main cause.

SeeConcluding RemarksChapter 7- regarding general simulation limitations.
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Chapter 5

Neutraliser Gas Heating
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5.1 Gas Heating Calculations

5.1.1 Introduction & Calculation Approach

Paméla assumed that beam energy losses from ataligtons with the neutraliser gas
are negligible [31, 34]. This claim might not seémuitively obvious, although the

cross section [53] for Hionisation by a 100keV proton is ~ 100,000 timesager than

the cross section [54] for a 100keV protop-lastic collision cf. [69]. The results of
this work further support Paméla’s assumption, esioigly a few beam elastic collisions
occurred in the simulations. Hence, the neutraliger can only get significantly heated
indirectly by the beam i.e. the beam breaks down the nesdraias to form fast

particles, which (themselves or by forming othertipkes through further breakdown of
the gas via their impact e.g. electrons) are eitbened with or subsequently acquire
sufficient energy (e.g. via acceleration acrossagheegions or via Coulomb collisions
with the beam), and are sufficiently numerous andssive enough, to transfer

significant kinetic energy to the neutraliser gaslenules (via elastic collisions).

In addition to the gas heating mechanisms accouorely PamélaAppendix D), the
(Transversg simulation results enable other possible gas hgatiechanisms to be
quantified, thereby providing a more complete pietof the gas heating process. A
steady-state situation is assumed in the calculstiovhereby the gas power gained
indirectly from the beam equals the gas poweradbshe neutraliser walls (assuming the
gas has reached a constant increased temperatiieePaméla, we assume a composite
coefficient of 0.3 $ection 2.2.pto account for reflected Hnolecules (recombination
and/or reflection probability multiplied by the lefted energy fraction), and a
(neutraliser wall) thermal accommodation coeffitien0.5 for the H molecules [31].

The calculation procedure to find the resultantré@se in neutralisation efficiency due
to gas heating consists of four interconnectedutation stepsStep 1(Section 5.1.p
entails computing the beam indirect power densapgfer to the neutraliser gas and is
obtained from Transverse simulation results, using (MATLAB) computational
procedures to integrate the kinetic energy transfier(from fast particle elastic
collisions with the neutraliser gas) and the cqroesling rate coefficientso{E)w(E)}
over the particle energy distributiorStep 2(Section 5.1.Bcalculates the neutraliser
gas temperature rise via inputting the results ftbm first step into the steady-state
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neutraliser gas power balance equation, Equatid).(Step 3(Section 5.1.uses the
neutraliser gas temperature rise results of theique step to estimate the neutraliser
gas line density depletion. Two probable densitggerature models are investigated;
one based on a standard density-temperature redai (from molecular/transitional
gas flow theory [29]) i.e. assuming that the ndisea gas line density is inversely
proportional to the square root of the gas tempesaiand the other based on the ideal
gas law density-temperature relationship [19] itlee gas target being inversely
proportional to the gas temperature. Finafiyep 4(Section 5.1.btranslates the gas

target depletion results of the previous step iasultant neutralisation efficiencies.

5.1.2 Power Transfer to the Neutraliser Gas

This calculation technique is based on computing leam indirect power density
transfer to the kgas, in elastic collisions of fast particleg (vith the H gas:

X, +H, - X, +H,

The contribution from all simulated particles istaibhed (whether they be deemed

relatively fast or not) via the following power dsgty transfer fger) formula:

Emax

Peen =Ny, [ T(EWV, (E)EE, f (E)dE n.= fast particle density (5.1)
0
N2 = H, density

o = fast particle-H elastic
Cross section

v; = fast particle velocity

&= 4mf—mH22 (cos &) *  [43] E; = fast particle K.E. (5.2)
(m, +m,) E,. = fast particle max K.E.
f = energy distribution function
¢ = K.E. transfer fraction
m = fast particle mass
v = 2E; My = H, mass (5.3)
m; 0= elastic (post) collision angle

{*: cos®0 is approximated as 0.5 (its integral from 0 19 i all calculations}
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An algorithm composed in the programming languagelable in MATLAB is used to
perform the above integration (using Simpson’s HidlH). The required data for this
calculation is obtained from the 1D3v PIC MQ®ansversesimulation results (along

with simulation input data i.e. cross sections padicle masses).

5.1.3 Neutraliser Gas Temperature Rise

Considering the neutraliser as a closed systenfirtéaw of thermodynamics implies:

dE

— —den — -0 54
d t pden q ( )

Increase in energy stored withinheat generated within - net heat conducted out

{where Egen(Jm°) is the internal energy density of the neutraligas,pgen (Wm'>) is the
power density transferred to the neutraliser gas, @(Wm?) is the heat flux}

The neutraliser system is assumed to evolve indteady-state situation when the gas

reaches a constant (increased) temperature i.a:whe

dEden - O
dt
Equation(5.4) = 00 = Peen (5.5)

power density loss in gas-wall collisiongower density transferred to neutraliser gas
{assuming no other significant energy sinks for fh@ume-averaged) neutraliser}

Energy loss from gas-wall collisions: sk(T-T)=3ka(T-T,)

Definition of the accommodation coefficient, a=(T-T)/(T-T,)
{assuming 5 degrees of freedom for therhblecule i.e. 3 translational and 2 rotational,

wherek is Boltzmann’s constant, the (increased) neutraliser gas temperaftiréhe

‘temperature’ of the reflected particle, afglthe neutraliser wall temperature}
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Equation (5.5) can also be expressed as a powandgakquation:
228, Ska(T =T,) =VoeeY Paen  {Cf. Paméla formula (D.1)Appendix D (5.6)

(gas thermal flux to neutraliser wa)(sotal sidewall areenergy loss from gas-wall
collisiong = (neutraliser volumgtotal power density transferred to neutraliser pas

Being the only unknown in the steady-state newealigas power balance equation,

Equation (5.5), the increased neutraliseigds temperaturd) can thus be computed.

The following neutraliser parameters are assumée sufficiently accurate: Volume of
the neutraliser, V = 0.2m x 0.44m x 1.86m = 0.16868Constant density equivalent
neutraliser volumeVee = 0.772(V) = 0.126 rh(accounts for the linear decrease in
neutraliser gas density in the second stage ohdlwraliserFigure 10, Section 1.3)2
Total neutraliser sidewall are§, = 2(0.44m x 1.86m) + 2(0.2m x 1.86m) = 2.3838m
Accommodation coefficientg = 0.5 [31, 34]. Neutraliser wall temperatuig,= 375K
(averaged over both neutraliser stages [30]). Mésér gas thermal velocity =

(8kT/rm)*?[43] (k, Boltzmann constant. m, mass of therhblecule).

5.1.4 Neutraliser Gas Target Depletion

Standard density-temperature relationship:

Here the neutraliser gas target is assumed toveesealy proportional to the square root

of the gas temperature as follows from moleculan&itional gas flow theory [29]:

1
<nL>0—
T

(5.7)
Ideal Gas Law density-temperature relationship:

Alternatively the neutraliser gas target may beuass] to be inversely proportional to

the gas temperature [19]:

1
<nL>0—=—
T (5.8)
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5.1.5 Resultant Decrease in Neutralisation Efficien

The neutraliser Fgas line density can be substituted (cf.itlterchangeable variables
technique Section 2.2 ifor the time parameter along the x-axisFojure 36, Section
4.1 (80keV beam), as shown Kigure 62 Given the reduced gas line densiBe¢tion
5.1.4), the reduced beam total neutral component mearggrdensity (and hence the
reduced neutralisation efficiency) can thus be fietatpolated fronfigure 62 Due to
the exponential nature of the beam mean energytgewsnponents as a function of the
gas targetKigure 62, a 50% reduction in optimum gas target, for exi@mnnly results
in a reduction in neutralisation efficiency of < %0{the two-component 80keV
hydrogen beam model (initial beam composition 0d%0protons) predicts a slightly
higher reduction in neutralisation efficienclyigure 9, Section 1.3)}, even less for

higher beam energieBifure 63 cf. Figure 43, Section 4.(120keV beam).

total positive and neutral beam component mean energy densities v time

total positive beam component
total neutral beam component —

energy density (Jri3)

L L L L L
a 1 2 = 4 5 =]
line density (m 2 ® 1020

Figure 62: positive/neutral beam component meamggnéensities versus gas target.
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Figure 63: positive/neutral beam component meamggnedensities versus gas target.
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5.2 Results for varying Neutraliser Gas Density

e |H2+ |H3+ |f5H+|f1OH+ | aH | fH | f5H | xH2|rxH2 |rnH2

(@) | 8.7 |11.2|275/09 | 05 |[323| 84|05 |01 | 01 |98

()| 70| 80374, 08| 05 |319| 81|04 |01 | 02 |56

(c)| 57| 69/468| 06 | 05 |281| 74|04 |02 | 0.2 | 3.2

Table 5: Percentage power density transfer contrdsufrom each simulated particle
for neutraliser H gas densities; (a) 3x1tn®, (b) 6x16°m™, (c) 9x16°m>.

total pgen total beam % of total increased % decrease

transfer Pden 0SS Pden 0SS temperatune  in gas target
(a) 138.2Wn+t 5021Wnid 2.8% 402K 14%, 25%
(b)| 570.5Wn? 10033Writ 5.7% 429K 16%, 30%
(c)| 1424.3Wr? | 15039Writ 9.5% 463K 20%, 35%

Table 6: Total power density transfer, total beaowpr density loss (Section 4.2.1),
percentage of total beam power density loss, irsedatemperature, and percentage
decrease in neutraliser gas target (two mogd@&sction 5.1.4) for neutraliser JHjas
densities; (a) 3x0m*, (b) 6x13°m?, (c) 9x13°m* (2.16MW hydrogen beam).

increased neutraliser temperature v neutraliser gas density
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Figure 64: Increased neutraliser temperature asiaction of neutraliser gas density.

Results of Crowley et al. [36] show a ‘saturatiof’'the neutraliser gas temperature (~
1100K, Figure 58 Section 4.4B8for an equivalent neutraliser,Hyjas density of ~
9x10”m™. The neutraliser gas temperature resufigure 64 show a linear rise in
temperature with density, while ‘saturation’ is meident. Further simulations at higher

gas densities would be required to establish winegmeperature ‘saturation’ occurs.
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The relative contributions from Paméla’s three paating mechanismg-igure 58
Section 4.4.Bdiffer to that of the simulation resultSable 5, which indicate that ki
ions, H atoms (formed via # formation i.e. H" association collisions with the
neutraliser gas cfSection 2.2 H atoms (formed by dissociation of the neutgalis
gas), H' ions, electrons and reflected neutralised idns are the six main sources of
gas heating. Paméla’s gas heating maéppéndix D) [31, 34] doesn’t account for four
of these gas heating pathways. Moreover, contatiig Paméla model (and the results
of Crowley et al. [36]Figure 58 Section 4.4.8 the simulation resultsT@ble 5 predict
that particles; f5H+, f10H+, fH, f5H and rnH2 haaeelatively small gas heating effect
{regarding the rnH2 contribution; # ions are the majority positive ion in the
simulations Section 4.4 although reflected neutraliseck'Hons were not simulated.
Paméla inferred from his “naive [plasma] model”][84at the B" ion should be the

dominant plasma ion for neutraliser,j@as densities less than ~ 1e29m

The electron direct (via electronyldlastic collisions) and indirect (vialibnisation and

dissociation) contribution to gas heating is sigaifit (Table 5. If electrons were

somehow slowed-down/removed from the neutraliser @ag. by the use of weak
magnets, which would not significantly affect thealn propagation), the plasma
density (positive ions being electrostatically cleapto the electrons) and/or the
electron temperature, could be reduced, subseguewlilicing the gas heating (thus also
reducing gas flow requirements), resulting in aoreéased neutralisation efficiency.
Magnets are already employed to reduce the elediosity & temperature in negative
ion sources [25] in order to increase the negatimdormation, while other magnets are
used downstream in the extraction grids [25] tdedefelectrons so as to prevent them
from being accelerated along with the negative beam (positive ion, arc discharge
sources [6] use magnets to confine electrons irerotd maximise the number of

electron impact ionisations — the opposite effedhtt desired in the neutraliser).

These gas heating calculations yield substantiallyer neutraliser gas temperatures
than those calculated by Surrey & Crowley [30] Eilgure 58, Section 4.4.[6]. As
explained inSection 5.1.5the biggest gas density depletion of 35Palle § assuming
an inversely proportional relationship between glas target and the gas temperature)
only gives a < 5% reduction in neutralisation efficy. This is considerably less than
would be inferred from the neutral beam power mesments [19] and that predicted
by the Paméla gas heating model [31, Bdyre 11 (a) Section 1.3}
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5.3 Results for varying Beam Power

e H2+ | H3+ |fSH+|f10H+ | aH | fH | f5H |xH2 |rxH2 |rH2
(@ | 5.7 6.9/468| 06 | 05 [281|7.4 |04 (02 |02 |32
(b) | 3.4 |10.3|51.7|04 | 0.3 |243|49 |02 (03 |05 |37
(c)| 34 |11.3|51.4|03 | 0.2 |236|48 |02 |04 |06 |38
Table 7: Percentage gas heating contribution fromche simulated particle for

Hydrogen beam powers; (a) 2.16 MW, (b) 6.00 MW8(@# MW.

total pyen total beam % of total increased % deceeas

transfer ®nloss Pden 0SS temperatune  in gas target
(@)| 1424.3Wnit 15039Wnit 9.5% 463K 20%, 35%
(b) 2451.0Wi 22780Writ 10.8% 518K 24%, 42%
(c) 2896.8Wn 26112Writ 11.1% 540K 25%, 44%

Table 8: Total power density transfer, total beaowpr density loss (Section 4.2.4),
percentage of total beam power density loss, irsedatemperature, and percentage
decrease in neutraliser gas target (two mogdd&sction 5.1.4) for Hydrogen beam
powers; (a) 2.16 MW, (b) 6.00 MW, (c) 8.04 MW @iénsity of 9x15m™).

increased neutraliser termperature v bearm power
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Figure 65: Increased neutraliser temperature asiaction of beam power.

Similarly to Section 5.2Hs" ions are the dominant contributors to gas hedfiagle 3,
and the increased gas temperatufeigure 695 are significantly lower than those
calculated by Surrey & Crowley [30] dfigure 60, Section 4.4.[836]. The biggest gas
density depletion of 44%T@ble § — “70%” [19] - only gives a < 2% reduction in
neutralisation efficiencyHigure 63, Section 5.1)5and therefore doesn’t account for

the neutral beam power discrepancies showkigare 11 (a) Section 1.3.4
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Chapter 6

Negative lon Beam Plasma Simulations
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6.1 Neutralisation of Negative lon Beams

6.1.1 ITER Neutral Beam Injectors

Neutral beam heating for the ITER tokamak requirestral beams of energy ~ 1MeV
(partly due to deposition location constraints j72s can be seen frofigure 66
positive beams would yield virtually no neutral quonent at such energies, although
negative beams yield a relatively high ( ~ 60%) radigiation fraction, due to the fact
that at high energy there is more likelihood of edectron getting stripped (e.g. low
electron binding energy of 0.75eV for)Hrom the beam, rather than one being captured

from the neutraliser gas, evidenced by their retdpecross sections [60].

ELO 1 Figure 66: Plot of neutralisation

$ o8 D-, H-(gas cell) o

E o N efficiency versus beam energy for

206 . .

S 0.4 Hydrogen and Deuterium positive

T‘U. u

LE‘ o2t H+ D+ and negative ion beams (assuming

5 0 | 1 111 | L1 forD H H H

2 20 40 100 400 1000 their passage through their respective
LLit 1 1 1111 1 forH molecular gas neutraliser cells of

10 40 100 400
Beamenergy (ke

optimum line density) [7].

Unlike positive beam neutralisatiorsdction 4.), the optimum neutraliser gas line
density (i.e. pertaining to maximum neutralisatefficiency) is considerably less than
that required to produce beam charge-equilibridme fiositive beam component begins
to dominate with denser gas targets, in agreemdéht kigures 67& 68 in Sections
6.1.2& 6.1.3 respectively). Research in negative ion neutean injection (e.g. in ion
sources, 1MeV accelerators, electrostatic beandédlection etc.) is still ongoing in the
lead up to ITER [72]. Such smaller scale injeci®pperational at; the JT-60U tokamak
in Naka, Japan [73, 74, 75], the DIII-D tokamaksan Diego, USA [76], and the Large

Helical Device (LHD) in Toki, Japan (world’s largesiperconducting stellarator) [77].

Surrey [40] has adapted her beam plasma modeldsitiye beams [22] into a model
for the ITER heating (HNB) and diagnostic (DNB) atige ion neutral beam injectors.
She suggests that the stripped electrons (~ 55e0keld0H beam energy multiplied by
the ratio of the electron mass to the beam partickss) produced in the DNB

neutraliser (beam plasma), might become signiflgahtermalized, while the ~ 270eV
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stripped electrons from the HNB 1MeV™ beam are unlikely to be sufficiently
thermalized (cfFigures 74 (c) & 78 (Q) She concludes by saying that gas heating is
unlikely to be severe in either of the injectoradahat the gas target is therefore
expected to remain close enough to the design vAlgan, as in the case of her similar
positive beam analytical model for the JET neudmliplasma, she states that a “much
more sophisticated code” would be needed for “agtpitbd analysis”. To this end, the
PIC MCC simulation method, presented already faitp@ ion beamsGhapters 1 -

is thus applied in a similar way to model the ITERB & HNB) neutralisers.

To the best of our knowledge, the only readily Elde cross section data for such
(relatively high energy) negative ion beams, is floeir charge-changing collisions.
Surrey gets around this obstacle by setting thesceections for negative beams as
equal to that for positive beams [40]. She backs ¢laim up by making reference to
Fogel et al. [78, 79], who apparently observed thay are similar in the case of (10-50
keV) beam impact ionisation. Conflicting data frdduckman & Phelps [52] show
(10keV) H impact ionisation cross sections of nearly 3 titaeger magnitude than that
for H'. Despite this lack of authoritative data, DNB & BNMeam plasma simulations —
the results of which are reported in the remaimdéhis chapter - adopt this approach of

assuming an equality between positive and neghtaen collision cross sections.

The DNB beam consists of a 100keV/60A (300A/45A per channel) Hbeam [72].
As in the positive case, the DNB beam is assumdthte a top-hat density & velocity
spatial profile with a narrow rectangular beam haggh of 0.0966M(0.07m x 1.38m),
centred in a neutraliser channel of dimensions M,1Q.60m, 3.00m [40, 72]
(horizontal/transverse x), vertical §), axial/longitudinal %), neutraliser/beam
dimensions, respectively). The DNB neutraliser (dgted from the accelerator to
allow intervening gas pumping so as to minimisgpping losses in the accelerator
[72]) is divided into four equal (vertical) changgto reduce gas conductance [80]),
separated by 5 panels, each with three 1.00m lefagilal) sections (relatively short
compared to the 10m neutralisers on JT-60U - tamae space and construction cost
[80]) of height 1.60m [40, 72]. It is therefore Baent to model only one neutraliser
channel, which entails simulating a 100keV/15Abdam. Similarly to the calculations
described irSection 2.2, this translates into a beam velocity of 4.380ri}, a beam
flux of 9.693x163°m™s™, and thus a beam density of 2.213Xt0°".
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Likewise, the 1MeV/40A (200A/f 10A per channel) DHNB neutraliser [72] has an
almost identical design (0.10m x 1.70m x 3.00mYhvei beam head area of 0.0952m
(0.07m x 1.36m) [40]. The simulation involves a NMEOA D beam with velocity
9.795x10 ms?, flux 6.556x16°m™s?, and density 6.693x1tn™.

In the following beam composition resultSections 6.1.2& 6.1.3 four charge-
changing collisions are simulated;/BI electron stripping (detachment), H/D electron
stripping, H/D" double electron stripping and'#®" electron capture (cross sections are
taken from the ALADDIN website [53]). Similarly t&ection 4.1the optimum gas
targets are calculated via timterchangeable variabletechnique cfSection 2.2.4

6.1.2 DNB Beam Composition Results

The length of the DNB neutraliser is 3m, so theKEBOH beam (neutraliser) transit
time is 684ns (3m/4.380x3MsY). An initial overestimated guess of 2xX1@ (cf. [40,

72)) is used for the fixed fpas density in this DNBeam compositiogimulation.

w10t beam species densities v time
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Figure 67: Evolution of the DNB beam species desssit

The theoretical maximum neutralisation efficiencg i~ 60% (1.317xT6m

/2.213x10°m™3, Figure 67. This maximum neutral beam density (mean eneemsity,
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power) is reached at a time of ~ 517.5Rgy(re 67, which implies that the optimum
neutraliser H gas density is ~ 1.51x3®n™ {(517.5ns/684ns) x 2x1&m3}, giving an
optimum gas target of ~ 4.53x£M? (1.51x16°m™ x 3m). This value of 1.51x1tm
for the DNB neutraliser optimumdJtjas density is thus used in the DHBam plasma

simulations - the results of which are reporte&éttions 6.2,16.3.1& 6.4.1

6.1.3 HNB Beam Composition Results

The 1MeV D beam transit time is 306ns (3m/9.795%h6%). An initial overestimated
guess of 8x19m (cf. [40], [72]) is used for the fixed neutralisgs gas density in this
HNB beam compositiosimulation in order to find the optimum;[@as density (half

energy Hydrogen cross sections are used as essifioateuterium cross sections).
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Figure 68: Evolution of the HNB beam species dassit

The theoretical maximum neutralisation efficiencg i~ 55% (3.707xI6m
16.693x10°m™3, Figure 6§. This maximum neutral beam power occurs at ~ 182ns
(Figure 68, implying an optimum neutraliser ,Dgas density of ~ 4.76xi®n™
(182ns/306ns x 8x1m™) i.e. an optimum gas target of ~ 1.43%007 (4.76x16°m™ x

3m) {=1.4x16°m? [72]}. This value of 4.76x18m™ for the HNB neutraliser optimum

D, gas density is thus used in the HNB beam plasmalations - the results thereof are
reported inSections 6.2,56.3.2& 6.4.2
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6.2 Beam Power Loss during Neutraliser Transit

6.2.1 DNB Beam Power Loss Results

mean energy density v time
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Figure 69: DNB beam mean energy density as a fonf time.

Similarly to Section 4.2the beam power density loss to the neutraliserig&qual to
the slope of the beam mean energy density versus piot Figure 69. Multiplying
this value by the total constant density equivatenitraliser channel volume (gives the
total beam power loss) and then by the beam (neerptransit time $ection 6.1.%

yields one quarter (4 channels) of the total beaergy lost in the neutraliser.

To calculate the average energy loss per beamcleaduring neutraliser transit, the
total beam energy lost in each neutraliser chaimdivided by the number of beam
particles that reside in the constant density eqjait neutraliser channel volume at any
given instant. The volume of one DNB neutralisearaiel is 0.48f(0.10m x 1.60m x
3.00m), which can be taken as the constant demsjtyvalent neutraliser channel
volume, since the DNB (& HNB) neutraliser axial dap profiles increase and
decrease in ~ equal measures [81]. The number oh lpeaticles that reside in the
constant density equivalent neutraliser volume rat given instant is equal to the
spatially averaged beam density (2.213%1F x 0.07m/0.10m, Section 6.1)
multiplied by the neutraliser channel volume (0.48.436x10° beam particles.
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The total beam energy lost in each DNB neutrali@mnnel is therefore 2677.4Whx

0.48nT x 684ns, which works out at 8.790X10(5.487x1&eV). This equates to ~
0.074% {5.487x1&eV/(100000eV x 7.436x1€) x 100} of the total beam energy. In
terms of energy loss per beam particle, 5.48%eM0 corresponds to ~ 74eV

(5.487x10%V/7.436x16° of energy lost on average by each beam particle.
Comparison of these DNB (& HNB) results with expegntal stopping power

measurements cannot be made at present, duelaxkhef availability of relevant data.

6.2.2 HNB Beam Power Loss Results
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Figure 70: HNB beam mean energy density as a fonf time.

The (constant) number of beam particles that residach HNB neutraliser channel is
equal to the spatially averaged beam density (&B%3m™ x 0.07m/0.10m Section
6.1.1) multiplied by the neutraliser channel volume (08, Section 6.1.)l which gives

a value of 2.389x1'8 beam patrticles.

Similarly to Section 6.2.1the total beam energy lost in each HNB neutratibannel is
9755.9Wnit (Figure 70 x 0.51n7 x 306ns Bection 6.1.8 which yields 1.523x18
(9.504x103%V), and equates to ~ 0.040% {9.504%&¥/(1000000eV x 2.389x1f) x
100} of the total beam energy and ~ 398eV (9.5043M)2.389x18% of energy lost

on average by each beam particle.
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6.3 Neutraliser Beam Plasma Characterisation

The ITER DNB & HNB initial beam ‘plasma’ evolutiae shown inAppendix Efor the
duration of their beam (neutraliser) transit tinnes 684ns & 306ns, respectively. The
DNB beam plasma simulation reached a definite ststate Figure 669, while the

HNB simulation results are prior to steady-sté&igre 70.

6.3.1 DNB Beam Plasma Results

DNB beam plasma evolution to steady-state
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densities and (c) plasma potential.
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Steady-State DNB Beam Plasma Parameters
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Figure 72: Spatial profiles @ steady-state; (a) ayed species densities, (b) neutral
species densities, (c) electron temperature, (&) temperature, (e) electric potential,
(f) net charge density & electric field, chargedipae (g) drift velocities and (h) fluxes.
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Figure 73: Electron (a) transverse, (b) verticaldac) longitudinal velocity distribution

functions. H" (d) transverse, (e) vertical and (f) longitudinaglocity distribution
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() (b)

spatial profile of the Debye length st electron & H2+ mean and thermal energy densities
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Figure 74: (a) Debye length. (b) Electron &Hmean/thermal energies. (c) Electron
normalised homogenous energy distribution functioBpatial variation of the (d)

electron & (e) H" energy distribution functions {title misprint: f{& not normalisedy}.

The peak @ ~ 55eVF{gure 74 (c) is due to stripped electrons dfigure 111 (c)

Appendix Ei.e. implying that they do nahermalise with other beam plasma electrons.
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6.3.2 HNB Beam Plasma Results

HNB beam plasma evolution towards steady-state
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Figure 75: Evolution of the spatially averaged @narged & (b) neutral species
densities and (c) plasma potential.
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‘Steady-State’ HNB Beam Plasma Parameters
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Figure 76: Spatial profiles @ steady-state; (a) ied species densities, (b) neutral
species densities, (c) electron temperature, () tBmperature, (e) electric potential,

(f) net charge density & electric field, chargedtiae (g) drift velocities and (h) fluxes.
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spatial variation of the electron normalised (transverse) wdf spatial variation of the electron normalised (vertical) vdf
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Figure 77: Electron (a) transverse, (b) verticaldac) longitudinal velocity distribution

functions. Q" (d) transverse, (e) vertical and (f) longitudinaglocity distribution

functions {title misprint: f(E) is not normalised}.
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() (b)
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spatial profile of the Debye length w10 electron & D2+ mean and thermal energy densities
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Figure 78: (a) Debye length. (b) Electron & Dmean/thermal energies. (c) Electron
normalised homogenous energy distribution functioBpatial variation of the (d)

electron & (e) R energy distribution functions {title misprint: f{& not normalisedy}.

Similarly to the DNB case, a peak in electron egpgi@ ~ 270eV cfFigure 117 (c)
Appendix E is expected due to stripped electrons, althokigjure 78 (c)shows no
electrons of energy greater than 20eV. This istdube fact that beam stripping ceases
altogether in thisTransversesimulation, as the initial 1MeV Theam reaches a 100%
D* composition - this would not occur in real injest@f. Section 6.1.%& Figure 68,

Section 6.1.3 (LMeV D' electron capture collisions were assumed to bégiklg).
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6.4 Gas Heating Results

6.4.1 DNB Gas Heating Results

e H2+ |[H3+ |[f5H+ [fLOH+ JaH |fH f5H [xH2 |rxH2 |mH2
131 89 |284 |0.1 (01 30,0 36 01 (01 (01 155

Table 9: % power density transfer contribution freach simulated particle

total pyen total beam % of total increased % decrease
transfer BenlOSS Rnloss temperatune  in gas target
45Wm® | 2677.4wWnd | 017% | 376K | 11%, 20%

Table 10: Total power density transfer, total bepower density loss (Section 6.2.1),
percentage of total beam power density loss, irsedatemperature, and percentage

decrease in neutraliser gas target (two target—terafure models).

The gas heating calculations (&ection 5.1 yield a DNB neutraliser (increased) gas
temperature of 376KT@ble 10. The resulting neutraliser gas density deple(ibable
10) would be relatively insignificant, since it wouldnly yield a reduction in

neutralisation efficiency of < 5% dfigure 67, Section 6.1.2

6.4.2 HNB Gas Heating Results

e D2+ D3+ |[f5D+ [f1OD+ |aD (D f5D [xD2 [rxD2 ([rD2
5.62 (2.71 |50.45 |0.06 [0.03 40.7810.02 |0.01 |0.01 |0.01 |0.29

Table 11: % power density transfer contributionnfreach simulated particle

total pyen total beam % of total increased % decrease
transfer Ben lOSS Bnloss temperatune  in gas target
19.6Wni® | 9755.9Wn | 02% | 377K |  11%,20%

Table 12: Total power density transfer, total bepawer density loss (Section 6.2.2),
percentage of total beam power density loss, irsedatemperature, and percentage

decrease in neutraliser gas target (two target—terafure models).

The resulting HNB neutraliser gas temperature i&3{able 13. As in the DNB case,
these results predict insignificant gas heatingaggreement with Surrey [40]. However,
as inSections 5.& 5.3 these results could be underestimating the rdaht of gas
heating - bearing in mind the more sensitive reteghip between neutralisation

efficiency and gas target for negative ion beantnaéisation Figure 68 Section 6.1.8
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Chapter 7

Concluding Remarks

The JET NBI neutraliser beam plasma characterisaf@hapter 4 and gas heating
(Chapter 5 simulation results are qualitatively consisternthwhe experimental results
of Crowley et al. [36]. However, the simulation dgasating calculations yield very
different gas heating source contributions, andliptehe existence of four significant
gas heating pathways not accounted for in the Ramédel [31, 34] i.e. direct kinetic
energy transfer to the neutraliser gas frogh idns, H" ions, H atoms (formed viasH
formation) and electrons. Moreover, as previousiggested by Falter et al. [27, 33],
the simulation resultsSections 5.& 5.3) indirectly suggest that gas implantation may
be a significant neutraliser gas density deplepoocess i.e. since the simulation gas
heating results do not account for the apparemngxif the neutralisation inefficiencies
(Figure 11 (a) Section 1.3 Although, given the comparison limitations beawe
simulation and experimental resulSettion 4.4.8 the merit of the 1D3v PIC MCC
Transversesimulation approach, in providing a reasonablyueai® model of the beam-
neutraliser system, remains unestablished (in iaddio the inherent limitations due to
the simplified nature of the 1D3v PIC MCC mode§ dccuracy depends upon the

accuracy of the inputted collision cross sectiod #mmeshold energy data).

There is obviously scope for more improvementshiem 1D3v PIC MCC simulations
e.g. including volume & surface recombination, @oab collisions between positive
beam ions and plasma electrons (purported to benéne source of electron energy [38,
63], [62]) and the formation of various; Kelectronically, rotationally and vibrationally)
excited states (providing a significant drain iaafon energy). A knock-on effect of the
existence of a significant population of, léxcited states would be in their greater
subsequent ionisation and dissociation (threshotilgy of both processes is lower than
that for the ground state,Hnolecule). Accounting for beam charge-changingnesre
whereby the beam particles and/or thg dds target molecules are in excited states
could also turn out to be significant e.g. in deti@ing the beam composition & energy
and hence the neutralisation efficiency. All thesatted effects could have significant
consequences especially for the electron temperaturich is a very influential plasma

parameter. If the electron temperature changesribarly everything else changes e.g.

110



changes in the electron energy distribution fumc{eedf) cause changes in the electron
reaction rates, which in turn cause changes ib#an plasma composition and energy
etc. Moreover, the simulation model does not actéamsome clearly observed effects
like that of; beam interception resulting in beasnsity/power (transmission) losses,
gas implantation (wall pumping) & re-emission [3&8hd the emission of various
radiation from the beam plasma. Failing to simulsignificant physical processes
would partly explain the discrepancies between ktran and experimental results.

A 2D or 3D neutraliser beam plasma simulation, rpocating more beam-neutraliser
physics, would obviously provide a greater predetability than the present 1D
approach. Coupled with a Direct Simulation Montel€@@SMC) method [82] cf. [83],
the resulting hybrid neutraliser model would dihkggtield the neutraliser gas density
depletion (by implicitly modelling gas flow changesused by the beam plasma), thus

predicting the necessary conditions pertaining &ximum beam neutralisation.

The simulation approach to modelling the neutraliseuld be used to test possible
design improvements i.e. proof-of-principle simigdas e.g. whether a reduction in wall
temperature, longer neutraliser, use of heavietrakser gases etc. can significantly
increase the neutralisation efficiency. The idgaction 5.2 of using magnetic fields to

manipulate the beam plasma electrons, so as teedteir contribution to gas heating,
could also be investigated. The resulting predntioof such simulations could

determine whether real proof-of-principle experitseare to be conducted. Another
proof-of-principle experiment could be to run theglations for different neutraliser

widths and see how the plasma parameters vary.|R§818 concluded that gas heating
is most significant in wider neutralisers, which kaa sense from a gas-wall cooling
perspective {hence the expected success of thevedlanarrow channel designs for
ITER DNB & HNB neutralisers§ection 6.1.li.e. in terms of limiting any significant

gas heating effects cfection 6.4 [40]}, although increasing the neutraliser width
might have the favourable result of reducing tleetebn temperature, which would then

reduce the neutraliser gas heating and thus amgitdeh neutralisation efficiency.

The conclusion (from théeam compositiosimulation resultsSection 4.} that the
neutralisation efficiency has a distinct maximunthwmgas target (as opposed to the
generally assumed increasing asymptotic behavidfl, [66]) could be tested

experimentally via calorimetric measurements atdhedump, cfSection 4.1
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Appendix A Beam charge-changing calculations

dFr (-0 g, F
Equation (1.2): a =( o 10 _001 jF = AF, F :[ 1)
10 01

The eigenvalues of A are calculated via the charestic equation {det(AxI)=0}:

det{[_am o j—/](l OJ}=0
O, ~—0Oyn 01

- ‘—0’10—/] Oy ‘:O
Oy -0y —A
= (m0, = A)(~0y —A)—0,,0,, =0
= 0,04+ A0 +0,,)+ A —0,,0, =0
= A+ Ao,+0,)=0
= A=—(0,,+0,),0

The eigenvectors of A are calculated via the eigetor equation of A {Ax&x}:

A ==(0 +0y):

AX =X

=  (A-Al)x =0:

(_ O, t0y T 0 0o j(xilj Z(OJ
Oy 0yt 0yt 0, \ X 0

= (0-01 UOlj(Xllj — (OJ
UlO 0-10 X12 O
= X11001 + X12001 = 0’ X11010 + X12010 = O

= X1 = 7Xp (A_]_)



Ax, =A%,

= (A-A,1)x, =0:

— (_ Oy, Oy ]( Xﬂj - (Oj
Oy ~O0q \ Xy 0

= T X50010 ¥ X500 = 0, X51010 = X550, = 0
_ On
= Xo1 = Xy (A.2)
Oy

Beam Fraction Solution:

F=xe" +x,e™":

E= [Flj _ (Xllje_(%lwm)n + (lejeo(n)
Fo X2 Xo2

—(Tp1t030)MN

F, =, +x,,, Fo =X, + X5
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Appendix B

Initial beam ‘plasma’ evolution

80keV/27A proton beam injection into a Has of density 3x#fm™:
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Figure 79: (a) electron density, (b).Hdensity, (c) charged particles densities, (d)
charged particle fluxes at neutraliser wall, (e)eeron temperature, (f) A

temperature, (g) net charge density ... and (hgtelepotential.
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Figure 81: Spatial profiles @ t = 415ns; (a) chahyparticle densities (b) electron &
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charge density & electric field, charged partictg @rift velocities and (h) fluxes.

Evidence of (fleeting) double layer formation atteawe of the beant{gure 81 (f).
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Figure 82: Electron (a) transverse, (b) verticaldac) longitudinal velocity distribution
functions. H" (d) transverse, (e) vertical and (f) longitudinaglocity distribution

functions. All plots @ t = 415ns {title misprin{H) is not normalised}.

The (electron& H") velocity distribution functions are very similar the vertical and
longitudinal planesKigure 82 (b) & (c), (e) & (f) {beam stripped electrons only have a
velocity (same as the 80keV beam) component inldhgitudinal beam direction,
Figure 82 (c). The differences in the electron &Hvelocity distribution functions at
the neutraliser wallsFigure 82 (a)& (d)) are due to the plasma sheath, where for
example the K ions have a preferential direction towards thdsv@pposite direction

for electrons), hence the difference in their maad thermal energie&igure 83 (b).
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spatial profile of the Debye length spatial profile of electron & H2+ meanfthermal energy densities
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Figure 83: (a) Debye length. (b) Electron &Hmean/thermal energies. (c) Electron &
(e) H" energy distribution functions. Spatial variatiof the (d) electron & (f) b
edfs. All plots @ t = 415ns {title misprint: f(E§ not normalised}.

The prominent peak in the normalised homogenoudreteedf @ ~ 44eVKigure 83
(c)), evidences the presence of beam stripped elestsince their initial velocity of
3.916x10ms* (Figure 83 (c) corresponds to an energy of ~ 44eV. The less premi
peak @ ~ 10eV doesn’t feature at steady-stitgufe 90 (a), Appendix )C



Appendix C Steady-state plasma parameters

Spatially resolved plasma parameters versus negaafjas density

80keV/27A H beam, H gas densities; (a) 3x¥¥n~, (b) 6x16°m™, (c) 9x16°m™:
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Figure 84. Spatial profiles of the charged partiotensities for neutraliser Hgas
densities; (a) 3x10m, (b) 6x18°m3, (c) 9x18°m,
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w10 spatial profile of the neutral particle densities
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Spatially resolved plasma parameters versus beamepo

H, gas density, 9x2m™. H beam powers; (a) 2.16 MW, (b) 6.00 MW, (c) 8.04 MW
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Figure 100: Spatial profiles of the charged pamidluxes for hydrogen beam powers;
(a) 2.16 MW, (b) 6.00 MW, (c) 8.04 MW.
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for hydrogen beam
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Figure 102: Normalised electron energy distributimmctions for hydrogen beam
powers; (a) 2.16 MW, (b) 6.00 MW, (c) 8.04 MW.

As in Figure 9Q the peaks @ ~ 44/65/73 eV are due to strippedreles.

19



spatial variation of the normalised electron edf

(@)

10

4

0_05\\
o o
energy (%)

spatial variation of the normalised electron edf

position ()

(b)

0_2’\_\_ __
a.15 \
; 4
EI.DSX =
energy (%)

position ()

spatial variation of the normalised electron edf

(©)

energy (2%

position ()
Figure 103: Spatial variation of the normalised @len energy distribution functions
for hydrogen beam powers; (a) 2.16 MW, (b) 6.00 NB)/8.04 MW.
20



(@)

narmalised haomogeneous HZ2+ edf

10 T T
Hormogeneous edf (FPIC)
kel zxewellian

107 -
107 b =
o
107 b -
10% b -
10'":' 1 1 1 1 1
a 2 4 =3 =1 10 12
energy (2%
narmalised homogeneous H2+ edf
o
1D T T T T —
Homogeneous edf (PIC)
Flazowellian
1w b .
107 | -
o
10 b .
1w0® b -
10'10 Il Il 1 Il Il Il
o =2 4 = =] 10 12
energy (e
(€)
narmalised hamogeneous HZ2+ edf
i}
10 T T =
Hormogeneous edf (PIC)
Flzzowellian
107 L -
10 L -
o
0% L -
10% -
10'"3 1 1 1 1 1 1
o 2 4 5 g5 10 12 14
energy (2%

Figure 104: Normalised | energy distribution functions for hydrogen beamvprs;
(a) 2.16 MW, (b) 6.00 MW, (c) 8.04 MW.

21



(@)

spatial variation of the normalised HZ+ edf

it
i

o 0.8 -

06 -]

04

e

0.2

2

position () energy (e

(b)

spatial variation of the normalised HZ+ edf

1.2 et 7T
1_%______.--:

0.5 -
0.4 .
0.2 4

0.2

2

position () energy (e

(©)

spatial variation of the normalised HZ+ edf
I e )
(- B
os.J...oo Y

0.4 -
0.2

: - 10

4

position ()

energy (%)

Figure 105: Spatial variation of the normalised"Henergy distribution functions for
hydrogen beam powers; (a) 2.16 MW, (b) 6.00 MW@} MW.

22



(@)

normalised homogeneous H3+ edf

10 T T
Homogeneous edf (FPIC)
Mlaxwellian
1i0* |
1o L
o
0% |
0% L
10'"3 1 1 1 1 1 1
o 2 4 B =] 10 12
energy (2%
& normalised homogeneous H3+ edf
10 T
Homogeneous edf (FPIC)
Mlaxwellian
1i0* |
1o L
o
0% |
0% L
10'"3 1 1
o 5 10 15
energy (2%
(c)
i narmalised homogeneous H3+ edf
10 T T T T T T T
Hormogeneous edf (PIC)
Mlaxwellian
107 L
10 L
i
107 L
10 L
10'":' 1 1 1 1 1 1 1
o 2 4 B g 10 12 14 16
energy (2%

Figure 106: Normalised Kl energy distribution functions for hydrogen beamvprs;
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Appendix D Paméla’s gas heating model

Paméla’s analytic gas heating model [31, 34] @6])] accounts for three categories of
gas heating sources, namely (1) molecular dissonidly beam ions, (2) molecular
dissociation by plasma electrons (both forming td#4" particles capable of heating
the neutraliser gas) and (3) reflected neutrali$€dons (directly capable of heating the
neutraliser gas). This model was based on a stdath/1seutraliser gas assumption i.e.

power losses at the walls = power gained indirdetlgn the beam:

T-T
(%)S,ak ; " =5(l Eg,nn,, T,V LX) (D.1)

S(I B'EB,n,ne,Te,Vp, L! X, y) =

4 nLI . . . . .
(Z 0,(Eo)E, P(E, )] eB + : molecular dissociation by beam iofiable 13
j=1
N0 4 Ve )VEP(Ey) + : molecular dissociation by plasma electrons
nS.RY, et’ (L-exp(-a,xn) : reflected neutralised plasma ions
M +

j Reaction Process oFeV)  o(Es) (10°'n7)

1 H+Hy>H+H+H" Dissociative Charge Exchange 5 p{2%6(1-E3)/100}

2 H+H,>H™+H+H'+e Dissociative lonisation 5 0.7+(&0)/100

3 H+H,->H'(H)+H™+H"+e+(e) Double lonisation 10 exp{qI¥s/121)}
9.7exp{-3.4(1-64.44E}

4 H+Hy>H'+H+H Simple Dissociation 2 1-°(Bs/39)°

Table 13: List of beam dissociation collisions Ieagdto the formation of fast particles

(initial energy in eV) and formulae for computiriggtcross sections [36].

To compute the gas density distribution along thetnaéiser, the power balance
equation (D.1) is used together with an equatiatideing the density gradient (D.2):

dn(2) _ F
dz  LCK(X/A(2)T(2) /T,

(D.2)



n(z - 42) & T(z - 4z) being known; the power balance equation (F.1jsid to calculate
T(2) from n(z - 42), andT(2) is then used to calculat€z) = n(z - 42) + Azdn(z)/dz
(Taylor expansion). This method applies to a thintradiser transverse gas slice £ +

42). Since the energy exchangdE] between neighbouring gas slices of the same width

is a 2% order expression, this approach is only stricéljid/for 1 order inAz

dr (nj—jwd—r_‘) +0(0z%) (D.3)

AE:EAfk
4 dz

dz

L = neutraliser lengthe(dimension)

X = neutraliser width

y = neutraliser height

V = neutraliser volume

n = neutraliser gas density

v = neutraliser gas mean thermal velocity

Sy = neutraliser wall surface area

T,, = neutraliser wall temperature

T = neutraliser gas temperature

y= specific heat of the neutraliser gas (dimensissilvariable)
a = accommodation coefficient of the neutraliserlf@sumed to be 0.5 for,H
lg = beam current

Eg = beam energy (keV)

V, = electron mean velocity

N = electron density *
T, = electron temperature (eV) *
V, = plasma potential *

M" =mass of plasma ion

R = reflection coefficient

k = Boltzmann constant

Jy; = beam ion dissociation cross sectipril(4)

Oge = €lectron dissociation cross section

Op =energy loss cross section for elastic collisiortsvben reflected neutralised plasma
ions and neutraliser gas molecules

Eq = energy transferred to dissociation products fo@am ions

E4e = energy transferred to dissociation products fed@ctrons

P(E) = probability for energy loss of the dissociatjgmoducts in elastic collisions with
neutraliser gas molecules

C = neutraliser conductance

Tc = Temperature of gas when taking conductance measunt

F = injected gas flow (molecules per second)/kT;

Q = gas flow (Torr litres per second)

T, = gas injection temperature

K(X/A(2)) = factor by which the conductance is increaggdqsure dependent) [34]

*. The three empirical parameters (cf. [36]) carrd@uced to just one, namely [B1].



Appendix E DNB & HNB initial beam'plasma evolution

DNB initial beam plasma evolution

100keV/15A Hydrogen beam injection into a dths of density 1.45x3tn:
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Figure 108: (a) electron density, (b),Hdensity, (c) charged particles densities, (d)
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Figure 109: Spatial profiles @ t = 6ns; (a) chargspecies densities (b) electron &'H

density, (c) electron temperature, (d)'Hemperature, (e) electric potential, (f) net
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Figure 111: Electron (a) transverse, (b) verticahda (c) longitudinal velocity
distribution functions. B (d) transverse, (e) vertical and (f) longitudinaélocity

distribution functions. All plots @ t = 136ns {gtmisprint: f(E) is not normalised}.

Note the presence of beam stripped electrons iith wvelocity equal to the beam
velocity, in the longitudinal beam directiofigure 111 (c). The differences in the
electron & K" velocity distribution functions at the neutralisealls Figure 111 (a) &
(d)) are due to the plasma sheath, where for exarhpléd” ions have a preferential
direction towards the walls (opposite direction &ectrons), hence the difference in

their mean and thermal energi€sgure 112 (b).



(@)

0.0795

0079

0.0785 -

length (m)

0077 |

0.0765

0076

0.0785 -

fE}

0ors

0.0775

spatial profile of the Debye length
T T T T T

1 1 1 L L 1 ]
o 001 002 003 004 005 006 007 003 009 O
position {rm)

normalised homogeneous electron adf
T T T T

T T T
Horogeneous edf (PIC)
M axwellian

L L L . L L L L L
o 10 20 30 40 a0 B0 70 80 20 100
energy (%)

normalised homogeneous H2+ edf

Homogeneous edf (FIC)
Maxwellian i}

L L L L L L . L L
1} 1o 20 30 40 a0 B0 70 a0 a0
energy (8]

(b)

w10 spatial profile of the e & H2+ meanithermal energy densities

& ’m
10} '
electron (mean energy density)
gt H2+ (mean energy density)
electron (thermal energy density)
& Er H2+ (thermal energy density)
£l T T
=
S )
=
= G
=
2 ap
£
a2t
1k

= il 1 L 1 L L L 1 2
o 001 002 003 004 005 006 007 003 009 01
position {rm)

spatial variation of the normalised electron edf

x10”

i)

"1
&0

energy (%)

spatial variation of the normalised H2+ edf

position {m) a

energy (%)

Figure 112: (a) Debye length. (b) Electron &Hmean/thermal energies. (c) Electron
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The prominent peak (almost identical @ 6ns) in fketeon edf @ ~ 55eVHigure 112

(c)), evidences the presence of beam stripped elegtsince their initial velocity of

4.503x16 ms* (Figure 111 (c) corresponds to an energy of ~ 55eV.



HNB initial beam plasma evolution

1MeV/10A Deuterium beam injection into a Bas of density 4.67x1n™;
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Figure 114: Spatial profiles @ t = 3.06ns; (a) clgad species densities (b) electron &
D," density, (c) electron temperature, (d)' Demperature, (e) electric potential, (f) net

charge density & electric field, charged particty @rift velocities and (h) fluxes.
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Figure 115: Spatial profiles @ t = 153ns; (a) chadyspecies densities (b) electron &
D," density, (c) electron temperature, (d)' Demperature, (e) electric potential, (f) net

charge density & electric field, charged partictg @rift velocities and (h) fluxes.

Clear evidence of (fleeting) double layers at eside of the bean{gure 115 (f).
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Figure 116: Electron (a) transverse, (b) verticahda (c) longitudinal velocity

distribution functions. B (d) transverse, (e) vertical and (f) longitudinaélocity

distribution functions. All plots @ t = 153ns {gtmisprint: f(E) is not normalised}.

Again, note the presence of beam stripped electfwith velocity equal to the beam

velocity) in the longitudinal beam directiofrigure 116 (c). The differences in the

electron & D" velocity distribution functions at the neutralisealls Figure 116 (a)&

(d)) are due to the plasma sheath, where for exarhplé{™ ions have a preferential

direction towards the walls (opposite direction &ectrons), hence the difference in

their mean and thermal energi&sgure 117 (b).
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Figure 117: (a) Debye length. (b) Electron & Dmean/thermal energies. (c) Electron
& (e) Hy' energy distribution functions. Spatial variatiohthe (d) electron & (f) b
edfs. All plots @ t = 153ns {title misprint: f(E§ not normalised}.

The prominent peak (almost identical @ 6ns) in tleeteon edf @ ~ 270eVHgure

117 (c), evidences the presence of beam stripped elestsimce their initial velocity

of 9.757x16 ms* (Figure 116 (c) corresponds to an energy of ~ 270eV.
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