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-ING WORDS IN RBMT: MULTILINGUAL EVALUATION AND EXPLORATION OF
PRE- AND POST-PROCESSING SOLUTIONS

Nora Aranberri Monasterio
School of Applied Language and Intercultural Studie S
Dublin City University

Abstract

This PhD dissertation falls within the domain ofahime translation and it specifically
focuses on the machine translation of IT-domaig viords into four target languages:
French, German, Japanese and Spanish. Claimed fordidematic due to their
linguistic flexibility, i.e. -ing words can functipas nouns, adjectives and verbs, this
dissertation investigates how problematic -ing wgorare and explores possible
solutions for improvement of their MT output.

A corpus-based approach for a better reprasent of the domain-specific
structures where -ing words occur is used. Afteciimg a significant sample, the -ing
words are classified following a functional catdgation presented by lzquierdo
(2006). The sample is machine-translated usingstomised RBMT system.

A feature-based human evaluation is then pmsd in order to obtain information
about the specific feature under study. The reshitsved that 73% of the -ing words
were correctly translated in terms of grammatigabind accuracy for German,
Japanese and Spanish. The percentage for FrencHowas at 52%. These data,
combined with a thorough analysis of the MT outlipws for the identification of
cross-language and language-specific issues amdctigracteristics, setting the path
for improvement.

The approaches for improvements examined coleth the pre- and
post-processing stages of automated translation. gfe-processing, controlled
language (CL) and automatic source re-writing (ASR) explored and evaluated. For
post-processing, global search and replace (GISB#&t) and statistical post-editing
(SPE) methods are tested. CL is reported to redngeword ambiguity but to not
achieve substantial machine translation improvenkegex-based implementations of
ASR and Global S&R efforts show considerable traiish improvements ranging
from 60% to 95% and minimal degradation, rangingrr0% to 18%. The results
yielded for SPE show little improvement, or evengrdelation at both sentence

and -ing word level.
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INTRODUCTION

This dissertation arises from a need to better ngtaled issues that effect the
production of higher quality machine translation T\Moutput. It examines the
performance of rule-based machine translation (RBMTrespect of -ing words and
further investigates remediation techniques designe improve MT system

performance.

The research idea stemmed from discussiondeghindustry partners, Symantec,
and researchers in controlled language (CL), mactianslation and post-editing (PE)
at Dublin City University (DCU). The need to betiemderstand the impediments to
better quality MT led to a successful application fesearch funding to Enterprise
Ireland® The core objective of this application was to ioy® the process of machine
translation in an industrial context, in particyldmat of Symantec Ltd. IT-domain User

Documentation.

RESEARCH OBJECTIVES

BACKGROUND RESEARCH

In the early days of post-editing in the IT verliza2006, vendors reported problems
with MT output which they deemed intractable, tisatthey claimed that it was often

easier to translate certain sentences or linggiftiatures from scratch than to try to fix
the MT output. The handling of software stringsjchtrequired special treatment, -ing
words, passive structures and long sentences Wwereop issues for Syamntec at the
start of this dissertation. While the manipulatwispecial strings was being studied
(Roturier and Lehmann, 2009), the grammatical fegtuemained to be addressed.
According to the company’s Style Guide, passiveicttres should be avoided and
sentence length restricted to 25 words. Compliavitie the Style Guide was enforced

with CL rules in the authoring stage. Symantec padicularly concerned about the

MT performance of -ing words because the Style €aitbwed their use and technical

! This research was funded by a joint Enterpriséah@/Symantec Innovation Partnerships
Fund (IP-2006-0368) for the first two years anddedh completely by Symantec Ltd., Dublin,
for the third year.

Enterprise Ireland: www.enterprise-ireland.com

Symantec Ltd.: www.symantec.com



writers were not content with the use of the CLokee to address the issue. They
claimed that -ing words had various uses and coatdbe removed from content. In
addition, little empirical data or analytic assesatrwas available for the problem. As
MT sits between the authoring stage and the PE stad both parties were reluctant to
address the issue, Symantec felt impelled to ifyatst the nature of -ing words and

their MT performance to direct appropriate actiototh stages.

Previous related research (Roturier, 2006) deshdy pointed at -ing words as a
prominent problem. Roturier aimed at establishinGlain the Symantec document
authoring stage and identified a number of ruleBaaleployed, including the general
“avoid -ing words” rule. This rule had a double etijve: first, to femove the
ambiguity created by specific -ing words to imprdke readability of source XML
topics’ and secondly, todvoid certain -ing words to improve the performaméean
RBMT systefn(Aranberri and Roturier, 2009: 1). With the asstion that -ing words
in general were problematic, the rule focused owrimiging the number of identified
cases and not much effort was put into the ratgre€ision, i.e. not flagging the -ing
words which would be handled correctly by the MTsteyn. As a result, many
examples were identified as errors by the CL chedakeen though they were
acceptable for MT. This proved confusing for wisteas well as time-consuming, as
both problematic and non-problematic -ing wordsdeekeattention. The identification
of unwanted instances has an added effect: theifiéenunproblematic sentences,
which obviously remain unchanged, add to the umvedonumber of problems,

unfairly affecting the final automatic scoring abplems in a particular document.

In his dissertation Roturier (2006) pointed the existence of different contexts for
-ing words, which were not all equally problematitowever, due to the high number
of CL rules to be evaluated (54) in his researhb, éxamples included for each rule
were low, including only 31 for -ing words, insuffént to get an insight into this
particular feature. From a more theoretical perspecscholars have argued that -ing
words are problematic for both humans and MT duéh&ir grammatical flexibility
and have listed them within the top problematiciéssin works focusing on machine
translation or in the Global English Style Guidesfh and McCord, 2000; Bernth
and Gdaniec, 2001; Kohl, 2008). Authoring and ti@ien technology-related

applications are concerned with the use of -ingdeqAdriaens and Schreurs, 1992;



Wells Akis and Sisson, 2002; O'Brien 2003). Yetthe best knowledge of the author,
no empirical data has been provided to confirmdiaém that -ing words are among

the most problematic linguistic features for Erglés a source language.

RESEARCH QUESTIONS
This led to the first main research question of ttlissertation: what are the most
problematic -ing words for RBMT systems when tratish IT user guides into French,

German, Japanese and Spanish?

Once the problematic -ing words were idertifithe second main research question
could be investigated, i.e. what approaches wers gféicient for the improvement of
the machine translation quality of -ing words. Wapéd to answer this question by
testing different techniques for a number of profdéc subcategories of -ing words,
along with the working details of each technigumirt advantages and weaknesses,

effectiveness on MT quality and possibilities famplementation.

INDUSTRY-ACADEMIA RESEARCH COLLABORATION

The funding for this research was awarded through hnovation Partnerships
Programme of Enterprise Ireland, the governmenh@géen charge of promoting and
developing national business. This programme aitr&upporting joint industry and

academic efforts to pursue commercially benefidi@search. Industry-academia
collaborations have been mainly short-term aad hoc initiatives, which are only

recently receiving attention from governments andranational institutions such as
the European Union (CREST, 2008).

Research objectives in academia and indus&y RRams are different. As Kenney-
Wallace (2001) describes, industry wants resulitjmy edge research. The research
tends to be task-specific, performed under markedction and time constraints.
Academia, conversely, seeks academic excellencetanften fails on applicability
(ibid). An added difference between the two redeatrategies lies on the fact that
academic research is public whereas industriabrebausually has private aspirations,
with great emphasis on intellectual property (IMnership (Carpenter et al. 2004).
When combined, industry exposes complex real-wsdgharios and problems to be

solved to academics, and offers access to workkdkcilities, resources and industry



experts, as well as providing financial supportademia, in turn, contributes with a
solid knowledge of existing research work and caimpeapproaches, and scientific
rigour, logical structures and frameworks so tleaearch results are valid and hold for

similar scenarios, enabling replication.

Collaboration involves some challenges. Amdhgm is the need to adapt to
market-bound projects. The pressure is not onlgresequence of the speed to market,
but also of the applicability within the market. i&epts and products evolve and the
research must follow. Similarly, companies depend the market and the
collaborations risk coming to an abrupt terminatibnthey do not fit with the
[company’s] new strategic plah(Carpenter et al. 2004: 1003). The availabilitfy o
resources is also a double-edged sword. On thénane, it makes research possible
and greatly broadens the possibilities and scopgh® other hand, depending on them
can lead to important gaps once the collaborasdariminated (Carpenter et al. 2004).
Also, companies contribute with substantial fundamgd resources but they are not
limitless and flawless.

This dissertation is a product of industryderaia collaboration. It exemplifies the
advantages facilitated by an industry-academiangett access to cutting-edge MT,
authoring technology, and industrial experts, fiiah support to perform human
evaluations, linguistic support for multilingual search — while also presenting
limitations — budgetary constraints for human eatiins, availability of identical
resources across languages for statistical trainBig ultimately, with the right
infrastructure in place and the awareness of tfferdnt research drivers in industry
and academia, a joint venture has the potentiahdioieve rigorous cutting edge
research with direct implementation. Taking both #lidvantages and disadvantages of
this kind of collaboration on board, we hope toéattained usefull industrial process

modifications based on the latest scientific pptes.

SYMANTEC

Symantec was founded in 1982 and is now one ofwtbdd's leading software
companies with more than 17,500 employees in nf@e 40 countries. As a global IT
company, it provides security, storage and systenamagement solutions for

individual consumers to small businesses and largerprises. Whereas the Global



Headquarters are based in Cupertino, CA, globatabipes are divided into three
regions: Americas, EMEA (Europe, Middle East andids) and APJ (Asia Pacific

and Japan).

The EMEA localisation headquarters are basddlublin. This group is responsible
for the translation and adaptation of software daliverables for the locales in their
region. This involves the translation of tens oflions of words per year, as well as
Software QA Testing. With the need for faster tuonad times in order to achieve
simship that is, the simultaneous shipment of all loealiversions, the localisation

department has a strong focus on innovation irstagion technology.

SYMANTEC LOCALISATION WORKFLOW

The first technology introduced into the human gtation workflow was that of
translation memories (TM), dating back to 1997.sTdllowed for significant reuse of
existing translations and increased consistencyge&eh on the integration of machine
translation (MT) technology started in 2003 (Raturi2009). The desktop applications
of TM and MT led to the initial use of MT for Tedlkal Support translation in 2005.
In 2006 the server-based enterprise system waallatst with user documentation for
EMEA and APJ benefiting from it from 2006 and 20@&pectively, thanks to the
deployment and support offered by the internal Sye@ateam.

MT technology is used in conjunction with ThMchnology. All translation
segments with 85% fuzzy match or above are subdrfittehuman translation whereas
segments falling below that threshold are machiaestated and sent for post-editing
(ibid). The first enterprise product localised wideployment of the MT technology
was completed in 7 days, as opposed to the 15 @es performance) it took to
localise a language version of the same versighefame product without MT. Not
only did turnaround time decrease, consistencisis said to have improved (ibid).

The MT system used at Symantec is SYSTRAN&lgh it is a proprietary system,
it offers a number of customisation techniques Wwihielp contextualise the system and
improve its translation quality. Symantec exploiiso main techniques: user
dictionaries (UD) and translation stylesheets (SP®)ject-specific or domain-specific
UDs are created and re-used, which contain thelation preferred by Symantec. STS

procure context-sensitive translations. Based gs, teertain parts of the texts, such as



Graphical User Interface (GUI) options are setddranslated separately, or strings of

commands set as “do not translate”.

The MT system requirements pervade the trdoslarocess infrastructure. As with
most large companies, Symantec has developed its stWe guide for document
authoring. However, ensuring all writers complyhwibe guide is not straightforward.
In order to achieve this, a Controlled Languageckée (acrolinx™ 1Q suite) was
introduced in 2005, which is used by the writingrtes during the document authoring
process. Compliance with spelling, terminology,ngnaar and style rules is guaranteed
and made easier. Roturier (2009) showed that theeriache number of CL rule
violations, the better the MT quality. In additic@ ensuring the quality and
consistency of source documents, the use of a @tken also offers the possibility of
producing more suitable documents for MT, as MTefffierules can be added to the
style guide recommendations.

At the final stage of the translation workflowSymantec established a
post-processing module based on global search epldce rules applied through
regular expressions (Roturier et al. 2005). Thiduae® aims at automatically fixing
repetitive errors that cannot be fixed with oth¥ISTRAN customisation possibilities,

before the output is passed on to human post-sditor

RELEVANCE OF SYMANTEC-BASED RESEARCH

As this research was a collaboration with Symarités,only logical that the research

objectives are somewhat rooted within their paliicworkflow. This means that the

IT documents analysed pertain to Symantec prodtltas,the MT system used is the
rule-based SYSTRAN and that the target languagesniered — French, German,

Japanese and Spanish — are the ones of interts tmmpany. However, a look into

the reports of large IT companies and the thealktjuestions involved demonstrates
that the research is relevant to the field in gaher

As discussed in Chapter 2 section 2.1.1, tteenmatical characteristics of a
particular text type are normally consistent acrakscuments. Therefore, by
considering corpus-design issues to ensure a lmdazed representative corpus, the
generalisability of the results to IT-domain proged and descriptive texts is valid.
Regarding the use of SYSTRAN, whereas we acknowldtlg use of a single MT



system, it could be argued that since SYSTRAN iwidely used system, other
companies could benefit from the resedrti.addition, although the overall results
might depend on the development and customisatioel bf SYSTRAN at Symantec,
specific results might hold for RBMT systems in geat — ProMT, PAHOMTS, SDL
KbTS. Moreover, as described in Chapter 1 sedti@r? hybrid models are emerging
and even statistical machine translation (SMT) iéectures are developing towards
the inclusion of linguistic knowledge in their sgsts. Current SMT providers, such as
Language Weaver or Microsoft, are reporting theoohiction of syntactic and
semantic information into their systems (Wendt,&QGnguage Weaver News, 2008).
The move towards hybrid MT systems underlines thpoirtance of research on
linguistically-based architectures and techniquegresented in this research. The
choice of target languages was related to the coniahémportance they hold within
Symantec (among other characteristics which areudsed in Chapter 2 section
2.2.1.5). According to the ratings of World Onlwéallet (WOW), Japanese, German,
Spanish and French are, after English, the languatpich bring the biggest benefits,
hence their importance (DePalma and Kelly, 2009).aAresult, large IT companies
and language providers alike — Microsoft, IBM, SBlinclude the selected languages
within their target language range. In conclusibnan be argued that despite its origin
in Symantec, the results obtained from the reseaachbe of benefit to a variety of

players within the localisation industry.

STRUCTURE OF THE DISSERTATION
Chapter 1 provides an overview of the most releddatature for this research,
discussing notions such as -ing words, machineslatian, evaluation and controlled

language, and the research that has been condadatke.

The initial investigation of “gerunds” as aoptem for MT led to the rapid
realisation that “gerund” was in fact not an appiae term for describing the
linguistic feature we wished to study because #trieted the structures and types
of -ing words it covered, but in fact the more gahderm “-ing word” was more

2 Companies and institutions which work with SYSTRAMNIude, among others, CISCO,
Daimler-Chrysler, EADS and the European Union.



appropriate® This is still a very broad category and, as Chapteand, more
specifically, Chapter 2 outlines, a much more detiacategorisation was necessary in

order to proceed with the quantification and eviaduneof the problem.

Chapter 2 then focuses on the methodologied tesbuild a balanced corpus of IT
documents. The functional -ing word classificatignintroduced and the approach
taken to extract the -ing words pertaining to ezaiegory described. The rationale and
preparations for the human and automatic evalustgma examined as well as setting

the path for the analysis.

Chapter 3 presents the evaluation resultsirddtafrom the human judges and
automatic metrics. This gives an insight into tladiing of -ing word subcategories
by the RMBT system and accounts for the specifiblgms it faces. This human
evaluation is then compared against commonly usednaatic metrics to show the

usefulness of the metrics for a feature-based atialu

Chapter 4 reviews the localisation workflovendifying techniques for translation
guality improvement in the pre- and post-processatgges. The procedure for
implementation of four techniques — Controlled Laage, Automatic Source
Re-writing, Global Search & Replace and Statistieakt-editing — is described by
applying them for a number of problematic subcatiegoof -ing words. It particularly
focuses on the details in creating effective rules rule-based techniques, and
measuring their precision and recall, as well as ¢bnsiderations for data-driven

techniques.

Chapter 5 reports the translation improvenadaained from the implementation of
the techniques described in Chapter 4 for a nunobeing word subcategories. It
describes the human evaluation performed for eaxtinique and reports the results, as

well as considering possibilities for deploymenthivi the localisation workflow.

Finally, Chapter 6 summarises the findingstto$ dissertation and reviews and
critiqgues the methodologies used. Additionallyalso discusses the implications of
performing collaborative research between indusity academia. Finally, it identifies

directions for future research.

% The definition of the terminology is given in Chapl section 1.1.
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CHAPTER 1: LITERATURE REVIEW

In this Chapter we review the different domainshinitthe framework of machine

translation quality improvement. We start by defmithe object of research, i.e. -ing
words and by discussing the lack of agreement e thassification by scholars. We
then introduce machine translation (MT) and itshaectures, focusing on rule-based
systems. In section 3 we proceed to describe theepsing difficulties -ing words pose

for both humans and computers.

Section 4 focuses on MT evaluation. We fireshsider the traditional human
evaluation. We touch upon the benefits of humankedge to perform this task and
the challenges relating to subjectivity. We themntio the recent approach of
automatic evaluation to present its principles,aages in terms of time and cost, and

pitfalls in terms of informativeness.

Finally, section 5 examines the possibilitidsich are currently researched and are
in use in real-life workflows for improving MT outip quality. We focus on techniques
which cover the pre-MT and post-MT stages: CordwbllLanguage (CL), and
automatic post-editing (APE).

1.1 DEFINING -ING WORDS

Traditional grammars (Quirk et al. 1985) divide d®mith the -ing suffix into gerunds
and present participles. Gerunds are describecewasriohl forms which function as
nouns (a). Present participles, in turn, are diiohto two subgroups. Firstly, deverbal
forms that function as adjectives (b). Secondlym® which, in combination with
auxiliaries, constitute the progressive aspect (c).
(a) Allocating fewer CPU cycles to a backup job maykes slower backup
performance.
(b) The program will use the existing password.
(c) You must have administrative rights of the compyerare using.
However, a number of current grammarians cldiat this division can no longer
be defended. According to Huddleston and Pullun®02282-83):
Historically the gerund and present participle mdditional grammar have

different sources, but in Modern English the foame identical. [...] The
historical difference is of no relevance to the Igees of the current
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inflectional system. [...] We have therefore just mnikectional form of the
verb marked by the -ing suffix; we label it withetkompound term
‘gerund-participle’ for the verb-form, as therens reason to give priority
to one or other of the traditional terms.

These authors sustain their claim by rejecting difference in form, function and
aspect between the traditional gerund and presstitiple. In reference to form, they
acknowledge an internal difference. Gerunds allowthe subject to take genitive
cases and use plain or accusative cases for méwemal uses (d). The present
participles, however, do not allow for genitivesdamstrict the use of accusatives to
informal style (e). However, this difference onlgcaunts for the instances where
the -ing clause allows a subject. Therefore, ihds an absolute difference that can
always be applied as a specific characteristidl@fesunds and present participles.

(d) She resented his/him/*he being invited to operi#imte’

(e) We appointed Max, he/him/*his being much the bestlified of the
candidates.

In reference to function, they claim that treditional distinction between gerunds
and present participles is based on the formengets nouns whereas the latter act as
adjectives. They reject the traditional practiceusing the part-of-speech function as
the criterion to classify clauses, but they prdvatt teven by using this method, it is not
possible to account for the distinction betweerugds and present participles. They
use the example of catenative verbs, whose complsnage classified as gerunds or
present participles depending on their functiomasgn phrases (objects) or adjectival
phrases (predicatives). They show that this ditinds not absolute because not all
verbs that allow adjectival predicatives take gdrparticipials (f), and not all present
participles can be substituted by predicatives Knce the claim that gerunds and
present participles are not functionally nouns djeetives but a form of the verb. In
addition, they claim that the object/predicativstidiction is also applied to infinitivals
but in their case, no further distinction is sougdrtiis gives ground to the belief that
the distinction between gerunds and present palagiis drawn from historical usage
only.

(f) They seemed resentful. *They seemed resenting it.
(g) He stopped staring at them. *He stopped calm.

4 Examples d-i taken from Huddleston and Pullum 200
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Finally, in reference to aspect, Huddlestord dPullum suggest that present
participles occur as both modifiers and in combarmatwith auxiliaries to form the
progressive aspect. But one can claim that prgsariciples do not always have a
progressive meaning (h-i). Therefore, a clear miston between gerunds, which are
not supposed to show progressive aspect, and prpsaeticiples cannot be drawn
based on aspect either.

(h) Hearing his cry, she dashed into the garden.
(i) Although having no TV himself, he was able to kegtogramme.

In conclusion, it could be said that ther@dssystematic correlation of differences
in form, function and aspect between the tradiigggaund and present participle. As a
result, Huddleston and Pullum (ibid) propose thatds with a verb base and the -ing
suffix be classified as gerundial nouns (genuinensd, gerund-participles (forms of

verbs) and participial adjectives (genuine adjed)v

The authors acknowledge difficulties in detiging the boundaries between the
groups, particularly when the -ing words appear tbeir own, with no further
complementation. Still, they provide a set of cluesfacilitate the identification

process (see Table 1.1).

PARTICIPIAL
GERUNDIAL NOUNS GERUND-PARTICIPLES ADJECTIVES
can take an “of” PP can take NP objects normally do not take NP
complement objects
characteristically modified by modified by adverbs can be modified by degree
adjectives adverbs such as “very” or
“too”
combine with determiners do not combine with verbs like “seem” take AdjP
determiners as complement
can very often inflect for cannot inflect for plural
plural
can take genitives cannot be modified by degfee
adverbs such as “very” or
“to0”
verbs like “seem” do not take
AdjP as complement

Table 1.1 Clues for classifying -ing words

The linguistic feature we aim at addressinging words. These words acquire
meaning in context. As we will describe in Chajegection 2.1.3, the need to further
categorise the contexts in which -ing words occuemed to identify their purpose
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and their accurate translation into different talgaguages. For instance, how should
the -ing word checking be translated into Spanist®eleccionaror selecciénor
seleccionandmr de seleccién?t is necessary to know the context in which thardv
appears to decide on the appropriate translatibis. [Ed us to the use of a functional
classification scheme (Izquierdo, 2006), which ubescomplementation of syntactic
and semantic information to define this contexte Thntext is delimited according to
constituents, that is, groups of words thaiay behave as a single unit or phrase
(Jurafsky and Martin, 2009: 419). In computatiotialguistics, constituents are
identified following a set of rules which expresthe¢ ways that symbols of the
language can be grouped and ordered togétitdrid: 421) and are represented by
non-terminal symbols in parse trees, where thegeddency is also apparent. This
provides us with the syntactic group for which tiregy word is the head. We add a
functional layer based on the premises of FunctiGmammar (Halliday, 2004), which
describes the purpose of the constituent, to thestitaents and obtain the -ing
functional constituent. For example, if we take gantence (j) below, we see that
checkingis the head of the constituemy checking the box on the |edind this is an

adverbial phrase of mode.
(i) Accept this option by checking the box on the left.

However, note that our interest is not thategéluating entire -ing functional
constituents, but the -ing words within them (seetisn 2.2.1.2 for a discussion
on -ing word translation delimitation). In the exalm above, we are interested in
whether checkingis correctly translated given its context, that tise functional
constituent in which it occurs. We are not intezdsh whetheby or the box on the left
are correctly translated. In this dissertationrafare, we use the term “-ing word” in

reference to its functional constituent.

1.2 MACHINE TRANSLATION SYSTEMS

Let us briefly describe the architecture of MT syst before we consider the
difficulties -ing words pose for them. Currently, TMsystems, that is,computerised
systems responsible for the production of transtetifrom one natural language into
another, with or without human assistahgelutchins and Somers, 1992: 3) can be
divided into rule-based or data-driven systems. M@ difference lies in the method
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used to acquire translation knowledge. Rule-basedthme translation (RBMT)

systems consist of bilingual dictionaries and tlamas of grammatical rules governing
translation from a specific source language (SLatepecific target language (TL)
manually encoded in their core modules. Data-driwystems, proposed as an
alternative to circumvent the manual crafting ohrgmatical rules (Carl and Way
2003: xviii), extract all the necessary informatiom translation automatically from a

bilingual parallel corpus used for “training”.

We find two main architectures within this adigm: Statistical MT systems (SMT)
and Example-based MT systems (EBMT). The basiccipi@ behind SMT is that
resources for translation can be extracted frorparar using statistical probabilities of
distribution and estimation calculated from surfémens or words. The idea is to find
the best translation probability given a sourcebphility following Bayes’ theorem
(Brown et al. 1990). The idea behind EBMT systemsoi store a parallel corpus of
already existing translations and then recombiagnfrents to produce new translations.
We can distinguish three different stages in thestems: the matching of source
segments against a bilingual translation datalthseidentification of corresponding
translation segments, and the recombination ofetttescreate the translation output
(Nagao, 1984: 178).

In the following section, we describe the RBMchitecture in detail, as the MT
system used for this research pertains to thisgoate We will revisit the SMT
architecture when discussing post-processing appesato improve MT output
quality in section 1.5.2.2.

1.2.1 RULE-BASED MACHINE TRANSLATION

RBMT systems evolved from a naive transformer &echire to an ambitious

interlingua architecture, to end up with a morelista transfer-based architecture,
which is used nowadays. First to be proposed, foamer architectures used a
bilingual dictionary to replace the words in the ®ith the equivalents in the TL,

minimising the amount of syntactic analysis (Arnat al. 1994). This type of

architecture proved too simplistic, assuming tlaaiglages could be translated word
for word. The interlingua architectures aimed atating a language-independent

abstract representation of the SL which would therused to recreate the TL (ibid).
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No language-specific rules to relate a SL to a butd be required. Such a method
would allow for the introduction of different langge pairs just by adding an analysis
and a generation module. However, obtaining a édsgract representation, based on
the idea that all languages share primitive wordsvhich the SL can be abstracted,
proved to be very challenging. As a result, a thjpgroach which included a degree of
abstraction of the source and transfer rules agdreration module for the TL was
devised (ibid). Although more time-consuming andtlyodue to the necessity of
transfer rules for every language pair and theuistic study required to create such
rules, this approach proved more viable and aceutan the interlingual approach
(for a graph on the relation between the threeagures, see Figure 1.1 below).

INTERLINGUA

A o

Depth ——= Transfer System —3
of

Analysis

Size of Comparative Grammar Between Languages L1 and L2

Figure 1.1: Relationship between the 3 rule-basecpbproaches represented using Vauqouis
Triangle (from Arnold et al. 1994: 77)

It is transfer architectures that have sumbivess commercial RBMT systems.
SYSTRAN is an example of such a system and is thiesitem in use in this study.
Similar to other transfer systems, it consists om8dules: analysis, transfer, and
generation. In the particular case of SYSTRAN, dbaeeration module is divided into
synthesis and rearrangement (Surcin et al. 200%. former is performed using TL
information only, the latter using both SL and THifarmation.
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RBMT systems carry out a first cycle where gberce text is analysed. SYSTRAN
developers report that, for their system, 80% @& tode belongs to the analysis
module, whereas transfer accounts for 10% and sgigthand rearrangement would
take up to 5% each (ibid). This clearly demonssr#éite importance assigned to a high
guality source analysis in the quest for a gooasietion.

SYSTRAN's analysis stage performs a Global Woent Analysis, where the
subject domain is identified and a grammatical gsiglis performed (Senellart, 2007).
The grammatical analysis extracts information abaqudrt-of-speech, clause
dependencies and relationships between entitiethefsentence as well as their
functions (ibid). Several modules are involved histprocess, which complete a

representation of a source segment:

- Sentence segmentation

- Normalization of the languages

- Morphological analysis

- Grammatical disambiguation

- Clause identification

— Basic local relationships

- Enumeration analysis

- Predicate/Subject analysis

- Preposition Rattachemént

- Semantic Analysis

The transfer stage contains rules to transfBtirstructures and lexicons into TL

structures and lexicons. This stage is dependenthernlanguage pair. Finally, the
generation stage performs the necessary syntheset{on of elements not explicitly

present in the TL) and word-order rearrangementddel a grammatical TL output.

Bilingual dictionaries are paramount to thishétecture. In an earlier description of
SYSTRAN, Hutchins and Somers (1992) described ggypf dictionaries as part of
the system. An “ldiom” dictionary with the transtat for fixed expressions; a
“Limited Semantics” dictionary which defines howetlicomponents of noun phrases
are related; a “Homograph” dictionary to help ie tthisambiguation of homographs;

® Term used by Senellart (2007) from the Frenchidctement” meaning assignment.
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an “Analytic” dictionary which includes syntacticformation for words which diverge
from the general syntactic behaviour; and a "Camail" dictionary to ensure

successful domain-specific lexical choices.

In addition to these dictionaries, general almmain-specific dictionaries are
encoded. It is this type of dictionary which cancbeated by the user and facilitates the
interaction with the in-built lexicon and rules, sl are otherwise inaccessible to the
user due to licensing agreements. These user mlicias (UD) are fully customisable
and overwrite existing in-built dictionaries. Thesem can specify not only the
translation for a particular entry, but also itstgE-speech, how a plural is formed for

irregular nouns or can give an entry a priorityrodiéferent homographs.

One of the main criticisms of RBMT systemghie time required to develop new
language pairs because rules and lexicons have tieWised and manually encoded.
Recently, however, Surcin et al. (2007) have shadwances in the rapid development
of new translation pairs at SYSTRAN. They arguet ttiee source analysis and
generation modules for each language can be rewswth combining different
languages. And as we mentioned earlier, sourceysinaaccounts for 80% of the
encoding and generation 10%. All that remains tochkeated, therefore, are the
language-pair and direction-specific transfer rulEse crafting of grammatical rules
requires some effort but the creation of lexicatidnaries is straightforward with the
use of parallel corpora and semi-automatic exwac{Senellart, 2007). In addition,
should new languages have to be integrated, akethmodules incorporate
language-family rules, more general than languggeific rules, which can be reused
(Surcin et al. 2007; Hutchins and Somers, 1992).

Carl and Way (2003) argue that RBMT systemfesufrom a 'knowledge-
acquisition bottleneck(ibid: xviii) when trying to incorporate solutisnfor complex
difficulties. Not only is there a need for highlpexialised linguistic rules to facilitate
disambiguation, often a new rule intended to impravparticular difficulty conflicts
with other rules, resulting in considerable degtiateof the quality. However, RBMT
systems are incremental and deterministic in ngtbemellart, 2007). Users can easily
validate and select improvements from differensi@rs of the system and, due to the

consistency of the results based on controlleduress, mistakes are easily pinpointed,
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as opposed to data-driven architectures (see mettt©2.2 for further discussion of
this).

It is worth mentioning that in June 2009, SN announced the move towards a
hybrid system, by incorporating statistical methealgheir RBMT system (Laporte,
2009). The main advances described were a heavy ofisstatistics in the
disambiguation rules during source analysis and itliduction of a Statistical
Post-editing (SPE) module after the generation feothee 1.5.2.2 for a description of
SPE).

1.3 -ING WORDS AND (MACHINE)TRANSLATABILITY
We describe here different translatability issuas-fhg words. Let us start with an
issue affecting clauses and phrases in generattstal ambiguity. This occurs when
more than one interpretation of the syntacticahtiehs between different clauses or
phrases is possible (Quirk et al. 1985). For ircstann the example in Table 1.2,
the -ing wordrequestingcould be an adverbial phrase of manner modifyiregrhain
verb close (see possible re-writing 1) or a reduced relatifeeise complementing the

direct objectialog box(see possible re-writing 2).

Structural ambiguity | Close the dialog box requesting a change.
Possible re-writing 1 | Close the dialog box by requesting a change.
Possible re-writing 2 | Close the dialog box that is requesting a change.
Table 1.2: Example of structural ambiguity

This type of ambiguity poses comprehensiorblgras for humans, who might not
be able to interpret the intended meaning correQlyirk et al. offer alternatives for
avoiding such situations, e.g. changing the ordethe clauses, supplying ellipted
elements or using punctuation to mark the majonsgaboundaries, but it is usual to
find them in real texts. If a structure is ambigsidor human readers, needless to say it
will be so for an RMBT system. Thanks to the detarstic nature of these systems,
however, we could expect that they consistentlipfola default behaviour coded for
such cases.

Nevertheless, often humans are able to irgergtructural relations correctly by
considering context. Clues can be found somewHsecir the text or logical relations
can be applied to rule out impossible relationsweler, MT systems cannot make use

of world-knowledge and they can only focus on thes provided within a sentence in
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reference to grammar. For instance, in the examplable 1.3, a human reader would
rapidly know that the agent of the main clausdésuser even if it is not present in the
sentence. However, an RBMT system would have tortrée grammatical logic to

disambiguate it. However, only semantic clues aogiged in the sentence.

| The password must be typbdfore accessinghe account. |
Table 1.3: Example of a passive sentence without @xplicit agent and an implicit
subject subordinate clause

The ambiguity for RBMT systems — and for husianis maximised when the
sentences violate grammatical rules. Accordingreongnar (Quirk et al. 1985; Carter
and McCarthy, 2006), we can infer the implicit sdbj of a subordinate clause by
looking at the main subject, as they should bestimae. However, this requirement is

not always met and it is not unusual to find secesrike the following:

These credentials are stored in the credentiabdataof the Information
Serverafter configuring the UNIX target machines.
Table 1.4: Example of an ungrammaticalae of implicit subjects

If we are to understand the sentence accotdirggammar, the subject wisbores
the credentialand the subject whoonfigures the UNIX target machinsisould be the
same. The first problem we find is that the agdnthe passive clause is not made
explicit and therefore we need to infer who thejectbof the main verb is. Using
world-knowledge, one could interpret this as a nralor programwhich stores the
credentialsand that it is a human who configures a machiméhik case, therefore, the
subject of the main and subordinate clauses isheosame. Apart from confusing the
reader as to who does what, we see that an RBM&mysas no choice but to resort to
a default assignment of subjects. The sentencerdiiemly omit essential information
for its correct interpretation, it also challengbe grammatical rule whereby subjects
should be made explicit if they are not shared dity bhe main and subordinate clauses.

We present a more -ing word-specific issueehfthe grammatical flexibility
of -ing words results in words sharing the exaotesdorm fulfilling different functions.
For instance, the worduditing in the examples below (see Table 1.5), can aet as
noun (gerundial noun), as an adjective (particimdiective), or as part of the

progressive tense or as the head of an adverhia$@lof purpose (gerund-participles).
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TYPE EXAMPLES

Gerundial noun To performuditing you must complete the following
steps:
Gerund-participle Server auditing and logging.

Steps forauditing SQL Server instances.

Participial adjective | When the job completes, BAGBKIsaves a copy of the
Backup Exec restore logs fauditing purposes.

Table 1.5: Examples of different classes ehg words

This characteristic presents difficulties nhaifor RBMT systems, which need to
differentiate between -ing word types for an appaip analysis to be passed to the
transfer modules. As mentioned in section 1.2.&, dhalysis step relies heavily on
part-of-speech analysis, where each word is assigntag for the morphosyntactic
class to which it belongs. Tagging algorithms refy the immediate environment of
the word to be tagged in order to assign it theembdabel (Jurafsky and Martin, 2009).
If we examine the examples in Table 1.5, it is ckhat the immediate environments
for examples 3 and 4 are the same, that is, thd wlasses preceding and following
the -ing word are the same for both sentencesthi&uting words belong to different

classes.

Similarly, let us consider the following semte:

| The system backs up credentials and installingrtepo |
Table 1.6: Tagging ambiguity issue

If we only look at the syntactic structureerth are two possible interpretations of
the sentence: (Ijeportsis a plural noun and the -ing woidstalling a participial
adjective, or (2yeportsis a verb in the third person singular and the -vord a
gerundial noun. Jurafsky and Martin (2000) listuember of ambiguous contexts for
POS taggers and include plural nouns and thirdopesingular verbs as one of the
main examples. A full tree-parse of the sentengghtifielp disambiguate the sentence.
However, it might be the case that the parsing neodelies on the POS tagger and
therefore, this does not facilitate a correct asialpf the source. The RBMT system,
therefore, is in a situation where it needs to nwkhoice, probably assigning a default

tag for this situation.

Bernth and McCord (2000) maintain that wordsclr can be assigned more than
one POS tag are indicators of translatability issuss a result, -ing words were
penalised in their Translation Confidence Index ¥6F (TCI). Whereas this applies
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generally, in certain cases, the frequency withclwldach POS appears varies and this
can facilitate the disambiguation task. Howevee, TiC| contains no mention of POS

frequencies and how this could alleviate the ttasility issue.

A TCl is a teasure of the MT system's own confidence inatskatiort' (Bernth,
1999b: 121). Thinking that MT users would benefibnfi the identification of
potentially problematic structures before sendimgn for MT or after they had been
machine translated, different researchers starteckimg on TCIs in the 1990s
(Gdaniec, 1994; Bernth, 1999b, Bernth and McCo8@02 Bernth and Gdaniec, 2000,
2001; Underwood and Jongejan, 2001). In the same a@e the reported rule
proportions for the different stages of SYSTRANeg(s=ction 1.2.1) which devotes
80% of its coding to source analysis, all of thexabauthors emphasise the importance
of source analysis as it‘ithe most nondeterministic and most error-prone pamT
and ‘errors made at this stage tend to carry over arftu@ance later stagéqBernth
and McCord, 2000: 90-92).

As mentioned, -ing words were included in T lists. Underwood and Jongejan
(2001) mention, somewhat tangentially, other stmgg where -ing words can be
present, such as missing subjects and non-finitesvén Bernth and Gdaniec (2000)
different uses of -ing words are specifically mendd and coded for the English-
German language pair, examples being adverbiasetaaf manner directly introduced

by an -ing word or gerundial nouns.

Based on the assumption that different RBM$tays are faced with similar
problems, Bernth and Gdaniec produced a list whdelscribes the grammatical
features which can pose problems for MT systemstaw3latability (2002). From the
26 rules proposed by these authors, 3 addresssthefuing words alone (ibid: 181-
184).

Not only do (machine)translatability indicatanclude -ing words as a problematic
grammatical feature for MT, authoring style guidesl controlled languages (CL) also
address them. In “The Global English Style Guid&3hl (2008) dedicated a chapter to
the use of -ing words while trying to raise awaenamong technical writers by
explaining the ambiguities and complexities behihid feature. 8 out of the most
popular 10 CLs studied by O’Brien (2006), which atnmaking source texts more
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suitable for human comprehension and MT systemselbyinating complex and
ambiguous structures, also included rules banninginimising their use (see section
1.4.2 for a full description of CL).

Finally, we should mention a characteristictipalarly important for generation
modules. We have seen that English is a very flexéanguage when dealing with -ing
words. However, other target languages might recaiispecific grammatical structure
for the different cases, as a one-to-one correspwel for all the structures in
which -ing words can occur is very rare. This metdret RBMT systems need to
differentiate between gerundial nouns, gerund-giglds and participial adjectives, as

well as the different structures within these akgss

To sum up, we could argue that -ing words gqamentially pose structural
ambiguities, reinforced by implicitation, POS fleiity and a lack of one-to-one
correspondence between the SL and TLs for allthetsres in which they can appear.
The theoretical evidence and all the efforts tosti@in the use of -ing words show that
both scholars and practitioners perceive them aslehing RBMT performance
considerably. However, very little empirical resgaihas been done to quantify the
problem posed by -ing words and few efforts havenbmade to date to test the

methods that would best tackle the problem posettlibyword category.

1.4 MACHINE TRANSLATION EVALUATION

Increased research on MT, including the emergeheew paradigms such as SMT,
has made it possible to consider MT as a translatfmion for specialised domains or
information gisting. However, the output of MT systs in general is still far from

perfect. Evaluation, therefore, is of paramount antgnce in order to measure the
guality and improvement but also to direct resedosbards the most urgent issues.
Nowadays, we can find methods and algorithms foth dluman and automatic

evaluation, both with benefits and drawbacks. Since research on -ing words

involves a substantial focus on evaluation, we molv review the relevant literature.
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1.4.1 HUMAN EVALUATION
There are three main points to consider when paifagy a human evaluation of MT:
who the evaluators are going to be, how they aneggim perform the evaluation and
what they are going to evaluate.

Humans understand their native languages enflent in them. They can decide
whether a sentence sounds natural or not. In addigéind-users of translations are also
humans. Therefore, it makes sense to use humargueighelp in evaluating MT
output. We observe two tendencies in the seledf@valuators in the literature: some
studies use non-expert linguists whereas otheriestudse experts. The choice is
usually influenced by pragmatism rather than methtagical rigour. Experts very
rarely volunteer to participate in evaluation taakghey can take a long time and may
require iterative cycles, and therefore, evaluataust usually be compensated for their
involvement. The evaluation, then, becomes costbpecially if a large number of
evaluators is required (see section 2.2.1.3 in &hapfor further discussion). Availing
of non-experts free of charge is easier. They aoally university students (Shubert et
al. 1995; Babych et al. 2009) or random people &hoess the evaluations online
(Callison-Burch et al. 2006). Recently, Zaidan &adlison-Burch (2009) explored the
possibility of obtaining evaluations from paid ayatlors by posting the task in a virtual
marketplace (Amazon’s Mechanical Turk). By presemtihe task as a job, the
reliability of the answers might be higher. 3,878itsl were evaluated by 115
evaluators in 4 days. Overall, they calculate hgwim pay an hourly rate of $1.95,
much lower than the rate of a professional evalualthe authors report that
identifying and blocking evaluators who perform ggois easy if they submit a
relatively large number of evaluations. Randomnmonsistent answers can be noted
by inspecting a number of responses. However, quinements are reported to have
been established when recruiting evaluators, whigstions their capacity to perform
the task.

The use of non-experts carries risks. If we egperts, i.e. people who have
completed training in languages or translatiorcatld be argued that they possess
certain language, textual, subject, cultural aadgfer competences (Neubert 2000: 5-
10). This puts them in a good position to providelable assessment on the different
aspects of language, such as grammaticality, fjuemmd accuracy. This cannot be
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ensured when availing of non-experts. In the cdsxperts, however, a budget must

be allocated.

Machine translation quality evaluation metHod@s and the attributes required of
human judges have been discussed since the 19#6s.tle acquisition of a version
of SYSTRAN and in order to embark on the EUROTRAjgct (1978) to develop its
own MT system, the European Commission needed m@ermations for evaluation.
The “Van Slype report” (Critical Methods for Evatirg the Quality of Machine
Translation 1979) was commissioned. It aimed atviding an overview of MT
evaluation and at advising the EC on evaluationhodilogy and application. The
report established a framework which, among othdergiled definitions of translation
quality attributes to be judged by human evaluaterg. comprehensibility, fluency,
accuracy. It was not publicly accessible until 2Q0Rg et al. 2003).

Between 1993-1999, the EC set up EAGLES (BExddvisory Group on Language
Engineering Standards) to propose standards, guideland recommendations for
good practice in the evaluation of language engingeproducts. 1996 saw the first
guidelines published. In April 1999 the EAGLES Evaluation Working Group
published the EAGLES 7-step recipe for evaluatidreng steps for the definition of
the evaluation purpose and intended users, queligracteristics to be measured,
metrics to be applied and execution design weremetended. Both documents
established the backbone of evaluation methodolddgwever, neither further
investigated the quality attribute definitions. Tétandard does not establish how to
measure the quality of the output. Although there mentions ofusefulnessor
adequacyfor instance, no definition is given for the term

Despite the efforts to establish a well-deimmethodology and attributes, no
standard was agreed upon and studies tended tinestiee existing ones to better suit
their context. Through collaborative work in the_ESproject (International Standards
for Language Engineering) and with funding from teropean Union, the National
Science Foundation in the USA and the Federal ©ffar Education and Science

® For EAGLES Guidelines sebttp://www.ilc.cnr.itt EAGLES96/browse.htnfiLast accessed on
31.10/09].

" For EAGLES 7-step recipe setp://www.issco.unige.ch/projects/eagles/ewq9@fFsihtmi
[Last accessed on 31.10.09].
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(OFES) in Switzerland, FEMTI (Framework for the Exation of Machine Translation

in ISLE) was created (King et al. 2003fEMTI emerged as an attempt @ather into
one place the accumulated experience of MT evalnatnd to describe it in such a
way that future evaluators can consult and re-ugs e€xperience easily(King et al.
2003:1). The framework is easily accessible. Gitren purpose of the evaluation, it
suggests the best suited attributes, togetherthdin definitions from different authors,
and the methods to use, referring the user toqaasst-studies, e.g. scales, performance
tests, comprehensibility tests.

FEMTI offered a recompilation of attributesdamtests to perform a targeted
evaluation. However, from the beginning of the d&sions, two main parameters,
which have evolved over time, seemed to emergecéigtated thatthe two major
characteristics of a translation are (a) its infglbility, and (b) its fidelity to the sense
of the original text. (1966: 67). Intelligibility is a target-text glity, whereas fidelity
accounts for the equivalence of the source anétaegts in terms of informativeness.
The final report of the ARPA MT evaluation methoalgy (White et al. 1994) also
proposed an attribute to account for the inforrmatbared by the source and target
texts which they calleddequacyand an attribute to evaluate the quality of thgda
text, fluency® We note that even with different names, two aspece recurrently
considered to evaluate machine translations. Weretilirn to the definitions behind
these attributes, and in particular that of fluenty Chapter 2 section Evaluation
Attributes.

Recent large-scale machine translation evaluatampaigns continue to use the
same parameters and seem to have reached consetigisise of two particular terms,
“fluency” and “accuracy” (LDC, 2003; Callison-Burat al. 2007), where evaluators
are asked to assign sentences a value on a 5goailet However, disagreement seems
to be emerging again, as this is considered a tiomsuming task (Callison-Burch et al.
2008), and ranking of sentences from differentesystis starting to gain popularity.
Despite the variation of evaluation attributes,tandard evaluation unit for human

evaluation is observed: the sentence. A sentenogides the evaluator with a

8 For FEMTI online seehttp://www.issco.unige.ch:8080/cocoon/femti/st-hontel [Last
accessed on 31.10.09].
° They suggested including a comprehension test.
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manageable unit with complete meaning - it has lsiest and a predicate. It is
debatable, nevertheless, whether the evaluatiosotdted sentences is an adequate
unit to assess any attribute measuring understgratirfidelity as textual coherence
and cohesion, as well as extra-textual elemenéatigrhelp human readers construct
the meaning of a text. Also, whereas the evaluatifosentence units provides a good
overall review of the systems, it falls short obyiding researchers with information
as to where to concentrate their efforts. From eeld@ment point of view, and
particularly working with RBMT systems, researchessuld greatly benefit if
evaluators could provide more granular informates to what structure or word
requires improvement. A methodology or even a tygplfor such an evaluation has

not been examined to date.

Human evaluation has been accused of beingjedive, inconsistent,
time-consuming and expensive (Coughlin, 2003; Pap&lis, 2003; Callison-Burch
et al. 2006; Hamon et al. 2007). Coughlin adds 'fifdting translation quality is both
tedious and repetitive(ibid: 2). Therefore, she suggests, due to tifferént working
tolerance of individual evaluators towards thesendttmns, the results of the
evaluation are compromised. However, there arelteonatives to performing human
evaluations if we aim at obtaining a degree of rimfativeness on quality and the

identification of incorrectly translated structures

1.4.2 AUTOMATIC EVALUATION

Machine translation output has traditionally beealgated by humans because they
have the linguistic competence and can deal wiliratt concepts such as quality. We
established in section 1.4.1, however, that peiftgma human evaluation is
time-consuming. It is, in addition, expensive, whgere expert linguists or translators
are required, they must be compensated for thae.tiThis is an obstacle for the MT
development community, as they require quick antticoous evaluations to measure
the effect of the modifications they continuoustyroduce to systems. Similarly, it is
troublesome for monitoring ongoing production cgclehere the need exists to
measure the effects of the changes implementedy alom information production

workflow.
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With the aim of automating this task, researsh@moposed the use of automatic
metrics which are able to distinguish between adgaad a bad translation. Most of
these metrics are based on the premise ftjae"closer a machine translation is to a
professional human translation, the better it (fapineni et al. 2002a: 311) with the
result that they compare MT output against refezenanslations created by humans.
One could argue that even though such metrics eareetl automatic, they are, in
reality, semi-automatic, in the sense that one amerhuman-generated references must
still be acquired for the translations to be eveddasee Chapter 2 for discussion of

reference translations).

This is true for the widely used automatic mestsuch as BLEU (Papineni et al.
2002a) or GTM (Turian et al. 2003), which are gfbased, that is, they compare
strings of surface forms of the machine transl&atiagainst the human reference text.
Recently, attempts have been made to go beyondigbeof reference strings. For
example, researchers are developing metrics whittaa syntactic information from
the source text and the target text and measurdifffeeence (Liu and Gildea, 2005;
Owczarzak et al. 2007a, 2007b). The informatiomeested can go as far as complete
parsed-trees with dependency relations and morglealbanalysis of each word, e.qg.

person, tense and aspect of a verb.

Automatic metrics greatly facilitate systemmarisons, at a text or sentence level.
Taken in isolation, however, the scores, which &hoeflect human judgement, have
no meaning and give no information about the aajuality of the machine translation.
The meaning of an increase of a BLEU point in teafnguality has not been described
yet. Nonetheless, often increases of points arertegh as achievements (Och, 2003;
Callison-Burch et al. 2006; Huang and Papineni,7200ehues et al. 2009). One could
assume that with the advance in more grammaticiilyen automatic metrics we will

be better able to assess the meaning of results.

Many studies showed that automatic metricsetated with human judgements
(Doddington, 2002; Coughlin, 2003) and the reseatommunity was quick in
adopting these fast and cheap evaluation tools.edewy other studies have emerged
that challenge this assumption. For instance, sdaie that the metrics correlate well
at text level, but not at sentence level (BlataleR003; Kuleska and Shieber, 2004) or

prove that they do not account for syntactic valitgb (Och et al. 2004).
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Callison-Burch et al. (2006) identified the reasomBy BLEU may not always
correlate with human judgements. They claimed BBEU allows for excessive
n-gram variation for sentences with the same so&selong as the number of each
n-gram level is the same, the BLEU score does aot, vegardless of the position in
which the n-grams appear and the lexical items twyain. Moreover, the metric
cannot account for any variation that is not preserthe reference translations and
does not apply any weight difference for contentdgoand function words. This
results in the MT output and two variations in Taldl.7 scoring equally, although
clearly divergent on quality. In addition, systemish different translation strategies,
data-driven vs. rule-based, for instance, seeradeive different scores, indicating that
they should not be compared directly through thesdrics (Callison-Burch et al.
2006; Koehn and Monz, 2006).

Example

Reference 1 Orejuela appeared calm as he was thd toamerican plane which will
take him to Miami, Florida.

Reference 2 Orejuela appeared calm while beingestto the plane that would takg
him to Miami, Florida.

Reference 3 Orejuela appeared calm as he was leeithg the American plane that
was to carry him to Miami in Florida.

Reference 4 Orejuela seemed quite calm as he viizg lee to the American plane
that would take him to Miami in Florida.

MT output Appeared calm | when | he was takert@édmerican plane|, | which
will | to Miami , Florida .

Variation 1 Which will | he was |, | when | takekppeared calm | to the American
plane | to Miami , Florida .

Variation 2 Appeared calm | black | he was | hplies | to the American plane |, |
which will | to Miami , Florida .

Table 1.7: Set of four reference translations, an M output and two variations with the
same BLEU score from the 2005 NIST MT Evaluation (bm Callison-Burch et al. 2006)

We have seen that MT evaluation is not a statised process. Depending on the
purpose and available resources, one can choogedyeta human evaluation or an
automatic evaluation. Both options come with addidl complexities. Human
evaluations have restrictions on the amount of dag& can be judged, call for
well-defined attributes and must cope with subjatsti If methodological rigour is
applied, however, we argue that it is possible ésigh a targeted task with highly
informative results. Currently used (string-basadjomatic options return fast and
robust results and are useful for comparison p@goshe downside is that a human

gualitative assessment is then necessary if weoagain any insight into the quality
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and quantity of the improvements and degradatidfes.will return to this concept in
Chapter 2.

1.5 MACHINE TRANSLATION IMPROVEMENT

MT evaluation detects weaknesses in MT systemsngdhe path for further research
and development. In RBMT systems, improvements lmmade by modifying the

system architecture, and specifically, the so-datlere rules. However, it could be
argued that it would be daunting to confront overygars of code (in the case of
Systran) and try to understand all rule combinatiand interactions. Yet, not all users
have access to these rules due to licensing agreemehich leads to black-box

scenarios like the one examined in this study. dohscases improvements can be
pursued either before the text is submitted fondiaion or after it is machine

translated. We call the former the pre-processitgges and the latter the

post-processing stage.

1.5.1 PRE-PROCESSING

Pre-processing encompasses any method used toutzeithe source text to suit the
MT system better. Techniques range from simplifystigngs, or avoiding particular
structures a specific system cannot handle coyedth introducing additional
information to help a correct analysis. The besbvkm approach used during
pre-processing is Controlled Language. In addittagging and source re-generation

are emerging as new pre-processing methods.

1.5.1.1 CONTROLLED LANGUAGE
Hauser et al. (2002: 1569) describe the humantfaofilanguage as follows:
human faculty of language appears to be organidexithe genetic

code — hierarchical, generative, recursive, andtuatly limitless
with respect to its scope of expression

Natural languages offer limitless possibititief expression, which often leads to
complex and ambiguous structures, as we have silerthe -ing form in English in
section 1.3. Therefore, Huijsen (1998) claimed timaderstanding natural language
might pose some difficulty for both humans and coteps. Humans use language to

communicate, sometimes directly and other timestsdaslation. Humans can find
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translation difficult; as Arnold et al. (1994) ddabed, not only a good command of the
source and target languages and their correspormdeaning is required but also a
good insight into culture, customs, and expectatias well as certain expertise on the
subject matter of the document to be translatedfokscomputers, Arnold (2003)
claimed, translation is difficult because (1) asntitmed before, translation is
inherently difficult and (2) computers have parkigu limitations for learning,
reasoning, and dealing with high numbers of contbhie possibilities. This is
because they do not have access to real world-kkugel Moreover, the
human-machine interaction is done through programgnianguages, which act as
intermediaries between natural language and bitearguage. All these limitations
greatly affect the capacity to process text andslede, at least if this is to be done by
modelling the human process. In an attempt to @veeclanguage difficulties and
enable effective communication, scholars proposeduse of Controlled Language
(CL), which is defined as:

an explicitly defined restriction of a natural lamgge that specifies

constraints on lexicon, grammar, and style (HuijsE398 :2)
AM OF CL
The ultimate objective of CL is to limit the ambites of language. Basically, CL
aims to promote communication, and therefore, pigieation ranges from learning a
language to processing text using computers. It tae first CL was developed as a
standard for learning English. In the 1930s, Clsa#tely Ogden developed Basic
English, a set of 850 words and several rules dtrict inflection and derivation. By
using these limited resources, a non-native Engiisaker was supposed to be able to

communicate in this language (Ogden, 1930).

CL was not implemented for the translationcess until the 1970s, when the
Caterpillar Corporation developed Caterpillar Fundatal English (CFE) (Kamprath
et al. 1998). Their example was followed and défarCLs were developed, such as
Smart’'s Plain English Program (PEP), the Intermatid_anguage for Servicing and
Maintenance (ILSAM), Clear and Simple English (CAS&hd Perkins Approved
Clear English (PACE) (Nyberg et al. 2003). PEPtsetfoundations for the CL which
would be used at Clark, Rockwell International agkter (ibid). ILSAM inspired
AECMA SE, IBM, Rank Xerox, and Ericsson Telecomnuations (ibid). Gradually,
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large companies in the aeronautical industry (Sigaiget al. 2003), in the automotive
industry (Pym, 1988; Almqgvist and Sagvall Hein, @92000), in IT companies
(Bernth, 1998; Wells Akis and Sisson, 2002; Rotri2004), in the
telecommunications industry (Adriaens and Schretif92) and even in financial
services (DerviSevic and Steensland, 2005) have ddapting CL.

In theory, CLs offer significant advantages dompanies. Although, as we will see
in the following sections, the benefits have netesls been demonstrated, here are,
according to Muegge (2007), the five players whouldobenefit from the

implementation of a CL in a localisation environmen

1. Users of software and documentation. Improved tfgiidafor this group
means an increased usability of the product as aslh reduction in the

amount of support-related costs.

2. Authors of technical documentation. The use of adéates a framework
which structures the work of technical writers nmakit faster and even able to

provide quality metrics.

3. Translation technologies such as translation mem@iyl) tools. More
consistent texts translate into an increased rasbsolute and fuzzy matches
which means lower translation costs.

4. MT systems. Because source texts would become d¢essplex and
terminology would be controlled, the quality of MjEnerated translations
would improve. As a consequence, more text couldréeslated using this

resource.

5. Translators® From an increased quality in MT output, post-aditivould
become faster, with quicker turnaround times.

Using CL, texts received for translation woude@ more comprehensible and
unambiguous, and would contain a controlled tertoigy As Hurst (2006) pointed

out, clarifying an ambiguous source sentence framslator can be time-consuming.

10 Muegge refers to the professionals responsibledidmng MT output as translators. However,
note that in this thesis these professionals aferreel to as post-editors, whereas the
professionals who translate from the source tesitjgutranslation memories when applicable,
are referred to as translators.
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In order to check whether the translator's intégtien is correct, the question needs to
go through a chain of project managers to the maigivriter. Once the answer is
known, it must go back to all the translators,oid any misinterpretation in all target

languages, as well as to the source language gditomodify the source texts.

We can distinguish two main foci for CLs idozalisation environment. First, the
improvement of readability and comprehensibility foumans and, secondly, the
increase of text processing possibilities for cotemy also called
(machine)translatability. Based on these objecti&dss have been divided into two
categories: human-oriented CLs and machine-orie@texl (Huijsen, 1998; Nyberg et
al. 2003).

There is debate regarding the compatibilityhefse two goals. Bernth and Gdaniec
(2001) showed that after applying MT-oriented Clesutheir text corpus improved in
clarity and translatability but reduced readahilldowever, Reuther (2003) concluded
that the rule sets required for both readability &manslatability are very similar and
that, in fact, translatability ensures readability(ibid: 131). For readability, rules
dealing with lexicon and ambiguity proved the miogportant, whereas rules dealing
with ellipsis and typography had little impact. dantrast, translatability relied mostly
on rules dealing with ambiguity and ellipsis, whardét did not depend on lexical rules.
A recent study, mainly focusing on rules addressiegdability but also including
MT-oriented rules suggested that controlled texéseweasier to read, are viewed
more favourably, and encourage better retentiokeyfwords (Cadwell, 2008: 50). A
follow-up study, on the contrary, limited theseules by showing that CL rules might
be beneficial in terms of readability and accepitgbior complex texts but not for
easy texts (O'Brien, forthcoming). More compreheasistudies on the relation
between readability and translatability are requieshed light on these contradictory

findings.

One must also bear in mind, however, that ¢bacepts of readability and
translatability themselves are not agreed uponCadwell (2008) mentions, authors
who try to measure the improvement CLs bring taagdity and/or translatability do
not use a standard definition of those terms. Vi#hamore confusing, each seems to
either coin new terms with study-based definitionge-use existing concepts with a

different understanding of them. The confusion ushsthat authors contradict one
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another. For instance, Reuther (2003) claims tresidability is a subset of
translatability, whereas Hargis (2000) understamnaisslatability as just one level of

readability.

CL AND TRANSLATION

Nowadays technical translation is often carried @itlher by using translation tools
such as translation memory systems (TM) or by nmectrianslation (MT). As for TM
tools, the more consistent the source text, theenefficient the translator becomes.
Nyberg et al. (2003) claim that since CLs reduceiatian, they can increase
reusability of source texts quite significantlyushlowering overall translation costs.
Moreover, thanks to the additional possibility dtdeessing MT weaknesses, they also
claim that CLs are very good candidates for imprgWT output (ibid). Aware of this
potential of CLs, many companies such as IBM, Diglms Symantec have introduced
them into their document production workflow (Bérni998; Moore, 2000; Roturier,
2004).

One of the most beneficial deployments of GLMT is that developed at Scania
where the analysis module of the MT system is shanith the CL checker
(Sagvall-Hein, 1997). By doing so, the technicaitavs can focus on improving the
specific sentences or chunks that pose problemshéosystem. However, the use of a
CL to try to enhance MT output when using a comimérproprietary MT system can
be impeded due to the “black-box” effect. Once fiteenomena which increase
translation quality the most are identified, sen&elength or passive voice to mention
but two, more precise knowledge of the MT systemedglired to address its particular
weaknesses. Moreover, one should remember thatdhmany providing the MT
systems will release new versions of it and chamgi#smpact on the work done to

address the identified weaknesses.

But to what extent can the implementation &f i@iprove MT output? Several
studies have been carried out to try to measureatigal increase in translatability
when CLs are applied. Spyridakis et al. (1997) dskpanish and Chinese translators
to translate procedural documents written eithenatural English or in Simplified

English (SE):' They concluded that SE appeared to improve theslation in certain

1 ACEMA SE was officially renamed ASD Simplified Tredcal English in January 2005.
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cases, particularly for Spanish. This could meat 8E is more efficient when dealing
with linguistically similar languages (ibid). De dx (2005) also carried out a
guantitative analysis. She focused on counting rex@gerity scores. The results
suggested that although the number of errors didiecrease with the implementation
of CL, their severity was reduced (ibid). In a diffnt study, a significant improvement
on the output of a commercial MT system using Cls weported (Roturier, 2004).
Output was classified as excellent, good, mediudchpor. Excellent output is defined
as being ready for reviel.In Roturier's context, poor output is discarded! ahe

source sent to translators for traditional tramstatGood and medium quality output is
sent to post-editors. Overall, excellent outputhded for all languages and medium
guality examples decreased considerably. It shdsddremembered that, as Ryan
(1988), backed by O'Brien (2006), claims, the edficy of MT should be measured
taking into account the time and effort required floe whole translation process,

which includes post-editing, unless the translaisofor information gisting.

CL AND POST-EDITING

As Allen (2003) reports, CLs and post-editing (RE¢ often combined to enhance
translatability and therefore improve MT output kifya thus making PE faster (see
section 1.5.2 for a full review of PE). In the salime, Krings (2001) claims that
medium quality output might take longer to repamrt to translate from scratch and,
therefore, CLs should focus on eliminating mediunalily output. O’'Brien (2006)
devoted her PhD thesis to trying to draw relatibeswveen CL and PE effort. She
reported that the occurrence of negative trandlatatindicators (NTIs), that is,
specific translatability issues for MT, does notemsarily always increase PE effort.
Her study supports the assumption that controlliing input reduces PE effort.
However, she points out that different types of dfiave a different impact on PE. Of
particular interest for our study, she found thg¢rtinds” belonged to the group of
NTIs which appeared to cause higher post-editirigriefalthough the definition of
gerund used is only a subset of our broader defimdf -ing words.

Allen and Hogan (2000) see PE and CL autharinbe same light, arguing that CL
authors and post-editors perform similar changethéotexts. It could be argued that

2 The review is the last stage in a translationeyehere a senior linguist signs off on quality
and accuracy of a translation before returning the client.
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the “mirrored grammatical structures” found in tbentrolled source text and MT
output (MT systems tend to follow the source stitetclosely) create a controlled
target (Way and Gough, 2005). However, that both &ithors and post-editors
perform similar tasks seems debatable. We shouldast note that the type of text
they work with is different: whereas authors ortedi deal with natural and mostly

grammatical texts, post-editors repair artificiatiaisually ungrammatical texts.

PORTABILITY OF CL

Given that the goal of CLs for large companies isainty readability,
comprehensibility and/or translatability, one migigsume that rules are portable
across companies. However, after analysing eidferdnt CL rule sets for English,
O’Brien (2003) found that the rules varied sigrafitly. The rules chosen for each CL
seemed to depend not only on the purpose of th@&zidability and/or translatability),
but also on the weaknesses of a particular MT Bystihe specific translation
difficulties between a language pair, corporatdiagiguidelines and the developers’
concept of CL. A company wishing to implement a @ierefore, would need to invest
in the analysis of their source texts, target texfuirements and, if appropriate, MT
system, which constitutes a significant endeavdrorder to set a starting point,
O'Brien gathered a list of what she considertiid ‘most important rules for improving
machine translatability (ibid: 111), classified into lexical, syntactisemantic, text
structure and pragmatic rules. In the same linentBe(1997, 1999a), Lehtola et al.
(1998) and Nyberg et al. (2003) emphasise the itapoe of tailoring a CL to the MT

system in use in order to improve its translation.

Shared efforts have also been made to attenfiptd CL rules that are useful across
companies. O’'Brien and Roturier (2007) for instanmesented a comparison of the
implementation of a CL for the German/English laaggl pair in an IT context. The
experiments showed shared benefits from controlimigspelling, misuse of the
guestion mark, semi-colon and double hyphen, l@mences and personal pronouns
with no antecedents. More generally, and as airggapoint for those wishing to
implement a CL, the authors recommended startingfdoyising on those rules
addressing common source analysis problems, as #ieghe ones that seem to have a
shared benefit across experiments. Rochford (28fi)ied whether a CL developed
with a particular MT system in mind could be reused the same effects obtained

35



when applied to a different MT system. She repotiedl whereas the best results were
obtained when the targeted MT system was usedfiteeneuld be seen for the other
two systems. It should be noted, however, that ahéhor did not provide any
information on the characteristics of the MT sydetested, due to confidentiality
restrictions. Her work builds on the literature tttidaims that MT systems share
common weaknesses and, therefore, CL rules defiigd MT in mind benefit
different systems, albeit to different degrees.

From O'Brien’s findings, it could be concludéat the implementation of a CL is
highly dependent on the particular setting of a gany. Existing writing guidelines,
the translation workflow (human and/or machine dtation, computer-assisted
translation (CAT) tools) and expected final quabtfitexts will influence the decisions
about the rules to be included in the CL and theepiable strictness. Within the
machine-oriented CLs, Huijsen (1998) and Nyberglet2003) presented a further
division: loosely-defined CLs and strictly-defin€d.s. The former intend to improve
the source text and the authoring rules are thexefot very precise. Perkins Approved
Clear English is an exampl&eep sentences short*order the parts of the sentence
logically” and“avoid strings of nouns”are three of the “Ten rules” used by this CL
(Pym, 1988: 88-89). On the other hand, strictlyirdef CLs aim at producing the most
suitable source text for a particular MT and, thee try to be as specific as possible.
Caterpillar's CTE in combination with the KANT sgsh is an example. Rules such as
“repeat the preposition in conjoined constructionkerve appropriaté and “Both
clauses in complex sentences using subordinataigctipns must contain a subject
and a verb; if the subordinate conjunction is reexvthe subordinate clause should
be able to stand alone as a simple sentéace part of this CL, and are clearly more

specific (Nyberg et al. 2003).

From the point of view of technical writergokely defined CLs grant greater
writing freedom than strictly defined ones. Thedes Comprise a more succinct list of
rules which tend to be more general, and as atresdier to remember. Nevertheless,
the resulting texts incorporate the rules in a 8reense, as they are often open to the
author’s interpretation and the potential benefitght not be self-evident. For instance,
the rulekeep sentences shamight be interpreted differently by each author.eOn

might think it refers to paragraph-length sentenoebereas another might put
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additional effort to shorten sentences to as fewdw@as possible. A common CL rule

limits the sentence length to around 25 words.

On the other hand, strict CLs leave little modor creativity and can constrain
significantly the allowed vocabulary and grammadtsteuctures. Due to the granularity
of the rules, the list would tend to be longer andre difficult to remember. For
instance, the ruledvoid gerunds used as nounsiight require some effort from
authors, as -ing words appear in different contedie problem is exacerbated by the
likelihood that a technical writer is not a lingulsy training, but rather has stepped
sideways in his/her career as an engineer, for pbanmto authoring. With no formal
training in grammar, writers find it difficult to pply rules expressed in strict
grammatical terms. The level of strictness can @eeas far as to present the user with
the possible POS and/or terms that can follow adw@chwitter et al. 2003). This
strictness, which compromises writing freedom, daelsult in completely processable
texts for which an MT system would generate a peréaitput, but which might be
unacceptable to technical writers.

CL AND AUTHORING

The people responsible for the successful impleatiemt of CLs are technical writers,
and therefore, it is essential to obtain their emtsfor a successful deployment.
Nyberg et al. (2003) claim that writers might arghat it is difficult to remember and
to conform to the rules. Moreover, complaints mép arise from the restriction on
creativity experienced when using CLs (ibid 2008gveral studies have confirmed
this opposition and suggested involvement of wsgitier the development stage and
training. Roturier (2004: 12) emphasises the needdke editors understand the issues
faced during the translation process and the implttte rules as this might encourage
them to comply with the CL. Wells Akis and Siss@0(2) also list the need to involve
the writers and editors in the customisation of &_a key factor. However, Moore
(2000) reports resistance to CL from authors despiiteir participation in the
development. The advantages of using CLs shouldpbeted out: document
consistency and reduced ambiguity, which lead ¢ceimsed translatability and a faster,
and potentially cheaper translation process (Wa&Kis and Sisson 2002). It should
also be acknowledged, though, that the introduaifoa CL implies an additional stage
in the authoring process which could also implyriked for additional time (ibid).
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Given the difficulty in conforming to CL ruledifferent tools have been developed
as an aid for authors. Writing tools such as thiingr interface and the look-ahead
editor (ECOLE) presented by Vertan and v. Han (2C081 Schwitter et al. (2003)
respectively are an example. This type of editadegiwriters through the production
of a sentence offering word or category optionthayg write. The programs consist of
strictly defined sentence structures and lexic&BOLE also generates a paraphrase
that explains how the system interprets the curirgnit. The resulting text is tightly
controlled, and therefore, the quality of the tfatisn is high. Vertan and v. Han, and
Schwitter et al. however, do not mention whethertime a writer needs to complete
the job increases, and if so, by how much.

CL checkers are another widely used tool. Mybet al. define these d®
specialized piece of software which aids an autimdetermining whether a text
conforms to a particular CL"(Nyberg et al. 2003:251). These authors classify C
checkers as proscriptive and prescriptive. Althobgth flag unacceptable structures
or terms, the former include rules on unacceptaltectures and the latter on all

possible correct structures.

Whereas most CL checkers were developed tplyowith a particular CL within
companies, nowadays more general checkers, suatrax’s acrolinx IQ", across’
crossAuthor Linguistic, SMART Communications' MaxIBTE or Tedopres’
HyperSTE are available which offer the possibitifycustomising rule&® To mention
an example of CL checkers, acrolinx'{Qwill be briefly presented. acrolinx I is
an “Integrated Quality Assurance Tool"(acrolinx) for technical documentation
provided by acrolinx. It guarantees conformancéwirporate writing guidelines by a
full customisation of the product. acrolinx ™ works by combining knowledge of
acceptable and unacceptable structures. It coulardneed that it is both prescriptive
and proscriptive. For instance, it can be askeflatp all instances where -ing words

appear (because in general they are consideretepratic) except where an -ing word

13 acrolinx 1Q (with natural language processing texthgies developed at the German
Research Center for Artificial Intelligence - DFKI)
http://www.acrolinx.com/iq_overview_en.html

crossAuthor Linguistic (based on IAlI's CLAT):
ftp://ftp.across.net/fact_sheets/fact_sheet_iapdfn.

HyperSTE: http://www.tedopres.com/en/products-s@sisimplified-technical-english/
MaxIT STE: http://www.smartny.com/simplifiedenglisitm
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is followed by a determiner. Despite some oppasitimm writers, checkers have
proven very efficient in improving readability, caistency and translatability (Roturier,
2004; Wells Akis and Sisson, 2002; Pym, 1988).

It is worth mentioning here that so far CL ckers have focused on the sentence
level only. In 2006, Bernth presented a report dre tmove of IBM’s
EasyEnglishAnalyzer to a discourse level, but nth&r accounts have been given of
this development since then. It uses documenttsiieitags to establish what section
of the document the text is in and checks it adogiy. Text size and organisation,
and correspondence of paragraphs and topics, &tarioe, are issues which were

reportedly being addressed.

Despite the help checkers provide, it shoeddmembered that the fine-tuning and
maintenance of a checker can be expensive. Mo@@0J2reported such a case. She
presented 25% savings on a translation budget 00,800 by implementing CL at
Diebold. However, a higher saving rate was requicethaintain the checker. Further

development of the software was consequently abeettio

Finally, it is worth mentioning a tool suggedtby Allen (1999): the authoring
memory (AM). This idea takes advantage of the sgfrpaints of both CLs and TMs.
CLs restrict the possibilities of usage and homagestructures and lexicon. TMs are
based on repetition. The more consistent and teget text, the more likely matches
will appear. Allen (ibid), therefore, proposed altdo store source texts written to
conform to a CL to enhance reusability. As an exrpent, he re-authored 4 operation
and maintenance manuals written using Caterpillechfiical English imitating the
concept of TM. He reported that by the fourth mamurdy 25% of the text needed to
be authored. No further development of the ideableas reported since. This could be
due to the advances in content management sys@mS)( which ensure re-usability

in real-life workflows.

CL AND USERS

CLs help authors devlop texts that are easy to rsteled and translate, but their
effectiveness in achieving this goal has not beeestioned very often. When we
compare the pre- and post-CL examples in Table @eB,can see that CL is an
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effective tool for increasing clarity. However, vttdifference does a CL make to the

user’s daily experience?

Natural language Controlled language

. 1 Remove screws from the blower.
Remove screws holding the blower and

pull the blower from the cabinet. 2 Pull the blower from the cabinet.
Before the screws are installed to the
blower, a new blower is pushed back int
the cabinet.

o 3 Push a new blower into the cabine}.

4 Secure the blower with screws.

Table 1.8: Example of natural and controlled languge sentences (taken from Quah
2006: 48)

Very few studies have addressed readabilit @mprehensibility (Shubert et al.
1995) and only one has focused on user satisfa@oturier, 2006). In the experiment
carried out by Shubert et al. a group of native iama-native speakers of English were
randomly distributed one of two procedures (oneentmmplex than the other) written
in natural language or using a CL (Simplified Esh)i They were then asked to
answer a set of questions about the content argbecify where in the text this
information was found. The results suggested that more complex procedure
improved in comprehensibility and retrievability @ written according to CL rules
whereas the simpler procedure did not. Roturieused on user satisfaction when
presented with machine translated natural langugeiments (MT) and controlled
language machine translated documents (CL + MTg. 0ders who had visited one of
the online technical support documents processethé experiment were invited to
answer a set of five yes/no questions. These pedvidnformation about
comprehensibility, usefulness and acceptabilityvds found that théhypotheseqon
improved comprehensibility and usefulnefsimulated based on the expert opinions
of translators had to be rejectedRoturier 2004: 195). This was attributed to the
possibility that end users have different expeotettiand reasons for reading texts
compared to translators (ibid). It should be painteit that this study and other user
satisfaction studies (Lassen 2003; Jaeger 2004ytreery low response rates, finding

it very difficult to recruit people for the studies
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It could be concluded that the improvementiser satisfaction in the experiments
analysed depended on the complexity of the sowxeaind the TL. The use of CLs
proved not to hinder comprehensibility, but failed increase satisfaction in many
cases. This finding disagrees with the general @gtiens of a CL. So far no
comprehensive study has been carried out to shevintpact of CLs on users where
significant response was obtained.

CURRENT APPROACHES TO -ING WORDS IN CLS

Seeing that they were listed in translatabilityar, -ing words are often allocated a
rule in CLs. As mentioned, O’Brien (2003) found ttis& out of the eight CLs she
analysed shared a rule which recommended avoidemings. PACE proposes
avoiding all -ing words (Nyberg et al. 2003). Thestomised rule at Symantec at the
outset of this research behaved similarly, suggggt writers not to use -ing words,
even if some structures were accepted by the chéRicturier, 2006). DerviSevic and
Steensland (2005) write that AECMA Simplified Teiah English (AECMA 2004)
does not allow the use of either gerunds or pregariiciples, with the exception of
certain technical term$.Following the trend, these authors also ban geyamt
present participles in the proposed CL for IFSdjhi The Microsoft Manual of Style
for Technical Publications (MSTP) is less restwieti(Microsoft Corporation 1998).
Instead of banning the use of gerunds, it cauttbasthey can be ambiguous and be
problematic for translators, leaving the choicewdiether or not to use them to the

writers.

Despite the emphasis on banning gerunds asdpt participles in general, it might
be the case that not all structures where -ing svoctur are equally problematic. In
his Global English Style Guide, Kohl (2008) setdmscribe which -ing words pose

problems and proposed to address only these. Ttli®radevoted a chapter to the use

14 Dervigevic and Steensland (2005) define gerundstles ing-form of a verb, when
functioning as a noun” (pl120) and present partisiphs “the ing-form of a verb, when
functioning as an adjective” (p121). The formernoidle with what we classify as gerundial
nouns and -ing words used at the beginning oftitkehereas the latter refer to pre-modifiers in
our classification. They claim that by banning #héso categories “no ing forms are allowed if
not in the IFS Term Database” (p120). However,ghiemo mention of -ing words introducing
adverbial clauses, post-modifiers, progressive eerr other -ing words with a referential
function, all of which are included in our classétion.

5 IFS is ‘one of the world’s leading providers of componeagdrl business software
developed using open standdrdstp://www.ifsworld.com/
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of -ing words. He argued that -ing words were peaimtic for three reasons: (1)
because they fulfil different grammatical functiomisich might not have an equivalent
construct in the target languages, therefore camjuson-native speakers of English;
(2) because native speakers use -ing words ungricathaor do not punctuate -ing

words correctly in certain contexts; and (3) beeatisg words can be ambiguous in
some contexts.

SUMMARY OF CL

From this section on CL, we can conclude that tgp@se and degree of constraint is
highly dependent on the particular working scenaniol expectations of the group
implementing the CL. We propose that CLs should healithors write consistent,
unambiguous and grammatical English. By meetingsehthree requirements, we
expect that source text readers and translatorsdwmderstand texts better, and the
text would be more translatable. Consistency waildgd allow for a more efficient use
of TMs. Additionally, MT systems would also benefitom meeting the three
requirements mentioned above. RBMT systems redhatthe source text conforms
to the source language grammar, and thereforearhéysis is strongly hindered by
grammatical violations. Secondly, the less ambiguiie source text is, the easier the
MT analysis step would be. Finally, a consisterguinwould make it possible to
customise the system (through user dictionariesciip settings) for a better output

quality.

Although the approach to CL depends highlythe particular needs of each
company/workflow, a number of considerations mustrbade when using CL to
compensate for the weaknesses of a particular Miesy An MT-dependent CL
might lead to a high number of very strict rulesichhmight be hard for technical
writers to familiarise themselves with. The amoahtraining and skills necessary to
master the CL might increase with the strictnesthefrules. Moreover, the portability
of the rules must be contemplated. The rules cbatdbme obsolete in newer versions
of the MT system or not be transferable shouldcthrapany decide to change the MT
system. Work can be done to make the source texe Mid-friendly, but CL rules

might not always the best mechanism for this.

42



OTHER METHODS
To the best knowledge of the author, no other gitsrat controlling -ing words have
been made. However, some efforts to transform thece text before machine

translation must be acknowledged.

Babych et al. (2009) explored the possibitifycreating automatic re-writing rules
for a source text to be translated by RBMT systeBmners (1997) hinted at this
technigue by proposing to “post-edit” the sourcd.tBoth approaches share the idea
of manipulating the source text once the authostage has been completed and prior
to MT. An added advantage of automatic rewritingmnentioned in the literature, is
the cost-effectiveness of freeing technical writggfrom having to comply with a vast

array of CL rules designed to target specific M$teyn weaknesses.

Babych et al. targeted light verb construdijoftombinations of a 'semantically
depleted’ verb and its compleméfibid: 36), which require a non-literal transtai,
and for which the coverage is usually not constsieMT systems. They wrote rules
to automatically change light verbs not includedJiBs into synonymous verbs. The
authors do not mention the technique used to ddr#msformations. If we assume,
therefore, that simple search and replace (S&R)nigces were used, the rules may

have been lexical, that is, each verb would needlea Generalisability is minimal.

Another paper discussing automated pre-prowess texts to be translated is the
one by Turcato et al. (2000). These authors regitotts to achieve a more accurate
machine translation output in a closed-caption exmtThey report the use of
automatic changes to the source as a pre-analysitlenin the MT system. The
modifications are carried out to normalise the .t&iese include the expansion of
contractions, the recognition, normalisation andchodation of stutters, or the

conversion of number words into digits, to mention a few.

1.5.2 POST-PROCESSING

The methods to improve machine translation quatigntioned in section 1.5.1 focus
on manipulating the source text to increase maeharslatability. In a
post-processing stage, however, it is the machamshation output that is edited to
obtain the desired quality standard. In this sactwe will briefly describe the

traditional human editing of translation output dodus on more recent attempts to
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automate this task. Such automation is nowadayforpeed by either manually
crafting or automatically inferring S&R rules, aing statistical methods which avoid

linguistic knowledge.

Post-editing (PE) has long been the main ambrdo improve machine translation
output. It has been defined as therm used for the correction of machine translatio
output by human linguists/editorg¥eale and Way, 1997). Depending on the required
end-quality, two main types of PE are distinguisheabid post-editing and full
post-editing (Loffler-Laurian, 1996). In contrastfull PE, where a target text is edited
to a high standard of quality, rapid PE only regsiichanges to respect the TL syntax

and lexicon, and to structures that hinder compreiba.

1.5.2.1 AUTOMATIC POST-EDITING

Due to the deterministic nature of RBMT systemsstakies are recurrent and could
even be categorised. Therefore, Schéafer (2003nsl#nat post-editors easily learn to
recognise them and to apply the required changewdiagly. Post-editors work with
three texts: the source, the MT output and thein darget text. PE is thought to
require high cognitive effort and is regarded bgfessionals as a boring, repetitive
and time-consuming task. If the correction procissgepetitive, and the mistakes

predictable, would there not be a way to automé&ie P

The possibilities of automating the task obtpediting have long been proposed.
The use of macros and search & replace optiongeoffdy word processors was
reported by the Pan-American Health OrganizatioAH®) (Vasconcellos, 1987).
Allen and Hogan (2000) proposed the creation augtomated post-editing (APE) tool.
Somers (1997) emphasises the benefits of usingagisoach but acknowledges the
risks of “‘under- and overshootiridibid: 202). S&R options in word processors teand
be quite limited, more often than not making it oapible to account for grammatical

requirements for the changes, let alone the intttiolu of any degree of generalisation.

The concept of S&R was further studied by Gamr{2007, 2008). This author tried
to broaden the limitations of word processor's S&Rtions by using regular
expressions (Regex). Regex provide the tools toriestext strings by “ignoring” the
unimportant characters and “identifying” the siggaht characters. This allows for the
creation of more complex S&R rules. For instanbe,duthor reports the possibility of
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correcting Estos son programas Java-basagiee ejecutan en su navegador Wab
"Estos son programas basados en Jawa ejecutan en su navegaddrhe search rule
looks for a word hyphenated blgasadoand the replace rule substitutes the string by
fronting basadoand adding a plurals-to it after checking that the preceding word,
programas ends ins.

All the operations are performed at a striegel and the possibility of using the
source string to disambiguate or find additionathem points exists (Guzman, 2008).
Such is the case with titles in the technical doentation starting with -ing words.
They are often badly translated into Spanish asrgks;, with additional determiners or
reflexive pronouns. Guzman reports a number ofxegkes which transform gerunds
into imperatives and delete additional eleméhkowever, no linguistic knowledge is
extracted from the machine translation output kefapplying the rules. They are
crafted based on the surface string characters andy result, the rules are very
lexicalised. Their cost-effectiveness, neverthelemspears convincing given that
Symantec and VistaTec (an Irish software localisatiservice provider) have

implemented this approach in their post-processiages.

Apart from the limitations the Regex syntaxghtipose, one of the disadvantages of
using them is the time required to manually idgnéihd code the rules. In an attempt
to automate this process, Elming (2006) proposeduse of transformation-based
learning (TBL) to automatically extract rules inpast-processing stage. The rules
would be learned from a parallel corpus built udimg MT output and its post-edited
version. In addition, the MT output would be PO§gad to increase discriminative
information.

Elming reports that from a (English-Danishdirting corpus of 220,000 words
1,736 rules were extracted. Despite the good pedoce of these rules, they were
very specific to the training data, this being amfethe main disadvantages of the
method. However, 20% were then applied to unseém ddth a precision of 70% or
higher, and were therefore considered “generale @hthor claims that the resulting

¥ No accuracy or efficiency of the S&R rules arearpd by Guzman although it is clear that
they cannot account for all instances of the pagteliscussed. For instance, the rule aiming at
transforming an -ing word translated as a gerutw &am imperative only works for verbs whose
infinitives end in -ar in Spanish.
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rules are very informative and transparent, whicklp& in the control and

understanding of the process.

Other attempts at improving RBMT rules usir§L.Thave been made, for instance,
that of George and Japkowicz (2005), who identifiad corrected relative pronouns
(French-English) with a high accuracy. MoreoverntFtlitjiés et al. (2005) also
proposed the method of recording post-editors’ wasgkwell as their oral reasoning of
the trigger for the change, as a means of modifgingdding new rules to an existing
RBMT system.

1.5.2.2 STATISTICAL POST-EDITING

Although it looked as if the streamlining of SMTchdivided the research community
into empiricists and rationalists (Somers, 2008, tinification of efforts re-emerged
when the benefits of the combination of both methags understood. Knight and
Chander (1994) suggested that a good starting pourt be to create a corpus with
RBMT output and its post-edited counterpart andgply statistical MT methods as a
way to teach a program which changes to make. i dpproach, PE would be
conceived of as an intralingual translation (Jakohd959). It was not until recently
that Simard et al. (2007a, 2007b) revisited thisaidind used an SMT system as a
post-processing stage for an RBMT system to aufoaiit post-edit the translation.
This method is now widespread and called StatisHoat-editing (SPE).

Let us describe the SMT architecture brieBIT systems require a training cycle,
where all the statistics are calculated, and ackearodule to perform the actual
translation. Two different models must be traindgae translation model and the
language model. The aim of the translation mod® isreate a bilingual dictionary or
phrase table where the most probable word/phraisimgsm are listed on the basis of

statistics taken from the training parallel corpus.

The success of this phrase table dependdyawgeword alignment, which is not a
trivial task. First, a large training data setaguired to estimate the pairings (Brown et
al. 1990, Manning and Schutze, 2000). To exemplifiat “large” means, the research
community reported the use of over 10 million seoée pairs during the Fourth
Workshop on Statistical Machine Translation (200%)e suitability of corpora used as

training data is a topic which has not received Imattention, despite its clear effect

46



on the quality of the translation and phrase tallezslowska and Way (2009) recently
conducted an experiment which clearly showed tleel he focus on quality data rather

than quantity as opposed to what was assumed pdyi(Zollmann et al. 2008).

Secondly, languages do not have a one-to-amd worrespondence and often one
word in a language corresponds to zero, two or manels in another. The number of
target words that correspond to one source woodliedfertility. Thirdly, languages
do not only differ in the amount of words used toeey the same meaning, but also in
the distribution of these words. The differenceviord ordering is calledistortion If
all these characteristics are to be addressedethéred algorithm for the creation of

the phrase table is quite complex.

The language model is responsible for thenitngi of the system in the TL. The
target language can be learnt following severalhodt. The most popular is the
N-gram model (Brown et al. 1990). Basically, thisdal regards learning as a word
prediction task. According to thdarkov assumptioiit suffices to know the last few
words to predict the next (Manning and Schiitze,0200herefore, sequences with a
specific number of words, that is, n-granmsbeing the number of words in the
sequence, are listed according to their probabdityoccurrence (ibid). It could be
argued that the higher the n-gram level, the mioienf the output will be. However, it
should be remembered that on the one hand, théti@peates of long sequences of
words are low, and therefore, the probability af #iring would be low, and, on the
other hand, the amount of calculations requiredIdmg strings is enormous, and
combinatorial explosion problems may arise (Arn@ia03).

Other language models include clustering amdbabilistic parsing methods. The
former is based on the grouping of similar wordpetaling on the distribution of
neighbouring words. The latter is based on parsifigt is, on an automatic
grammatical analysis of the target sentences fotghrning process and reconstruction

of sentences for the search model (Manning andt3ehR000).

Once the translation language models aredwaiih is possible to use the system for
the automatic translation of new sentences. Rhlistmost probable words are selected
from the translation model dictionary. Then, thatistics stored during the language
model training process are consulted to calculagehost probable order in which
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these words should appear, and whether any sheutteleted or added. It should be
noted that when searching for a new translations @ssumed that the TL and SL
follow the same distribution. Allowing for a degreé distortion and fertility, the

combination of the best probabilities will prodube output (Somers, 2003).

The architecture described above is a pure Si&tem. However, as we saw with
RBMT systems, there is now a tendency to combingamtdges from both
architectures. For SMT systems, this means intrioduinguistic knowledge into both
the training and translation cycles. As early a8 0esearchers started suggesting the
benefits of including syntactical information, athin the form of part-of-speech
taggers or more sophisticated parsers (Och, &084; SSST 2007-2009). The ideas
have varied from the use of parse-trees to learasph alignments (Lavie et al. 2008;
Nakazawa and Kurohashi, 2009) and language modisriiak et al. 2003) to
introducing reordering models using syntactic infation from source text trees
(Hashimoto et al. 2009).

In order to build an SPE system, an SMT systetmained using a parallel corpus
constructed with raw MT output and its aligned refee translation or post-edited
version. The MT output is treated as the SL andréference as the TL. Then, the
trained system is used to ‘translate’ between raWw &ltput and the post-edited
translation. Simard et al.’s experiments provecdsssful, improving the MT system
output by up to 4 BLEU points, and even out-perfiogna state-of-the-art SMT
system used on its own. Interestingly, they regbttet there was little variation in
score depending on whether the target languageusaip train the system was a
human translation or a post-edited version. Becqost-edited versions tend to be
closer to the MT output structurally and lexicallystems - and metrics - developed on
string-based approaches have been shown to pelfetter when compared against

post-edited output (Snover et al. 2006).

Although claims have been made about quatitgrovements by different groups
using SPE and increases in BLEU scores reportedaf8iet al. 2007a, 2007b; Dugast
et al. 2007, 2009; Isabelle et al. 2007; Schweni.e2009), the actual changes made
have not been studied. As with most corpus-basatiley methods, it is not possible
to generalise in linguistic terms the changes madéhe SMT module, that is, one

cannot say that the SPE module targeted and cedetie overuse of reflexive
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pronouns or incorrect choice of a particular confiom. One can either qualitatively
describe the type of post-editing change made &BPE module (Dugast et al. 2007),
or use a grammar-independent error classificatiblar et al. 2006; Font Llitjos et al.
2005). The former follows the traditional grammatideature error description —
whether lexical or structural. The latter is quiteted in the word-level and tries to
capture the transformation errors post-SPE textsheave, e.g. missing words, word
order or incorrect words. Whereas a combinationotf proves a good framework for
describing the performance of the SPE system amdjtiality of its output (Tatsumi
and Sun, 2008), it is still not clear how to pratée fix specific error types. Needless
to say, it is always possible to do a raw countlbtthe changes made by the SPE
module and report the number of ‘improvements’,gidelations’ and ‘equivalent
effect’ (Dugast et al. 2007).

1.6 CHAPTER SUMMARY

Chapter 1 introduced the core domains pertainirtgisoresearch, i.e. the nature of -ing
words and how they can be ambiguous for both hunasas MT; the current MT
paradigms in use, with a focus on RBMT, which is flystem type used in this study;
MT evaluation techniques, including human and aatiian metrics; and the
pre-processing (CL and automatic re-writing) andstgmocessing techniques
(automated post-editing, including SPE) availalbe improving SL input and TL
output from MT systems.

This prepares the ground for Chapter 2, whittbmpts to set up a comprehensive
categorisation of -ing words. This categorisatia @ssential for a complete
guantification and evaluation of the issues invdlue the translation of -ing words, as

well as the solutions that are most appropriateémh of those issues.
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CHAPTER 2



CHAPTER 2: EVALUATION METHODOLOGY

The aim of this Chapter is to discuss the theaaktamd practical methodological
frameworks used to perform the evaluation of -ingydg. The first objective of this
dissertation is to identify which -ing words withihe IT-domain procedural and
descriptive texts are problematic for the RBMT et The first step towards this goal
is to collect a sample of representative data.i@edtis concerned with considerations
for corpus design and the practical decisions madmrding the data extraction.
Evaluation approaches are examined in section 2tteagbractical reasoning for our
human binary attribute evaluation explained. Sec8cexplores automatic evaluation

and sets the framework for comparison against tineaim evaluation results.

Let us here define the concept of procedundl @escriptive texts. Byrne (2006)
suggests that technical publications can be cassgbras procedural documents,
descriptive and explanatory documents, persuasivevaluative documents and
investigative documents. User guides and instaliathanuals belong to the first and
second categories. In fact, technical documentat®nwritten based on topics,
specifically three types: descriptive, procedurahd reference. Descriptive topics
describe concepts or products. Procedural topstsuict on how to achieve a particular
objective, be it installing a software program @rfprming a particular action a
product allows. Finally, reference topics direct tiser for cross-referencing. Given
that our corpus comprises user guides and manualsonsidered it appropriate to

restrict the generalisation of our findings to 1@raain procedural and descriptive texts.

Throughout the Chapter, the principles of aesle design described by Frey et al.
(1991) are drawn upon to ensure external and me@msunt validity, generalisability
and to avoid operationalisation flaws.

2.1 BUILDING A CORPUS

2.1.1 CORPUS-BASED APPROACH

The collection of sentences containing -ing wordbd machine translated and judged
by evaluators could be accomplished in two diffeseays: a corpus or a test-suite. A
corpus is a large collection of authentic texts that haverbgathered in electronic

form according to a specific set of critetid@Bowker and Pearson, 2002: 9). The use of
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corpora for linguistic research has been widelyrapgd due to their capacity to
incorporate the exact occurrences which can bedfaorreal-life scenarios (Biber,
1988; McEnery and Wilson, 1996; McEnery et al. 20@n the other hand, a test
suite has been defined aa tollection of (usually) artificially constructeihputs,
where each input is designed to probe a systeraanrent of a specific phenomenon
or set of phenomen@Balkan et al. 1994: 24). Supporters argue that suites provide
the opportunity to isolate the linguistic structuef study and perform an exhaustive
analysis of all the possible combinations, grameoaftand ungrammatical, a specific
linguistic phenomenon offers, with the certaintattleach variation will only appear
once (Balkan et al. 1994).

In order to decide which of the approaches beed our research, our particular
requirements and goals were further analysed. Astioreed above, our aim is to
identify -ing words in IT-domain procedural and ddégtive texts which are
problematic for the RBMT system. The first thingugrify is whether using purposely
crafted sentences or real-life sentences would raalkedifference. The question that
therefore emerges is: Do IT texts have domain-fipdaiguistic features which can
affect the use of -ing words? Calsamiglia and Tudd@99) mention that one of the
main concerns of text scholars has been that e6ifyéng texts. Many classifications
have been proposed following different criteriaslthe linguistic criteria, explored by
Biber (1985, 1986, 1989) which concerns us mostufshlinguistic features and their
occurrence frequencies vary from text to text dejpen on the genre, register or
domain, it would be essential to analyse the -imgds in the particular contexts in
which they appear. Biber (1988, 2006) and Bibeal ef1998) and Reppen et al. (2002)
claim linguistic variability in different registerthat is, the varieties of language that
we use in different situatiohgBiber et al. 1998: 2), reporting varying syntact
patterns and occurrence frequencies for the samgaiditic phenomena. Biber carried
out a detailed study which counted the occurreneguincies of a series of linguistic
features in different genres (1988). Among othdrs, included three different
subgroups of -ing words: gerunds, present parétsgunctioning as reduced relatives
and present patrticipial clauses. For gerunds, rietance, he reported an occurrence
rate of 10.6/1,000 and 6.5/1,000 words in officildcuments and general fiction
respectively. Present participle reduced relatilsuses occurred 4/1,000 words in
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official documents and 0.7/1,000 words in geneicldn. Present participial clauses,
in turn, occurred 0.3/1,000 words in official docems and 2.7/1,000 words for
general fiction. These numbers show that -ing waoats appear in varying occurrence
rates across genres. RBMT systems rely on a graisahand lexical analysis of the
source to generate the translation. Therefore,ettact patterns and lexical items
determine the output. This brought to the foreitmgortance of using real data.

It was essential for this research to iderdifigl assess the actual uses of -ing words
specific to IT-domain procedural and descriptiveteNo study has listed the specific
patterns and occurrence rates of -ing words indimain texts. Although the use of
exhaustive test suites or a combination of teseswind corpora has been proposed by
many authors (Heid and Hildenbrand, 1991; Lepag@1.1Arnold et al. 1994; Balkan,
1994), they are mostly preferred for what EAGLESalibes as aliagnostic test
(Balkan et al. 1994). This type of test is perfodniy developers to test the overall
performance of a system with the aim of identifyidgficiencies, for which a
controlled set of linguistic features and their @@mations is needed. A corpus, on the
other hand, would allow us to focus on authentictdXts where -ing words occur
according to the writing norms specific to the ge(cEnery et al. 2006: 6-7). By
using the appropriate design principles and arali@ls reliable, quantitative data
could be yielded. As a result, the option of buiida test suite was discarded.

2.1.1.1 CorpruUs DESIGN

The use of corpora for linguistic studies is widelgcepted, confirming its validity
through thepanel approach (Frey et al. 1991). A corpus is oftendus® reduce
evaluation/analysis effort while maintaining theiop to extrapolate the results to the
original groups for which the research question lbesn proposed (the population).
Therefore, it is essential to ensure its extermadiblity. The literature in corpus design
warns of the challenges of guaranteeing ecologicel sample validity and calls
attention to points that should be carefully adsieedswhen building a corpus. Authors
concur that the decisions made must depend on uhmoge and resources of each
study (Kennedy, 1998: 60-85; Bowker and Pearsor®)22@5-57; Olohan, 2004:
45-61). McEnery et al. (2006) agree with Atkingket(1992: 6), who comment thatt “
would be short-sighted indeed to wait until one caientifically balance a corpus
before starting to use one, and hasty to dismigsrésults of corpus analysis as
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‘unreliable’ or ‘irrelevant’ because the corpus ubkecannot be proved to be

‘balanced”.

Kennedy (1998: 60-70) points out three desspues to take into consideration
when building a corpus: stasis and dynamism, reptativeness and balance, and size.
The better these three factors are handled ineares project, the stronger external
validity it will hold. A dynamic corpus is one tha& constantly upgraded whereas a
static corpus includes a fixed set of texts. The af the present research is to study
the current performance of our RBMT system wheridigavith -ing words given the
current level of system development and source dewlity. Dynamic corpora are
mainly used when trying to capture the latest usletanguage or when studying
linguistic changes over time. It would have beenvemient to use a dynamic corpus if
the use of -ing words varied as time passed. Howeaechange in the use of
grammatical structures for a particular text typenot expected to be significant in a
short period and therefore, it was decided thatube of a static corpus would be
satisfactory.

Representativeness is the second design iisaessed by Kennedy (ibid: 62-65.
He points out that it is difficult to ensure thhetconclusions drawn from the analysis
of a particular corpus can be extrapolated to dimguiage or genre studied (ibid: 60).
Along the same lines, Balkan et al (1994: 18) widwat even in the case where one
might be interested in the combinations of a lisgjaipattern that occuirf real life”
only, one should remember that corpora only sholwnare or less representative
samplé. To guard against the corpus violating externalidity, additional control
points outlined by Bowker and Pearson (2002: 49¥8@)e taken into account when
selecting the texts: text length, number, mediunbject, type, authorship, language
and publication date. The latter argue that telxég vary greatly in length might use
different linguistic features due to space constsaiHowever, the difference in length
in IT-domain texts depends on the complexity of gireduct. The format of the
guidelines, and subject and text type remain threesaNe argue therefore that the
concentration and patterns of -ing words should akmain constant despite text
length. Moreover, the texts are written by varitesms composed of several writers,
which minimises the possibility of the results lpaffected by the idiosyncratic uses

of -ing words. The texts provided by Symantec ideldi different types of guides, from
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Installation Guides to Getting Started Guides oirtéanance Guides for administrators,
and belonged to three different products. Fullgextre used to ensure -ing words
from all sections were included, should they béedint depending on their location in
the text (e.g. titles, introductory descriptionsbodleted lists). Electronic versions of
the texts were made available in FrameMaker and Xdinats, written in English, as
this is the language used for development acressdampany. Note that we decided to
use texts which had not undergone any languageadotitat is, the selected texts were
not written following the controlled language gudides nor were they approved by the
controlled language checker in operation at Synearftkis would make it possible to
measure the extent to which -ing words cause pmublerior to the application of CL
rules, and to what degree their control is necgssar

According to McEnery et al. (2006), in ordemibtain a high representativeness in a
specialised language corpus, as in our case, fi@geurces than in a corpus for natural
language might be necessary. This claim arises frenassumption that a sublanguage
is “a version of a natural language which does not ldigll of the creativity of that
natural languagé (McEnery and Wilson, 1996: 148) and thereforedteio ‘closuré
(ibid: 166) or ‘saturatiori (Belica, 1996: 61-74 in McEnery et al. 2006: 186)at is,
“the feature appears to be finite or is subjectdpytimited variation beyond a certain
point” To date, the measurement of closure has focpseahrily on lexical features.
However, McEnery and Wilson tried to adapt the mesment to a syntactic level and
analysed sentence types. The two general languagera they used showed a very
low repetition rate of sentence types (6.28% t&/%@) In contrast, the IBM corpus
showed a 39.8% repetition rate. This sets the grtarsuggest that sublanguages avail
of restricted grammatical variation. It also showleat smaller corpora might suffice to

study grammatical features.

The discussion of representativeness is glasthted to the third issue mentioned
by Kennedy: corpus size (Kennedy 1998: 66-69). ikeymmakes it clear that the size
of the corpus should depend on the linguistic phema of study (ibid). Bowker and
Pearson (2002: 48) go a step further and claimithatudies related to language for
specialised purposes (LSP) corpus sizes rangingebet ten thousand to several
hundreds of thousands of words have provexcéptionally useful Our final corpus

included around 494,618 word occurrences, whidh faithin the proposed range.
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We carefully considered the ecological vajidiff our corpus in order to ensure
maximum external validity. All issues pointed ontthe literature were reviewed and
compared against our research requirements. By ueal texts that meet the relevant
number and authorship variation, and stabilitytibjsct, type and medium as required
for the population for which we intend to draw clusions, we feel that the ecological
validity of the corpus was ensured.

2.1.2 PILOT STUDY

As Frey et al. (1991) suggest, one of the bettactfres to minimise measurement
error and therefore increase reliability is to garut a pilot study. Therefore, once the
corpus was compiled, an exploratory study for thelueation process was performed.
One pattern where -ing words frequently appearesicliasen for the pilot: preposition
or subordinate conjunction followed by an -ing wot@he corpus was searched for
sentences containing this pattern and 1,857 instawere found. Next, these sentences
were machine translated using SYSTRAN into Fre@#rman, Japanese and Spanish
and evaluated by one evaluator per language. Takiaors were translators or MA
students in Translation Studies with experiencelihwho were native speakers of the

target languages.

The evaluation included the source sentender@an machine translation. It sought
to learn whether the structure “preposition/submaté conjunction + -ing” was
translated grammatically, comprehensibly, and ateiy™® Evaluators were asked to
focus on the structure of study only, instead king the whole sentence into account.
We are aware of the fact that different linguigtienomena could affect different parts
of a sentence and affect one another when usingTasystem. However, due to the
high complexity involved in tracking the impactarficularly when no information
about the MT rules is available, we opted for thatdre-based approach. In addition,
in order to obtain specific results, evaluatorsenalso asked to indicate whether the
problem was due to the preposition or subordinatgurction, or the -ing word itself.

An additional question addressing style wasoduced where evaluators were
asked whether the examples needed post-editingtohe main goal of this question

7 acrolinx IQ uses the PennTreebank tagset. Thiassigns the tag IN to both prepositions and
subordinate conjunctions. Hence the inclusion eséhtwo categories under the same pattern.
18 See 2.2.1.4 for a discussion on the attributesctzd for evaluation.

56



was to prevent evaluators from feeling tempteddssify an -ing example as incorrect
because they thought the sentence in general smotlde published without being

post-edited, despite being grammatical.

Finally, a fourth question which aimed at itiiging whether the incorrect
translation of an -ing word was due to difficulties the analysis or the
transfer/generation stage of MT was included. Sasohrgue that trained translators
develop language, textual, subject, cultural arshdfer competences (Neubert,
2000:5-10). The grammatical awareness requirethtstate different speech levels is
also emphasised by Mailhac (2000). However, itnly in recent years that translator
training programmes have started to include sontedoctory modules on MT
systems. Therefore, in reference to the abovemmesdiqquestions, it was clear that
translators would be able to decide whether a seat@n their native language was
grammatical, comprehensible and conveyed the sareenimg as the original.
However, it was not clear to what extent the evalisa despite their experience with
MT, would be able to attribute problems either td Mbource sentence analysis or
transfer/generation. It was finally decided to ntaiim the question to see how well

MT-specific questions were handled by translatos A students.

Counts per language showed that 70-80 % ofigbkated -ing words had been
classified as correct. Also, specific subgroup$inithe studied structure seemed to be
more problematic across languages. In fact, 6 btihedo 33 subgroups accounted for
65% of the -ing words classified as incorrect (Eable 2.1).
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Spanish French German Japanese

Preposition | Examples| Correct | Incorrect | Correct | Incorrect | Correct | Incorrect | Correct | Incorrect
by + ing 377 351 26 358 19 364 13 301 76
for + ing 339 243 96 284 55 262 77 224 115
when +ing 256 205 51 2 254 213 43 161 95
before + ing 163 145 18 146 17 145 18 134 29
after + ing 122 107 15 117 5 114 8 108 14
about + ing 96 82 14 82 14 88 8 88 8
on +ing 89 38 51 80 9 58 31 29 60
inV]';m”‘ ¥ 75 47 28 65 10 71 4 66 9
of + ing 71 65 6 65 6 60 11 57 14
from + ing 68 30 38 31 37 24 44 33 35
while + ing 54 3 51 45 9 27 27 44 10

in +ing 36 27 9 9 27 23 13 9 27

if +ing 19 15 4 10 9 17 2 17 2
rather than | 9, 0 14 0 14 0 14 1 13
+ INng
isnugCh st 13 9 4 9 4 9 4 8 5
others 65 26 39 38 27 39 26 23 42
TOTAL 1,857 1,393 464 1,341 516 1,514 348 1,303 554
% 75.01% 24.99%|72.21% 27.79%|81.53% 18.47%|70.17% 29.83%

Table 2.1: Results for correctness across languaggslot project)

Through the pilot study we identified a fewirge that needed further consideration
and refinement. In the first place, a fuller pietwf the different contexts where -ing
words occur was nhecessary in order to draw an tbwaraclusion on this linguistic
feature. Most importantly, we noticed that desgiteng included under the same
pattern - preposition or subordinate conjunctioliofved by -ing word - the relation
between the two parts of the structure could beg d#fferent. To mention but one
example, an -ing word was sometimes mandatory aftprepositional verb, e.gd.0
prevent Backup Exec from communicating with a Veebes, clear the check box next
to that Web server’'s namehereas in others, the -ing word was used im@oeal
adverbial clause to avoid repeating the subject, leclude previously discovered
resources when sending notificatiorhe issue with grouping such different linguistic
phenomena under the same heading is that they miayatessarily be translated
following the same patterns in the target langudderefore, the need for a more
appropriate classification of -ing words arose.sTwould increase content validity and

help interpret the results of the evaluation appabgly (see section 2.1.3).
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Secondly, evaluators were asked to focus opadicular -ing word and its
translation. However, delimiting the exact targatduage words that needed to be
evaluated was reported not to be straightforwagheeially for Japanese, where
sentence structure is disparate and ideas are faedudifferently. Another difficulty
was, as mentioned above, that because differeguiitic phenomena could be
entangled in the structure, doubts could ariseoaghtether the translation of the -ing
word should in fact be rated as “correct”.

Finally, the reliability of human evaluationust be mentioned. Human evaluation
is often accused of being subjective and inconsisfEhe internal validity of a study
can be compromised by these threats, so carefudidemation was given to this
challenge. Firstly, the number of evaluators wdudgte to be increased. Secondly, we
noted that for the question where the evaluatoree vesked to judge whether the
incorrect output was due to a source language sisadynbiguity or not, the evaluators
were not always able to respond correctly. Theegfor addition to discarding this
guestion, it was decided that only professionaldi@ors with experience in machine
translation/post-editing would be used. Also, tis& of the poor quality of a sentence
influencing the decision on the correctness of tilamslation of an -ing word was
considered. It was decided that measures woul@Hh®ntto increase overall sentence
guality and an acceptable reference translationldvbea provided as a guideline for

evaluators.

2.1.3 CLASSIFICATION

It was clear from the pilot study that -ing wordeuld need to be classified on a more
fine-grained level. Depending on the interactiorttaf -ing word with its context, the
translation requirements changed. It was thought the context could serve as an
indicator of the specific translation requiremeatsl therefore, should be considered

for inclusion in the classification.

When deciding about the classification appnd&cbe taken, the option of reusing
an existing classification or proposing a studye#fie scheme was considered.
Sampson (2002) claims that the key to a systerfiajaistic analysis is a detailed and
consistent classification schedule ds]d empirical science is likely to be able to

advance very far without a set of recognized stasldor classifying and recording
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datd’ (ibid: 74). Sampson regrets that taxonomy doatsattract much attention in the
field of computational linguistics, where each ssh centre tends to create its own
standards and classification. A common classificatscheme allows results to be
compared and understood by the whole research caityntill, he acknowledges
that sharing a scheme might not be straightforwduwd to disagreement in class
boundaries (ibid). To illustrate the gravity of thiguation, he reports the inability of
nine research groups participating in a workshogs@&iation of Computational
Linguistics at Berkeley California, 1991) to reanthagreement on the manual parse of
a sentenceOne of those capital-gains ventures, in fact, haddted him with Gore
Court was to be parsed and only two clauses, [with[Gooert]], were agreed upon!
Following Sampson’s advice, existing classificatiomere reviewed with the aim of
selecting the one that was most appropriate fostudy.

2.1.3.1 FUNCTIONAL CLASSIFICATION

As mentioned in Chapter 1, words ending in -ingehbeen divided into gerunds and
participles (Quirk et al. 1985). However, contengmgrgrammarians claim that this
division can no longer be defended and propose whaitls with a verb base and
the -ing suffix be classified as gerundial nounen(gne nouns), gerund-participles
(forms with a strong verbal flavour), and partielpadjectives (genuine adjectives)
(Huddleston and Pullum, 2002).

Classifying -ing words as gerundial nouns padicipial adjectives would provide
us with information about their behaviour (they dtian as genuine nouns and
adjectives) and they could be more easily mappédedarget language renderings. In
contrast, gerund-participles appear in a wider eanfj structures which results in
several translation options depending on the pdaticstructure and the target language.

Consequently, a deeper classification of -ing waves considered necessary.

In grammar books, (Quirk et al. 1985; Carted aMcCarthy, 2006; Biber et al.
2002) -ing words are thoroughly described under gbetions of different types of
word classes, phrases or clauses in which they agpear, that is, a syntactic
description of the -ing word is spread throughbetbooks. However, no classification

has focused on -ing words as the main topic arddetailed manner.
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Izquierdo (2006) faced this deficiency whenryiag out a contrastive study of
the -ing form and its translation into Spanish. leceeded by gathering the syntactic
and functional description of the literature puféid on the linguistic featuf@She
then compiled a parallel corpus and analysed tigewiords, comparing the theoretical
framework previously established from the readiagd the actual uses found in her
corpus® As a result, she established a functional clasgifin of -ing words (see
Table 2.2). Other works have been published onwiagls (Doherty, 1999; Behrens,
1999; Romer, 2005; Espunya, 2007). They tend todoan a particular realisation
of -ing words. For instance, Doherty focuses onedoial free -ing adjuncts, Behrens
and Espunya examined free -ing-participial adjunated ROmer performed a

comprehensive study of the oral use of progressives

Functions Adverbial | Progressive Characterisation Rierential
. ) pre- post- ) .
time past modifiers modifiers catenative
- -reduced o
-participial - -prepositional
-process -present o relative
adjective clause
clause
-purpose future -nominal -subject
Grammatical adjunct |
structures -contrast -conditional -adlectwal -direct object
adjunct
-attribute
-place -etc.
complement
-condition -comparative
subordinate
-etc.

Table 2.2: Summary of the main functional categorig of -ing forms observed in the study
of 1zquierdo (2006)

Izquierdo’s classification, which unifies désped works, was considered suitable
for our study for several reasons. -ing words canpe classified in isolation;
contextual information must be considered in oraedistinguish a gerundial noun

from a participial adjective or a gerund-participldne functional classification would

¥ Consulted grammars: Quirck et al. 1985; Biber et1899; Huddleston and Pullum, 2002.
Other consulted works: Duffley, 2005, on the gerpadiciple; Wierzbicka, 1988; Romer,

2005, on progressives; Leech, 1987; Rabadan 2086; Emonds, 1985; Brinton, 2000 on the
characterisation function -ing constituents; Baoklu1984, on adverbial -ing constituents;
Kortmann, 1991, on adjuncts; Jespersen, 1954dwarhial -ing constituents; Ramén Garcia,
2003, on characterisation of -ing constituents.

20 ACTRES Parallel Corpus: size 2 million words. Bied into five subcategories: fiction, non
fiction, newspaper, magazines and miscellaneoudsTeostly dating from 2000-2006.
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provide the criteria to establish this contextwadl as being an adequate framework
for discussions with technical writers, who are netessarily linguists, nor do they
have experience in MT. Moreover, the classificaticategories identify precise
grammatical structures where -ing words occur. Givkat our MT system is a
rule-based system, a deterministic output basesbarce grammatical structures — and
lexicon — is expected, facilitating the analysid &entification of issues. Additionally,
the grammatical structures in which -ing words e@ccan be described by means of
syntactic, POS or morphological characteristicstteiPas written based on this
information could be used to (semi-)automaticallysign each -ing word to a

classification category.

Although Izquierdo’s classification offeredl #ghe abovementioned advantages,
there is an observation to make on its suitabilitye corpus she used to establish the
classification was compiled from general languagainly fiction texts, whereas our
corpus is IT-domain specific, covering procedurat alescriptive text types. The
difference in subject-domain should not concerexcessively, as the main difference
between the texts would lie in terminology and weufs on a grammatical feature. The
fact that the text types do not map directly raisesie concern. Biber defines text
types as €lasses of texts that are grouped on the basisrofesities in linguistic form,
irrespective of their genre classificatibiiBiber, 1988: 206). This means that text
types share the particular usages of linguisti¢ufes, which occur regardless of the
genre. In order to ensure that Izquierdo’s clasatfon held for our research, recall for
the classified -ing words was measured. 80% ofititewords in our corpus could be

classified using lzquierdo’s scheme. We will disctige remaining 20% under 2.1.3.3.

2.1.3.2 -ING CoRPUS

Once the corpus was built, we identified all seatsnwhich included an -ing word and
created our -ing corpus. This task was done autoatigt by programming the CL
checker to identify and list all sentences inclgdiing words. An -ing word was
described as a word ending in “-ing” which coulleta JJ (adjective), NN (noun) or
VBG (gerund) as POS tag. In addition, a stop-lissvincluded to avoid irrelevant
words such astring, bring or thing, for instance, from being included. The CL checker
returned sentences for 10,417 -ing instances. Q46 2oncentration falls close to the
1.5% reported by Biber (1988) for official docunmeragnd the 1.02% of the BNC
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written instructional texts (4,489 -ing forms ouf 440,548 words) which was

reassuring from a generalisability point of vigw.

2.1.3.3 EXTRACTION

As mentioned in section 2.1.3.1, instead of dedwjitand classifying all the -ing
words in the corpus manually one by one, pattemseth on syntactic, POS and
morphologic information were used to automate thacation. The CL checker was
programmed to search for the specific patterns.ewsured that the rule descriptions
were as inclusive as possible. On a first pasdjraistic structures were described as
broadly as possible. This returned all the sentendth the relevant linguistic structure
and other irrelevant structures which happeneit tbd pattern. On a second pass, the
groups of sentences returned by the checker weraialig cleaned. For instance,
post-modifying -ing words occurred, among others,réduced relative clauses. A
search for reduced relative clauses was perfornyedrhiing a rule which described

them as a word tagged as a noun followed by a endihg in -ing (see Figure 2.1).

reduced relative clauses
PATTERN noun + ing
RULE find: noun (adverb)* ing word
Hi ghli ght: noun ing word

Figure 2.1: Model of the rule used to extract redued relative clauses.

A noun could be singular, plural, common agar. An -ing word could be a noun,
adjective or a gerund/participle ending in -ing.eTpresence of adverbs between the
noun and the -ing word was allowed. In the rulbg patterns to be searched are
described at a string-level, composed of a numbebjects. Then, the objects to be

highlighted are specified.

This rule would detect reduced relative claustowever, many instances where a
noun is followed by an -ing word but the structisenot a reduced relative clause
would also be detected (see Table 2.3). The iragieinstances were discarded during

the cleaning cycle.

% Note that the concentration of linguistic featumnesa corpus usually ranges around 0-10%
(Biber, 1988). The frequency rates for other posdigtproblematic features for RBMT system
in our corpus were 1.47% for passives, 2.3% fordioating conjunctions or 0.35% fof’3
person pronouns, for instance. A 2.1% frenquendg far -ing words, therefore, is a
considerable concentration to be studied.
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Relevant Reduced relative clause: Place thedia containingthe data you want to restore
in the storage device.
Irrelevant Adverbial clause (manner): We recommend that ystalhbv-Control forUNIX
usinginstall.sh

Table 2.3: Example of relevant and irrelevant matchks of the rule written to search for
reduced relative clauses

Despite the need for a cleaning cycle, thixedure was considered more focused,
quicker to perform and less error-prone than a detaly manual classification. When
the extraction was completed, 8,316 examples wessified out of a total of 10,417,
that is, around 80%. As mentioned in section 211.te high recall obtained ensures
the validity of using Izquierdo's classificatiom. dérder to get an overview of the -ing
words not extracted semi-automatically, a repregiet random sample was obtained
from the remaining 20%. 329 examples where manuwdiigsified. The majority of
the -ing words were pre-modifiers (44%) out of Wwhig0% included the -ing word
following (see Table 2.4 for a summary). We observed thaingllwords were already
represented in the 80% classified. -ing words fonatg as adverbials of mode not
introduced by any preposition accounted for 16%hefexamples. We noted that in all
cases the -ing word wassing A number of examples were already included in the
80% classified. Gerundial nouns accounted for 10% examples as did
gerund-participles in subject function. Whereasdlassified 80% contained a number
of gerundial nouns, no -ing words functioning adjects were included in our
classification. This subcategory of referential duon is referred to by Izquierdo.
However, due to the lack of a suitable patternxtoaet them automatically, we did not
address them. Adverbials of elaboration accountecb%. These cases are also -ing
words without a differentiating pattern and a retloumber was included in the 80%
classified during the cleaning cycle. The remairibgo of the examples where spread
across over 20 subcategories for which examplest &xiour 80% classified. No new
subcategories appeared. Therefore, we concludedciiegker precision might have

caused these cases to be overlooked.
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Category Subcategory Frequency Rate Examples

Characteriser | pre-modifier 44% Desktop Agent low diskvarning
threshold

Adverbial mode 16% Roll forwarndsing logs

Referential gerundial noun 10% Concurrpricessing

. . Typing < host name > only works
0,

Referential subject 10% with properly configured DNS.

Adverbial elaboration 5% Type the path to the foldencluding
the folder name.

Table 2.4: Examples of the 20% -ing words not founduring the semi-automatic
extraction

BREAKDOWN OF CLASSIFICATION AND EXTRACTION?

Rules were written to identify structures pertagnito subcategories of Izquierdo’s
Adverbial, Progressive, Characteriser and Refakrtategories. Additionally, a
category to include Titles was added, given themcuorence rate in IT
documentatio® In fact, this category was the most populated \&i03 instances.
Characterisers and Adverbials also included highlrars of instances with 2,488 and
1,970 respectively. Progressives and Referentilated fewer instances with 661 and

594 respectively.
Characterisers

As the word suggests, characterisers modify origeoinformation about the noun or
adjective they modify. Ramon Garcia (2003) claifmat tdespite -ing words being a
means for characterisation, real usage shows thattaves and relative clauses, for
instance, are more frequently used to fulfil thiadtion. Depending on their position
regarding the head they modified, lzquierdo distisged pre-modifiers and
post-modifiers. Pre-modifiers can be either adyestior nouns which are placed before
the head of the noun phrase they modify. The fonabf adjectives is that of modifiers.
Nouns, however, have an inherent referential natboenetimes, however, nouns are

also used as modifiers and, in such cases, funat@ujectives.

Desktop Agent low diskwarning threshold (nucleus
Troubleshooting tips (nucleus) for true image restare
Table 2.5: Example§mre-modifiers

22 For a full classification table see Appendix A.

% Note that whereas the classification presentelzdpyierdo 2006 consisted of four categories
- Adverbials, Progressives, Characterisers andrBetials - the final classification presented by
Izquierdo 2008 was extended to include a fifth gatg of Titles.
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There is disagreement over whether noun nerdifthould be considered as nouns
or adjectives (Biber et al. 1998; Jurafsky and Mar2009). The -ing words that are
mostly used as adjectives will be perceived by mawes such, whereas those that tend

to be used as nouns will tend to be perceived assi0

Overwriting existing backup files.
Make sure that theleaningtape is located in the slot that you defined asctkaning slot
Table 2.6: Examples of pre-modifiers with a predomiant adjectival and verbal flavour

However, given that our classification is ftiooal and that the RBMT system wiill
have to translate them as modifiers, we decided tmt further divide
pre-modifying -ing words into gerundial nouns ortjudpial adjectives. In total, 1,873

examples were classified as pre-modifiers.

Post-modifiers present three different synt¢astructures: reduced relative clauses,
nominal adjuncts and adjectival adjuncts (see T&b§. Reduced relative clauses
(Quirk et al. 1985) are relative clauses whichdwllthe noun they characterise directly,
without the need of a relative pronoun or verh, ko is which are When searching
the corpus, reduced relatives were described adsmweith a noun POS tag followed

by an -ing word. 377 examples were classified.

| To create an XML file (nourgontaining (-ing word) all parameters, use the /XML:
Table 2.7: Example of a reduced relative alise introduced by an -ing word

Nominal adjuncts also modify the precedingmddiowever, in these cases, the -ing
words are introduced by a preposition governed Hey ¢haracterised noun. When
searching the corpus, a nominal adjunct was desgtrés a noun followed by a
preposition followed by an -ing word. In total 22&amples were assigned to this

subcategory.

It can also guide you through process (noun) afdpsition)creating (-ing word) a non-
bootable disaster recovery CD image.

Table 2.8: Example of nominal adjunct

-ing words can also appear as adjectival atfunThese characterise adjectives
instead of nouns, and, once again, the -ing wordhtioduced by a preposition
governed by the adjective that is being chara@eérig/hen searching the corpus, these
adjuncts were described as an adjective followed pyeposition followed by an -ing

word. 12 examples were included in this subcategory
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We hope that you have found this document usetlje¢tive) in (prepositionlearning (-ing
word) more about the product.

Table 2.9: Example of an adjectival adjunct

Overall, categorisers accounted for 23.88%heftotal number of -ing words in the

corpus with 2,488 examples.

Characterisers
Position Type Ne of Examples
examples
i s Therefore, irrespective of thleuting
Pre- ;ndqgg;s;s(zaglmplal 1.873 configuration, the correct IP address is
modifiers J . ’ always communicated to the Informatiop
gerundial nouns) Server.
Post- reduced relative To create an XML fileontaining all
s 377 .
modifiers clauses parameters, use the /XML:
It can also guide you through process of
nominal adjuncts 226 creating a non-bootable disaster recovery
CD image.
We hope that you have found this
adjectival adjuncts 12 document useful itearning more about
the product.
TOTAL 2,488

Table 2.10: breakdown of -ing words found in noun padjective modifying function
Adverbials

-ing words with adverbial function were the secgndup described by Izquierdo. As
she pointed out, often -ing words are preceded bsuldordinate conjunction or
preposition, making the semantic classification enmiovious, but they can also appear
on their own. Due to the difficulty of automatigalbearching the latter, that is, -ing
words not preceded by subordinate conjunctiongepgsitions, we mainly focused on
the adverbial clauses introduced by such conjunstiorheir description was as
follows: a preposition or subordinate conjunctiorectly followed by an -ing word’

It should be noted however, that when adverbialsda directly introduced by -ing
words were found while searching for other pattetins examples were transferred to

this subcategory.

*The possibility of adverbs being placed betweenpifegosition/subordinate conjunction and
the -ing word was also considered. Also, note et Penn Treebank tagset does not
distinguish between prepositions and subordinatgiucstions and, therefore, the checker
would automatically look for both categories.
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After running the scripts, run the backup job again.
This is doneby configuring blackout windows.
A failure occurredjuerying the Writer status.
Table 2.11: Exangsl of adverbial clauses with -ing words as heads

It is worth noting that classifying a claus#réduced by a preposition either as an
adverbial clause or as an adjunct is not alwaysagghtforward task (see Table 2.12).
A difficulty appeared with the structufer + ing because the -ing word could be
interpreted as the modifier of the preceding notmage or an adverbial clause
describing a purpose. It was decided that becdugstekts in the corpus are instruction
manuals and therefore mainly procedural, ambigumases would be classified as

adverbials.

Configure a target SQL Serviar auditing .
Specifies rulegor handling the template job start times.
Table 2.12: ExampleBambiguousfor + -ing structures

Adverbial clauses accounted for 19% of thalteings in the corpus with 1,970
examples. They presented a variety of introductorgpositions and subordinate

conjunctions (see Table 2.13).

Adverbials
Prep. or Ne of
Clause type sub. conj. | examples Examples
By 516 This is done byonfiguring blackout windows.
Manner Free 159 Uninstalling Backup Exec using the command line
. Change physical tape devices withptviding resource
Without 88 credentials.
Time When 313 Whencreating the group, use lowercase letters.
Before 179 Prompt before@verwriting imported media
After 139 After running the scripts, run the backup job again.
While 65 Job failed whilebeing dispatched.
The UNIX registration service adds the target infation
On 8 to the database of the Information Serveerecutingthe
setup.sh.
The IDR Configuration Wizard guides you througgtting
Through ° an alternate data path for the *.
Between 4 (I\)/Ir:rglmum time betweerlosinga job log and starting a neyv
Free 3 A failure occurredjuerying the Writer status.
. Along with backing up the SAP database files, you should
Along with 2 do the following:
During 2 purlng cataloguing Backup Exec reports file formats tha
it can read.

68



From

Select this option to have Backup Exec run the tapee
drive frombeginningto end at a fast speed, which helps
tape wind evenly and run more smoothly past the thjve
heads.

In

In creating a script file, you would not want to include all
entries.

In the
middle of

If failover occurs in the middle dfacking up a resource,
the media that was being used at the time of titeve is
left unappendable and new media will be requespesh u
restart.

Prior

The Emergency Restore feature can be used to eefhta
for a deleted user if the user data can be resfovetda
backup of the File Server and a Recovery Passwasd w
established prior (siahaking the backup.

Upon

Uponupgrading the Software, all copies of the prior
version must be destroyed;

Purpose

For

443

The type of job submitted f@rocessing

In

This data can be usedptanning for additional device
allocation, archiving historical data, and imprayin
performance.

Condition

If

20

If cleaningis not possible, the virus is quarantined.

Contrast

Instead of

11

Copying jobs instead afelegatingjobs

Cause

Because

Becauseestoring objects from tape requires the creation
a staging location, restoring from tape requiresentione
than if you are restoring from disk.

Concession

Besides

Besidegerminating the bus, Y-cables and trilink
connectors also allow you to isolate the devicemfthe
shared bus without affecting the bus termination.

Place

Where

1

The following are examples wheusing true image restor¢
back up files that would not otherwise be backed up

TOTAL

1,970

Table 2.13: Breakdown of -ing words found introduang adverbial clauses directly or
preceded by a preposition/subordinate conjunction

Progressives

of

The continuous aspect is expressed in English snédmbugh -ing words (Izquierdo,

2006). Continuous tenses are constructed by thiiaayxverb to be followed by the

verb in its -ing form. The auxiliary verb is conptgd, providing information about

time and person, whereas the -ing word carriesttmitmeaning of the action that is

taking place. In the pattern to search for progvess they were described as the

auxiliary verbto bein any of its forms (present, future, past, edirgctly followed by

an -ing word. Additionally, subgroups were creatipending on the tense of the

auxiliary verb, and where relevant, active and passoices distinguished.

Specify whether server sets or document aetdeingrestored.
The cluster service should riwg running.

Table 2.14: Examples of -imgords with a progressive aspect function
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There are instances where participial adjestifunctioning as predicative
complements and gerund-participles that combiné whe auxiliary verbto be to
construct the verbal progressive aspect are nthgisshable. In cases of ambiguity,

the -ing words were considered as part of the Vgrbd@phrasis.

If any prior cataloggre missing the restore view cannot be expanded.
If any files or filegroupsare missing run a Log - No Truncate backup.
Table 2.15: Examples of ambiguoursstances for progressive-aspect -ing words

-ing words introducing progressive aspect anted for 6.35% of the total -ing
words in the corpus with 661 examples.

Progressives
Time Voice Ne Examples
examples
Active 501 The media server on which this jolrisning.
Present Passive 117 Specify whether server sets or document setbeing
restored.
Questions 2 Are Backup Exec system servigesining ?
Modal 22 The cluster service should not ning.
Active 9 When a failover occurs, backup jobs that werening
are rescheduled.
Past Passive The device wabeing used by another application (such
3 as a Windows backup utility) when Backup Exec was
started.
Infinitive 5 However, my bar code rules don’t seem taoeking .
Future 2 The Remo'_[e Agent will bestening for connections on
this predefined port.
TOTAL 661

Table 2.16: Breakdown of -ing words found introduang the progressive aspect
Referentials

Referential -ing words are those which refer tonés@r actions (Izquierdo, 2006). As
Izquierdo stated, the referential -ing words shéme same contexts and syntactic
functions as nouns, appearing as subjects, ditgetis, verb complements, etc. The
subcategories of referentials, therefore, were dhasethese syntactic functions (see
Table 2.17). The -ing words classified as nouns gaeindial nouns. Note that no
search was performed to detect gerundial nounsubeca@s nouns, their context can
vary significantly and are difficult to search auwatically (apart from the obvious

pattern determiner directly followed by an -ing dprTherefore, the number of cases
recorded in the classification is incomplete. Thealt -ing words with referential

function retrieved were 594.
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Referentials

Neo
Types examples Examples
Nouns 252 Configuring a SUDGsetting in the bvAgentlessConfig.ini file

for query execution

167 Symantec recommengerforming redirected restore of

Catenative verbs corrupt files rather than restoring to the origitwegation.

The only way to prevent users in a profile froacking up a

Prepositional verbs 116 specific folder is to uncheck this option.

Comparatives 46 grr;?glég]ng the previous job history is faster tpanforming a

Phrasal verbs 13 Th.is could happen, for example, when the desktep logs in
using a local or cross-domain account.

TOTAL 594

Table 2.17: breakdown of referential function -ingwords
Titles

Finally, let us report on the category added touieo's (2006) classification to
include titles starting with -ing words. Unlike fittion, titles have a high occurrence
in instruction manuals. The translation of titldarsng with -ing words is different
from the translation of -ing words in running teasd their translation therefore,
requires the identification of such category. Timight cause difficulties for RBMT
systems, as they are generally not able to disshdoetween running text and titles. It
was therefore considered essential to study th®npesince of our MT system when
dealing with this particular structure, particuadiven its frequency of occurrence
(25% of the -ing words in the corpus).

Within IT documents, titles appear in threffedent positions. Some appear as
independent segments (Free) as headings; otheearapjthin quotation marks at the
beginning of sentences (BOS), mainly in introdugiodexes where the page numbers
for each section are given; and finally some apmeabedded in sentences within
guotation marks (Embedded) (see Table 2.18). Qv&x#&l03 occurrences were
allocated to this category.
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Titles
. . No
Pattern Positionl Position2 Examples
examples
-in Free Pausingand resuming
J 1,255 devices
Embedded Embedded Configure thresholds to
620 recover jobs (Setting
thresholds to recover jobs" on
page 490)
Beginning of 530 "Excluding dates from a
sentence schedule" on page 388
About + - Free 100 Aboutrestoring NetWare
ing servers
Embedded Beginning of “About redirecting
sentence 60 Exchange restore data" on
page 1260
Embedded Review the information in
38 "About selectingindividual
mailboxes for backup” on
page 1241.
TOTAL 2,603

Table 2.18: Breakdown of -ing words at the beginnig of titles

2.2 HUMAN EVALUATION

2.2.1 EVALUATION

With -ing words functionally classified, the evdioa was designed. This section
reviews the attributes and types of evaluationlalkd and justifies the ones selected
for this research to ensure maximum internal artdreal validity. It also provides a

detailed description of the evaluation set-up tabdm replication.

2.2.1.1 HUMAN VS. AUTOMATIC EVALUATION

One of the first decisions to make was whetheretreduation would be performed by
human judges or automatic metrics. As discussedClmpter 1 section 1.4.1,
traditionally, humans have been the judges of tatioms. Their competence,
particularly of those who have followed additiortahining is clear. In addition,

end-users of translations are also humans.

Nevertheless, as we mentioned, human evaluaifo criticised for being
time-consuming, expensive, subjective and even nisistent. Automatic metrics
overcome these weaknesses as they constitute fofastost, objective and consistent
option. Yet, one must remember that string-basettiesestill require a degree of

investment because reference translations — wiitfehumans — are necessary. These
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must be commissioned or obtained through existiktg, Tfor instance. It is precisely
by comparing the MT output against these refereticasthe scores are calculated.
Moreover, the literature recommends the use ofiptelteferences, up to 3 (Papineni
et al. 2002a; Turian et al. 2003) increasing tlyglired investment. No one translation
exists for each source text. Variations in gramoadtstructures and lexicon can result
in equally good translations. Therefore, in ordeatcount for legitimate variation in
word choice and order, metrics require referencédsclw display this variation
(Thompson, 1991; Papineni et al. 2002a).

The main challenge of automatic metrics, haweis the coding of concepts of text
guality. How can a subjective concept such as flydme defined in computational
terms? As described in Chapter 1 (section 1.4.2) @hapter 2 (section 2.3.1),
researchers have explored different approacheseatet! their accuracy by comparing
the automatic scores against human judgements.eAsand, however, the degree of
correlation is not agreed upon. An additional dragkbof the current string-based
metrics for our research is that the metrics atéroged to score at a text level or at
most, sentence level. Their usefulness at subd@ltievel has only recently been

studied (see section 2.2.1.2).

In view of the problems associated with bothmhn and automatic metrics, we
opted for a human evaluation, which would allowtmisneasure quality attributes and
identify the -ing words incorrectly handled by tRBMT system. However, we
decided that we would then complement the evalndbip testing whether the most
common automatic metrics can indicate the qualityimy words. As Banerjee and
Lavie put it, ‘While a single one-dimensional numeric metric canmape to fully
capture all aspects of MT evaluation, such metaias still of great value and utility
(2005: 65-66). Should a correlation exist, we wapldvide empirical data to support

the adequacy of automatic metrics to evaluate igtigufeatures.

2.2.1.2 TYPE OF EVALUATION

Several human MT evaluation types exist. These wvaryhe length of the evaluated
unit - sentence or constituent - and the type afvan sought - ranking or attribute
evaluation. In this section, we describe thesesyaad discuss their advantages and

disadvantages to justify our final decision.
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ATTRIBUTE ASSESSMENT AT SENTENCE LEVEL

The most widely used methodology to perform humasalugation is the attribute
assessment at sentence level (Shubert et al. Bp¥sidakis et al. 1997; Akiba et al.
2001; Coughlin, 2003; Liu and Gildea, 2005). Thesbased on defining different
attributes such as fluency and adequacy, and askiatuators to assess candidate
translations (sentences or longer texts) on a sddlis type of evaluation provides
information about the quality of the sentence at e general. However, our aim is to
identify the particular quality of -ing words, attterefore, this type of evaluation was

not considered suitable.

RANKING AT SENTENCE LEVEL

This is a simple evaluation type were evaluators asked to order different
translations of the same source (sentences or ldegts) from best to worst. It is
mostly used for MT system comparisons (Turian et2803; Finch et al. 2004). It
simplifies the cognitive task significantly as #nealuators do not have to decide on the
absolute quality of each candidate (Callison-Buwetlal. 2007), resulting in a quicker
process. We could evaluate -ing words by askinduetars to choose between the MT
output and a reference translation. However, indhges where the MT output was
ranked as second, we would not know whether this because the MT output was

badly handled or because of stylistic preferencethe part of evaluators.

CONSTITUENT-BASED EVALUATION

Callison-Burch et al. conducted a pilot study ohew evaluation type they called
constituent-based evaluatio(2007). They parsed the source texts and selected
constituents for evaluation. The constituent waghlighted in both the source and the
translation to facilitate identification and thedges were asked to rank sentences by
focusing on that specific part. The evaluation pabthat inter- and intra-annotator
agreement was higher than that of sentence-lemklmg and attribute evaluation tasks.
In addition, the speed of the task was reduced fRimseconds per sentence for
attribute assessment and 20 seconds for sentenkéngato 11 seconds for the
constituent-based evaluation. Apart from the gaiagreement and speed, this type of
evaluation provides the opportunity to target thalg and to focus on the constituent

of interest instead of having to extract the refdviaformation from sentence level
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scores. Given the reasons outlined above, our jodgewas that the constituent-based
approach was the evaluation type which best suiad study and, therefore, we

adopted it.

The constituent-based evaluation presente@dilison-Burch et al. (ibid) and the
evaluation we aimed at performing in this reseasftéred the objective of evaluating
subsentential units. This restriction increasesitf@mativeness regarding the errors
in the translation. Yet, it differed in the focuA/hereas Callison-Burch et al. were
interested in constituents, our objective was auistic feature, hence the name
featured-based evaluatiéhDespite this, common challenges in the evaluatibn
subsentential units emerged: the delimitation eftthnslation unit. In order to address
this, Callison-Burch et al. (ibid) defined theimstituents with the help of parsed trees.
They selected different nodes of the trees andtifibhthe corresponding translation
using word alignment techniques. They did not foonosa particular constituent, but
rather established conditions for a tree node teligéble: (1) it could not be a whole
sentence; (2) it must consist of 3 to 15 words; @)dt must have a consistent word
alignment in the translation. Our research could fotbow the same criteria, as we
aimed at studying the -ing words in context but thet context itself. Our approach to
delimiting what comprised the translation of theg-iword was to highlight the -ing
word and machine translate it. The RBMT systemdfiens the formatting to the target
language, and therefore, this correlated with i@ach taken by Callison-Burch et al.
(2007). However, they report thaBécause the word-alignments were created
automatically, and because the phrase extractiohesristic, the phrases that were
selected may not exactly correspond to the traimsiatof the selected source phrdse

(ibid: 6). Following their example, evaluators werarned about this possibility.

Highlighting the corresponding translationwewer, is not enough to ensure that
the evaluators will concentrate only on a lingaidtature. In order to alleviate the
difficulty of evaluating the translation of -ing wds only and to obtain greater

agreement, comprehensive guidelines were writtere¥aluators (see Appendix B).

% |n MT evaluation the term feature is often usedefer to attributes such us intelligibility or
accuracy (Hutchins, 1997). However, this term §palsed to mean "grammatical feature",
where it refers to a specific linguistic structuf@e object of our evaluation being a specific
grammatical feature, i.e. -ing words, we name oafuationfeature-based
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The guidelines focused on clarifying the type abeithat could be attributed to the

presence of an -ing word.

Frey et al. (1991) suggest that in order ichvesearcher unintentional expectancy
effect, minimum information of the aim of the studhould be provided. We
concluded that due to the complexity of the evabmait was preferable to give clear
guidelines of what was required and even offeretbeuators the possibility of asking
guestions. The questions provided us with inforamation the evaluator's
understanding of the evaluation task and they gtaregy constructive for the analysis
of the results. Yet, this communication was essalgld through an independent contact
point between the researcher and the evaluatomnimimise researcher personal
attribute effect. It should be noted that the esxtdts were not in contact with one

another and therefore could not influence eachristioginions.

An additional issue for this type of evaluativas the overall quality of the
sentence. It was thought that a low overall quatifght unconsciously influence the
judgement of the evaluators towards the highligtiéedure. In order to minimise this
possibility, two measures were taken. Firstly, effaovere made to improve sentence
guality. Project-specific dictionaries were codedlloiwing the Symantec in-house
procedure. In total, 103 terms for French, 17 ferr@an, 65 for Japanese and 19 for
Spanish were encod@YAlso, it was decided that a post-edited versiothefraw MT
output would be provided as a guide to what couéd donsidered “correct”.
Professional in-house post-editors for Spanishnétreand German and an external
post-editor for Japanese carried out rapid postreglithat is, changes to respect the
target language syntax and lexicon, and for elesné¢nat hinder comprehension
(Loffler-Laurian, 1996), with special attention @aio -ing words. This would help
evaluators get a picture of what could be accefited the MT system. If evaluators
had any doubts about the accuracy of the postetdéesion, they were told that they
could disagree with it.

%The low number of terms to be encoded is due tot meirrent domain-specific terms
already being encoded in the Symantec user digiesdn addition, the documentation for one
of the products had already been machine transiatedSpanish and German and therefore
most of the terminology was already encoded.

76



Evaluators were asked to judge whether theskation of -ing words was “correct”
or “incorrect” based on the following question:tle® machine translation of the ing

word grammatical and accurate? (see section 2.2.fada discussion on attributes).

2.2.1.3 EVALUATORS

Evaluators were native language professional taéors. We decided not to involve
in-house Symantec linguists in the evaluation bseabey might be biased by their
continual involvement in the translation, MT, areldlopment of in-house guidelines
and standards. External translators provided bersder were hired instead. These
translators might have been involved in a Symaptefect before but their work was
not limited to Symantec projects. Therefore, thagl an overview of the expected text
quality in different domains, including IT, and wen a good position to act as judges.
Additionally, evaluators were asked to complete westjonnaire regarding their
linguistic background, professional experience apitiion on machine translation (see
Appendix C). All evaluators were full-time transleg except 2 Japanese evaluators
who, despite doing translation, mainly focused ewviawing. The translation volume
of each evaluator varied, ranging from 100 thougar&l5 million words, with 7 out of
the 16 total evaluators having an experience of &Qeyears in translation. Note that 2
French evaluators did not specify the amount ofdsatranslated. In addition, we
confirmed that all evaluators had taken coursegheir native language grammar
either at second (5 evaluators) or third level ¢Valuators) institutions, which made
them suitable for answering grammar-related questi®rofessional experience on
post-editing was not shared across the evaluafid¥sevaluators claimed to have
performed machine translation post-editing whe@agated that they had never been
exposed to any post-editing task. Among the evatsatho had some experience on
post-editing, we observed that the amount of pdaee words was quite low, with an
average of 10-30 thousand words. We noted thatetleesluators who had never
carried out any post-editing were one German etv@auand one Spanish evaluator,
whereas the remaining four were Japanese. This tnibah whereas three or four
evaluators had some experience with post-editimgGerman, French and Spanish,
none of the Japanese evaluators had any. Finalysked whether they liked working
with machine translation. They were presented w&ith point scale (1 - not at all, 2 -

moderate, 3 - somewhat, 4 - very much). 8 evalsatmswered "moderate” and 4
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"somewhat", whereas only 3 answered "very much" dndnot at all". This
information ensures the validity and reliability ¢iie evaluators, overriding the
possibility of bias due to strong negative or pesitattitudes towards machine

translation.

A hotly-debated question is what an adequateber of evaluators per language is.
A large number is recommendable for generalisghiisons and to limit the impact
of subjectivity. However, studies seem to be didid®o the use of a high number of
student (Shubert et al. 1995; Spyridakis et al.719®& non-professional volunteer
evaluators (Callison-Burch, 2007; NIST Open Machinanslation Evaluation, 2008;
2009; Zaidan and Callison-Burch, 2009), and a lamnber of professionals ranging
from two to four (Aiken and Wong 2006; Lagardaakt2009). Threats to the validity
of the results are addressed by incrementing eialnambers for the former, whereas
the latter avail of professionals with the view tthiheir responses will be more
objective and reliable. Due to the complexity of eualuation, and to ensure reliable
responses, we opted for expert evaluators. In dalelecide on the exact number, a
balance between the number of evaluators, the &gegpair span and the cost had to
be sought. It was one of the aims of this resetoaixplore translation improvement
techniques for both pre- and post-processing st&gasicularly for CL, it is essential
that the proposed rules are beneficial — or at leastral — for the target languages into
which texts are translated. Therefore, it was nemgsto perform the evaluation for a
number of language pairs. After considering ourunesments and the budget, we
decided to hire 4 professional translators forrgdtlanguages, that is, 16 in total. The
number of evaluators fell into the accepted ramgefofessional judges and the span
of target languages used would provide us with tataake reliable suggestions for

pre-processing techniques.

As an additional measure to monitor the rdiigbof the results obtained from the
evaluators, the inter-rater agreement was calaithteugh the Kappa statistic (Fleiss,
1971; Carletta, 1996; Callison-Burch, et al. 200The Kappa coefficient is a
calculation based orttfe difference between how much agreement is &¢tpadsent
(‘observed’ agreement) compared to how much agreemeuld be expected by

chance alone (‘expected’ agreemérf¥fiera & Garrett, 2005):
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P.,.~P

K: obs exp
1-P

exp

Figure 2.2: Equation for the Kappa coefficient, whee P, is the observed agreement and
Pexp is the expected agreement.

Kappa scores can vary from -1 to 1, where fleifect agreement, 0 is agreement
due to chance, and -1 is perfect disagreement.chygderman and Spanish showed
good agreement with 0.702, 0.630 and 0.641 resdgetiJapanese showed slightly
lower agreement, although still moderate, with 8.5Chese results proved the validity
of the evaluation set-up and indicated that théuears had a similar understanding of
the task.

2.2.1.4 EVALUATION QUESTIONS
Two issues were to be considered for designingetl@uation questions. First, the
evaluation attributes had to be selected and hextasponse format chosen.

EVALUATION ATTRIBUTES

The most popular attributes for MT evaluation dvericy and adequacy (LDC, 2003;
Popescu-Belis, 2003; Callison-Burch et al. 200@lista-Burch et al. 2007; Hamon et
al. 2007). Fluency refers to[tthe extent to which a sentence reads natufally
(FEMTI). It is also called readability, intelligiity and clarity (ibid). But what are the
variables that determine how well a sentence redtle?metrics proposed by FEMTI
vary from the rating of sentences in scales toectests, comprehension tests based on
guestionnaires or reading time measurements. Ttiegraf sentences leaves the
interpretation of the meaning of fluency up to thealuators, as it does not further
explain the variables to be considered. Cloze tmstlscomprehension tests emphasise
variables related to understanding, which, in titropuld be argued, depends not only
on the intrinsic quality of the sentence but alaattte readers’ capacity. The intrinsic
gualities that help understanding could be grammamain-specific style, cohesion
and coherence, for instance. Reading time mighemgmn the expectations of the
readers regarding grammar and style. Grammaticaditgefined by FEMTI as the
“degree to which the output respects the referemaenigatical rules of the target
languagé (FEMTI). Style, in turn, is & subjective evaluation of the correctness of the
style of each sentericgvan Slype in FEMTI) also commonly referred to as "register”
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and includes degree of formality, forcefulness dak as exhibited through both
lexical and morpho-syntactic choi¢e~EMTI). However, FEMTI notes, style and
fluency aredistinct This would mean that the degree of naturalnessseitence is not
measured by the domain-specific terminology andigdwlogy used, which might be
counter-intuitive for an evaluator. To sum up welldosay that whereas fluency is a
well-established attribute in translation evaluasiothe definition of the concept is not
yet clear.

Given the conceptual inconsistency behindtémmn fluency and because we deal
with an MT system based on grammatical rules, wieddor the evaluation of
grammaticality We also believe that whereas judging style or cefmgnsion can be
subjective and idiosyncratic, grammaticality is arenobjective attribute. As a result,
its measurement requires less cognitive effort amdbuld improve inter- and
intra-evaluator agreement. Grammaticality woulebdde a more workable attribute to
be judged when evaluating the translation of a gnatital feature as opposed to a unit
with a complete meaning. Therefore, we presenetlauators with specific contexts
and ask them whether the translations of -ing worgse grammatical in those

particular contexts.

Adequacy, also called accuracy, fidelity, eotness or precision (FEMT]I) refers to
the “subjective evaluation of the degree to whibh tnformation contained in the
original text has been reproduced without distortio the translation” (Van Slype’s
Critical Report). We believe that a grammaticaldigan of a source text is of little use
if the meaning conveyed is different. We are awadrthe fact that a feature might not
always provide enough information to judge whethermeaning is being conveyed or
not. However, due to the importance of this attebit was incorporated into the

guestion to pinpoint the obvious cases where megamas lost or was different.

The question asked of the evaluators wasdteniing: Is the machine translation

of the -ing word grammatical and accurate?

RESPONSE FORMAT: SCALES VS. BOOLEAN QUESTIONS

The use of scales in MT evaluation is widespredd].2003; Callison-Burch et al.
2007). They provide the possibility to rate acragange of grading parameters which
makes it possible to calculate the average pewreptf quality. However, as
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Greenhalgh (1997) claimstHe numerical result would be uninterpretable usles
knew that the difference between ‘not at all’ aadbit’ was exactly the same as the
difference between ‘a bit’ and ‘a 16t'In addition, how do judges decide what makes a

translation improve from a 3 to a 4 or a 5 score?

Given the subjectivity of scales, a Booleasponse was considered for two main
reasons. First, as Cavar et al. claim “[a]s is wethwn from experimental psychology
and psycholinguistics, simple binary decision tggkg. yes/no questions), for example,
are answered much faster, and more reliably adétess and across subjects by the
evaluators than decision tasks that provide a iecicale” (2000: 1). Secondly, our
main interest was to obtain a list of ungrammatiaatl inaccurate renderings of
subcategories of -ing words in order to explordbégues to improve their translation.
Therefore, the use of scales was not considerezkseary. Instead we offered a simple

“yes/no” response choice to evaluators.

2.2.1.5 LANGUAGE SELECTION AND MT PROCESS

Although we are aware that for post-processing rtiegles each individual target
language will have to be analysed, for pre-procgssiforts, where common issues are
addressed, a wide coverage of the different larggiagnecessary. For this reason, the
languages selected for the study were French, Gerdaganese and Spanish. These
languages covered the range of Romanance, GerrmaadicAltaic families and are
some of the most common target languages for Syoant

Once the user dictionaries were updated amddimain-specific dictionaries loaded,
the standard settings for IT domain (independemtsiation of quoted segments, polite
forms, infinitive instead of imperative forms) weselected for the MT stage. The main
feature to mention here was the choice of the @dlitatment for second person

singular pronouns and verbs, particularly for the@érative forms.

2.2.1.6 SAMPLING

The choice of performing a human evaluation deteechithe evaluation set-up
because on the one hand, the cognitive effort redqurom the evaluators would have
to be taken into account and, on the other, themsginvolved in hiring their services
would also be an aspect to contemplate, as alremhtioned. Therefore, the balance

between three factors had to be sought: cognififeetegeneralisability of results and
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budget. In other words, we had to select a setntiesices for evaluation which would
provide us with enough results to draw solid cosiclns while being feasible for the
evaluators to answer them in a span of time thatldvéit into our assigned budget.
The challenge that emerged at this point was théhding a sampling method which
would ensure the external validity of the evaluatémd at the same time allow us to

perform the evaluation within the specified coratis.

Different sampling methods have been appl@édinguistic studies. These range
from random sampling techniques, which best reftbet characteristics of a corpus
and where all subjects of the population have eghahces of being selected, to
non-random techniques, usually used when the lateenot possible due to budgetary
constraints or the impossibility of finding suitabpopulation subjects (Frey et al.
1991). The purest random sampling technique ig@daimple random sampling (SRS).
It is based on assigning a consecutive numberdb efithe subjects in the population
and selecting them randomly until the required &z@btained (ibid). These techniques
are often used to representatively reduce the patalilation to perform a more or less
detailed analysis of the relevant feature(s) aadsification (Kretzschmar, et al 2004;
Izquierdo, 2006). Cochran (1963) proposed a mask (Figure 2.5) for obtaining a
representative sample of proportions for SRS. Thizdel requires specifying a
confidence level, that is, how sure you are abbet results being correct, and a
confidence interval, that is, the error-margin etpd from the result. It allows for
conclusions in the line ofve are 95% sure that -ing words are correct 56%oaf the
time. It makes two assumptions: firstly, it can only ls=d for Boolean questions and
secondly, the sampling design with which it mustused is SRS (ibid). This model
also accounts for the degree of variability of shenpled data, that is, whether the units
to be evaluated are similar or are thought to by flaeterogeneous (see Figure 2.3).

sge Z°P C(12— p)
Figure 2.3: Formula to calculate sample size (SSyhere Z is the confidence level value
(e.g. 1.96 for 95% confidence levelp is the degree of variability (0.5 used, maximum

variability), and C is the confidence interval, expressed as a decinalg. 0.04 = +4).

The use of this formula to select a represeatasample of the sentences
containing -ing words was considered. 385 sentemgegd have sufficed to draw a
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conclusion on the whole corpus with a 95% confidelevel and £5 interval, assuming
maximum variability of the sampled d&taThis would have been acceptable for our
limitations on budget and would probably avoid essiee cognitive effort. However, it
was not thought of as satisfactory because thelplitysof drawing conclusions on
more specific subcategories of -ing words was néhiamd, from the pilot project, we
learnt that some subcategories were usually cargidi be translated adequately,
whereas others were systematically inadequatedditian, two more technical details
failed to prove appropriate for our study. FirsRS assumes that the total population
is known, which is not true in our case. We are@is corpus (already a sample) and
using 80% of it. Secondly, the variability value lbe applied highly depends on
whether we expect the difference between adequatmmamlequate quality to be
reported by the evaluators. It was suggested thatalthe lack of expectations and the
impact of this value in the sample size, Cochranélel and in general SRS was not
ideal for our study. Therefore, the suitability afstratified sampling method was

considered®

Several corpus studies have used the stohtfaanpling approach (Dagan et al.
1993; Hochberg et al. 1998; Kretzschmar et al. 200dta et al. 2007). This approach
is usually reported to allow the researcher to csebnd focus on the relevant
characteristics of the subjects of study. Subjamsselected from subgroups (strata) of
the total population. These subgroups are basedbserved characteristics of real
occurrences and have been created by classifyirg sthbjects according to
non-overlapping characteristics relevant for thedgt In fact, Hochberd et al. claim
that “one can generally reduce sampling uncertainty bylziaing results from several
homogeneous strata, rather than doing an overalthgia from a heterogeneous
populatiori (ibid: 1998: 1). This approach was thought tonbere convenient for this
research as the characteristics for the strata wasdy identifiable and the results
would allow for detailed conclusions on specifingiword subcategories. Once the
strata were ready, the sample was obtained bytsgjabe subjects randomly and in

proportion in each group. This allowed us to idgntine most problematic -ing word

*"Note that the confidence interval greatly changee nhumber of examples required. A
confidence interval of £1 would require 9,604 exéspwhereas +2 +3 +4 +5 would require
2,401, 1,111, 600 and 285 examples respectively.

2 |n consultation with Dr Lynn Killen and Mr. Garyg¢gh from DCU School of Computing.
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subcategories for RBMT systems in the IT-domainictvimust take into account both
incorrect translations and occurrence rates. Becasgsbjects are selected
proportionately, larger subcategories would havepertionately more sentences

included in the sample.

Stratified sampling has its own deficiencigsiak should be pointed out here. In
contrast to Cochran’s model, when using stratifseadnpling the confidence levels
cannot be predetermined, which adds a degree efiamtty at the time of carrying out
an evaluation. Of course, once the results are knthe confidence levels can be
calculated. This leads to different strata havinffedent confidence levels and

therefore comparisons require a more complex treattm

In order to proceed with the stratified samglithe number of subjects to be
extracted had to be decided. From the pilot projectearnt that evaluators took 20-24
hours to evaluate 1,857 sentences. They desciiteethsk as demanding but agreed
that it was feasible with enough time to go throadjhsentences once. Our statistics
expert advised us that 1,800 instances out of 8y&%3 a considerably high ratio so

this number was set as the required sample size.

As McEnery et al. (2006) point out, when usktgatified sampling, one must
ensure that the number of subjects selected frain &@atum are proportional to their
occurrence rates in order for the sample to beidered representative. Following the
example of Kretzschmar et al. (2004) a systematiopding technique was used to
select the subjects. In systematic sampling, stbj@e selected evengh from each
stratum until the sample quota is reached. Note ihas considered a random
procedure because it starts at a random point @i, 2006) which further
increases the external validity of the method.

A risk associated with using systematic sangplis periodicity. This is a
phenomenon that emerges if, for some unexpectetmeall thenth subjects share a
particular feature which can bias the results oleifrom the sample. Although the
strata were grouped without any ordering featurenind, to avoid all potential bias,
the sentences in each stratum were ordered bywentength. This would rule out any
possible periodicity and also encourage differentence lengths to be included in the
sample.
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Assuming that our strata contain all -ing wetdbcategories in the corpus with the

respective characteristics, every Subject was selected (1,664 subjects) and in a

second round every Bantil the sampling quota of 1,800 -ing words wasched (see

Table 2.19 for the final sample and Appendix Dlistrof abbreviations).

-ING Word Sample

TITLES —557
Title_ING_i | Title ING_Q | Title ING_Q | Title_ABING | Title_ ABING_Q | Title_ABING
ndp M2 M1 indp M2 QM1
270 132 113 22 8 12
CHARACTERISERS - 536
Char_PR Char_POrr | Char_POnn Char_POadj
401 84 49 2
ADVERBIALS -414
Adv_M_by Ad"—g{'}f"”m Adv MO | Adv_M_with AdV—CZ?'”Stead Adv_T_before
111 19 25 X 3 38
Adv_:'_afte Adv_T while | Adv_T when Adv_'l(;?]betwe Adv_T_upon Adv_T on
30 14 67 1 X 2
Adv_T in Adv_T_durin Adv_T_prior Adv_T_anng Adv_T_inthemi Adv_T_from
g with ddleof
X X X 1 1 1
AdV_T_thro | ng, 1 o | AAV_CCbesi| b where|  Adv_PU_for Adv_PU_0
ugh des
1 X X 95 X
Adv CD if Adv_C_becau
- = se
4
PROGRESSIVES- 141
Prog PRact | Prog PRpas Prog_PRg Prog_PSact Prog_PSpa Prog_fut
107 26 X 1 1 X
Prog_mod Prog_inf
5 1
REFERENTIALS -134
Ref nn Ref _comp Ref_prepV Ref_phrV Ref cat
62 10 24 2 36

Table 2.19: Sample of the -ing words obtained by aying a stratified systematic
sampling method.

2.2.2 ANALYSING FRENCH AND SPANISH

This section sets out the methodology used to examthie structures generated by the

RBMT system for each subcategory in the Englism&neand English-Spanish

language pairs and their correctness accordingvatuators. The analysis will be

restricted to the general trends within each s@gray because of space constraints.
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A few aspects need to be considered with tegarthe analysis methodology
followed. Firstly, the grouping of scores must lwegented. From the binary question
and 4 evaluators, each -ing word translation cagdti4 to 0 points. Following our
binary approach to results, we thought appropt@tonsider translations scoring 3 or
4 points, i.e. 3 or 4 evaluators rated them asectras correct and translations scoring
0 or 1 point, i.e. none or 1 evaluator rated therrcarrect, as incorrect. -ing word
translations scoring 2 points lie mid-way on thals@nd could only be interpreted as
being inconclusive. We acknowledge the somewhadtrarimess of this approach but
we believe it is acceptable to report the majovitye. For the more detailed analysis,
however, we differentiate between each scoringdmsiclering translations with 3 and
1 votes correct and incorrect, respectively, bih\&ilower confidence level.

Secondly, the approach to the linguistic reasp behind the results must be
described. Whereas it was plain to see why theuat@ls considered an -ing word
translation correct, the exact reason why it wassiered incorrect was not always
obvious. The evaluation guidelines stated thattthaslation should be considered
correct if it was grammatical and accurate. Thaeefthe translation was incorrect if it

was ungrammatical and/or inaccurate.

Three sources of difficulty in pinpointing tlspecific reason for the “incorrect”
score arise from this definition. To start, gramsnare not always exhaustive and do
not give every possible usage combination for aiqdar feature. As a result,
grammar and usage seem to intertwine to the etanit could be argued that usage
“fine-tunes” grammar. The possibility exists th&tustures seem ungrammatical just
because speakers do not use them and they soandathe language. The boundaries

between grammatical and unnatural might change &eatuator to evaluator.

Moreover, as was mentioned before, delimitimg exact word(s) pertaining to the
translation of the -ing word was complex. In ortieccontrol the evaluated words, the
evaluation guidelines included explanations andmptas of what should and what
should not be penalised. Clearly, it was not fdadit provide an exhaustive account
of dubious contexts.

Finally, despite our goal being the evaluatidra specific grammatical feature, it
was necessary to introduce a concept that wouldiden both source and target
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languages to make sure that the target was theeatotranslation of the source.
Accuracy was chosen to cover this concept. Howea@ruracy also encompasses the
appropriateness of the terminology. Although meassurhere taken to ensure that
domain-specific terminology was used, the possjbiif terminological inaccuracies
still existed, and might have swayed evaluatorsato® a negative rating.

2.2.3 ANALYSING JAPANESE AND GERMAN

The analysis of the evaluation results for Germat dapanese followed a different
methodology from the one used for French and Spaassthe author is not proficient
in the former languages. We could of course hawidd our study to the two target
languages the researcher is proficient in. Howaweradth of coverage was important
for the industrial sponsor. Therefore, we inclutlddd party analysis for German and
Japanese, but tried to control this activity clgsélor the analysis of French and
Spanish a description of the translations of -irgyds was carried out. All evaluated
instances were considered and the different traostagenerated for each -ing word
sucbategory discussed. This resulted in a detalstription of the MT system’s

behaviour when dealing with different -ing word sategories. This description was
contrasted against the grammaticality and accuiadyements of evaluators. Finally,
the most recurrent issues and problematic subcaésgavere singled out for

improvement.

However, for German and Japanese, we restritte analysis to identifying the
main errors for these two languages, as well asmbst affected subcategories. This
would allow us to create a list of recurrent errarsl difficult subcategories which
would then be used to compare against the requitSganish and French. With this

information, we could decide what type of actionlddbe taken to solve them.

A mother tongue linguist per target languages &sked to analyse all instances of
German and Japanese classified as incorrect bgvileators?’In order to do so, we
created a list with the most recurrent errors iarsgh and French, which was provided
in the analysis spreadsheet together with the wiagls evaluated as incorrect. These

2 The Japanese linguist was a PhD student in ttémslatudies, working on the area of
machine translation and post-editing. The Germagulst was a Symantec employee, who
coordinates the efforts carried out to improve araintain the quality for the German language
in the human and machine translation workflowshatlbcalisation department.
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errors, as well as a brief summary of the evalnatjoestions, were described in the
Analysis guidelines (see Appendix E for the complétnalysis guidelines). The

linguists could choose between the listed errorg. (preposition error, loss of

progressive aspect, etc.) while supporting theilggments with information on the

specific words/characters involved (specifying itigorrect preposition and providing

the correct one, for instance); and additionalygyt could describe new errors which
appeared in their target languages and were netredvn the list.

2.3 AUTOMATIC EVALUATION

The requirements for an ideal automatic metric wkscribed by Banerjee and Lavie
(2005). According to them, such a metric shouldpvaball, correlate highly with
human evaluations. Additionally, the metric shoualdo be able to report minor
differences in quality both between different sysieand updates of the same system.
For comparison purposes, this would have to be doaeconsistent manner. Equally,
it would have to be possible to assume a similaiopmance for systems with similar
scores. Finally, they mention the importance fa thetric to be general in the sense

that it can be used for different MT tasks, domand scenarios.

As the same authors admit, meeting the abawetioned requirements is very
difficult and the attempts carried out so far have managed to satisfy them (ibid: 66).
Focusing on our experiment, it is not our aim teate a new automatic metric, but
rather to review the most widely used ones to eramihether they would be useful in
the scenario set in this project. In detail, we keking for a metric which may
correlate with the human judgements of an aggreglsecuracy and grammaticality
at a subsentential level, where scores must beneltdor texts for which English is
the source language and French, German, JapaneseSganish are the target

languages.

2.3.1 AUTOMATIC METRICS

BLEU
The first attempts to automate MT quality evaluatided measuring the number of
keystrokes required to convert MT output into arefice translation (Frederking and
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Nirenburg, 1994). But it was not until IBM presethttheir automatic metric BLEU
(Papineni et al. 2002) that extensive work stattejpopear in the field.

The authors acknowledged the capacity of hgnmarperform MT system quality
evaluations and their usefulness. However, thejtepavhat they thought hindered a
more rapid progress of MT development: human evalnavas expensive and slow
for developers to test the effects of "daily" chesgo their systems. Therefore, they
borrowed the baseline of the Word Error Rate (QIR@05) metric from the speech

recognition community and proposed BLEU (bilingashluation understudy).

This metric is based on precision between Miipat and several reference
translations. It calculates the number of diffenergrams (usually up to 4) in the MT
output which match with the n-grams present inrdference translations and divides
this by the total number of n-grams in the MT ottpuuses what the authors call a
“modified n-gram precision" to avoid a particulasgram in the MT output being
assigned to more than one n-gram in the refergaoslations. The number of times a
particular n-gram appears in a single referenamisted. Then the total count of this
particular n-gram in the MT output is counted anmddgd by the number obtained
from the reference translation. According to ththats, this modification of precision
makes it possible to account for both “adequacwgs-it accounts for the words in the
reference present in the MT output — and “flueney’as higher n-gram matches
account for word-order measurement. As for the tipresabout how the scores for
different levels ofn should be combined, the authors propose the adoggrithm
with uniform weights, equivalent to the geometnei@age, that is, the average scores
for each n-gram level are multiplied. However, thisnts to one of the weaknesses of
the metric. In the cases where the score for acpéat n is zero, the metric does not

consider the values obtained for the othand reports zero.

The description of the metric so far accodotgprecision but nothing has been said
about recall, that is, measuring the amount of wondthe reference translation also
present in the MT output. However, the authors a&dhat computing recall when
dealing with several references is difficult. Usyah high recall means that many of
the words in the reference translation are incluiglethe MT output. However, MT
output with additional words which happen to beluded in the different reference

translations would also score highly, whereas thality could be low. Therefore, in
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order to control for MT sentences that are too Jahgy introduce a brevity penalty.

This is done at a text level to allow for certaieefdom at sentence level.

The experiment presented by the authors showeeg high correlations with a
human evaluation of readability and fluency. Speally, the correlations were 0.99
for monolingual judges and 0.96 for bilingual judgéapineni et al. 2002). The
difference might be due to the fact that bilingjualges might have penalised issues
regarding accuracy of the information transfertédf is, recall (although the notions
of readability and fluency do not address thisdly. Figure 2.4 outlines the equation
for BLEU.

Bp = 1 if c>r
et if e

N
BLEU =BP Dex;{an log an

n=1

Figure 2.4: Equation for BLEU, where the modified rgram precisionp, is calculated for
n-grams up to number N and using positive weightsw, and it is multiplied by the
exponential brevity penalty factor BP where c is the length of the MT output and r is tke
length of the reference text translation.

NIST

The Defense Advanced Research Projects Agency (2ARfdmmissioned the

National Institute of Standards and Technology (NI® consider the newly created
BLEU metric. It was to be used in the DARPA-fund&canslingual Information

Detection, Extraction and Summarization (TIDES)gseanme. In doing so, NIST
examined the IBM metric and improved it, obtainingtter correlations with human
judgements of adequacy and fluency (NIST repor22y the metric since called
NIST.

Two main modifications were applied. Firste thrithmetic average was used to
combine the scores for different levels of n-grafités removes has the effect that the
scores for different levels of n-grams not to depg@noportionally on one another.
Secondly, less frequently occurring n-grams wenreergi more weight than the
frequently occurring ones. Assuming that less fesdly occurring n-grams add more

information, adequacy should benefit from this dieci.
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NIST=Y ! S infolw..w,) /) Dex%ﬂ 'ng[min(ELSys ’lﬂ}

n=1 | all w,..w, all w;..w, ref
thatco—occur in sysoutput

Figure 2.5: Equation for NIST, where 3 is the brewy penalty factor = 0.5 when the
number of words in the system output is 2/3 of theverage number of words in the
reference translation, N is 5 and L is the average length of the reference translatieand
Lsysis the length of the MT translation.

It is interesting to note that during the ekaation of the metric, NIST reported,
among other factors, the effect of the number féfremces and the segment size on the
metrics' scores. Their experiments showed thagusiore than 1 reference translation
did not improve the correlation with human judgetsesignificantly. On the segment
size, they reckoned that obtaining co-occurringramts was easier for shorter
segments, and therefore the score would be highed, vice versa. Also, they
suggested that aligning MT output to the correspanttanslation was more difficult
and even unnatural as the segment size was reduwbdoncluded that segments
should never be shorter than one sentence.

GT™M

In the following year, Turian et al. (2003) pointedt one of the limitations of BLEU
and NIST. Although they could be used to rank d#ife systems or different versions
of the same system, the scores did not identifgifipeerrors to guide developers in
improving the systems. Therefore, they claimed Mdtcould be evaluated using the
standard precision and recall and their compositeeBsure, which, thanks to its
intuitive graphical representation, did offer ifdig into problematic sequences. They
called their proposal General Text Matcher (GTM).

Precision measures the number of words gestetay the MT system that match
with words in the reference translation out of th&al number of words generated by
the MT system. Recall measures the number of wgedsrated by the MT system that
match with words in the reference translation duthe total number of words in the
reference translation. In order to compute therm, dhthors borrow the concept of
“maximum matchidg(Cormen et al. 2001: 1051) whereby words in comrbhetween
the MT output and the reference translation arentambiwithout allowing for a single

word to be matched more than once. However, theeasuones score similarly
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regardless of the ordering of the words. Thus,ah#hors reward matching adjacent
words by calculating the square root of the possé#ljacent sequences to choose the

longest sequence (run) (see Turian et al. 2008€tails).

2PR
Fmeasuree ——
P+R

) ( MMS (CT, RT)J( MMS(CT, RT)J

Fmeasure= ICT]| IRT]
P+R
I> lengti(r)*(CT,RT) || |> length(r)*(CT,RT)
2 rM rM
|CT| | RT|
Fmeasure=

P+R

Figure 2.6: Equation for GTM, where the Fmeasure igthe composite ofP (precision) and
R (recall) and where the intersection of the elemesCT (candidate text) andRT (length of
the reference text) are computed using an extendetbrm of the MMS (maximum
matching size) which rewards groups of longer adjant matching wordsr (run).

METEOR

Building on the precision and recall measuremept@axch, Banerjee and Lavie (2005)
proposed METEOR (Metric for Evaluation of Transdatiwith Explicit Ordering). The
authors aimed at addressing four weaknesses igehitif BLEU: the lack of recall, the
lack of explicit word-to-word mapping between anskation and its reference, the use
of higher n-grams as a measure for grammaticaliigl, the averaging method to obtain

the final score.

In a first alignment stage, METEOR maps eagigram in the MT output to the
unigrams in the reference translation so as toiml#aone to one, or one to zero
mapping. This means that one unigram in a strimpotmap to two or more unigrams
in another string. In order to establish the mappMETEOR can use three different
modules. The “exact” module maps unigrams basetthein surface form. The “porter
stem” module maps unigrams that are the same stigenming. Finally, the “WN
synonymy” module maps unigrams if they are synongfreach other according to the

WordNet lexical database. This alignment helps oreathe degree of precision and
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recall between the MT and reference strings. Ireotd find the most appropriate
combination of the two measurements, the authomsedaout several experiments
which showed that for the combined score of fluematyl adequacy by humans,
precision correlated less than recall (ibid: 69-7Therefore, they apply a
harmonic-mean (based on van Rijsbergen, 1979),ilge@amphasising the value of
recall, to obtain the Fmean.

The equation so far does not account for ampli@t measurement of
well-formedness. The authors disagree on the udsghf n-grams to measure this.
Instead, they present a new proposal. They asshatethie higher the number of
adjacent unigrams an MT output has in common witbf@rence translation, the better
well-formed it is. Therefore, they count the minim@amount of unigram “chunks” in
which a reference translation must be fragmentedap to the MT output. The longer
the adjacent n-grams are, the fewer the chunksamadethe better the score is. The
penalty for well-formedness is restricted to a maxin of 50% of the total score. From
the equation we can also conclude that the metscppposed to BLEU, does not
penalise short segments, as no geometrical avésagged to compute precision and

recall and the penalty can never be zero.

Score= Fmeart (L- Penalty)

Score= 10PR 1- 05 . #chunks
R+9 #unigrams_matched

Figure 2.7: Equation for METEOR, where the Fmean isthe combination of P (precision)
and R (recall) and a maximum Penalty of 0.5 is introducé to account for non-adjacent
unigrams.

TER

In 2006, Przybocki et al. (2006) decided to chatige evaluation paradigm and
returned to an edit-distance approach to MT eviaonafor the NIST Machine
Translation Evaluation for GALE (Global Autonomoluanguage Exploitation). As
mentioned above, the idea of using some measwedibtlistance as a metric for MT
quality had been previously explored but was desrégd after the innovative
measurements proposed in the following years. Hewehe advantages of the new
approaches and their roles started to be re-caesid€allison-Burch et al. 2006). The
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new metrics did not seem to adequately assessugdéygof MT system translation,

nor quantify the usefulness for an end user (Praibet al. 2006).

In an effort to address these issues, Przybetlal. (2006) adopted the newly
developed software by Snover to calculate edibdis# between the MT output and a
reference translation. Snover et al. (2006) descFiBR (Translation Edit Rate) athé
minimum number of edits needed to change a hypstbegshat it exactly matches one
of the references, normalized by the average len§tthe referencés(ibid: 225)%°
The edits can be insertions, deletions, and sulistis of single words and also shifts
of word sequences. The penalties are the samellfediés. Punctuation marks are

treated as a word and differences in capitalisatoamt as an edit.

TER is calculated in two steps. First, thaltotumber of edits is counted by using
dynamic programming to search for the best cominindietween insertions, deletions
and substitutions and shifts. Then the minimumadise is calculated with a cost of 1
for each edit. In the case where more than oneemfe is available, a score is
calculated for each of them and the best is usefild similarities between TER and
the maximum matching size (MMS) method used by arugt al. (2003) for GTM in
that neither of them allows a word to be matchedertban once and both allow
reordering. However, in contrast to MMS, TER doesexplicitly favour longer word

matches and the cost assigned to phrasal shiéi&é than in MMS.

#of edits
average# of referencavords

TER=

Figure 2.8: Equation for TER, where the number of €its is divided by the average
number of words in the reference.

Due to the dependency of the metrics uporrdference translations, Snover et al.
(ibid) explored the results of the TER metric wipecifically targeted translation
references (HTER). They asked fluent speakerseofatget language (monolingual) to
create a version of the MT output which preservit "'meaning of the reference
translation$ with the least possible edits (ibid: 227). Thigpeoach proved to reduce

®The GALE community uses the acronym TER as a dioomh for Translation Error Rate,

derived from the Word Error Rate (WER) metric usedhe automatic speech recognition
community. Snover et al. (2006) do not agree wlith implication of the terminology that it

refers to a “definitive” MT measure and use TERaahort form for Translation Edit Rate.
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the TER score by 33%, obtaining the highest caiplawith human judgements in
comparison to BLEU or METEOR and their human tadetersions (ibid: 28-31).
Yet, the authors acknowledge that HTER would be ttow-consuming (a human
takes 3-7 minutes per sentence to create the tlasgsion) and expensive to
implement in a development cycle.

Edit-distance was established with the aim méasuring PE effort. The
measurement of PE effort is a good guide to eséirtta quality of the MT output as
well as to identify the problematic words. The coahthe minimum keystrokes that
are necessary to transform the MT output into adgpality translation to account for
the PE effort, however, is quite limited. Researshkave shown that PE effort
encompasses a tri-dimensional task and three aspecdt be accounted for to report
it: the technical effort, the temporal effort atie cognitive effort (Krings, 2001,
O’Brien, 2006). It is the technical effort, desaibby Gennrich (1992) as thpHysical
operations that must be performed on a machinestedion to correct any errors or
defects that edit-distance measures, leaving temporalcagghitive effort unaccounted

for.

OTHER METRICS

Several different automatic metrics were proposed parallel with the
above-mentioned ones (WER, NielR3en et al. 2000; RERsch et al. 2003; ROUGE,
Lin and Och, 2004; etc.). However, those descrilredletail here have been the
metrics adopted in most MT evaluation campaignsSCAk 2007, ACL Workshop on
Machine Translation 2007, NIST Metrics for Machifieanslation Challenge 2008)
and have therefore been maintained and updatedstamtdy. It is worth mentioning
that all the metrics examined belong to the samandtof automatic metrics, that of
the string-based variety. Nevertheless, work i @&erging from other approaches
such as dependency-based metrics and machinengdrased approaches. The former
try to go beyond string comparison and use infolonabn the syntactic structure of
the MT output and the reference translation (seednd Gildea, 2005; Giménez and
Marquez, 2007; Owczarzak et al. 2007a, Owczarzal. 2007b) or even MT output
alone (see C-score, X-score and D-score, Rajmatdarttey, 2001) whereas the latter
experiment with linear regression models, for insta(see Russo-Lassner et al. 2005;
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Albrecht and Hwa, 2007). The examination of alls#temetrics and the different

strands goes beyond the scope of this project.

2.3.2 CONSIDERATIONS FOR THE EXPERIMENT

We decided to test the capacity of the readilylabée, most commonly used
string-based metrics to correlate with human judgesn of “correct” and
“incorrect” -ing words. From the automatic metridsscussed above, we discarded
BLEU because of the averaging technique the mas&s. Once the scores forl-4
are calculated, they are multiplied. This meang thany n scores 0 because the
segment is shorter than this particular numben,ahe total BLEU score is 0. The
translations for the -ing words in our target laages varied from 1-6 words and,
therefore, most of the examples would obtain adbeslso, it is generally agreed that
4 reference translations are required for BLEUadgrm well and its best-performing
evaluation unit is the text.

We mentioned that the metrics are optimisechtoulate the scores of English MT
output whereas in our experiment English is the@language. The only exception is
METEOR, which is available to calculate scoresFoench, German and Spanish as
well as English. Note that a Japanese model iswveaitable and therefore, we were not

be able to use METEOR for Japanese.

We were also aware that due to the short keafithe strings, the different possible
scores obtained from the evaluation metrics wowddlimited, compared to using
longer segments. Therefore, and in order to chdwther the possibility of allocating
a wider range of scores would provide a betteraetation with human judgements, we
decided to include a character-based metric. Hslitice, also called Levenshtein
distance and originally from the field of informati theory, was conceived as a
character-based metric to calculate the differdmesveen two strings. As we saw,
TER is based on this metric, but applied at a wevel instead. We decided that we
would add the character-based edit-distance taut@matic metrics to be calculated to
examine differences between word-based and chatza$ed metrics.

2.3.2.1 CORRELATIONS
Rather than obtaining a particular automatic sciome our data, we were more
interested in examining whether correlations with human judgements existed. This
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is calculated with correlation statistics, mairthg tPearson r or Spearman rho statistic.
Both report the associations between two variablegheir assumptions are different.
The Pearson r correlation assumes that the dawadéh variable is interval and
normally distributed. Spearman, in turn, only asssitiat the data is ordinal, that is, it
does not place importance on the values but omahlking of the data. Therefore, it
could be said that Spearman r is basically a Pearsf the ranks. The weakness of
Spearman is that it is affected by ties. As Richand998) states,this will be
especially likely to happen when your variables ehas small number of possible
values and you have a large number of casde goes on to say that the score for
Pearson’s r and Spearman’s rho would be very chdsmn few ties exist. Therefore,
we were in a position where our data was not purggrval and the variables have a
small number of possible values. We say that ote danot purely interval because
the human evaluation scores are based on qualiigepts which have been judged in
a binary question where each evaluator assignesird per answer. We say that the
variables have a small number of possible valuesuse the evaluators could only
answer "correct" or "incorrect" and due to the lawmber of words included in
each -ing word translation, the scores reportedligmatic metrics were also limited.
Our statistics expert, however, informed us thaegithe large amount of data and the
robustness of the statistics, these conditions dvook influence our results and we

could safely report both correlation coefficients.

We looked at how correlations were reportedigyMT community. Both statistic
tests were found but Pearson seemed to be morgefre¢Snover et al. 2006; Barnejee
and Lavie 2005; Owczarzak, 2008). Yet, the adoptidrone or other correlation
metric does not seem to be standardised. For ti&S NDpen Evaluation 2008 the
group started off by calculating not only Pearsad &pearman correlation but also
Kendall's tau. Given the lack of a standard in RE literature, and due to the larger
number of reports for Pearson, we decided to usenhbtric for comparison purposes,

although we also report Spearman’s rho and Kersd@li correlation coefficients.

2.3.3 EXPERIMENT SET-UP
Our aim was to investigate whether the most comynoséd automatic metrics could

be used to perform the evaluation of subsententidis and whether the results
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correlated with human evaluation results. Automatietrics require a reference
translation, be it a human translation or a pogteddversion, against which the MT

output will be compared (Papineni et al. 2002a; r3yand Donnelly, 2009).

Professional translations tend to be freer whepess$-edited versions tend to follow
the MT output closely. As a result, the similagtigetween MT output and PE versions
are greater, which result in higher scores. As ineatl above, we are not interested in
the actual scoring, but in the correlations withmlam judgements. We believed that
this would not be influenced by performing the oédtions against PE versions and
therefore the post-edited version of the 1,800 eserds used during the human

evaluation was used.

In order to perform the calculation at thetfiea level and compare it to the human
evaluation, it was necessary to isolate the exaatgsconsidered by the human
evaluators. In these isolated strings, we trieiddtude all and only the elements which
human evaluators were asked to judge. As desciibegction 2.2.1.2, by machine
translating the source sentences with the -ing svdrihlighted, the MT system
mapped the formatting to the appropriate wordshim target text. Similarly, when
post-editors were asked to edit the MT versiony there asked to maintain (or
improve) this alignment by highlighting or by reniog the highlight from words in
the PE version. Therefore, the feature and translad be judged was highlighted in
both MT and PE versions. This meant that we cositdiate the formatted words in

both versions and obtain the strings to be usatidautomatic metrics software.

Nevertheless, we noticed that the mappindnefhighlighting to the target text was
not always 100% accurate. There was a high numbeases where the highlighted
words would not coincide with what a human woulagider to be the translation of
the -ing word. For instance, as Table 2.20 shotws, word pendingwas correctly
translated into the adjectiy@ndientento Spanish, but the RBMT system highlighted
two words from the adjacent noun complement as. wddlo, we found cases where
the RBMT system did not highlight any word in thejaut.

To run apending job from the Status view:
Para ejecutar una tarpandiente de lavision de estado
“Modifying a Backup Selection" on page 1046
“Modificacion de una seleccion de copia de resgadaiola pagina 104¢
Table 2.20: Examples showing forrtiang transfer errors by the RBMT system
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Such errors would have been corrected by thst-gditors. Besides, due to the
averaging carried out by the automatic metrics @ting to the total number of words
in the sentences, the scores were bound to changeecessary words were included
in the strings. In a comparison made betweeisydata andleandata for Spanish, we
noted that the correlation results increased byd.RIST and 0.4 for TER.

We concluded that for a fair comparison ofrelation, it was necessary to correct
the inaccurate highlighting. For this purpose, dase the evaluation guidelines and
the question and answer sessions held with theugeas, we created guidelines to
perform this task manually. The “cleaninfyt Spanish and French was performed by
the author. Then, the guidelines were refined basedhis experience and a native
speaker linguist per target language carried caittélsk for German and Japanese in
consultation with the author (see Appendix F feading guidelines).

The guidelines included a short explanatiomwaf motivation for using automatic
metrics and how they work. The brief introductian tow automatic metrics work
could be seen as biasing the objectivity of thguists' performance. However, we
considered it to be necessary for them to undatstiae task and the importance of
highlighting the correct number of words. Yet, imler to maintain the validity of the

task, we did not provide the linguists with thewaass from the human evaluation.

The main instruction the guidelines contaimess “Highlight all the words in the
target language that contain the notions expreasthih the -ing constituents such as
meaning, tense, aspect, number/gender, agreemerspnp etc.” Additionally, the

specific scenarios and guidelines previously giveavaluators were included.

The linguists benefited from the guidelines thmt the general method was
understood. Still, due to the different naturetw tanguages, new questions emerged
and decisions to add or remove the highlight hacbéomade. For instance, the
guidelines informed evaluators that, should thediaion of the -ing word include any
attachment, this should be highlighted, thus eistiaiblg that a word could not be partly
highlighted. Whereas this was straightforward fpa®sh, French and German, the

Japanese case was different. To ensure unifornaity afl target languages, we
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concluded that we would tokenise Japari€$aen, this type of decision would always

be made based on the boundaries established bgkihisation program.

Consistency was key to the evaluation andsstegre taken to increase the internal
consistency for each linguist and across langualgiest, the 1,800 sentences were
presented to them ordered by -ing category sottigatiecision to include or exclude a
word/character was uniform for each category. Atkey were asked not to pause the
task until all the examples pertaining to the catggthey were working on were

completed.

Once the highlighting was fixed for all fouarget languages, we isolated the
formatted words. Note that because we are onlysioguon a specific linguistic
feature and we isolated particular words, trarstatiof the -ing word spread along the
sentence were grouped together. In the examplevbal® position ofcompleteis
different in the MT output (incorrect) and the PErsion (correct). However, the
isolated sequence is the same, which would resw@thigh atomatic score. Therefore,
long-distance positioning problems could not beoaated for when using automatic
metrics. Yet, local word-ordering and measuresretigion and recall would work as

per whole sentences.

Isolated sequence for
Complete sentence

evalaution
Source sentence If your computer is connected to a | completing
network, network policy settings might
also prevent you frormompleting this
procedure.
MT output Si su equipo se conecta a unared, la | que complete

configuracion de politicas de red pudo
ademas impedigue usted este
procedimientaomplete

PE version Si su equipo se conecta a unared, la| que complete
configuracion de politicas de red pudo
ademas impedigue ustedcompleteeste
procedimiento.

Table 2.21: Example of automatic metrics’ inaccourability of long-distance issues.

3We used ChaSen to tokenise the Japanese sentéipcéshasen.naist.jp/hiki/ChaSen/
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2.4 CHAPTER SUMMARY

This Chapter explained the theoretical and pracetements of the methodologies
used to build a representative corpus of IT-donmmaivcedural and descriptive texts
from which the -ing words would be extracted foaleration. A functional scheme
consisting of the categories of Adverbials, Chanasers, Progressives, Referentials
and Titles (Izquierdo, 2006) was used to clasify ing words. Next, the evaluation
design was considered, taking validity and gersahllity into account. We resolved
to perform a complementation of human and automatigtrics evaluation. A
feature-based evaluation was proposed where tmengaticality and accuracy of -ing
words would be assessed by four professional ttorsl These results would then be
compared to the automatic scores obtained by NMETEOR, GTM, TER and
character-based edit-distance. In the next Chapler,quantitative and qualitative

results from the evaluations will be reported.
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CHAPTER 3



CHAPTER 3: DATA ANALYSIS |

This Chapter presents the results obtained fromhtlrean and automatic evaluation
of -ing words in machine translation into Frencher@an, Japanese and Spanish.
Section 1 focuses on the human evaluation. Itsstaytreviewing the overall results,
followed by a more detailed examination of struetugenerated by the RBMT system.
Section 2 reports on the results from the automatialuation. It describes the
correlations between the human and automatic et@hsain order to test their
efficiency in distinguishing between correct andcamect feature-level machine
translation.

3.1 HUMAN EVALUATION

The overall results show that 72-73% of -ing womlere correctly handled by
SYSTRAN for German, Japanese and Spanish and 52% eeerectly handled for
French (see Tables 3.1-3.4). It is worth notingt t8% for French, German and
Japanese and 5% for Spanish obtained only 2 “ddruetes, which signals good

inter-evaluator agreement.

French

Correct votes | Ne of examples| %
4 760 42.22 0
3 To1 10.61 Correct 52.83%
2 148 8.22 | Inconclusive | 8.22%
1 139 7.72 0
0 562 3111 Incorrect 38.82%

Table 3.1: Overall human evaluation results for Frach

German

Correct votes | Ne of examples| %
4 1,164 64.66 0
3 163 905 Correct 73.71%
2 147 8.16 | Inconclusive | 8.16%
1 111 6.16 0
0 515 1194 Incorrect 18.10%

Table 3.2: Overall human evaluation results for Geman
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Japanese

Correct votes | Ne of examples| %
4 1,059 58.83 0
3 553 14.05 Correct 72.88%
2 154 8.55| Inconclusive | 8.55%
1 189 10.50 0
0 145 8.05 Incorrect 18.55%

Table 3.3: Overall human evaluation results for Japnese

Spanish

Correct votes | Ne of examples| %
4 1,068 59.33 0
3 58 1433 Correct 73.66%
2 99 5.5 | Inconclusive | 5.50%
1 104 5.77 0
0 571 15.08 Incorrect 20.82%

Table 3.4: Overall human evaluation results for Spaish

A closer look at the results per category stmbwhat some categories performed
better than other across TL and within each TL (Jedble 3.5). Titles and
Characterisers were the best performers for Germiaereas Referentials obtained the
lowest “correct” judgements. For Japanese, Chaiaets and Adverbials reached the
highest “correct” percentage whereas Progressivagsined a low 40% correct
judgements. Spanish performed best for Adverbialsl #@rogressives, whereas
Referentials were the weakest. Apart from Progvessi which were the best
performers for French with 74% correct translatjottee remaining subcategories
obtained correctness percentages in the range a¥drst performers for the other TLs,
with Titles performing worst with 39% correct resges. Similarities across languages
also emerged. Characterisers were among the hmttéormers for all languages,
whereas Referentials were continuously ranked é4hor 5" position. The more
in-depth analysis presented in the following sediwill shed light on the structures

causing problems and the types of errors genefatexhch subcategory.

French German Japanese Spanish
Category % | Category % | Category % | Category %
Best performer |progressives| 7Hitles 80| characterisens37| adverbials 87
characterisen®3| characterisens79| adverbials 75progressives| 8p
adverbials 5padverbials 68titles 68| characterisersr’5
referentials | 4Qprogressives| 6@eferentials | 61titles 64
Worst performer |[titles 39| referentials | 4Yprogressives| 40eferentials | 5%

Table 3.5: Classification of best to worst performig category across languages
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3.1.1 FRENCH AND SPANISH

In this section a detailed analysis of the perforoeaof each subcategory for French
and Spanish will be carried out. Let us start thelépth analysis by first recalling
the -ing word subcategories within each categorythien describe the translation
structures generated by the RBMT system and comiteeen against the human
evaluation scores. Note that the given percentadgit not add up to 100% because
only the most salient examples are mentioned affdrelnt error types have been

combined in particular examples.

3.1.1.1 TITLES

Titles starting with -ing words were first divideato instances where the -ing word
appears in initial position and instances where 4hg word is preceded by the
prepositionabout Next, within each group, a distinction was maaleeflect the three

different locations where the title can be placadiependent titles, titles within
guotation marks at the beginning of sentences @b twithin quotation marks

embedded in a sentence (see Table 3.6).

Ne of
Subcategory examples Examples
in sample
Title_ING_indp 270 Configuring a new deployment
Title_ING_QM1 113 Editing selection lists" on page 344
Title_ING_QM2 132 For_ mo'r|e information, se&étting default backup
options" on page 401.
Title_ ABING_indp 22 About applying a ProductName patch
. "About restoring Exchange data from snapshot
Title_ABING_QM1 12 backups” on page 1250
For more information, seé\bout recovering a
Title_ABING_QM2 8 computer and using the Disaster Recovery Wizard'| on
page 1505.

Table 3.6: Subcategories within the category of Tligs

FRENCH

-ing words directly introducing titles are mainlyaohine translated into French by
SYSTRAN using one of the following structures: nsumfinitives, gerunds ande
complementisers. Nouns and infinitives are grameahgolutions for the translation of
Titles whereas gerunds are nbe complementisers show instances where the gerunds
were misanalysed as participial adjectives andefbez translated as modifiers (see

Table 3.7 for examples).
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French structures for . .3
Title ING English source French MT translation
noun Deleting Backup Selections Effacer dessélections de
___________________________ sauvegarde
FR® SR Configuring a new deployment | Configuration d'un nouveau
 43.7% | 83.9% déploiement
N Renamingrobotic libraries and | Renommer lesbibliothéques
infinitive ; :
____________________________ drives robotigues et les lecteurs
FR ! SR Deleting a job template for DBA-| Effacer un descripteur du
—————————————— r-------------1 initiated jobs for Oracle travail pour les travaux DBA-
11.48% | 48.39% lancés pour Oracle
Usingthe ADBO with the SQL | Utilisant I' ADBO avec le SQL
gerund
____________________________ Agent Agent
FR : SR Installing Backup Exec using the Installant Backup Exec
—————————————— --------------1 command line (silent mode) utilisant la ligne de commandé
20.7% | 0% (mode silencieux)
Installing and configuring servers Serveurs dénstallation et de
. for failover or load balancing configuration pour la
decomplementiser e
sauvegarde ou I'équilibrage de
____________________________ charge
FR SR Backing up database files in a | Bases de données de
—————————————— \--------------1 Microsoft cluster sauvegardedans une batterie
20.4% | 5.5% de Microsoft

Table 3.7: French translation structures for the sbcategory of titles starting with an -ing
word

For independent titles, the most recurrentdaaass in French was the noun with
43.7% representation and 83.9% marked “correctiofrect output seems to arise
from terminological inaccuracy. Next, gerunds wegeeerated 20.74% of the time with
all examples evaluated as incorratgcomplementisers follow closely with 20.37% of
the share and all examples, except three realkjmali adjectives, were evaluated as
incorrect. Finally, 11.48% of the examples werenégr into infinitives and 48.39%
were judged as correct. Note that, in Frenchstiiiarting with infinitives are not the
norm, despite not being ungrammatical and resefteat this: none of the examples
scored 4 points, 48.39% of the examples got 3 ppB8.71% were inconclusive with

2 points and none was classified as incorrect famgnatical reasons (see Table 3!8).

32 Note that the highlight in the machine translatiovas automatically placed by the RBMT
system and might not represent the exact equivalegten be present.

% FR refers to the frequency rate of the translastoncture; SR refers to the success rate of the
translation structure.

* Four examples showing clear terminological inaacigs were classified as incorrect.
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Issues for
Title_ING_indp

English source

French MT translation

stylistic issue

Adding a user-defined selection

to the User-defined Selections
node

Ajouter une sélection définie
pour l'utilisateur au noeud
Utilisateur-défini de Selections

Executing queries on agentless
target machines using native

Exécuter desrequétes sur les
machines cibles agentless

credentials utilisant les qualifications

indigénes

lexical inaccuracy Upgrading an existing CASO Evolution d'une installation

installation existante de CASO
Viewing a device's SCSI Visionnement de linformation
information du SCSI d'un dispositif

Table 3.8: Issues found for the translation of thesucategory of titles starting with an -ing
word

Titles within quotation marks at the beginniofysentences were translated into
nouns 48.67% of the time with a success rate af8P8. de complementisers were
generated 41.81% of the time and gerunds 34.54%eftime with all examples
evaluated as incorrect for both structures. Finaflfnitives were represented 21.82%
with a 50% success rate. Terminological inaccuiawy stylistic issues are the source

for low scores in this subcategory (see Table 3.9).

Issues for

Title ABING_QM1 French MT translation

English source

stylistic issue "Adding a duplicate backup « Ajouter un descripteur de
template to a policy" on page 446sauvegarde double a une
politique » a la page 446.

« Renommer un regroupemer
d'entrainement monté en

cascade » a la page 199

—

"Renaminga cascaded drive
pool" on page 199

terminological
inaccuracy

"Copying jobs instead of
delegating jobs" on page 830

« Tirages copies au lieu des
travaux de délégation » a la
page 830

"Viewing a media server's systein« Visionnement des propriétés
properties" on page 203 de systéme d'un serveur
multimédia » a la page 203

Table 3.9: Issues found for the translation of thesucategory of titles within quotation
marks at the beginning of sentence

Thirdly, titles within quotation marks embeddén sentences were translated
mainly as nouns (49.24%) with a success rate @385, gerunds (23.48%) ardk
complementisers (18.94%) with all examples evatliae incorrect; and infinitives
(5.3%) with a success rate of 14.28%. Similarly the previous two groups,
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terminological accuracy and stylistic issues fdinitives appear to be the source of

incorrect output (see Table 3.10).

Title_lzjsulilsti)(rgMZ English source French MT translation
stylistic issue For information on adding Pour l'information sur ajouter
devices to a device pool, see des dispositifs a un Pool
"Adding devices to a device d'appareils, voir le Ajouter
pool" on page 190. des dispositifs a un Pool
d'appareils » a la page 190.
Refer to Enabling TSM support"| Référez-vous au Rermettre
on page 774. le support de TSM » a la page
774.
terminological See Publishing the remote Voir le « Edition de
inaccuracy Windows computer to media l'ordinateur Windows distant
servers" on page 923. aux serveurs multimédias » afla
page 923.
If you are upgrading from a Si vous améliorez d'une
previous version of Backup Exec,version préalable de Backup
see Upgrading from previous Exec, voir le €volution des
versions of Backup Exec" on pageversions préalables de Backup
127. Exec » a la page 127.

Table 3.10: Issues found for the translation of theucategory of titles within quotation
marks embedded in a sentence

Not being able to generalise the results &mheof the three subcategories of titles
starting with the prepositioaboutdue to the small number of examples in our corpus,
we will combine the results and draw conclusionstiom titles starting withabout
followed by an -ing word regardless of their looatin the text. The prepositi@bout
is translated aau sujet deand the -ing word is mainly (83.33%) translatetb ian
infinitive. This structure is not grammatical, && tFrench prepositional phrase should
be followed by a noun, not an infinitive. Howevaote that by using the preposition at
the beginning of a title, the variation in word sdafor the -ing word (noun, infinitive
and gerund) was reduced (3 examples were trans&gedouns, 2 of which were
evaluated as incorrect) (see Table 3.11). This @t ways of obtaining consistency
by externally manipulating the text exist and viié discussed at a later stage when

methods for improvement are considered.
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189

Ti’!lses_u/-sélfl\?é English source French MT translation
infinitives About restoring Exchange Au sujet de restaurer desdonnées
data from snapshot backups | d'Exchange des sauvegardes
d'instantané
"About creating and updating| « Au sujet decréer et de mettre a jou
recovery media" on page 1489des medias de reprise » a la page 1
noun "About Backing up a DPM « Au sujet duSupport-vers le haut
server" on page 1473 un serveur de DPM » a la page 147

Table 3.11: Issues found for the translation of theucategory of titles starting withabout

followed by an -ing word

SPANISH

Similar to French, the word class used to translatewords directly introducing titles

are mainly nouns, infinitives, gerunds ateicomplementisers (see Table 3.12). Nouns

and infinitives are grammatical options whereasugds are not. The MT system

generatedde complementisers to translate -ing words misanalyasdparticipial

adjectives. The frequency with which each of thedwdasses was generated diverged

from the English-French language pair.

Spanish structures for

English source

Spanish MT translation

el
bs

r

Title ING
"Redirecting restore jobs for “Reorientacién de las tareas d
noun Lotus Domino databases" on pageestablecimiento para las bas
1311 de datos de Lotus Domino” er]
____________________________ la pagina 1311
__FR SR | Adding users to access Adicién de usuarios al servido
14.8% 85% Information Server de informacién del acceso
infinitive "Creating selection lists" on page “Crear listas de seleccion” en
____________________________ 340 la pagina 340
FR SR "Deleting scheduled jobs" on “Eliminar tareas programadas
49.6% 93.3 | page 464 en la pagina 464
See Using Delta File Transfer" | Vea el “Usando transferencia
gerund on page 1048. de archivos del delta” en la
____________________________ pagina 1048.
FR SR Pausingand resuming devices | Interrumpiendo
—————————————— momentaneamentey
23.7% | 0%

continuando los dispositivos

9.6%  11.5%

"Viewing SCSI information for a

robotic library" on page 225

“Informaciéon del SCSI de la
visualizacion para una
biblioteca robética” en la
pagina 225

Formatting media in a drive

Soportes delormato en una

unidad

Table 3.12: Spanish translation structures for thesubcategory of titles starting with

an -ing word
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The most frequent word class used to transhat@l -ing words in independent
titles into Spanish was the infinitive (49.63%) i success rate of 93.28%.
Sporadically, SYSTRAN introduced a determiner ianfr of the infinitive, which is
ungrammatical, resulting in incorrect output (sedl€ 3.13). Gerunds are the second
most frequent word class (23.7%) with all exam@ealuated as incorrect. Nouns are
next with 14.81% of the examples and 85% succedsglly; a few examples ode
complementisers (9.63%) were generated, with omiget real participial adjectives
evaluated as correct.

Titlles_slllj\leg_fi?\rdp English source Spanish MT translation
determiner + infinitive | Uninstalling from Solaris target | El desinstalar de losequipos
machines de destino de Solaris
Logging onto the management | El iniciar sesionse a la
console consola de administracién

Table 3.13: Issues found for the translation of theucategory of titles starting with an -ing
word

Titles within quotation marks at the beginniofgsentences were translated mainly
into infinitives (55.3%) with a success rate of3%0; gerunds were generated 22.73%
of the time with all examples evaluated as incdrreguns 10.61% of the time with a
success rate of 73.33%; and finalde complementisers were incorrectly used to
translate 6.82% of the gerunds. Note that similtslyhe previous subgroup, the MT
system occasionally placed a determiner in front tlé infinitive, which is
ungrammatical (see Table 3.14). Note that thislenguage-specific issue, which did

not happen for French.
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Issues for

Title ING_QM1 English source Spanish MT translation
determiner + infinitive | For more information on Para obtener mas informacion
excluding files from Delta File | en la exclusién clasifia de
Transfer, seeConfiguring transferencia de archivos del
Global Exclude Filters" on page | delta, ven El configurar
1064. global excluye los filtros” en I
pagina 1064.

If you want to set commands to | Si usted quiere configurar
run before or after the job, on thé comandos de ejecutarse antef 0
Properties pane, under Settings, después de la tarea, en el panpel
click Pre/Post Commands and | de las propiedades, bajo

complete the options as describeatonfiguracion, haga clic en

in "Running pre and post pre/los comandos del poste y
commands for restore jobs" on | complete las opciones segun Jo
page 508. descrito en El ejecutarsepre

y comandos del poste para lag
tareas del restablecimiento” eh
la pagina 508.

Table 3.14: Issues found for the translation of theucategory of titles within quotation
marks at the beginning of sentence

The examples in the third subgroup, titleshimitquotation marks embedded in
sentences, were translated mainly as infinitive®.2B%) with a success rate of
93.22%; nouns (19.47%) with a success rate of 86,2thd gerunds (18.58%) add
complementiser (18.94%) with all examples evaluadsdincorrect. Similar to the
previous two groups, occasionally a determiner wieed in front of infinitives,

resulting in incorrect output (see Table 3.15).

Issues for . . .

Title ING_QM2 English source Spanish MT translation
determiner + infinitive | "Restoring from SQL filegroup | “El restaurar de las copias de
backups" on page 1350 respaldo SQL del filegroup” ef

la pagina 1350
"RecoveringSQL manually" on | “El recuperarse SQL

page 1371 manualmente” en la pagina
1371

Table 3.15: Issues found for the translation of theucategory of titles within quotation
marks embedded in a sentence

The limited data for each subgroup does rlotvalis to generalise the results for
each subgroup within the titles starting wéttoutfollowed by an -ing word. However,
we considered it important to report them and wi @@imbine all three subgroups in
order to draw conclusions on the titles startinghwaibout followed by an -ing word
regardless of their location in the text. The peifpon aboutis translated asobreand
the -ing word is translated into either an infiviti(64.28%) or a noun (16.67%) (see
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Table 3.16). Note that the variation of word classsto which the -ing word is

translated is significantly reduced by placing egasition in front of the -ing word.
Moreover, the word classes generated in this maarerall correct® As happened

with the English-French language pair, we obsehat it is possible to control the
output of the MT system to a certain extent via sharce text. Such options will be
considered in Chapter 4 when studying ways for owgment.

Issues for

Title ABING English source Spanish MT translation
infinitives About applying a ProductName | Sobre aplicar unparche de
patch ProductName
"About preserving the integrity | “Sobreconservar laintegridad
of the SAP Agent catalog" on del catalogo del agente de
page 1425 SAP” en la pagina 1425
noun If the RSG resides on a different] Si el RSG reside en un
Exchange server than the diferente servidor del

databases you are restoring, see intercambio que las bases de
"About redirecting Exchange datos que usted esta

storage group and database restaurando, vea el “Sobre la
restores” on page 1260. reorientacion de
almacenamiento del
intercambio agrupe y los
restablecimientos de base de
datos” en la pagina 1260.
About performing a DBA- Sobre la ejecucién de una
initiated backup job for Oracle | tarea de copia de respaldo
DBA-iniciada para Oracle

Table 3.16: Issues found for the translation of theucategory of titles starting withabout
followed by an -ing word

SUMMARY

Overall for Titles, we observe a better performaftzethe English-Spanish language
pair with a 64% success rate and poorer resultd=fench with only 39% of the
examples evaluated as correct. The differencesdagtvthe languages arise from the
fact thatde complementisers are generated more often in Frémah in Spanish.
Whereas in Spanish both infinitives and nouns ansidered correct by evaluators, the

infinitives, with a 15.26% of the share, are moginalised for French.

-ing words in this category were mainly trastl as nouns, infinitives, gerunds and
de complementisers. One of the difficulties presentiiles is the need for the MT

system to disambiguate between post-modifying swagds and gerund-participles.

% Note that despite all instances being correcinitinfes consistently obtain 3 points whereas
nouns obtain 4 points. Evaluators seem to havef@ngnce for nouns over infinitives.
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Because titles are not complete sentences and itherdack of context, this is not
always a straightforward task. Yet, note that thBMR system only generates
modifiers @e complementisers) for 7.72% of the examples evallufde Spanish and
19.21% for Frencf It should be mentioned that although -ing wordmstated as
nouns and infinitives are followed by determinensl amouns, those translated des
complementisers are always followed by a noun. Teads us to believe that when the
-ing word is directly followed by a noun or adjegtithe disambiguation rules for the
RBMT system opt for analysing the -ing word as adifier rather than a

gerund-patrticiple.

Despite the disambiguation between the differimg word classes being successful,
however, all three structures generated by the tesn were not considered correct
by evaluators. French prefers nouns whereas Spamiflers infinitives, although
nouns are acceptable. In fact, it should be meeatigdhat the RBMT system generates
these word classes with different frequencies &mheparticular language pair, which
demonstrates attempts at adapting each translalicaction to the grammatical

requirements and stylistic preferences of the tdeggyuage.

The RBMT system generates nouns, infinitived gerunds as translations for -ing
words introducing titles. The justification for thdT system generating one or other
word class in each example is not evident by logkit the syntax and lexis. -ing
words followed by nouns, both common and propedeaierminers are translated into
any of the three main options. If we examine thxéckd items, we notice that, with one
exception for French and two for Spanish, termsteamslated into either nouns or
infinitives. Moreover, they can all have countetpdranslated into Spanish gerunds
and alternatively into French present participldswever, not enough examples of

each lexical item are available to draw any sigaifit conclusion.

Finally, it is worth mentioning that by analyg titles starting with the preposition
about followed by an -ing word we discovered that it igspible to obtain a more
consistent output. We observed that whereas tigewords placed in first position in
titles could be translated as three different wadadses, when preceded ddyout only

infinitives and nouns were generated.

% Not all titles are ambiguous. For instance, initiglg words followed by determiners are
easily identifiable as non-modifiers. However, ingaeteness and lack of context still apply.
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3.1.1.2 CHARACTERISERS

-ing words functioning as characterisers were diads as pre-modifiers and

post-modifiers. The latter, in turn, were dividedo reduced relative clauses and

nominal and adjectival adjuncts (see Table 3.17)total, therefore, four subgroups

were created for the characterisation function.

Ne of
Subcategory examples Examples
in sample

Char PR 201 On the_products uninstadlarning message, click OK|

- to continue.
Char_POIT 84 ]'cll'ﬂledrlve containing the Backup-to-disk folder is
Char PONN 49 See your Microsoft Wlndows dpcumen;anon f_or

- instructions on changingthe driver signing policy.
Char_POadj 2 We h.ope that you have found this documesgful in

learning more about the product.

Table 3.17: Subcategories within the category of Giracterisers

FRENCH

Pre-modifiers were translated into two main strreguin French: adjectives (247

examples) andle complementisers (125 examples). These two strigctaowered

92.77% of the pre-modifying -ing words (see TahlE83 showing high consistency in
response from SYSTRAN.

French structures for

English source

French MT translation

Char_PR
Rules to handleonflicting job Régles pour manipuler des
adjectives start times temps de démarrage
____________________________ contradictoires du travalil
FR SR To list semaphores, use the Pour mentionner des
—————————————— \--------------1 following command: sémaphores, employez la
61.6% 76.9% commandesuivante :

decomplementiser

31.1% 64.8%

After defining the cleaning slot,
you can set up eleaningjob for
the robotic library drive.

Aprés définition du slot de
nettoyage, vous pouvez
installer un travail de
nettoyagepour le lecteur de
bibliotheque robotique.

Select this check box to enable
theerror-handling rule, or clear

the check box to disable the rule.

Choisissez cette case a cochgr
pour permettre a la régle de
erreurmanipulation, ou clair
la case a cocher d'invalider la
regle.

Table 3.18: French translation structures for the abcategory of pre-modifying -ing

words
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The translation of pre-modifiers as adjectives evaluated as correct for 76.92%
of the examples. Incorrect examples can mainly tigbated to terminological
inaccuracy, incorrect positioning of the adjectitr&t is, the adjective is not modifying
the correct head, agreement mistakes between thd bad the adjective, and
untranslated words (see Table 3.19).

Char_llisRu?zg?(;ctives English source French MT translation
terminological A third party ISO 9660-complient Une applicatiorbrilante CD
inaccuracy CD burning application to burn | conforme d’OIN 9660 de tiers
the IDR-created bootable CD pour brdler 'image Différence}
image to a CD. créée de CD bootable a un CD.
wrong positioning of “Copy database” on page 55 lets Le "Copiez la base de
adjective you copy arexisting Backup données" a la page 55 vous
Exec Database from a computer laisse copier un Backup Exec
using a specific name to another existant Database a partir d'ur
computer using the same name.| ordinateur utilisant le méme
nom.
agreement mistakes Before reverting a database, Avant de retourner une base (e
between head and Backup Exec deletes akisting | données, Backup Exec effac{
modifier database snapshots, including | tous les instantanés de base ge
those created with SQL 2005, | donnéegxistante y compris
with the exception of the snapshpteux crées avec SQL 2005,
used for the revert. excepté I'instantané utilisé
pour le retour.
untranslated words Use the fitersioning feature. Utilisez le dispositif
versioning de fichier.

Table 3.19: Issues found for the translation of theucategory of pre-modifying -ing words

The translation of pre-modifying -ing words descomplementisers was evaluated
as correct for 64.8% of the examples. Incorrectmgtas could be attributed to
terminological inaccuracy, particularbrror-handling, with 25 entries (31.56%), not
encoded in the user dictionary as an adjectinel untranslated terms (see Table 3.20).
Yet, it is important to note that despite usingcm#rate terminology, the grammatical
structure was correct. This means that the anadyxisgeneration stages of the system
functioned properly, and the error was inducedhwy lack of a correct term entry in
the UDs.
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Issues for

Char_PR —de English source French MT translation
complementisers

terminological In some cases this happens Dans certains cas ceci se

inaccuracy because the computer is on the | produit parce que l'ordinateur
Internet and accessible from est sur les internets et
within the company’s private accessible du réseau privé de|la
network, but cannot be located hycompagnie, mais ne peut pas
using just its name or normal étre situé pres d'utiliser juste
browsing methods. son nom ou méthodes normales

defuretage.

Additional usage details and a | Les détails supplémentaires
grooming function are available | d’utilisation et une fonction de

in the Usage Details dialog: toilettage sont disponibles
dans le dialogue d’'Usage
Details :
Enter any miscellaneous Ecrivez n’importe quelle
information for theerror- information diverse pour la
handling rule. regle de erreumanipulation.
untranslated terms Selaatarning entries only to Choisissez les entrées de

display only entries for warnings| Warning pour afficher
seulement des entrées pour des
avertissements.

Table 3.20: Issues found for the translation of theucategory of pre-modifying -ing words

Within the post-modifying -ing word subcategoreduced relative clauses were
mainly translated as French present participles €@@mples out of 84), 67.1% of
which were evaluated as correct (see Table 3.218. RBMT system recognised the
reduced relative structure in the source and gesebiea parallel grammatical structure

in French, generating a present participle afterhtbad, a valid structure in this target

language.
French structures for English source French MT translation
Char_PRirr
Thedrive containing the Le lecteur contenant le
present participles | Backup-to-disk folder is full. répertoire de Sauvegarde-a-
____________________________ disque est plein.
FR SR Number of allocated media Nombre de medias assignés
—————————————— --------------1 ( media belongingto a user (medias appartenant aux
90.5% : 67.1% | media set). medias d'un utilisateur réglés).

Table 3.21: French translation structures for the abcategory of reduced relative clauses

Examples with low points were mainly instanoéseduced relative clauses in the
passive form. The MT system replicated the strectigmerating passive voice reduced
relative clauses. Evaluators penalised this stracts it acquires the meaning of "after
doing something", which is inaccurate for this et Moreover, the progressive
aspect introduced by the use of a continuous tpassive structure in English is lost
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for French. Although it is not always necessaryntike the progressive aspect explicit

in French, there are instances where it is necg$saeport a precise instruction. The

examples with zero points also included instancheres the participle modified the

incorrect part of the noun phrase (see Table 3.22).

Issues for
Char_POrr

English source

French MT translation

passives — progressive
aspect lost

Type the password for logging
into thesystem being restored

Tapez le mot de passé pour
enregistrer dans k&ystéme
étant restauré

This class is where the bulk of th

data being backedup resides.

eCette classe est ou la partie d
données étant sauvegardées
réside.

If a Backup Exec for NetWare
Servers job is targeted tadave

being usedfor a Backup Exec for

Windows Servers job, the drive
appears as reserved.

Si un Backup Exec pour le
travail de serveurs NetWare €
visé a urlecteur étant utilisé
pour un Backup Exec pour le
travail de Serveurs Windows,
le lecteur apparait comme
réserve.

incorrect head modifier

For more information, see

“Restoring the cluster quorum to

aWindows 2000 or Windows
Server 2003 node running
Active Directory to a Microsoft
cluster” on page 740.

Pour plus d’information, voir
le “Restauration du quorum d¢
batterie Répertoire act#003

courant de Windows 2000 ou
de Serveur Windows a nceud
a unebatterie de Microsoft » 3§

la page 740.

Table 3.22 Issues found for the translation of theucategory of pre-modifying -ing words

Nominal and adjectival adjuncts were the sdcand third subgroups within the

post-modifying -ing words. They modify a noun or adjective respectively and are

placed in front of it joined by a preposition. THag words in these structures are

required by the joining preposition which, in tuis,dependent on the head the -ing

word is modifying (see Table 3.23). Due to the spaaxamples of adjectival adjuncts,

we will focus on nominal adjuncts only.
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French structures for
Char_POnn

English source

French MT translation

nominal adjuncts

100% 10.2%

Selection lists provide a quick ar
easyway of selectingfiles that
you back up often.

d_es listes de sélection
fournissent un rapide et une
maniére simple dehoisir les
fichiers que vous sauvegarde
souvent.

By continuing to run backup jobs
on the designated failover node,
any furthemisk of having to
restart the jobs again when the
failed server rejoins the cluster i
avoided.

Par la continuation pour
exécuter des jobs de
sauvegarde sur le nceud indiq
de sauvegarde, tout autre
5 risque de devoirrelancer les

travaux de nouveau quand le
serveur défaillant rejoint la
batterie est évité.

Table 3.23: French translation structures for the sbcategory of nominal adjuncts

Nominal adjuncts were translated by a paraddjunct in French, which is a

grammatical structure. However, the preposition amdd class following it cannot

always be translated using the parallel lexicaingeof the source language. For
instance,on might need to be translated ssr or en depending on the structure.
Similarly, on + ing should not be translated asr + gerundbut assur + noun We

observe that due to the word-by-word translationtto$ type of structure, only 5

examples out of 49 were evaluated as correct.

The examples evaluated as incorrect contappropriate prepositions or, more

frequently, inadequate word classes following thEspositions (see Table 3.24).

Issues for
Char_POnn

English source

French MT translation

incorrect preposition

Faequirements on redirecting
this restore

Pour desonditions sur
réorienter cette restauration

incorrect word class

Go to “Restoring data by setting
job properties” on page 498 for
details on selectingestore job
properties.

Allez au “Restaurant des
données en placant des
propriétés du travail" a la pags
498 pour deslétails sur
choisir des propriétés du
travail de restauration.

Forinformation on creating jobs
with policies, see “Creating jobs
using policies” on page 442.

Pour linformation sur créer
desemplois avec des
politiques, voir le « Création
des empilois utilisant des
politiques » a la page 442.

Table 3.24: Issues found for the translation of theucategory of nominal adjuncts

containing -ing words
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SPANISH

Spanish results show a behaviour similar to the liEmgrrench language pair.
Pre-modifiers were translated into adjectives (288mples) andie complementisers
(79 examples) and additionally, relative clausesevaso generated for 24 examples
(see Table 3.25). These three structures coveretb®@s of the pre-modifying -ing
words suggesting that high consistency in respanakso true for the English-Spanish

language pair.

Spanish structures for

Char PR English source Spanish MT translation
The SAP Agent supports the El agente de SAP admite las
adjectives following SAP DB backup funciones de copia de respaldo
____________________________ functions: siguientes deDB de SAP:
FR | SR To uninstall arexisting feature, | Para desinstalar una funcion
—————————————— -------------| use the REMOVE command. existente utilice el comando
72.1%  94.12% del QUITAR.
Error messages are displayed in Los mensajes de error se
d . red andvarning messages visualizan en rojo ynensajes
ecomplementiser I~ . .
orange to facilitate de advertenciaen naranja parf
____________________________ troubleshooting. facilitar el localizar averias.
! Enter the name of agxisting Escriba el nombre de un
FR | SR databaséile from which to copy, | archivo de base de datos de

or click Browse to navigate to the existencia deel cual copiar, o
! location of the existing database| hacer clic en vaya a naveguen a
19.7% | 595% la_ubicacion de la base de dafos
! existente.

Select this option to configure a| Seleccione esta opcién para
schedule for aecurring job, and | configurar una programacion
then click Edit Schedule Details | para una tareque se repite y
relative clauses to set the schedule. después haga clic en editan I¢s
detalles de la programacién
para configurar la
____________________________ programacion.

FR : SR Library sharing prerequisites Bibliotecaque comparte

6% | 25% requisitos previos

Table 3.25: Spanish translation structures for thesubcategory of pre-modifying -ing
words

The translation of pre-modifying -ing words adjectives was evaluated as correct
in 94.12% of the examples. The examples evaluageih@rrect seem to be due to
terminological inaccuracy, incorrect positioningtbé adjective, that is, the adjective
is not modifying the correct head, agreement mestaketween the head and the

adjective, and untranslated words (see Table 3.26).
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Issues for

Char PR - adjectives English source Spanish MT translation
terminological A third party ISO 9660-compliant Una aplicaciérardiente CD
inaccuracy CD burning application to burn | obediente de la ISO 9660 del

the IDR-created bootable CD tercero para quemar la imagep
image to a CD. CD de arranque IDR-creada g
un CD.
wrong positioning of As soon as the media server is | Tan pronto como actualicen a
adjective updated, either through a full servidor de soportes, 0 a travgs

install, hotfix or Service Pack de un completo instalese,
release, the Desktop Agents will| correccion o Service Pack
need to be updated in one of thg desacopla, los agentes de
following ways: escritorio necesitara ser
actualizado uno de los
siguientes de maneras:

agreement mistakes Note thefollowing itemswhen Tenga en cuenta lo siguiente

between head and using continuous protection as | elementos al usar la proteccidn
modifier part of your backup strategy: continua como parte de su
estrategia de copia de respaldo:
untranslated words Use the fitersioning feature. Utilice la funciéwersioning
del archivo.

Table 3.26: Issues found for the translation of theucategory of pre-modifying -ing words

The translation of pre-modifying -ing words descomplementisers was evaluated
as correct in 59.5% of the examples. As with Fremacblear cause for this low score
was identified. Although the generated structuneaisd to modify a head in Spanish, it
was observed that 25 examples (31.56%) contairedrt worderror-handling This
term was not encoded in the user dictionaries ded MT system proposed an
inaccurate translation. Yet, it is important to mi@m once again that despite using
inaccurate terminology, the grammatical structuis worrect. This means that the
analysis and generation stages were successfuthanerror was generated from the
lack of a correct term entry in the UDs. Some urtlaed terms were also found and

penalised (see Table 3.27).

Issues for
Char_PR —de English source Spanish MT translation
complementisers

terminology innacuracy | Enter a new name or change the nantescriba un nuevo nombre o

for theerror-handling rule. modifique el nombre para la
norma de la erroadministracion.
untranslated terms Specify the major number of the Especifique el nimero important¢

agentversioning packagehat is to be| del paquet&ersioning delagente
installed on the UNIX target machine.que debe ser instalado en el equipo
de destino de UNIX.

Table 3.27: Issues found for the translation of theucategory of post-modifying -ing
words
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Thirdly, the translation of pre-modifying -ingrords as relative clauses was

evaluated as correct in 25% of the 24 exampleselative clause is a grammatical

structure for modifying a head in Spanish. Howewbe examples evaluated as

incorrect were cumbersome (stylistically inaccurateplaced the relative clause in a

position where it was modifying the wrong head (fable 3.28).

Issues for
Char_PR - relative
clauses

English source

Spanish MT translation

stylistic inaccuracy

Profiles can be modified as
required to meet thehanging
needsof user groups.

Los perfiles se pueden
modificar como sea necesarid
para cumplir las necesidades
gue se modifican degrupos de
usuario.

Backup Exec media server entri
in the ralus.cfg file are entered
using either the media server
name from anaming service
provider such as DNS, NIS, or a
IP address.

pd as entradas del servidor de
soportes de Backup Exec en

usando cualquier el nombre d
nservidor de soportes de un
prestatario de serviciaple da
un nombre atal como DNS,
NIS, o una direccién IP.

archivo de ralus.cfg se escribén

Bl

el

incorrect head choice

Support for the DB2 log
archiving methodgshat are
known as user exit and
VENDOR.

Ayuda para el registro DB2
gue archiva losmétodos que
son conocidos como la salida
de usuario y DISTRIBUIDOR.

The Lotus Domindogging style
must be set to archive if you war
to back up the transaction logs.

Lotus Dominogue registra
itestilo se debe configurar para|

archivar si usted quiere hacer

copia de respaldo de los

registros de transacciones.

Table 3.28 Issues found for the translation of theucategory of post-modifying -ing words

Within the post-modifying -ing word subcategoreduced relative clauses were

mainly translated as Spanish relative clauses @9nples). Of these, 78.26% were

evaluated as correct (see Table 3.29).
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Spanish structures for
Char_POrr

English source

Spanish MT translation

relative clauses

Thedrive containing the
Backup-to-disk folder is full.

La unidad que contiene la
carpeta del Copia de respaldd
a-disco es completa.

82.1% | 78.26%

Number of errors occurring
since the last cleaning job.

NuUmero de errores que
ocurren desde la tarea pasad
de la limpieza.

Table 3.29: Spanish translation structures for thesubcategory of reduced relative clauses

Examples evaluated as incorrect were mairdtaimces of reduced relative clauses

in the passive form. The MT system generated aiSipaelative clause introduced by

the relative pronouiguein the passive form and in the present tense. Térerethe

progressive aspect introduced by the English stracvas lost. Also, some examples

appear with terminological inaccuracy (see TabB®3.

Issues for
Char_POrr

English source

Spanish MT translation

passive structures and
progressive aspect loss

If you have a Windows NTFS
compressed partition, Backup Exe
displays the uncompressed byte
count of thediles being backed up
while Windows Explorer displays
the compressed byte count of the
files on the hard drive.

Si usted tiene una particion
ccomprimida de Windows NTFS
Backup Exec visualiza la
cantidad de byte sin comprimir
de losarchivos que son hecho
copia de respaldo desnientras
gue Windows Explorer visualizg
la cantidad de byte comprimida
de los archivos en el disco durg.

dr file contains specific
information for thecomputer
being protected including:

el Dr. archivo contiene la
informacion especifica para e
equipo que estéa protegidp
incluyendo:

terminology inaccuracy

The product eliminates
cumbersome and time-
consuming tasks facinglatabase]
administrators, thereby reducing
costs.

El producto elimina latareas
complicadas y laboriosas que
hacen frente a los
administradores de base de
datos, de tal modo reduciendq
costos.

Table 3.30: Issues found for the translation of theucategory of reduced relative clauses

Finally, post-modifying -ing word adjuncts werdivided into nominals and

adjectivals. Due to the sparse examples of admctdjuncts, we will focus on

nominal adjuncts only (see Table 3.31).
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Spanish structures for
Char_POnn

English source

Spanish MT translation

nominal adjuncts

Then, locate and read the

Chapter about updating content

and components.

Entonces, localice y lea el
capitulo sobre actualizar el
contenido y componentes.

A method of reducingdata to
expedite transmission time or
storage volume.

Un método de reducirdatos
para apresurar tiempo de
transmision o el volumen del

0, 0,
100% 36.7% almacenamiento.

Table 3.31: Spanish translation structures for thesubcategory of nominal adjuncts

Nominal adjuncts were translated by a parafiericture in Spanish. However, the
preposition and word class following it in the smuand in the target languages do not
always correspond. Therefore, we see that onlyxagnples out of 49 were evaluated
as correct (see Table 3.32). Wherebseems to translate correctlydesin most of the
examples, we observe thah is quite problematic. Alsoabout + ing seems to be

translated asobre + gerungdwhich is ungrammatical in Spanish.

Issues for

Char PONN English source

Spanish MT translation

Vea su documentacion de
Microsoft Windows para las
instrucciones en modificar la
politica de firma del
controlador.

incorrect preposition See your Microsoft Windows
documentation fomstructions
on changingthe driver signing

policy.

incorrect word class Fanformation on creating Para obtener informacion sobfe
device pools, see "Creating devicereando agrupos de

pools" on page 189. dispositivo, vea el “Crear a
grupos de dispositivo” en la

pagina 189.

Table 3.32: Issues found for the translation of theucategory of nominal adjuncts

SUMMARY

First of all it is important to note the consistgnio the correlation between the
source -ing word subcategory and the translatiamcttre generated by the RBMT
system. The MT system generated a consistent pagtegh time it was faced with a
specific -ing word subcategory, although we obsgratight variation for pre-
modifying -ing words. Yet, this could be seen agsfiampt to imitate natural language
and its array of possibilities to, in this case,difyo a head noun. When diverging
structures were generated by the MT system, itwsaslly the case that the sentences
presented problems induced by additional complegitythe context. Consistency
means predictability, which is a key asset for ioyement through controlled

language and post-editing.
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The RBMT system translated post-modifying -mgrds mainly into two structures
for French and three for Spanish: adjectivilscomplementisers and relative clauses.
For Spanish, adjectives were correct 99.3% ofithe.tdde complementisers were only
correct 59.5% of time. However, note that 23/79enmgenalised due to terminological
inaccuracy. Relative clauses were correct 25%efithe. For French, the success rate
for adjectives was 77% and fale complementisers 64.8% excluding the 31.56%

classified as incorrect due to the terminologinalkicuracy of the termrror-handling

By looking at the specific lexical items ofcha-ing word and the structure it was
translated into, the choice of structure does mansto be random. For instance,
ascending descendingexisting and following were always translated as adjectives
whereascleaning monitoring or auditing were translated into different word classes.
This suggests that the MT system is tuned to tteat most common participial
adjectives as pure adjectives. With regard to #eafde complementisers or relative
clauses, although no claim can be made due toespata, we report that each lexical
item was rendered as either one or other strutturaiot both (with the exception of
filtering). Therefore, it is possible for a rule to existieth governs the choice of

structure for each lexical item.

The main issues regarding these structureseaminological accuracy are that the
modifier refers to the incorrect head. For the Sgarrelative clauses, stylistic
inadequacy leading to potential comprehension problshould be added.

Secondly, reduced relative clauses were t@atimainly into relative clauses in
both languages. The success rate for this was 8% danish and 67% for French.
The incorrect output was due to (1) the relativause modifying the wrong head, (2)
inaccurate passive structures for French and cwuober passive structures for
Spanish (reflex passives are more common), (3) lfsprogressive aspect in

progressive passive structures and (4) terminadbgi@ccuracy.

Thirdly, nominal adjuncts present a very diéfet pattern. These structures can be
translated with a parallel adjunct in French andrigh. However, the preposition in
the target language also depends on the nounfadjebtt it is modifying. Similarly,
the translation of the -ing word depends on thalireqments of the target language
preposition. Therefore, when translating thesecttres, the MT system needs to
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know the prepositions that are required for eacthefnouns/adjectives and the word
class required after each preposition. When tHiimation is available, i.e. coded in
the dictionary or in transfer rules, the RBMT syst@roduces a correct output.
However, when it is not, a word-for-word translatis produced, which often results
in incorrect output. Their success rate in thisigtis 10.2% for French and 36.73% for

Spanish.

3.1.1.3 PROGRESSIVES

-ing words introducing progressive aspect to vetbases were categorised depending
on the tense (past, present, future), voice (adivpassive) and modality (neutral or
with modals) of the verbal phrase as shown in Tat38.

Ne of
Subcategory’ examples Examples
in sample
Prog_PRact 108 If yoare backing upa SQL server, use this entry.
If this media is password protected amtbeing
Prog_PRpas 26 catalogedby this system for the first time, enter the
password.
Prog_PSact 1 The Hot-swappable D_evice Wizard waits until any
jobs thatwere processingare completed.
If failover occurs in the middle of backing up a
Prog_PSpas 1 resource, the media thahs being usedt the time of

the failover is left unappendable and new media wi
be requested upon restart.

In order to restore SQL databases, SfQlst be
Prog_mod 5 running ; however, SQL cannot be started unless th
master and model databases are present.

[¢)

ProductName client installation software requites t
Prog_non-inflected 1 Microsoft Installer 3.De running on client
computers before installation.

Table 3.33: Subcategories within the category of Bgressives

FRENCH

Active voice present continuous verb structuresevieanslated by the French present
simple tense for 93.52% of the examples (see Tal8d). Of these, 79.2% were
classified as correct by evaluators.

37 -ing words introducing progressive aspect in pasises (active and passive forms), in
combination with modals and used with the véobbe in the infinitive form will not be
discussed in this section due to data sparseness.
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French structures for
Prog_PRact

English source

French MT translation

present simple tense

93.5% 79.2%

Before installing Backup Exec, b
sure that all hardware in the SAN
is working and configured

properly.

eAvant d'installer Backup Exec

N soyez sdr que tout le matériel
dans le Safonctionne et
configuré correctement.

Enter 1 if youare restoring
NetWare data and want to resto
volume restrictions; otherwise,
enter 0.

Ecrivez 1 si vousestaurez
edesdonnées de NetWare et
voulez restaurer des
restrictions de volume ;

autrement, écrivez 0.

Table 3.34: French translation structures for the abcategory of active voice present

continuous tense

The examples evaluated as incorrect inclugiaittes where the progressive aspect

required to convey meaning accurately is lost. Teoingical inaccuracy also

contributes to the low scores (see Table 3.35).

Issues for
Prog_PRact

English source

French MT translation

loss of progressive
aspect

Enter 1 to display the percent
complete number and gauge
while a backup jolis
processing; otherwise, enter 0.

Ecrivez 1 pour afficher le
nombre complet de pour cent
et pour le mesurer tandis qu'u
travail de sauvegardeaite ;
autrement, écrivez 0.

=

In a cluster environment, if a job
created through BACKINT or
RMAN is processingand the
node fails over, the job operation
does not restart from the point
when the node went down.

Dans un environnement de
batterie, si un emploi créé par
BACKINT ou RMAN traite et
I'échouer de noeud plus de,
I'exécution du travail ne
relance pas du point quand le
noeud est descendu.

terminological
inaccuracy

(Optional) If youare upgrading
by using a new computer, on the
computer that runs the embedde
database, copy the latest
backup .zip file from the
\\Program
Files\Symantec\Symantec
Endpoint Security
Manager\data\backup\ directory
to the same directory on the new
computer.

(Facultatif) si vousméliorez
en utilisant un nouvel
dordinateur, sur l'ordinateur qu
exécute la base de données
incluse, copiez le dernier
fichier de la sauvegarde .zip d
\'\ Program Files \ Symantec
\ point final Security Manager
\ données \ sauvegarde

\ répertoire de Symantec au
méme répertoire sur le nouve
ordinateur.

c

By default, Backup Exec detects
NetWare servers thare
publishing using the TCP/IP

Par défaut, Backup Exec
détecte les serveurs NetWare
qui éditent utilisant le

protocol.

protocole TCP/IP.

Table 3.35: Issues found for the translation of theucategory of active voice present

continuous tense
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The examples of passive voice present contimu@rb structures (26) were all
translated using the French passive struditnee+ past participle where the vertre
was conjugated in the present simple tense. Whet@asf them were evaluated as

correct, 6 were considered incorrect. The lattermgXdes include number agreement

mistakes and terminological inadequacy (see TaBig).3

Issues for
Prog_PRpas

English source

French MT translation

passive: étre + past
participle

Drives thatare being usedare
considered online and are
included in the number displayec

Pilote quisont utiliséssont
considérés en ligne et sont
l.inclus dans le nombre affiché)

Select SCSI Bus Reset if your
storage devices being sharedon
a shared SCSI bus.

Choisissez SCSI Bus Reset s
votre périphérique de stockag
est partagésur un bus partagg
de SCSI.

D

terminological
inaccuracy

If the cache file is located on a
different volume than the volume
thatis being snappe¢dBackup
Exec uses the following
calculations:

Si le fichier de cache est
localisé sur un volume
différent que le volume qust
cassé Backup Exec utilise les
calculs suivants :

If multiple source volumes (the
volumes to be snappedie being
snapped then multiple cache
files (one for each source volum
are located on the volume you
specified (if that volume is not
being snapped).

Si des volumes de source
multiple (les volumes a cassef)
sont cassésalors les fichiers
eYnultiples de cache (un pour
chaque volume de source) sont
localisés sur le volume que
vous avez spécifié (si ce

volume n'est pas casse).

Table 3.36: Issues found for the translation of theucategory of passive voice present

continuous tense

SPANISH

The English active voice present continuous tenag translated by SYSTRAN into

Spanish using the exact same tense for 88.89%eoéxtamples. From these, 90.62%

were evaluated as correct (see Table 3.37).

Spanish structures for
Prog_PRact

English source

Spanish MT translation

present simple tense

88.9% | 90.62%

If you are usingSetaid.ini, the
feature is not installed.

Si ustedesta utilizando
Setaid.ini, la funcién no esta
instalada.

Type the recipient for whom you
are configuring the notification.

Escriba al recipiente para qui¢n
ustedesta configurando la
notificacion.

Table 3.37: Spanish translation structures for thesubcategory of active voice present

continuous tense
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The examples evaluated as incorrect (6) ireclilicorrect uses of reflexive

pronouns and an instance of terminological inaayufaee Table 3.38). We observed

that in a few examples where the reflexive pronewas introduced this was not

required and in a few cases where it was necedsa T system did not generate it.

Issues for
Prog_PRact

English source

Spanish MT translation

use/lack of reflexive
form

If any errors occur while the
macrois executing no changes
or additions are made to the TSI
server, and an error notification
number appears on the final line
of the server console.

Si ocurren algunos errores
mientras que la macesta
Mejecutandg no se hace
ningunos cambios o adiciones
al servidor de TSM, y un
ndmero de la notificacién del
error aparece en la linea final
de la consola del servidor.

From the Administration Console,De la consola de

ensure you are connected to the
Primary Group Server and that
youare running in partition
management mode.

administracién, aseglrese qu
le conecten al servidor
primario del grupo y eso que
ustedse esta ejecutanden
modo de la administracion de
la particion.

terminological
inaccuracy

An indication that the object size
is too large, or that the TSM
serveris running out of storage
space, is if the following errors
appear in the Event Log:

Una indicacién que el tamafig
de objeto es demasiado grandg
o que el servidor de TSkk

esta ejecutando despacio de
almacenamiento, es si los

errores siguientes aparecen €
el registro de eventos:

Table 3.38: Issues found for the translation of theucategory of active voice present

continuous tense

e,

Examples with passive voice present contindenses were translated into Spanish

present continuous tense reflexive passives 76.62%e time, with all examples

evaluated as correct. The remaining examples wanslated into present continuous

tense passives using the auxiliagyor estar(see Table 3.39).
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Spanish structures for

Prog_PRpas English source Spanish MT translation

resent continuous tens eThe medids being loadedand Los soportese estan
P reflexive passives T positioned on the target device. | cargandoy se estan colocandp

____________________________ en el dispositivo de destino.

FR : SR The name of the media server opEl nombre del servidor de
—————————————— --------------1 which the database being soportes en quiese esta
76.9% 100% | recovered recuperando labase de datos

Select SCSI Bus Reset if your | Seleccione el bus SCSI

resent continuous tens estorage devices being sharedon | reajustado si su dispositivo de
P passives 7 a shared SCSI bus. almacenamientesta siendo

compartido en un bus SCSI
____________________________ compartido.
If this media is password Si este los soportes son
FR ! SR protected ands being cataloged | contrasefia protegidaggtan
-------------- --------------| by this system for the first time, | siendo catalogadogor este
23.1% 0% enter the password. sistema por primera vez,

: escriba la contrasefia.

Table 3.39: Spanish translation structures for thesubcategory of passive voice present
continuous tense

The examples translated into present contigiiense passives using the auxiliary
verb estar were evaluated as incorrect as it is an ungrancalagtructure (see Table
3.40).

Issues for

English source Spanish MT translation
Prog_PRpas
present continuous tenseConsider what type of Windows | Considere qué tipo de equipo
passives estar computetis being protected the | de Windowsesta estando
available hardware, and the protegido, el hardware

system BIOS when selecting thg disponible, y el sistema BIOS
type of bootable media to create| al seleccionar el tipo de
soportes de arranque para
crear.

Table 3.40: Issues found for the translation of theucategory of passive voice present
continuous tense

SUMMARY

From the analysis of the translation of active aadsive voice present continuous
tenses we conclude that the English-French andidgng§panish language pairs

diverge in structure. For Spanish, a continuousdaés used whereas for French, on the
other hand, a simple tense is generated. Therefagesee that Spanish explicitly

conveys the time and aspect information of the while French does not display

any aspect information.
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Vinay and Darbelnet describe how seven forinth@® English verbal conjugation
correspond to the French present simple (1995:. B3@yvever, they explairi|tlhe
progressive forms described in English grammarsféoeigners as part of the tense
system is in reality an aspécfibid: 149). And French has its own means of
expressing progressive aspect: the pheasérain deor the structuraller + (en) +
participe présentYet, they point out thatusually the context suffices to explain that
the action is in progress at the time indicatedthoy tense (ibid: 150). We therefore
understand that, although possible and grammatiica, not necessary to make the
aspect explicit if it can be deduced from the crite

Overall, the success rate for Spanish was &% 74% for French. Yet, room
remains for improvement. On the one hand, focusilghbe placed on the use of the
reflexive pronouns when combined with the transhatf -ing words for Spanish. On
the other hand, French would benefit from cluetbaghen to make progressive aspect
explicit and from the enhancement of subject-pigitic agreement in passive
structures?

3.1.1.4 ADVERBIALS

-ing words with adverbial function were classifiéicstly according to the type of
adverbial clause they composed: time, manner, gerpmontrast or elaboration. Next,
subcategories were created depending on the ptigpmosr subordinate conjunction
that preceded the -ing word (see Table 3.41).

Ne of
Subcategory® examples Examples
in sample
Adv_M_by 111 Thls_ls_ commonly accomplishday usinga domain
administrator account.
Adv_PU_for 98 Policies provide a methddr managing backup jobs
and strategies.
Adv T when 67 This option is only availablerhen performing full
- - backups.
Adv_T_before 38 If jobs are running, Ie_t them f_|n|sh or cancel them
before beginningthe installation.

3 \We are aware that the evaluators were asked teejadntences out of context, and therefore,
instances penalised due to the lack of progresspect might have been correct in context.

39 Subgroups with few examples will not be discusgedhis section as no quantitative
conclusions can be drawn from their analysis.
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Adv_T_after

30

If prompted, reboot the computafter uninstalling
Backup Exec.

Adv_M_0

28

The target machine can be configutesihgthe bv-
Control for UNIX Configuration wizard.

Adv_M_without

19

If the drive is powered offvithout ejecting the tape
first, this information is lost.

Adv_T_while

14

Select this option to restore files and directories
backed up from junction point linkshile retaining
the system's current junction points.

Adv_CD_if

Symantec recommends using a range of 25 allocat
ports for the remote systernfisising Backup Exec
with a firewall (see "Using Backup Exec with
firewalls" on page 415).

ed

Adv_CT _instead of

See "Copying jobgstead of delegatingobs" on
page 830.

Adv_T_on

On selectingthis option you must enter the superus
credentials in the respective su User Name and su
Password (required) fields.

Adv_ R 0

A checkpoint restart option allows backup jobs to
continue from the point at which the jobs were
interrupted rather than starting the backup agsin,
making the backups faster and requiring fewer meq

a.

Adv_T_between

The amount of time to walitetween returningthe
media from the vault and when it was last written t

Adv_T_from

Select this option to have Backup Exec run the tap
the drivefrom beginning to end at a fast speed, whi
helps the tape wind evenly and run more smoothly
past the tape drive heads.

Adv_T O

When using Backup Exec's Remote Administrato
specifyingdrive A:

Adv_T_in the middle of

If failover occursin the middle of backing upa
resource, the media that was being used at theaim
the failover is left unappendable and new medi& wi
be requested upon restart.

1%

Adv_T in

This data can be usétplanning for additional
device allocation, archiving historical data, and
improving performance.

Adv_T_through

This wizard guides yothrough installing the
appropriate drivers for the storage hardware caexe
to your system.

Adv_T_along with

Along with backing up the SAP database files, you
should do the following:

Adv_E O

1

The contents of the task pane are dynagtianging
according to the view selected from the navigation

bar.

Table 3.41: Subcategories within the category of Ackrbials
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FRENCH

For French, adverbials of mode with the structayet ing were mainly translated as
en + participe présen91%, with 86.14% success rate. The remaining exasnpéere
translated using the structysar + nounbut none were evaluated as correct (see Table
3.42).

French structures for

Adv_M_ by English source French MT translation

By dynamicallyallocating En assignantdynamiquement
devices as jobs are submitted, | des dispositifs comme travau

erundif —en+ . .
9 Backup Exec processes jobs sont soumis, les travaux de

participe présent

quickly and efficiently. processus de Backup Exec
____________________________ rapidement et efficacement.
FR : SR Select the following fieldby Choisissez les zones suivantds
______________ . ___| holding down the Ctrl key while | en maintenant latouche ctrl
you make your selection: tandis que vous faites votre
0, 0,
91% 86.1% sélection :

You can save timby importing | Vous pouvez épargner le temps
templates that contain all or mogt par l'importation des

of the settings you want to use. | descripteurs qui contiennent
toutes les ou la plupart
configurations que vous vouleiz

utiliser.
____________________________ Complete the configuration of the Terminez la configuration de |p
FR SR ) . )
____________________________ agentless target machibg machine cible agentlegar la
9o 0% navigating to the last panel of the navigation au dernier groupe
0 0 Configuration Wizard. de l'assistant de Configuratior.

Table 3.42: French translation structures for the gbcategory of -ing words preceded by
by

-ing words with an adverbial function precedsdthe prepositiorior were mainly
translated into the French structunesur + infinitive (67.35%) andpour + noun
phrase(20.41%)with a success rate of 81.82% and 40% respectilrprrect output
was due to complex context, such as the introdacfamegation due to the presence of
the particleNo in the noun phrase following the -ing word, butimha due to
terminological inaccuracies. Note that 9 examplesrewincorrectly analysed as

modifiers and translated de complementisers (see Table 3.43).
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French structures for

Adv PU for English source French MT translation
__ Enter one of the following values Ecrivez une des valeurs
pour + infinitive for recovering the database: suivantegpour récupérer la
base de données :
FR SR Time limit usedfor determining | Délai utilisépour déterminer
Stalled communications status. | le mode de transmissions de
67.3% 81.8% Stalled.

Use this logor troubleshooting. | Utilisez ce logarithme naturel

pour + det + noun .
pour le dépannage

FR SR Requirementsor using the Conditionspour l'usage du
Advanced Open File Option fichier ouvert Option
20.4% 40% d'Advanced

Table 3.43: French translation structures for the abcategory of -ing words preceded by
for

English grammar allows for the use of impligitibjects by introducing the
subordinate clause with a temporal and manner ditaie conjunction followed by an
-ing word. In order to be grammatical, however, $hbject of the main clause and the
subordinate clause must be the same. Instancéssdiype of structure were found in
our corpus and extracted for evaluation. In thisecaot only do we focus our analysis
on the correct transformation of the -ing word, kaiso examine whether the
information about who the subject is, is conveyed.

The first realisation of this type of stru@dound in the corpus ishenfollowed by
an -ing word. It was translated into two structurke gerund and the subordinate
conjunctionquandfollowed by noun phrases, infinitives or particplgee Table 3.44).
Gerunds were generated 86.57% of the time with @¥% evaluated as correct.
Note that this structure allows for the subjecbéoimplicit in the target language. The
use ofquandwas severely penalised by evaluators with no exanephluated as
correct. The issues that arose by the use of thistare were the following: firstly, by
using a noun phrase aftgquandthe -ing word was turned into the subject of the
subordinate clause; secondly, in order to generajeammatical structure, infinitives
cannot followquand and thirdly, the structurguand followed by a participle is a

calque of the English structure and is ungrammiaticérench.

Regarding the implicit subject question, twandusions can be drawn. Firstly, in
IT user guides it is not always easy to distinguigtether the subject performing an
action is the machine or the user (eSglect Display filegroups when creating new
backup jobs This might be disambiguated by humans when nggatlie sentence in
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context or using logic, but not yet by MT systen@condly, there are 26 clear
instances where the subjects of the main and sintadedclauses do not refer to the

same entity in the source hence, ungrammaticabcasel this was not reflected in the

output.
French structures for English source French MT translation
Adv_T when
. This option is only available Cette option est seulement
gerundif —en+ . s . .
S . when performing full backups. | disponibleen exécutant de
participe présent !
____________________________ pleines sauvegardes.
FR SR When creatinga script file, do En créant unfichier script,
7786.6% | 3.4% | notinclude all entries n'incluez pas toutes les entrégs
The first decision to makehen La premiére décision pour faine
planning a production installation quand la planification d'une
quand is to select the database server foinstallation de production est
use. de choisir le serveur de base fle
____________________________ données pour utiliser.
! For example, if c:\junctionpoint is Par exemple, si
FR | SR linked to c:\, recursion will occur| c:\jlunctionpoint est lié a c:\, la
| when attemptingto back up récursion se produirguand
____________________________ c:\junctionpoint, and the backup| essayantde sauvegarder
13.4% 0% job will fail. c:\junctionpoint, et le travail de¢
sauvegarde échouera.

Table 3.44: French translation structures for the gbcategory of -ing words preceded by

when

Beforefollowed by an -ing word is a second structure imitthe implicit subject

group found in the corpus. Its translation waant defollowed by an infinitive with a

success rate of 84.21%. Once again, the systemrageddahe same output regardless

of whether the subjects of the main and subordioiaieses were the same or not (see

Table 3.45).

French structures for
Adv_T before

English source

French MT translation

avant det infinitive

100% 84.2%

Display the job summaityefore
creating a job

Affichez le résumé du travail
avant de créer unemploi

If jobs are running, let them finis
or cancel thenbefore beginning
the upgrade.

hSi les travaux fonctionnent,
laissez-les les terminer ou
annuleravant de commencer

la mise a niveau.

Table 3.45: French translation structures for the abcategory of -ing words preceded by

before

A third example of this subcategoryaifter followed by an -ing word. The RBMT

system translated this structure into two maincstmes, making no distinction in the

cases where the subject of the main and subordofateses where differensiprés
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followed by a noun phrase apresfollowed by the verkavoir in its infinitival form
and the past participl&.he first structure was considered correct 88.23% @ time
whereas the second was considered correct 72.73be dime. Note that when using
the first structure, the -ing word became the sutljéthe subordinate clause and when
using the second structure, the subject of therslittie clause was implicit (see Table
3.46).

French structures for

Adv_T after

English source

French MT translation

aprés+ noun phrase

After moving the database, the
following occurs:

Aprés déplacement de ldbase
de données, ce qui suit se
produit :

After installing CASO, you can

Aprés installation de CASO,

do the following to configure
your CASO environment.

vous pouvez faire le suivant
pour configurer votre
environnement de CASO.
Continuez d'exécuter les
commandes qui apparaissent
apres avoir exécuté la
commande de setup.sh.
| After disabling the Backup Exec| Aprés avoir invalidé le
8.x and 9.x Agent for UNIX, Backup Exec 8.x et 9.x Agent
proceed with the manual Remote pour I'UNIX, procédez a
Agent installation. l'installation distante manuelle
| d'Agent.
Table 3.46: French translation structures for the abcategory of -ing words preceded by
after

56.7% 88.2%

Continue executing the
commands that appeatter
executingthe setup.sh command.

aprées+ avoir + past
participle

36.7% 12.7%

The structurgvithoutfollowed by an -ing word, which results in an adial clause
of manner, was translated into French dansfollowed by an infinitive. This was
considered correct for 78.95% of the examples.ifiberrect output showed erroneous
pronoun choice for reflexive verbs and inaccurateninology (see Table 3.47).

French structures for

Adv_M_without French MT translation

English source

Si le lecteur est mis hors
tensionsans éjecter labande
d'abord, cette information est
détruite.

Vous pouvez corriger les

If the drive is powered off
without ejecting the tape first,

sans+ infinitive this information is lost.

You can patch multiple

FR ! SR computers at the same time ordinateurs multiples en mémg
-------------- --------------1 without having to visit each tempssans devoirvisiter
100% | 78.9% | computer individually. chaque ordinateur

individuellement.

Table 3.47: French translation structures for the abcategory of -ing words preceded by
without
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With only 14 examples evaluatedhile followed by an -ing word is the last
structure of the implicit subject type we discusseh Note thatvhile in English can
indicate that the two clauses it is joining hapgénultaneously, or that they show
contrast. Within the 14 examples, 2 were of thtetatase. We observe that the MT
system recognised the difference and generateéreliff French structures to convey
the different meanings. On the one hand, simultareas conveyed btout followed
by a gerund which was considered correct for Hadf éxamples. On the other hand,
contrast was translated ars quefollowed by an infinitive, which was evaluated as
incorrect because, even if the conjunction waseodrrthe word class following it
should have been a noun (see Table 3.48).

French structures for

Adv T while English source French MT translation

Select this option to restore files| Choisissez cette option pour
and directories backed up from | restaurer des fichiers et des

tout+ gerund junc.tic.m point linkswhile r.épertoires.sauve.gard.és des
retaining the system's current | liens de point de jonctiotout
junction points. en maintenant lespoints de
____________________________ jonction actuels du systéme.
! While using DLO, you can Tout en utilisant DLO, vous
FR ! SR suppress dialogs by checking the pouvez supprimer des
—————————————— --------------1 Don't show me this message agaidialogues par le contrdle ne
85.7% | 50% check box. m'affichez pas cette case a

cocher de message de nouvepu.
Adding a media server to the lisff Ajouter un serveur multimédig
expands the number of media | a la liste augmente le nombre

alors quet infinitive

servers that can back up the de serveurs multimédias qui
Macintosh computenyhile peuvent sauvegarder le Mac,
FR SR deleting a media server removes alors qu'effacer unserveur
it from the list of media servers tpmultimédia le retire de la liste
which it advertises itself. de serveurs multimédias
0 0,
14.3% 0% auxquels elle s'annonce.

Table 3.48: French translation structures for the abcategory of -ing words preceded by
while

Finally, we examine the results for -ing wovd¢h adverbial function not preceded
by prepositions or subordinate conjunctions. Weepked that all examples were
translated into French present participles and thene all evaluated as incorrect (see
Table 3.49). Note that from the 28 examples, 2%wemposed of the -ing wotsing
Options for correct translations would have been tse of French gerundsn( +

participe présent the phrasgrace a or the prepositionavecor par.
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French structures for
Adv_M 0

English source

French MT translation

participe present

100%

Select this option to install
remotelyusing all of the
installation options that are
installed on the local computer.

Choisissez cette option pour
installer a distancatilisant
toutes les options d'installatiof
qui sont installées sur
l'ordinateur local.

The target machine can be
configuredusingthe bv-Control
for UNIX Configuration wizard.

La machine cible peut étre
configuréeutilisant la BV-
Control pour l'assistant d'UNI
Configuration.

Table 3.49: French translation structures for the abcatego

SPANISH

ry of -ing words preceded by

For Spanish, the structul®y followed by an -ing word was translated into gemind

98.20% of the time. From this, 97.25% were evallia® correct, showing little room

for improvement (see Table 3.50).

Spanish structures for

English source

Spanish MT translation

Adv_M by
Users can be identifidaly using | Los usuarios pueden ser
gerund the following options: identificadosusando las
____________________________ siguientes opciones:
FR SR Otherwise, Available Capacity is| Si no, la capacidad disponible
———————————————————————————— calculatedby subtracting Bytes | es calculadaestando losbytes
98.2% 97.2%

Written from Total Capacity.

escritos de capacidad total.

Table 3.56: Spanish translation structures for thesubcategory of -ing words preceded by

by

The structuréor followed by an -ing word was mainly translatedpasa followed

by an infinitive (87.75%). 90.70% of the examplesrgvevaluated as correct and none

as incorrect (see Table 3.51).

Spanish structures for
Adv_PU for

English source

Spanish MT translation

para+ infinitive

87.7% 90.7%

Select a backup methdaor
backing up eDirectory data.

Seleccione un método de copja
de respaldgara hacer copia
de respaldo dedatos
eDirectory.

Enter one of the following values

for recovering the database:

Escriba uno de los siguientes
los valoregpara recuperar la
base de datos:

Table 3.51: Spanish translation structures for thesubcategory of -ing words preceded by

for

137



Maintaining the same focus as for the Frenohlysis, we now discuss the
structures that allow implicit subjects. The masigfient isvhenfollowed by an -ing
word. This was translated into Spanish usihfpllowed by an infinitive 91.04% of the
time. Evaluators judged 95.08% of them as corr8onilarly to what happened in
French, for 6 examples the MT system generateduberdinate conjunctioouando
followed by either a noun phrase or an infinitidm clear lexical or syntactic clues can
be reported for this behaviour (see Table 3.52ps€hexamples were incorrect. Note
that whereas the former structure is impersona, |diter required an appropriate
identification of the subject of the subordinataude.

Spanish structures for

Adv T when English source Spanish MT translation
Also, when selectingobjects Ademasal seleccionarobjetos
s from the mailbox tree, all objectg del arbol del buzén, todos los
al + infinitive . . . .
are displayed as messages. objetos se visualizan como
____________________________ mensajes.
FR SR O_nly full backups are supported| Solamente las copias de _
with the Remote Agenwhen respaldo completas se admitgn
____________________________ usingthe Backup Wizard. con Remote Agerdl usar al

0 ! 0
91% 3 95.1% Asistente de copia de respaldp.

The first decision to makehen La primera decisiéon para hacer
planning a production installation cuando la planificacién de

cuando+ noun : ; o .
is to select the database server founa instalaciéon de produccién

phrase/infinitive

use. es seleccionar al servidor de
____________________________ base de datos para utilizar.
| The default behaviowhen El comportamiento
FR SR deleting a message from a mail | predeterminadeuando
: archive may differ depending on| eliminar un mensaje de un
—————————————— --------------| the mail application. archivo de almacenamiento dgl
3 correo puede diferenciarse
% . 0% dependiendo de la aplicacién
! del correo.

Table 3.52: Spanish translation structures for thesubcategory of -ing words preceded by
when

Forbeforefollowed by an -ing word, the RBMT system generateel impersonal
structure antes defollowed by an infinitive. This was correct for 94% of the
examples, with the incorrect output being due tomieological inaccuracy and

incorrect use of pronouns (see Table 3.53).
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Spanish structures for
Adv_T before

English source

Spanish MT translation

antes der infinitive

100% 94.7%

Display the job summatyefore
creating a job

Visualice el resumen de la
tareaantes de crear unaarea

Before installing DLO, review

"Before you install" on page 986

Antes de instalar elDLO,
revise el ‘Antes de instalar”

en la pagina 986.

Table 3.53: Spanish translation structures for thesubcategory of -ing words preceded by

before

The structureafter followed by an -ing word was translated intlespués de

followed by an infinitive 93.33% of the time. Alkamples were evaluated as correct.
One instance was translated intespués dédollowed by a substantive subordinate
clause introduced bgue which was also correct (see Table 3.54). As lier source,

the translation proposed by the RBMT system is insmeal and therefore the subject

of the subordinate clause is not made explicit.

Spanish structures for
Adv_T_after

English source

Spanish MT translation

después der infinitive

93.33% 100%

After checking the check box,
type the destination database
name.

Después de activar lzasilla
de seleccidén, escriba el nomb|
de base de datos del destino.

fe

Continue executing the
commands that appeatter

executingthe setup.sh command.

Continle ejecutando los
comandos que aparecen
después de ejecutar el

comando de setup.sh.

Table 3.54: Spanish translation structures for thesubcategory of -ing words preceded by

after

The structursvithoutfollowed by an -ing word was translated irsio followed by
an infinitive (73.78%) osin followed by a noun phrase (21.05%). The formercstne
obtained an 85.71% success rate, whereas forttee @ examples were evaluated as

correct (see Table 3.55). Note that both optiores iarpersonal and therefore the

subordinate subject is made implicit.

Spanish structures for
Adv_M_without

English source

Spanish MT translation

sin + infinitive

You can patch multiple
computers at the same time
without having to visit each
computer individually.

Usted puede aplicar un parch
a los equipos varios al mismo
tiemposin tener quevisitar

cada equipo individualmente.

11”2

After a snapshot is created, the

Después de que se cree una

FR SR primary data can continue being| instantanea, los datos primarips
---------------------------- modifiedwithout affecting the pueden continuar siendo
73.8% 85.79% | backup operation. modificadasin afectar a la
operacion de copia de respaldo.
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sin+ noun phrase

If the drive is powered off
without ejecting the tape first,
this information is lost.

Si la unidad se acciona
apagadain la expulsion de la
cinta primero, se pierde esta
informacion.

You can integrate Lotus Domino

database backups with regular
server backupwithout

separatehadministering them or

using dedicated hardware.

Usted puede integrar las copi

Lotus Domino con las copias
de respaldo regulares del
servidorsin por separado la
administracién deellas o usar
el hardware dedicado.

de respaldo de base de datos

hS
de

Table 3.55: Spanish translation structures for thesubcateg

without

ory of -ing words preceded by

As we mentioned when analysing the Frenchltseswhile in English usually

conveys simultaneity but it is also used to conseytrast. Each of these meaning has

a different rendering in Spanish. Whereas simuitgris conveyed withmientras

contrast is conveyed witmientras que We observed that this distinction was not

made by the MT system and all examples were gestenaging the conjunction for

contrast. Yet, this structure obtained a succegsafa50% and only 1 example was

evaluated as incorrect (see Table 3.56).

Spanish structures for
Adv_T while

English source

Spanish MT translation

mientras que-
subordinate clause ver

100%

(=)

Displays information detailing
what has occurregrhile running
the Command Line Applet and
the specified option.

Visualiza el detalle de la
informacion qué ha ocurrido
mientras que ejecuta
Command Line Applet y la
opcién especificada.

While using DLO, you can

suppress dialogs by checking th
Don't show me this message ag

check box.

Mientras que usa elDLO,

e usted puede suprimir cuadros
aide dialogo activando no me
muestra esta casilla de
seleccion del mensaje de
nuevo.

Table 3.56: Spanish translation structures for thesubcategory of -ing words preceded by

while

Finally, we examine the adverbial clauses ahner introduced by an -ing word.

All the -ing words were translated into gerundsthAthe exception of one example,

they were all evaluated as correct (see Table 3.57)
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Spanl'sa\r:j\s/t_r'l\JAc_tgres for English source Spanish MT translation
Oracle servers and SAP databasdss servidores de Oracle y lag
gerund cannot be restoradsing IDR. bases de datos de SAP no
pueden ser restauradasando
____________________________ el IDR.
! Backup Exec functions and Las funciones y las utilidades
FR ! SR utilities that you can runsingthe | de Backup Exec que usted
—————————————— --------------] Command Line Applet include: | puede ejecutarsando
100% 96.4% Command Line Applet
! incluyen:

Table 3.57: Spanish translation structures for thesubcategory of -ing words preceded by

SUMMARY

Overall, the success rate for the category is 8®&panish and 56% for French. This
difference can be explained to some extent by ebggithe consistency with which

translation structures were generated for eachukge The consistency in the
structures generated for the -ing word subcategdsehigh as the word class into
which the -ing word is translated depends on tlepgsition/subordinate conjunction
preceding it. Spanish benefits from this partidylawith a high percentage of

examples for each subcategory only being transiatecbne target structure.

Regarding the structures allowing for implisitbjects, it should be noted that
source instances where the subject of the mairsabdrdinate clauses did not refer to
the same entity were found. Evaluators were noteomred with this as SYSTRAN
mainly generated impersonal structures for botgeafanguages, although the same
grammatical principle stands for the target lang@sad his means that the MT system

did not have to identify the subject of the suboadk clause in most of the cases.

REFERENTIALS

-ing words with referential function were clasgifi@s gerundial nouns, objects of
catenative verbs, objects of prepositional verlesnmaratives and objects of phrasal
verbs (see Table 3.58).
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Ne of
Subcategor)?O examples Examples
in sample
The files gathered contain detailed information
Ref _nn 66 regarding installation, diagnostics, and error
reporting.
Ref cat 38 The producsupport.s queryingtarget SQL Servers if
- an untrusted domain.
Ref_prepV 24 You can placg a scheduled job on holgtevent the
job from running .
Symantec recommends performing redirected restq
Ref_comp 11 of corrupt filesrather than restoring to the original
location.
This could happen, for example, when the desktop
Ref_phrv 2 . - .
userlogs in usinga local or cross-domain account.

Table 3.58: Subcategories within the category of Rerentials

FRENCH

-ing words functioning as nouns were translated krench using nouns 84.85% of the
time. This was successful 55.36% of the time (s#@€el3.59).

French structure for

English source

French MT translation

Ref _nn
The defaulisettingis all local Le parametre par défaut est
noun drives are published. tous les lecteurs locaux sont
____________________________ édités.

! Error messages are displayed in Des messages d'erreur sont

FR SR red and warning messages in | affichés dans les messages
—————————————— --------------{ grange to facilitate rouges et d'avertissement darn

84.8% | 55.36% | troubleshooting. l'orange pour faciliter le

dépannage

Table 3.59: French translation structures for the abcategory of -ing words functioning

as nouns

Examples evaluated as incorrect presentedirelogical inaccuracy. Another

frequent issue appeared to be the difficulty inmntdging the correct head-modifier

relationship within complex noun phrases. Also, tben preceding the -ing word was

analysed as an infinitive in a few examples (sd@€eTa.60).

40 -ing words in comparative structures and as objetphrasal verbs will not be discussed in
this section as no quantitative conclusions cadrbe/n from their analysis.
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Issues for
Ref nn

English source

French MT translation

terminolocial inaccuracy

Click ConfigureLogging.

Le clic configurent
I'enregistrement

See "FileGrooming" on page
1165 for additional information.

Voir le « Classez le
toilettage » a lapage 1165
pour les informations
complémentaires.

complex noun phrase

If the If closed with X seconds
settingis selected in Backup
Exec, (under Advanced node in
the Backup Job Properties pane
its value should not exceed the
Communications Timeout setting
on the IBM TSM server.

Si si fermé avec des secondeg
de X létablissementest choisi
dans Backup Exec, (sous le
noeud d'Advanced dans le
volet de sauvegarde de Job

y Properties) que sa valeur si
dépasse la configuration de
Communications Timeout sur
le serveur d'IBM TSM.

A policy for this examplestaging
would include a backup templatg
to back up the data to disk for th
28 days, a duplicate backup set
template to copy the data from t
original disk to the second disk,

and another duplicate backup se
template to copy the data from t
second disk to the tape.

Une politique pour cet
2 échafaudage dexemple
einclurait un descripteur de
sauvegarde pour sauvegarde
nées données au disque pour q

les 28 jours, un descripteur
tréglé de sauvegarde double
ngour copier les données a pattir
du disque initial au deuxieme
disque, et un descripteur réglé
différent de sauvegarde double
copie les données a partir du
deuxiéme disque a la bande.

noun / infinitive

See "FileGrooming" on page
1165 for additional information.

Voir le « Classez le
toilettage » a lapage 1165
pour les informations
complémentaires.

Supportsspanningof backup sets
from one piece of media to
another.

Supporte énjambement des
positionnements de sauvegar
de l'une seule piece des medi
a l'autre.

He

Table 3.60: Issues found for the translation of theucategory of -ing words functioning as

nouns

-ing words functioning as objects of cateratixerbs were mainly translated as
infinitives (65.79%). 23.68% were translated aspn participles. Whereas the use of
infinitives was correct for some structures suchéser de recommender der
risquer deto mention a few, others suchiasluir, empécheor démarrer for instance,
need to be followed by a noun phrase (see TablB.3Be use of present participles,

which is the parallel structure of the source, eraluated as incorrect for all examples.
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French structures for
Ref cat

English source

French MT translation

éviter de + infinitive

For example, you may want to
avoid selectingentire drives for
backup or synchronization.

Par exemple, vous pouvez
vouloir éviter de choisir les
lecteurs entiers pour la
sauvegarde ou la
synchronisation.

recommander de +
infinitive

Symanteadecommends using
fully qualified computer names.

Symantececommande
d'utiliser entierement - des
noms d'ordinateur qualifiés.

inclure + infinitive

Major change@clude adding,
removing, or otherwise modifyin
hard drives or partitions, file
systems, configurations, and so
forth.

Les principaux changements
j incluent ajouter, retirant, ou
les disques durs ou les
partitions autrement de
modification, systémes de

de suite.

fichiers, configurations, et aingi

considérer + participe
présent

Consider usingdifferential
backups when only a relatively
small amount of data changes
between full filegroup backups, (
if the same data changes often.

Considérez utilisant les
sauvegardes différentielles
guand seulement un peu de
prdonnées relativement change
entre de pleines sauvegardes
filegroup, ou si les mémes

données changent souvent.

Table 3.61: French translation structures for the abcategory of -ing words functioning
as objects of catenative verbs

From the 24 examples of -ing words functionasgobjects of prepositional verbs,

we observed that 20 were translated into infingivehis was the case fbaser suy

protéger contres'inquieter de or most examples afmpécher deThe verbaider, a

translation ofaid in andassist in and the verlzontinuerwere translated using nouns

or gerunds. Note that only 7 examples were evaluasecorrect. Only 5 out of the 13

examples witrempécher dethe example witlaider aand the example witbontinuer

were evaluated as correct. Examples evaluatedcasrétt presented terminological

inaccuracy as well as the need for the -ing wordbéotranslated as a noun phrase

instead of an infinitive (see Table 3.62).
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French structures for

English source French MT translation
Ref prepV
Caution This option is not L'option de This d'attention
protéger contre + | recommended because it does nat'est pas recommandée parcq
infinitive protect datafrom being gu'ellene protége pas des
overwritten. donnée<ontre étre recouvert.
In the second bv Control for En deuxieme BV Control pour
Microsoft SQL Server message,| le message de Serveur SQL de
. click OK to delete all the Microsoft, cliquez sur I'OK
continuer + noun : : . -
deployed files andontinue with | pour effacer tous les fichiers
uninstalling. déployés epour continuer la

désinstallation

Select Disable network backup tpChoisissez la sauvegarde de
prevent usersfrom backing up réseau de Disableour
empécher de + infinitive to the network user data folder. | empécher deautilisateurs de
sauvegarder aurépertoire de
données d'utilisateur du résedu.

If your computer is connected to|&5i votre ordinateur est connedté
network, network policy settings| a un réseau, les configuration

U7

. . ... | might alsoprevent youfrom de politique de réseau
empécher de + infinitivg completingthis procedure. pourraient égalemenbus
empécher de remplirce
procédé.

Table 3.62: French translation structures for the abcategory of -ing words functioning as
objects of prepositional verbs

SPANISH

For Spanish, -ing words functioning as nouns weaadlated using nouns 75.76% of
the time, with a success rate of 78% (see Tablg).3®e remaining examples were
translated into infinitives (6.06%), infinitives gmeded by determiners (6.06%) and

relative clauses (6.06%).

Spanmf;{(s;crur::r:ures for English source Spanish MT translation
no;ns Questions regarding product| Preguntas con respectodancesion de
_________________________ licensingor serialization licencia o a la serializacion del producfo
_____ FR 1 SR | SMTP email or phone text | Envio de mensajes de texto del corred
75.8% | 78% messaging electrénico o del teléfono del SMTP

Table 3.63: Spanish translation structures for thesubcategory of -ing words functioning
as nouns

Examples evaluated as incorrect presented lynaarminological inaccuracy.
Infinitives were successful 50% of the time, whereafinitives preceded by

determiners and relative clauses were incorreetTsble 3.64).
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Issues for

English source

Spanish MT translation

Ref nn
noun Set time for automatic clearing of La hora determinada para el
alert or disable automatic alert | claro automatico de la alerta g
clearing deshabilita etlaro alerta
automatico
Click Ascendingto group the Haga clic en lascensiérpara
information in ascending order of agrupar la informacién en
click Descending to group the | orden ascendente o para hac
information in descending order.| clic en el descenso para
agrupar la informacién en
orden descendente.
infinitive This product is protected by Este producto esta protegido

determiner + infinitive

copyright and distributed under
licenses restrictingopying,
distribution, and decompilation.

por el copyright y distribuido
bajo las licencias que
restringercopiar, la
distribucion, y la
descompilacion.

determiner + infinitive
relative clause

Error messages are displayed in
red and warning messages in
orange to facilitate
troubleshooting.

Los mensajes de error se
visualizan en rojo y mensajes
de advertencia en naranja pat
facilitar ellocalizar averias

relative clause
infinitive

Automated restore selections an
optionschecking which tests the
validity of your current SQL
Server restore selections and jol
options before the restore job
runs.

dAutomatizado restaure las
selecciones y las opciongse
activan, que prueba la validez

0 de su SQL Server actual
restauran selecciones y
opciones de la tarea antes de
gue la tarea del restaurar se

ejecute.

Table 3.64: Issues found for the translation of theucategory of -ing words functioning as

nouns

The word class into which -ing words functimpias objects of catenative verbs

were translated was diverse. For instance, thectsbf evitar, considerar impedir

=

and comenzarwere translated as infinitives and evaluated asecb Others, such as

detener recomendayr for instance, were translated as an infinitiveceded by a

determiner, which was evaluated as incorrect. Tihg object of continuar was

translated by gerunds and was correct accordingecevaluators. It is important to

note that incorrect output was also generated duierminological inaccuracy and

issues related to contexts with additional lingaoigatures known to pose problems

for MT systems (see Table 3.65). Overall, 42.11%hefexamples were evaluated as

correct.
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Issues for

English source Spanish MT translation
Ref cat
Consider running full backups | Considere ejecutar lascopias
infinitive of mailboxes or public folders on de respaldo completas de

a regular basis. buzones o de carpetas publicas
sobre una base regular.

Symanteadecommends storing | Symanteaecomienda el

determiner + infinitive the c.aftalogfs on the central almacgnar de Ioscaté]ogos en
administration server. el servidor de la administracign
central.
After checking the return codes,| Después de activar los codiggs
Backup Execontinues del devolver, Backup Exec
processingaccording to continla procesandosegun
gerund selections you made for running| selecciones que usted hizo pdra
the pre- and post-commands. ejecutar el pre- y los poste-
comandos.
After you havecompleted Una vez quénan completado
terminological adding (or removing) the SQL | agregando(o quitando) a los
inaccuracy Servers, click Next. servidores SQL, hacen clic en
después.

Backup Exedcstarts collectingthe | El comienzo deBackup Exec
true image restore information | que recopila laimagen
beginning with the next full or verdadera restaura la
incremental backup run by the | informaciéon comenzando con
policy after the option is enabled. la copia de respaldo completd o
incremental siguiente ejecutagla
por la politica después de qus
se habilite la opcion.

complex context

Table 3.65: Issues found in the translation of theubcategory of -ing words functioning as
objects of catenative verbs

24 examples were evaluated for -ing words tioning as objects of prepositional
verbs. We observed that 13 examples were compdgbé prepositional verprevent
from. The translation was correctly generatednasedir quefollowed by the verb in
the subjunctive form. For the rest of the preposai verbs, the -ing word was
translated into an infinitive in Spanish. Of thesely two examples were evaluated as
correct (see Table 3.66). Note that the errors weeeto the terminological choice of

the prepositional verb, preposition or word classtlie translation of the -ing word.
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Issues for

Ref prepV English source Spanish MT translation
The only way tqrevent users in | La Gnica manerde impedir
a profilefrom backing up a gue losusuarios en un perfil
prevent from specific folder is to uncheck this| hagan copia de respaldo de
option. una carpeta especifica es
desactivar esta opcién.
The ActiveAdmin functioris La funcién de ActiveAdmin
terminolagical apo_ut usingth(_e ActiveAdmin esta sqbre usar eprivilfegio
. privilege to edit a user record of | de ActiveAdmin de editar un
inaccuracy the Users data source. expediente de usuario del

origen de datos de los usuarigs.

The media server contains medjaEl servidor de soportes

and device databases designed fta@ontiene los soportes y las
simplify the process of organizingbases de datos de dispositivo
and allocating storage devices | disefiados para simplificar el
attached to your media server angroceso de ordenar y de
preposition inaccuracy| to aid in preventing media from | asignar los dispositivos de
being accidentally overwritten. | almacenaje asociados a su
servidor de soportes y a la
ayuda en impedir que los
soportes sean sobrescritos
accidentalmente.

uv)

A suite of pre-defined queries Un conjunto de consultas

assistyouin identifying key predefinidade asiste en
issues such as database integrityjdentificar las cuestiones

word class error security, and permissions claves tales como integridad de
tracking. base de datos, seguridad, y

seguimiento de los permisos.

Table 3.66: Issues found in the translation of theubcategory of -ing words functioning as
objects of prepositional verbs

SUMMARY

This category, covering -ing words with referentiahction, is the class with the

poorest results, with a success rate of 55% foniSpaand 40% for French. From the
analysis we can outline the main reasons for thisdcore. Firstly, we observed that
gerundial nouns were treated by the RBMT systerpuas nouns and translated into
nouns. The main errors for these examples weredhee as for pure nouns, that is,
terminological inaccuracies and head-modifier depagy mistakes. Therefore, we

argue that better performance might be obtaindteiterms were encoded in the UDs.

Secondly, when examining -ing words functignias objects of catenative or
prepositional verbs, we noticed that the word clagswhich the -ing word should be
translated depended on the main verb. In the aslsese the MT system identified the

structures and recognised them as catenativesepogitional verbs, the generation

148



was correct. However, when not enough informatianttee required preposition or
word class was found in the engine, the system rgeeek infinitives or structures

parallel to the source, usually resulting in inectroutput.

3.1.2 JAPANESE AND GERMAN

Let us now focus on the analysis of Japanese antidbe As mentioned in Chapter 2,
the analysis for these TLs was performed by napeaaker linguists. In order to reduce
effort and time, the analysis focused on incorrekamples only. This section,
therefore, reviews the -ing subcategories for wihindorrect examples were found. In
particular, it describes the subcategories for tviniore than 10 examples were judged

to be incorrect to report the tendency for thermsrgenerated by the MT system.

3.1.2.1 JAPANESE

From the 1,800 -ing words evaluated, 319 were ifiedsas incorrect for Japanese
(17.72%). A closer examination showed that errorerew spread across 20
subcategories. We describe the performance for eatelyory by observing the errors
generated by the RBMT system.

TITLES

The category of Titles included 557 examples, dutvbich 117 were classified as
incorrect for Japanese (21%). In correlation whkirt frequency rates, independent
titles were the subcategory which performed wdddlipwed by titles within quotations
marks embedded within a sentence or at the begjrofieentence.

Ne of Examples
Subcategory Incorrect . .
Examples English source Japanese MT translation
_ _ Creating media vaults AT AT 2ERTHZ LIk
Title_ING_ind 65 .
ite_ING_Indp AL MLEE L
See ‘Setting defaults for [EREITEERRAT 4T

managed media servers" ony-— \— 7= I2F 4 7

Tide ING_QM2 | 28 | page 809. LELET) % p809ns
BMLTRSW,
"Running Backup Exec l#fe L 7= Backup ExeaD
Title_ING_QM1 23 Utility services tasks" on | = —= , J 5 ¢ —p 23
page 24 EHET) p.24o
Title_ 1 About troubleshooting NFGTNY 2a—T 4T
ABING _indp bB2 DB2 {22\ T

Table 3.67: Subcategories of the category Titles thiincorrect examples
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65 examples were classified as incorrectifi@stbeginning with an -ing word head.
Three main errors emerged: the gerund-participle mistranslated as a participial
adjective for 21 instances, on 20 occasions itiwearrectly translated as an adverbial
of mode introduced by the prepositity, and in 11 instances the -ing word was
translated as the subject of the following clawg@ch includes a plural noun or a past
participle functioning as an adjective analysedaagerb. Additional errors include
dependency parsing errors, particularly when thiestiinclude coordination and
terminological inaccuracies.

Error types for Examples
Title_ING_indp English source Japanese MT translation
adverbial of mode | Usingthe Administration Administration ConsoléfEH L
_introduced byby | Console T
FR" - 30.8%
subject Searchingfor files to restore BFEPBRETEZLIIETCTS
"""" FR-17% I T 7 AN LET
modifier Setting default options for LIR— MDD DOREDT 7 +
""" FR—32.3% | reports A

Table 3.68: Error types found in the translation ofthe subcategory of -ing words at the
beginning of title

28 examples were classified as incorrect fdest within quotations marks
embedded in the sentences. Three main errors etherg8 cases it was incorrectly
translated as an adverbial of mode introduced bg fireposition by, the
gerund-participle was mistranslated as a participifective for 7 instances, and 4
instances display the translation of the -ing wasdhe subject of the following clause,
which includes a plural noun or a past participlactioning as an adjective analysed
as a verb. Additional errors include dependencysipgrerrors, the introduction of

progressive aspect, and terminological inaccuracies

“LER refers to the frequency rate of the translatioors.
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Error types for Examples
Title_ING_QM2 English source Japanese MT translation
adverbial of mode | See UsingDelta File Transfer" | 35457 7 A4 )L D= %2 H L
_introduced byby on page 1048. T) % p.l048DBM LT F &
FR -32.1% W,
subject See ‘Setting defaults for R EIIE N SAT 0 T Y —
managed media servers" on pages— - 257 4 7 4L F L%
809. F1 % p.809NBLTF &
A
FR - 14.3%
modifier To move a user to a new HLWEFTC 2 —Y — 2 B84
location, seeMoving Desktop | 77w 2%, T L\> Network
________________________ Agent Users to a new Network | o a0 == 75 4 ) 0~
FR _ 250 User Data Folder" on page 1078, Users& B Desktop Agent %
p.1078MDZ ML TF Sy,

Table 3.69: Error types found in the translation ofthe subcategory of -ing words
embedded within quotation mark embedded in sentense

Similarly to the previous subcategories, gitleithin quotation marks at the
beginning of a sentence also displayed the sameethmain errors. The
gerund-participle was mistranslated as a participdjective in 10 instances, on 6
occasions it was incorrectly translated as an dilsenf mode introduced by the
prepositionby, and in 3 instances the -ing word was translagetha subject of the
following clause, which includes a plural noun opast participle functioning as an
adjective analysed as a verb. Stylistically poodezings make up for the remaining 4

instances.
Error types for Examples
Title_ING_QM1 English source Japanese MT translation

adverbial of mode | "Using Alternate Credentials fon [Desktop Agent» 7= & D FE: D

_introduced byoy the Desktop Agent” JVT v VEMBERLT)
FR — 26%

subject "Excluding dates from a R Z IR 2 —L &
"""" FR—13% | schedule” on page 388 DIFY F£7°] p.388D

modifier "Setting backup options for [SQLD 7= DEED /N 7T
""" FR-435% | SQL" on page 1327, v TFT 3] pl32Io,

Table 3.70: Error types found in the translation ofthe subcategory of titles starting
with -ing words embedded within quotation marks

PROGRESSIVES
Two subcategories from the Progressives categorg yuelged as incorrect: present
active and passive voice subcategories, with 521andihg word instances respectively.

These account for 45% of the total 141 -ing wondsweated for these subcategories.
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Ne of Examples
Subcategory IEnxCacL)rHSICets English source Japanese MT translation
If you are redirecting a BBEEZ Y XL V7 FLTzb,
Prog_PRact 52 restore operation, note the | %k%FH L TF &V
following:
Consider what type of VER B 72127 — FAREZR AT
Windows computeis being | ¢ 7 DffE A RIR L 72 35-AF)H AT
protected, the available BN R 2T BIORY AT A
Prog_PRpas 11 | hardware, and the system | BloS 7> &' & % 72 Windowsd =
BIOS when selecting the type - -, — 4 RSN TWBEE
of bootable media to create. LTF &,

Table 3.71: Subcategories of the category Progreges with incorrect examples

The active voice present tense revealed twio eraors. Firstly, 28 instances were
analysed as being stylistically poor, that is, gratical structures that would not be
natural in the target language. The translatiomsjmeng to this error category fell into
the group of continuous tenses within conditiondduses. These clauses were
generated by the MT system by attachifigiLi¥ (su-re-ba) to the noun denoting the
English -ing word. However, it is considered moratunal to useT\ % % &
(te-iru-baai) for these cases. Secondly, 15 ingmrshowed the incorrect use of the
auxiliary verb for completed actions. The -ing werih the continuous tense are
required to add the progressive aspect to the tdimetense is given by the auxiliary
to be which, in the examples analysed, is the presemiplsi However, on 15
occassiond, 7= (shi-ta) was attached to the translation of thg words in Japanese,
meaning that the action happened in the past asdcapleted. In its plac&,v 2%
(te-iru), the auxiliary verb for the present pragpige, should have been used.
Additional issues included instances where the rgbparticiples were translated as
participial adjectives, intransitivity/transitivityambiguities and terminological
inaccuracy problems.

Error types for Examples
Prog_PRact English source Japanese MT translation
style If you are restoring in separate | Bl 3 7 THEITTHIE. (1>
........................ jobs, you must restore the Index 5, 7 25— % X— 2 D % %
FR-53.8% | database last. Bt LR g0 A,
auxiliary of If you are restoring Exchange | Exchanget—/3\— 55% %t L
_completion Server 5.5, do the following: =5, WE LTF&E
FR —28.8%

Table 3.72: Error types found in the translation ofthe subcategory of active voice present
tense
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The 11 examples classified as incorrect fog ffresent tense passive voice
Progressives displayed several issues. 4 exampes stylistically incorrect, similarly
to the active voice subcategory. The terminologgdu® translatenapwas inaccurate,
as it was translated astop for 3 examples. A particle to denote an object was
incorrectly used to denote the patient of the passerb on 2 occasions. Finally, 2
examples showed dependency errors caused by cativdilclauses.

Error types for Examples
Prog_PRpas English source Japanese MT translation
style If the restords being EITNYVEL VLT FERTH.
redirected, see "Redirecting [SQLO =D EH U & A L
"""""""""""" restores for SQL" on page 1356. -
R 36.4% QL" on pag 7 MBIk % pA356n LR
LTRSW,
terminology If the cache fileislocatedona | v v 277 A L1k BN
different volume than the TWABRY a—h L0 Big R

------------------------ volume thais being snapped |y  _ ) -c 5573, Backup

FR — 27.3% Backup Exec uses the following ot _
° | calculations: ExeciTRDOFH ALV F 9

particle Consider what type of Windows {Ex4 % 7= 812 7 — h AJRE/2 R
computeris being protected F 0 7 OFESEA RN U735 0F)
the available hardware, and theg FAThe e R = 735 L (8

------------------------ system BIOS when selecting the _, — . -
type of bootable media to create AT ABIOSHEDLD 7%

FR - 18.2% "Windows D =1 o & 2 — & (R
SRTVEEELTFS,
coordination Use the Exchange System FEHTEILIND, THI13A
Manager utility to manually BE Y a TEER LT-EE
dismount any databases tha€ | /- s F— H R— 2 A w
________________________ being restoredor check . o s

Dismount database before /\]\ ﬁ*%iéj . y/j A=

FR — 18.2% restore when creating the restore” = MEBRT 5 7201 EXCha”_Qe
—lo.2% job. @ System Manager—7 1 U 7

A ZfE> THFEW,

Table 3.73: Error types found in the translation ofthe subcategory of passive voice
present tense

ADVERBIALS

-ing words acting as heads of adverbial clausesmdnted by prepositions or
subordinate conjunctions were responsible for Bbriect machine translations, 12%
of the total 414 evaluated. Adverbials of time ddiinced bywhenfollowed by an -ing
word and adverbials of purpose introducedfdnyfollowed by an -ing word were the
subcategories with the highest number of incoreahslations with 21 and 12

instances respectively.
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Ne of Examples
Subcategory Incorrect . ;
Examples English source Japanese MT translation
When creatinga scriptfile, | 227 U 7 7 7 A VZVERR L
Adv_T_when 21 do not include all entries 8E. T _XTox M) &
BERNTFEWD
Time limit usedfor comm= I z2=4/—3 3k
determining No Comm REZ Yl L2 W ediclibi
Adv_PU_for 12 communications status. 7 I PR
Continue creating the joy | ST L= a 7% IRXw o T
following the proceduresin | o #2574 g 7 F <5
Adv_M_by 5 | ‘Creatingabackupjobby | 4oz ;o TRk L%
setting job properties” on +1 OFIEIC p36LOFEL =
page 361 Lk oTERLET,
You can integrate Lotus BNCEN G ZEET B, *
Domino database backups | 7- 3B/ n— K = 7 % {# i
with regular server backups | | za\ v HIf 72—/ S — 8
Adv_M_without 4 without separately STy 7°/75\‘>!Hb TN D
administering them or using L DOMINGT — 4 ~— %/
dedicated hardware. otus ommlno(T g
VI T T ERETEET,
Copies are made onéfter Bt~ A —B L OET IV
running non-AOFO | T H =20 LTz non-
Adv_T_after 3 (Advanced Open File Option) AOFO (Advanced Open File
backups of the master and Option) /S v 7 7 v 7D R0 -
model databases. I
The TSM server must be TSM ¥ —/3—1% TSM DR
prepared using the IZBLE 5 Bl BEX.MAC O~
Adv_T_before 2 BEX.MAC macrobefore s n 2 e I
becominga TSM client. U0 EHA
Adding a media servertothe ) 2 b~ X5 4 7TH——%
list expands the number of | sgjn+2% = LI A5 4 74—
media servers that can back| ,<— z wiga U\ 3 56 7
up the Macintosh computer, e —
Adv T whil 5 while deleting a media serve *Vi’j_ib E\%i%;iﬁé;
v_I_while removes it from the list of 7 _/ oo
media servers to which it | 2 Macintosh?® =2/ E' = —2
advertises itself. DNy T T 7\%%1”?552*3“45 hal
ENTEDLAT 4 TP —r—
DEFEEIALET,
With True Image Restore, | TIR 2L > T, Backup Exec
Backup Exec automatically | |35+« B L ONJTA
restores data sets RN U E - T E B
Adv_E_O 2 sequentiallybeginning with B 2

the most recent set and goi
backward until the last full
data set is restored.

19%%%%ﬁ@%/£f£?‘fﬁ‘ky
FRETRESNDETT—4 &
v e, JERETLET,

Table 3.74: Subcategories of the category Adverbgwith incorrect examples
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Similarly to the progressives category, th&egkials of time also displayed 12
instances with the incorrect use of the auxiliagybvfor completionl 7= (shi-ta) was
attached to the translation of the -ing words, rmeathat the action happened in the
past and was completed. Instefid> (su-ru) which indicates present time, should
have been used for the translation of the struatimen + -ing Another 6 examples
were deemed unintelligible by the linguist, as dej@mcy errors made it difficult to
understand the sentence. Additional issues arabetié use of particles, terminology

and the translation afhenas an interrogative pronoun.

Error types for Examples
Adv_T_when English source Japanese MT translation
auxiliary of When creatinga scriptfile,do | 227 V) 7 7 7 A V2 ERR L 7=
_completion not include all entries BE. T _XTo= N EEE
FR —-57.1% RNTFIWN
dependency The first decision to makehen | ApED A > 2 F— /L2 EET 3B
planning a production TERES DT —HR— R
"""""""""""" installation is to select the P N BN T 2 = LN T
FR — 28.6% . S
(] database server to use. B B HE B BB DT,

Table 3.75: : Error types found in the translationof the subcategory of when + ing

The adverbial of purpose introduced foy displayed a number of different
translation errors. 3 examples showed dependengyseland 3 disambiguation
problems with gerund-participles translated asigprél adjectives. For 2 examples
the prepositionfor was incorrectly translated and for another 2 therdwclass
following the preposition was incorrect. Additionalsues involved terminological

inaccuracies.

Error types for Examples
Adv_P_for English source Japanese MT translation

dependency In the Clean-up options dialog | 7 V—> 7 v 747> a0
box, review the settingsr ATl Ry 7 ATE, EES

________________________ purging repaired and NAHR—TF 5 LB LR
FR _ 250 guarantined files. T A DI D DIE S B L

TREW,

modifier "Checklistfor troubleshooting (F 754 0o ST
________________________ devices that have gone offline"| o o —5 v 75 314 207
FR — 25% on page 1544 DOF =y YA R p.l1544D

Table 3.76: : Error types found in the translationof the subcategory of for + ing
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CHARACTERISERS

-ing words functioning as modifiers were translaitgzbrrectly in 48 examples, 9% of
the total 536 evaluated. Pre-modifiers were theatdgory with the highest number of
incorrect examples with 26, followed by reducedtige clauses with 15 and finally, 7

examples for nominal adjuncts.

Ne of Examples
Subcategory | Incorrect . .
Examples English source Japanese MT translation
There are three categories| ;BEF®D 2 5 ¢+ 7 D 7= D IZF|
Char_PR 26 available fortracking HFRREZR 3OO BT U MR
media: HoES
Insert theCD containing Ja—2CDARA—VhEE
Char_POIr 15 your clone CD image into | 2, cy\% CD K51 7= CD
the CD drive. BHEALTFEN
For moreinformation on L <X SMSOfER T,
using SMS, see your Microsoft £l Systems
Char_POnn 7 Microsoft Systems Management Serveb~ = =
Management Server S
documentation. TAEBRLTESW,

Table 3.77: Subcategories of the category Characteers with incorrect examples

The most prominent difficulty for the subcaiggof pre-modifiers was ambiguity
problems resulting in dependency issues with 13ngkas classified as incorrect. The
examples showed difficulty in allocating the cotreead-modifier, subject-verb and
subject-object dependencies. Terminological inaoyrwas responsible for 9
instances classified as incorrect. Additional esrorcluded incorrect positioning of

phrases and structures with stylistical issues.

Error types for Examples
Char_PR English source Japanese MT translation
dependency A SQLplus script in Backup Backup Exea» SQLplus® A 7 1

Exec allows a default time-out | — | (3BT DT — & ~— 2 DI

________________________ of 10 minutes to handle the BB 5 2 LA 10450 X A b
changingdatabasstate.

FR — 50% ;7 N OBEEES FIREIC L E
terminology A media set consists of rules thatx =+ 7 & v MBI 5830
specify append periods, FAHEY R, R LR
"""""""""""" overwrite protection periods, andys v rx+ =3 DY A R
FR - 34.6% vaulting periods. i;é%;éﬁii/fﬁiﬁ‘ VA

Table 3.78: : Error types found in the translationof the subcategory of pre-modifiers

-ing words heads of reduced relative clausesevelassified as incorrect in 15
occasions. 11 examples show dependency errors,ewther relationship between
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the -ing word and its near context was not coryeatialysed. Of these, in 6 cases
the -ing became the head of a noun phrase. In otsms the -ing word was translated
as a modifier or using the progressive aspect tékaditional errors emerged from the

incorrect use of the auxiliary for completion aedinology.

Error types for Examples
Char_POrr English source Japanese MT translation
dependency Displaysinformation detailing avw R4 T 7y B

what has occurred while runningrisE+ 72 5 L 2 1EF LT

the Command Line Applet and Py 3 % T8
FR-73.3% | the specified option. VD IHIF R EROM X 75

ik,
dependency — ing as Operating systemcurrently FRV—F 4 VT VAT LDE
head running on this computer fRe—Yxzy NEFETTDHIOD
ER — 40% running the remote agent. DU o — X OBEEST,

Table 3.79: Error types found in the translation ofthe subcategory of reduced relative
clauses

REFERENTIALS

The category of Referentials accounted for 40 iremirexamples, 30% of the -ing
constituents evaluated for this category. The sielgoay of catenatives showed 18
incorrectly translated -ing words, 12 belongedhe gerundial noun subcategory and

10 -ing words were functioning as objects of prémsal verbs.

Ne of Examples
Subcategory | Incorrect . .
Examples English source Japanese MT translation
The Export message Export £ v &— Iz &
Ref_cat 18 appears statingthat the R— "= T L7722 L EHA
export has completed. LEFT LD T
Set time for automatic BT 13T 4 A A T )L
Ref_nn 12 clearing of alert or disable | ¢ | &t o IBE O 5 8
automatic alertlearing O AR E LT F S0
You can place a scheduled 4T 6 a3 72 A7
Ref_prepV 10 job on hold topreventthe | o — Ly g 7 455
job from running . It B D LN TEES

Table 3.80: Subcategories of the category Refereals with incorrect examples

-ing words functioning as objects of cateratierbs lose the relationship with the
main verb. Two main translation patterns emerge -iing word is not translated as a
catenated verb but as the nominal object of a wehlere the -ing word becomes either
the head noun or a modifier (7). The main verkramnglated as part of the previous

noun phrase and the -ing word becomes the mainicptedof the sentence (3
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examples). Additional errors include the -ing wdrding translated as a reduced

relative clause, intricate dependency errors amdit®logy inaccuracies.

Error types for Examples
Ref cat English source Japanese MT translation
dependency - Consider running full backups | X —/LR v 7 2 F 71337 Y »
modifier of mailboxes or public folders | » - 4 L 7 e LT-524 3>
"""""""""""" on a regular basis. o T R T T
R 38.9% g\n EEHICERLTT
dependency - Click Next tocontinue 27U w7 Next tol3$(T LU K=
_predicate preparing disaster recover ZEELET AT 4 7T 2B L
FR-16.7% | Media. E3

Table 3.81: Error types found in the translation ofthe subcategory of catenatives

The issue with the translation of gerundialimowas the fact that the MT system
did not analyse them as nouns. The analysis, threrefvas incorrect with gerundial
nouns allocated as modifiers (2), gerunds (1), duilaks of mode (2), reduced relative
clauses (1), verbs (1) or objects of incorrectlgged nouns (1). Additionally,

terminological inaccuracy was also a problem irxdneples.

Error types for Examples
Ref _nn English source Japanese MT translation
modifier Automated restore selections | 2% Bk S N7~ 1E 0B
and optionschecking which TOFF g ETY a 7 ELT

________________________ tests the validity of your current DOENCHAED SQL Server it

SQL Server restore selections ST 1 LTRSS o o e s
FR — 8.3% and job options before the @Liﬂ_‘ii? varvtrvar
restore job runs. DHMEZT A M2,

gerund Click Sharing. AR YAGE:~ -]

FR- 16.7%

Table 3.82: Error types found in the translation ofthe subcategory of gerundial

The prepositional verbs in the sample are reg¢gd from their prepositional object
by the first object. This causes the relation betwthe prepositional phrase and the
verb to be lost. Therefore, the issues regardirgtiainslation of the -ing words are
several, such as their translation as modifiers, ghparation of the sentence into

unrelated chunks, or additional problems with cawtive phrases.
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Error types for

Examples

Ref_prepV English source Japanese MT translation
modifier Select this option tprevent BT a 7ICEENTVBRLT
Backup Exedrom overwriting | #,#iiszd % 7 7 A L MFDN T
files on the target disk with files 2 yeppn-o= 2 o) LR — >
that.have the.same names.that £ VB Backup Execi B <=
________________________ are included in the restore job. DI = DA o % L

T é I/ \O
FR —20 %

independent chunkg

FR —30%

The only way tgrevent | users
in a profilefrom backing up a
specific folder] is to uncheck
this option.

a7 4 — LD — PRI
DIZANEDONY I T v T oE
RYBze&|cOFTarD
Frzyv I ~—7&BFTTRET

& 2 B SME— D 7k,

Table 3.83: Error types found in the translation ofthe subcategory of prepositional verbs

SUMMARY

The translation error types encountered within egi@up could be summed up as
follows. The category of Titles revealed the samers for all three subcategories.
The -ing words were translated as adverbial clawfesode introduced by the
prepositionby; the -ing words became subjects; and the -ing svevdre incorrectly

analysed and translated as modifiers.

The category of Progressives was the wordbpaing category in terms of the
incorrect examples/frequency ratio. The main issas the use of a stylistically poor

structure, as well as the incorrect use of thel@umyifor completion.

Two subcategories were examined within thegmty of Adverbials: -ing words
functioning as adverbials introduced by the confi@mcwhenand introduced by the
prepositionfor. Both subcategories revealed errors regardingréfegtion between
the -ing word and its near context, which showegeddency errors. Additionally, the
former included incorrect uses of auxiliary verlos €ompletion and the latter -ing

words were incorrectly analysed and translated @difrars.

Characterisers mainly displayed dependencyreriwhereby the -ing words
functioning as modifiers were not analysed as sésha result, the -ing words were
translated as heads of clauses or were modifyilegriact heads. Terminological

issues were also frequent.
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Finally, the category of Referentials revealednbiguity issues whereby
gerund-participles were analysed as participiagetdjes, and therefore, translated as
modifiers. Also, in the case where the -ing wordsenanalysed as gerund-participles,

the correct function was not interpreted, and tioeeg incorrect dependencies arose.

3.1.2.2 GERMAN

For German, 311 out of the 1,800 -ing words evalllatere classified as incorrect
(17.28%). Similarly to Japanese, errors were spadss 20 subcategories. The
following sections describe the performance fothezategory by observing the errors

generated by the RBMT system.

TITLES

The category of titles included 557 examples, duivhich 79 were classified as
incorrect for German (14%). The worst performinpcategory is that of independent
titles with 38 examples, followed by titles withiquotation marks embedded in

sentences or at the beginning of a sentence, ®itimé 15 instances respectively.

Ne of Examples
Subcategory Incorrect . :
Examples English source Japanese MT translation
Setting properties for Einstellungs-Eigenschaften
Title_ING_indp 38 Linux, UNIX, and fur Linux, UNIX und
Macintosh jobs Macintosh-Auftrage

For more information, seg Um weitere Informationen zy
"Customizing Connection| erhalten sehen Sie

Policies" on page 118. ~LAnpassen-Verbindungs-
Richtlinien" auf Seite 118.

Title_ING_QM2 23

"Viewing and changing | ,Anzeigende und andernde in
Title_ING_QM1 15 active jobs" on page 452 | Arbeit befindliche
Programmteile” auf Seite 452

Title_ABING._indp 3 gté%ut troubleshooting Uber ProblemlésungDB2

Table 3.84: Subcategories of the category Titles thiincorrect examples

38 examples were classified as incorrectiftastbeginning with an -ing word. In
14 examples the gerund-participle was analysedrandlated as a participial adjective.
The -ing word was translated as a noun comprisingompound with the noun
following the -ing word in 13 examples. Positiomoes appeared for 7 examples. The
remaining incorrect instances were due to -ing wdreling translated as prepositions,

stylistic issues and terminology inaccuracies.
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Error types for Examples
Title_ING_indp English source Japanese MT translation
noun in compound | Formatting media in a drive Formatierungs-Medien in einem
""" FR¥?_34.29% | Laufwerk
modifier Configuring and organizing Konfigurierende und
———————————————————————— columns in Backup Exec organisierende Spalten in Backup
FR - 36.8% Exec
position Searchingfor files to restore WiederherzustelleBuchennach
""" FR—21.9% Dateien

Table 3.85: Error types found in the translation ofthe subcategory of -ing words at the
beginning of independent titles

The titles starting with an -ing word withina@tation marks embedded in a sentence
displayed the same issues as the previous subcatddoexamples were translated as
nouns comprising compounds with the noun followting -ing word, 6 were translated
as modifiers and 5 were incorrectly positioned. &tditional error was due to the -ing

word being translated as a preposition.

Error types for Examples
Title_ING_QM2 English source Japanese MT translation
noun in compound | See Checking Data Integrity" on | Beachten Sie(Jberprifungs-
———————————————————————— page 996 for additional Datenintegritéat* auf Seite 996 flr
FR—47.8% information. zusatzliche Information.
modifier For more information, see Um weitere Informationen zu erhalteh
———————————————————————— "Changing Windows security" on| sehen SieAndernde Windows-
FR—-26.1% page 73. Sicherheit* auf Seite 73.
position See Creating a synthetic backup| Beachten Sie ,Ein synthetisches
------------------------ by using the Policy Wizard" on | Backup mithilfe vorerstellender
FR-21.7% page 876. Richtlinien-Assistent auf Seite 876.

Table 3.86: Error types found in the translation ofthe subcategory of -ing words at the
beginning of title within quotation marks embeddedin sentences

Of the 15 examples of titles within quotaticstarting with an -ing word at the
beginning of a sentence judged to the incorredhbyevaluators, 6 were translated as
compound nouns, 6 were translated as modifiers3amdre positioned incorrectly. In
one example the -ing word was translated as a pitipn The translation options,

therefore, are the same as the subcategories lnedaibove.

“2ER refers to the frequency rate of the translatioors.
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Error types for Examples
Title_ING_QM1 English source Japanese MT translation
__nhoun in compound | "Setting catalog defaults” on page , EinstellungskatalogStandards” auf
FR — 40% 495, Seite 495.
modifier "Viewing and changing active +~Anzeigendeund &ndernde in Arbeit
———————————————————————— jobs" on page 452 befindliche Programmteile” auf Seite
FR — 40% 452
position "Performing an automated restore,Eine automatisierte
________________________ by using the Disaster Recovery | Wiederherstellung mithilfe von
FR — 20% wizard" on page 1506 durc_hfl'jlhren der I_Disaster Recovery-
Assistent” auf Seite 1506

Table 3.87: Error types found in the translation ofthe subcategory of -ing words at the
beginning of titles within quotation marks at the keginning of sentences
CHARACTERISERS

-ing words functioning as modifiers were translatembrrectly in 89 examples, 16% of
the total 536 evaluated. Pre-modifiers were theatgdgory with the highest number of
incorrect examples with 51, followed by reducedtige clauses with 26 and finally,

12 examples for nominal adjuncts.

Ne of Examples
Subcategory | Incorrect . ;
Examples English source Japanese MT translation
Thealerting statements are Die alarmierenden
Char_PR 51 Notes, Cautions, and Anweisungen sind Hinweise,
Warnings. Vorsicht und Warnungen.

Insert theCD containing Fugen Sie das
your clone CD image into | kadmiumhaltige Ihr CD

Char_POmr 26 the CD drive. Image der Duplizierung in dag
CD-Laufwerk ein.
For moreinformation on Um weitere Informationen zu
excludingfiles from Delta | erhalten Ubeausschlief3lich
File Transfer, see der Dateien von der
Char_POnn 12 "Configuring Global DeltaDateitibertragung, sehen
Exclude Filters" on page | Sie ,Das Konfigurieren global
1064. schlieRen Filter aus” auf Seite
1064.

Table 3.88: Subcategories of the category Characteers with incorrect examples

The main difficulty for the subcategory of predifiers was deciding whether the
modifying -ing word should be translated as an etdlje or within a compound noun.
In 39 instances, the -ing word was translated asegarate modifier, when the
combination of the -ing word with the modified nouas necessary to compose a
compound noun. The remaining examples displayddnoss where the -ing word was
translated within a compound noun when it shouldhave been, or it was translated

as an infinitive or a preposition.
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Error types for

Examples

Char_PR English source Japanese MT translation
_separate modifier | Depicts thestarting slot. Stellt derstartenden Schacht
FR —76.5% bildlich dar.

compound noun

FR —23.5%

If necessary, you can perform
rolling upgradesn the CASO
environment.

Bei Bedarf, kbnnen SiRollen-
Upgrades in der CASO Umgebung

durchfiihren.

Table 3.89: Error types found in the translation ofthe subcategory of pre-modifiers

26 examples of the reduced relative clauseaegory were classified as incorrect.

Of these, 10 examples were translated modifyingthen following the -ing word and

not the noun preceding it. 4 examples displayedtipagg problems. Additional

issues included the formation of compounds instéagkparate modifying clauses, the

use of incorrect tenses, and 3rd person singulérared plural noun ambiguities.

Error types for

Examples

Char_POrr English source Japanese MT translation
incorrect head To restore the cluster quorum to Um das Clusterquorum zu einem
modified anode running Active Knoten wiederherzustellen Active

______ FR—385% Directory without using Backup| Directory ohne Backup Exec zu
' Exec Cluster verwenderausfilhrend biindeln Sie
position Specifies theslot numbers Gibt die Schacht-Anzahlen an,
———————————————————————— containing the media to be welche diegekennzeichnet zu
FR—15.4% labeled. werdenenthalten Medien.

Table 3.90: Error types found in the translation ofthe subcategory of reduced relative

clauses

Of the 12 examples for nominal adjuncts cfassias incorrect by evaluators, 5 -ing

words were translated modifying the following nanstead of the preceding one. The

remaining examples showed a number of issues, sschincorrectly translated

prepositions and word classes for the -ing words.

Error types for
Char_POnn

Ex

amples

English source

Japanese MT translation

incorrect head
modified

FR-41.7%

See "Using Domain Groups to
Manage DLO Permissions" on
page 1001 fomstructions on
configuring DLO to use domain
groups to manage DLO
permissions.

Beachten Sie ,Verwenden der
Domane-Gruppen, um DLO Recht
zu verwalten” auf der Seite 1001 u
Anweisungen zu erhalten tber
konfigurierendes DLO, zum der
Domane-Gruppen zu verwenden,
um DLO Rechte zu verwalten.

17

Table 3.91: Error types found in the translation ofthe subcategory of nominal adjuncts

ADVERBIALS

-ing word heads of adverbials clauses introducedptgpositions or subordinate
conjunctions were responsible for 78 incorrect nraehranslations for German, 19%
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of the total 414 evaluated. Adverbials of modeddtrced by the prepositidmy were

the most problematic subcategory with 36 examgdserbials of time introduced by

whenfollowed by an -ing word and adverbial of purposgaduced byor followed by

an -ing word, with 14 and 11 instances respectjvegre the next most problematic

I

subcategories.
Ne of Examples
Subcategory E;:r::ggs English source Japanese MT translation
Adv_M_by 36 Installing_clientéay using Ar_n‘n.eldeskri.pte dgr Clients
logon scripts mithilfe von installieren
This option is only available Diese Option ist nur verfligbar
when performing full wenn sieGesamtsicherungen
Adv_T_when 14 backups; otherwise, enter 0.durchfuhrt ; andernfalls
eingeben Sie 0.
In the Clean-up options Im Reinigung-Options-
dialog box, review the Dialogfeld Gberprufen Sie die
Adv_PU_for 11 settingsfor purging Einstellungerfur die
repaired and quarantined | reparierten und isolierten
files. DateienBereinigens
Uses media auxiliary Verwendet zuséatzlichen
memory for inventory, Arbeitsspeicher der Medien fj
Adv M without 6 Whi_ch aI_I(_)WS t_he media to Bestan_d, der deohne
- = be identifiedwithout ermdglicht zu missen
having to be mounted. identifiziert zu werden Medien
eingehangen zu werden.
The TSM server must be | Der TSM Server muss mit derf
prepared using the BEX.MAC Makro
Adv_T_before S BEX.MAC macrobefore vorvorbereitet werderhevor
becominga TSM client. man ein TSM Clientwird .
You must include a Sie mussen eine Sylink.xml
Sylink.xml file that gets Datei enthalten, die erstellt
Adv T after 4 crgatedafter installing and | erhalt,nachdem es
- = using ProductName ProductName Konsole
Console. installiert hat und verwendet
hat.
Number of errors Anzahl Fehlebeim
Adv_T_while 1 encounteredavhile trying to | Versuchenangetroffen, Daten
locate data. zu finden.
If you want managed media Wenn Sie die verwaltetemit
servers to be protected mochten einem startfahigen
using a bootable tape Band-Image geschiitzt zu
image, you must run the | werden Medienserver, misse
Adv E O 1 IDR Preparation Wizard at| Sie den IDR-Vorbereitungs-

each of the managed medi
servers where a bootable
tape device is installed.

aAssistent an jedem der
verwalteten Medienserver
ausfuihren, in denen ein
startfahiges Bandgerat

installiert wird.

Table 3.92: Subcategories of the category Adverbgwith incorrect examples
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Two main translation errors were observed tfoe structureby + ing In 19
examples the translation dfy usingwas the sequencmithilfe von which was
consistently placed before the verb and not betbee object. Secondly, for 10
examples the use of pronouns was incorrect. Theopits generated by the RBMT
system either did not refer to anything or refen@dhe object instead of the subject.
Additional errors were due to the incorrect useprdpositions or the generation of
incorrect word classes for the -ing words.

Error types for Examples
Adv_M_by English source Japanese MT translation
position Users can be identifidaly using | Benutzern kénnemithilfe von
———————————————————————— the following options: identifiziert werden die folgenden
FR —52.8% Optionen:
pronoun By dynamicallyallocating Indem man dynamischzuordnet,
777777777777777777777777 devices as jobs are submitted, | werden Gerate als Auftrage gesanfit,
FR — 27.8% Ba_ckup Exec processes jobs | Backup Exec-_Prozess-A_uftrége
) quickly and efficiently. schnell und leistungsfahig.

Table 3.93: Error types found in the translation ofthe subcategory of by + ing

The 14 incorrect examples for the structwfgen + ingdisplayed a number of
translation errors. 4 examples included an incomee of pronoun, which referred to
the object instead of the subject. 4 examples Wareslated as modifiers, where on 3
occasions the translation of the -ing word modified following noun and on one
occasion the modifier had not modified the head2 lexamples the translation of
the -ing word was incorrectly located. A numbeirattances also showed an incorrect

conjunction for the translation @fhen

Error types for Examples
Adv_T_when English source Japanese MT translation
pronoun This option is only available Diese Option ist nur verflgbar,
________________________ when performing full backups; | wenn sieGesamtsicherungen
FR — 28.6% otherwise, enter O. gtigcgfuhrt ; andernfalls eingeben
modifier When searching for files to Beim Suchen nach Dateien, um

restore, owhen viewinghistory | wiederherzustellen oderenn,
logs, the DLO Administration | Verlaufanzeigend protokolliert, die
———————————————————————— Console accesses the network | DLO Administratorkonsole zugreift

user data folders using the die Netzwerk-Benutzerdaten-Ordngr
FR -28.6% credentials of the currently mit den Identifikationsdaten des
logged in user. derzeit angemeldeten Benutzers.

Table 3.94: Error types found in the translation ofthe subcategory of when + ing

The 14 examples of the structdoe + -ing classified as incorrect by evaluators

showed three different translation errors. Firsity,5 examples the -ing word was
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translated using a word class which did not agréé e preceding preposition.
Secondly, in 4 examples the -ing word formed a amungd noun with the following
noun, where the -ing word was translated as thétigerof the noun compound it

modified. Finally, in 2 examples the -ing word waanslated as the modifier of the

following noun.

Error types for Examples
Adv_P_for English source Japanese MT translation
word class Follow the instructions for the | Befolgen Sie die Anweisungen flr
restoring Exchange data in die wiederherstellenden Exchange}
———————————————————————— "Requirementsor restoring Daten im ,Anforderungefiir
FR — 35.7% Exchange 2000, 2003, and 2007Exchange 200Wiederherstellen

on page 1248.

2003 und 2007 auf Seite 1248.

compound noun

Specify the path for a temporar
staging location in the option
titted Path on media servéar
stagingtemporary restore data
when restoring individual items
from tape.

y Geben Sie den Pfad fur einen
temporaren Inszenierung-Ort in de
Option an, die Pfad auf
Medienservefiir temporare
Wiederherstellungs-Daten der
Inszenierung betitelt wird, wenn

FR-28.6% Sie einzelne Objekte vom Band
wiederherstellen.
modifier For more information on Um weitere Informationen zu
Minimum Rights requiredor erhalten Uber sprechen die
guerying data sources and minimalen Rechte, diir die
———————————————————————— privileges required for auditing,| abfragendeDatenquellen und
please refer to the Appendix A.| Rechte erfordert werden flr Prifun
FR —14.3%

erfordert werden, bitte den Anhand

A. an.

Table 3.95: Error types found in the translation ofthe subcategory of for + ing

PROGRESSIVES

Two subcategories from the Progressives categotgirad incorrect judgments: the
present active and passive voice subcategoriehl, Miitand 4 instances respectively.
Of the 141 -ing words belonging to this categohgréfore, 13% were classified as

incorrect.
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Ne of Examples
Subcategory Ilé]xc;rgsgs English source Japanese MT translation
The volume containing the| Das Laufwerk, das den
network user data foldés | Netzwerk-Benutzerdaten-
Prog_PRact 14 - s s e
running low. Ordner enthaltist niedrig
laufend.
If the restords being Wenn die Wiederherstellung
redirected, see sichumleitet, sehen Sie
Prog_PRpas 4 "Redirecting restores for | ,Umleiten der
SQL" on page 1356. Wiederherstellungen fiir
SQL" auf Seite 1356.

Table 3.96: Subcategories of the category Progreges with incorrect examples

The active voice present tense revealed asseni errors due to the progressive
aspect tense not being recognised as such. InrBpdes the -ing word was translated
as a modifier, twice modifying the noun followirtgand in one example not modifying
anything. 3 examples displayed inflection issupsarother 3 examples the -ing word

was translated into a noun. Additional errors imedl incorrect positions, objects and

agreements.
Error types for Examples
Prog_PRact English source Japanese MT translation
modifier There is a long-standing bug thaEs gibt einen althergebrachten
is mis-convertingand Fehler, deist, umstellendalsch
———————————————————————— transposing hexadecimal and | konvertierend und die
FR — 21.4% decimal numbers. hexadezimalen und dezimalen
Anzahlen.
inflection The Backup Exec client serviceg, Der Backup Exec-Client-Dienst,
———————————————————————— BEREMOTE.EXE,is not BEREMOTE.EXE fuhrt nicht auf
FR—21.4% running on the computer den Computer aus
noun If the current database senigr | Wenn der aktuelle Datenbank-
not functioning, installing the | Servemicht das Funktionieren ist,
______ FR—143% new system as the database | das neue System als der Datenba:l:k-
' server is recommended. Server installierend wird empfohlen.

Table 3.97: Error types found in the translation ofthe subcategory of active voice present
tense

REFERENTIALS

A total of 47 examples were classified as incorfectthe Referentials category, 35%
of the total 134. The subcategory of catenativesveld 23 incorrectly translated -ing
words; 14 belonged to the gerundial noun subcayegmd 10 -ing words were
functioning as objects of prepositional verbs.
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Ne of Examples
Subcategory Ilé]xc;rgsgs English source Japanese MT translation
Click Next tocontinue Klicken Sie auf "Weiter", um
preparing disaster recover | fortzufahren, Systemausfall
Ref_cat 23 : . -
media. vorvorbereitend, stellen Sie
Medien wiederher.
Ref nn 14 Tape AlertWarning Nehmen Sie Alariwarnung
auf Band auf
A suite of pre-defined Eine Suite der vorbestimmten
queriesassistyouin Abfragenunterstiitzen Sie,
identifying key issues such| wenn sieSchlisselfragen wie
Ref_prepV 10 as database integrity, Datenbank-Integritat,
security, and permissions | Sicherheit und
tracking. Rechtnachvollziehen
identifiziert .

Table 3.98: Subcategories of the category Refereals with incorrect examples

23 examples were considered incorrect fornzdbee -ing words. In 10 examples
the verb into which the -ing word was translated wecorrectly placed. In 8 examples
the -ing word was incorrectly translated into a ified either modifying the following
noun or nothing at all. Additional errors includén translation of the -ing word into
nouns and verbs, and issues whereby 3rd personlaingerbs were translated as
nouns, or past participles functioning as modifigese translated as past tense verbs.

Error types for Examples
Ref _cat English source Japanese MT translation

position You canbegin usingBackup Sie kénnen Backup Exezy
______ FR-43.5% | Exec. verwenden anfangen

modifier Consider running full backups | Erwgen Sie laufende
________________________ of mailboxes or public folders | Gesamtsicherungen der Mailboxer]

on a regular basis. oder der allgemeinen Ordner
FR - 34.8% regelmaRig.

Table 3.99: Error types found in the translation ofthe subcategory of catenatives

Within the gerundial nouns, 5 examples weagmdlated as modifiers, 4 included
incorrect terminology although the -ing word waanslated into a noun, and 3 were
translated into infinitives instead of nouns. Adxhal issues involved compounding

errors.
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Error types for

Ex

amples

Ref _nn English source Japanese MT translation
modifier Automated restore selections | Automatisierteaktivierende
and optionchecking which Wiederherstellungs-Auswahlen un
tests the validity of your current -Optionen, das die Giltigkeit lhrer
SQL Server restore selections | Strom SQL-
________________________ and job options before the Serverwiederherstellungs-
FR — 3570 restore job runs. Auswahlen und -Auftragsoptionen

pruft, bevor der
Wiederherstellungsauftrag ausfuhr.

incorrect noun Schedule, CPS backup job Zeitplan, CPS-
______ FR—28.6% | running Sicherungsauftraptrieb
infinitive Error messages are displayed inFehlermeldungen werden im Rot
red and warning messages in | und in den Warnmeldungen in der
______ FR—214% orange to facilitate Orange angezeigt, uau beheben

troubleshooting. Zu erleichtern.
Table 3.100: Error types found in the translation é the subcategory of gerundial nouns

-ing words functioning as objects of prepasitil verbs accounted for 10 incorrect
examples. Of these, 6 showed that the verb intetwtiie -ing word was translated
was placed in an incorrect position. Other issuexsea with the use of incorrect
pronouns and tagging errors for the main verb bgiagslated as a noun and the -ing
word as verb.

Error types for Examples
Ref_prepV English source Japanese MT translation
position | would like topreventfiles of | Ich méchte Dateien der bestimmtep
——————— ER 80w specific typegrom being Typenan sichert werden
backed up. verhindern.

Table 3.101: Error types found in the translation é the subcategory of prepositional
verbs

SUMMARY FOR THE GERMAN ANALYSIS

In summary, the translation error types encountevigdin each group are as follows.
The category of Titles revealed that -ing wordssiited as incorrect were translated
into nouns forming a compound with the noun follegvihe -ing word or modifiers, or
they were incorrectly placed within the sentence.

The main issue within the category of Changsxtes was that some -ing words had
to be translated into independent modifiers andesomo compound nouns. This was
particularly relevant for pre-modifying -ing wordsThe ambiguity between
gerund-participles and participial adjectives wagranpertinent for reduced relative
clauses and nominal adjuncts. These also reveapdndency issues whereby the

modifier was not modifying the correct head.
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The three subcategories with the highest nundfeincorrect examples were
analysed in the Adverbials category. The adverhibcategory of mode introduced by
the prepositiorby showed positioning and pronoun errors. Pronounremere also
recurrent for the adverbial subcategory of timeoaticed by the conjunctiowhen
apart from gerund-participle vs. participial adjeetambiguity issues. The adverbial
subcategory of purpose introduced by the prepaositiodisplayed errors related to the
word class into which the -ing word was translateginpounding issues and, once
again, ambiguity issues whereby gerund-participlese analysed and translated as
modifiers.

Progressives revealed that the RBMT system diffctulty in recognising the
progressive aspect tense. Instead, the -ing woete &nalysed as attributives and
translated into modifiers or nouns. Inflection desbs also emerged.

Finally, the category of Referentials showédlilar issues. The subcategory of
catenatives suffered from the incorrect analysitaanslation of gerund-participles as
participial adjectives. So did a number of geruhdiauns. Position was an issue
relevant for both -ing words functioning as objectsatenative verbs and -ing words
functioning as objects of prepositional verbs. Gdral nouns, in turn, were badly

affected by the use of inaccurate nouns.

3.1.2.3 SUMMARY FOR THE JAPANESE AND GERMAN ANALYSIS

Although the majority of -ing words for German alabanese were grammatically and
accurately machine translated by the RBMT systerd lvere still evaluated to be
incorrect. The analysis of incorrect output revealgo main sources of errors. On the
one hand, the difficulty of disambiguating geruratticiples from participial
adjectives was observed. This, in turn, resultethaorrect analysis and dependency
errors. Moreover, further ambiguity exists withiretgerund-participles. Being a broad
category, as we described in Chapter 1 sectiondifférent functions are fulfilled by
these -ing words and they must be differentiatedrisher to be correctly machine
translated. This was not the case on many occasiothgherefore dependency, word

class, and location issues emerged.

On the other hand, we distinguished errorsiéed by the nature of the TL. In
German, compounding is an efficient process fordwéormation. According to
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Schiller (2005), 7% of the words of a newspapet &g formed through this process
and it may even increase in technical manuals (2% in a short printer manual). The
option of using separate modifiers also exists.liEBhgoun phrases, therefore, can be
translated into two structures. Often the RBMT egsgenerates the incorrect structure
and the output is incorrect. Pre-modifiers wereet#d by this issue. The positioning
of the verb in the sentence is also a German-spés#Hue. German sentence structure
is strict about the position of verbs. In a maiausle, the conjugated verb must be the
second element. In many subordinate clauses, ootliee hand, it is placed at the end
(Buck, 1999). This requirement often involves samerdering of the clauses in the
sentence, which differs from the original Englisluce, and poses difficulty for MT
systems, as we saw with reduced relative clausésnatives and titles.

As for Japanese, issues regarding the inféomahat is made explicit in the target
language emerged. Although the underlying reaseontdese errors might be an
incomplete or inadequate source analysis, the teede particles to make subjects,
main predicates, objects and the aspect of tenggiie created problems for the
RBMT system.

3.1.3 SUMMARY FOR THE HUMAN EVALUATION ANALYSIS

In general around 72% of -ing words are correctindied by the RBMT system for
German, Japanese and Spanish and just over haFrémch. The -ing categories
showed varying degrees of correctness. Howeverpi rim-depth analysis into the
subcategories revealed that the errors were spneiid, only a low number of

subcategories consistently performing either wepaorly.

The analysis also showed two types of errgrammatical and terminological.
Grammatical errors, in turn, could be divided itw@. On the one hand, we found -ing
word level issues. These were related to the aigdleof disambiguating between the
three different -ing word types defined by Hudddesand Pullum (2002), as described
in Chapter 1. gerundial nouns, participial adjextivand gerund-participles. This
resulted in the incorrect analysis of the sourcd #nd eventually, the incorrect
translation. On the other hand, constituent lessliés were observed. We attribute the
term constituent level issue to those cases wherng word issues appeared, that is,

an -ing word functioning as a noun was not trapslats a modifier, for instance, but
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the output is still ungrammatical. Two main reasanght cause this. Firstly, a
complex context where additional features knownbto problematic for RBMT
systems are coupled with -ing words, passive strast for instance. Secondly, the
RBMT sysem could successfully identify the subcatggo which the -ing word
belongs, but transfer/generation issues apply.

Interestingly, terminology emerged as a pnoblés described in Chapter 2, a
customised version of SYSTRAN was used to obtanrttachine translation output,
which included customised UDs. Additionally, prdjspecific UDs were created
using the standard terminology update process ata8tec. During the evaluation,
evaluators were asked not to penalise the traaslafi an -ing word for terminological
inaccuracies as long as the translation conveyedsime meaning as the source
constituent. Regardless of the measures taken, Veswerminological issues appeared
across all subcategories. We will return to thi€hapter 6.

3.2 AUTOMATIC METRICS
We calculated NIST, METEOR, GTM, TER and charati@sed edit-distance for
French, German, Japanese and Spds&hTable 3.102 for result§)*

TER EditD GTM METEOR NIST
Spanish 27.00 1.45 0.75 0.85 6.20
French 75.20 4.85 0.38 0.52 3.03
Japanese 38.13 1.02 0.80 N/A 5.22
German 44.26 2.31 0.60 0.39 5.81

Table 3.102: Overall automatic metric scores for ezh target language

“3NIST calculated using the package available at
http://www.nist.gov/speech/tests/mt/2008/scoringlht

Command: perl mteval-vllb.pl -n -d2 -r <file> -gle#$ -t <file> > <outfile>

METEOR calculated using the package available at httpaives.cmu.edu/~alavie/METEOR/
Command: perl meteor.pl -s SYSTEM -t <test.sgmzref.sgm> --modules "porter_stem"

GTM calculated using the package available at http:&¢s.nyu.edu/GTM/

Command: java gtm <MTfile> <REFfile> > <oultfile>

TER calculated using the package available at httpmives.umd.edu/~snover/tercom/
Command: java —jar ../tercom.7.2.jar —r <refFilextbh <MTfile.txt> > <outFile.txt>
Edit-distance calculated using the NLTK package available gi:httww.nltk.org/download
Applied through a script to automate the nltk.eatduedit_dist module for files.

“*4 Note that the scores for NIST, TER and GTM foralese where calculated with tokenised
output, whereas for character-based edit-distancetokenised output was used to prefent the
white spaces introduced by the tokeniser from bgashe score. METEOR was not calculated
for Japanese because no resources are available.
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As can be seen, Japanese and Spanish germtdiped the best scores whereas
French obtained the lowest. We report the Pearsoarrelation between different
automatic metrics for each target langu&gEhis tests whether despite their different
approaches to measuring quality, the metrics aigain the degree of quality for each
segment within each target language. The resutizesth moderate agreement on the
overall quality of -ing words, ranging from 0.58 €093 (see Tables 3.103-3.106).
From this we can conclude that, regardless of tgerithm used to calculate the
difference between the MT output and the referdramgslation, the overall score was
moderately agreed upon. Therefore, the correlatlmetween human and automatic
metrics scores should be somewhat consistent acresis.

Spanish TER EditD GTM |METEOR NIST
NIST -0.72 -0.61 0.72 0.64
METEOR -0.80 -0.74 0.68
GTM -0.80 -0.65
EditD 0.76
TER
Table 3.103: Pearson r correlation between automatiscores for Spanish
French TER EditD GTM |METEOR NIST
NIST -0.76 -0.65 0.92 0.64
METEOR -0.66 -0.76 0.66
GTM -0.82 -0.67
EditD 0.69
TER

Table 3.104: Pearson r correlation between automatiscores for French

German TER EditD GTM METEOR NIST
NIST -0.75 -0.58 0.79 0.78
METEOR -0.80 -0.69 0.82
GTM -0.93 -0.62
EditD 0.60
TER

Table 3.105: Pearson r correlation between automatiscores for German

* see Appendix G for Spearman’s rho coefficient Eeddall’s tau coefficient correlations.
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Japanese TER EditD GTM | METEOR| NIST
NIST -0.65 -0.68 0.77 N/A
METEOR N/A N/A N/A
GTM -0.83 -0.85
EditD 0.76
TER

Table 3.106: Pearson r correlation between autom@tscores for Japanese

Our main interest in obtaining automatic ssomas to test whether they correlated
with human judgements (H). Therefore, we calculatieel Pearson r correlations
between human judgements and each automatic rtgggcTable 3.1075.

TER -H EditD - H GTM -H METEOR -H NIST - H
Spanis| -0.6¢ -0.57 0.65 0.5¢€ 0.51
Frenct -0.5¢ -0.51 0.6C 0.5¢ 0.5€
Japanes -0.5% -0.54 0.61 N/A 0.5C
Germai -0.4€ -0.5¢ 0.5¢ 0.47 0.4z

Table 3.107: Pearson r correlation scores betweenitmatic metrics and target
languages

The results showed moderate correlations ktv@e51 to 0.69 for Spanish, 0.51 to
0.60 for French, 0.50 to 0.61 for Japanese andt0.8253 for German. Correlations at
sentence level reported within the MT community alijurange from 0.2 to 0.6.
Correlations between human judgement and TER ateveba 0.39 and 0.539
depending on the number of reference translatiossd u(Snover et al. 2006).
Correlations between human judgements and METEO#R fram 0.278 to 0.399
(Banerjee and Lavie 2005) and 0.493 to 0.55 depegndn the number of reference
translations for Snover et al. (2006). However,entitat these measurements have
English as target language. Callison-Burch et2007), however, reported Spearman
correlations calculated for target languages otha&n English. TER scored 0.589 for
adequacy and 0.419 for fluency, whereas METEORest %490 for adequacy and
0.356 for fluency. Our results belong in the upbeund of the reported correlations,
and therefore, suggest that the metrics show simiarelations, regardless of the

evaluation unit (i.e. sentence vs. subsententig$un

Automatic metrics measure the similarity betwéwo strings. When the strings are
the same, automatic metrics assume that the qudlitbe MT output is the same as the
reference, and therefore, assign them the higlvese sCalculating when two strings

“® see Appendix G for Spearman’s rho and Kendalliscarelation coefficients.
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are equal is easy. Therefore, assigning top sderessy. The challenge for automatic
metrics relies on assigning the correct scoredrings that are different. Given the
high number of correctly translated -ing words ur gorpus, the following question

arose: Does the high population of correct unitstadi the correlation between

automatic metrics and human judgements? We wilrnetio this issue in Chapter 6.

We noticed that some metrics correlated betiéh some TLs than others. For
French, Japanese and German GTM was the metrichvdauioelated better with the
human judgements, with EditD also at the same IfareGerman. For Spanish, TER
was the best metric. The metrics with the lowestatation scores were NIST for
Spanish and Japanese, and character-based editedifor French, scoring 0.50 and

0.49, and 0.51 respectively.

We performed a further test to investigate twbeautomatic metrics could be used
as an alternative to human evaluators to discriteibatween “correct” and “incorrect”
translations of -ing words. In order to examinetthvee created different categories
depending on the human scoring. We divided the plesrdepending on the number
of “correct” votes each obtained. Having four ewadtus, we obtained 5 categories
where, in the worst case, none of the evaluatansidered the example correct (0) and
in the best case, all four evaluators consideredetkample correct (4). When one
evaluator considered a translation to be corrbet, torresponded to 1 on our X axis
(See Figures 3.1-3.4); where two said it was cgriegvas equal to 2 and so on. We
then calculated the average automatic metrics $ooeach categord/.

" Given that the automatic scores express the sesuttifferent scales, we normalised them to
be able to compare the trends. NIST, GTM and METE®@#ide the results in a scale of 0-1,
which was transferred to a % scale. TER and Edifadice scores do not havean upper bound.
For these metrics, the highest score, i.e. the twamgorming score, was taken as the upper
bound and normalized to %. Note also that theserlat/o metrics score best when the result is
zero, as opposed to NIST, GTM and METEOR, for whichero score is the worst possible
result. For a better visualization, the % scoreseweversed to align with the NIST, GTM and
METEOR trend.
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Comparison between human evaluation and automatic m etrics
for Spanish
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Figure 3.1: Comparison between normalised automatiscores averaged for the number
of evaluators who considered the -ing words corredbr Spanish

Comparison between automatic scores and human evalu ation
for French
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Figure 3.2: Comparison between normalised automatiscores averaged for the number
of evaluators who considered the -ing words corredbr French
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Comparison between human evaluation and automatic m
for Japanese
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Figure 3.3: Comparison between normalised automatiscores averaged for the number

of evaluators who considered the -ing words corredbr Japanese

Comparison between human evaluation and automatics  cores
for German
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Figure 3.4: Comparison between normalised automatiscores averaged for the number

of evaluators who considered the -ing words corredor German

We can see from the graphs that the tendecgdch category correlated with the
responses from the human evaluators. Accordingp@¢catitomatic metrics, while the
examples classified as incorrect by all the evahsaf0) needed a higher number of
changes to convert to the reference translatitressekamples classified as correct by

all four evaluators (4) hardly needed any chandee ®nly divergence in the trend
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appears for edit-distance in category 1 for SpaaishGerman. A closer examination
of the data showed that one evaluator rated theslerdon of the participial adjective
"error-handling’ as 'de error-administracidhas correct. This decision was probably
made because the grammatical structure is corgegé complementiser - although the
terminology is incorrect. Due to the high frequerafythis particular rendering (23
examples) and the high number of characters to dsevected (from He error-
administraciori to “de administracion de error8s the average trend for the examples
in category 1 for Spanish was divergent from tleedr For German, position-related
issues occur and they were not accounted for byniteics at sub-sentential level.

We calculated the Pearson r correlations agased on the averages for each value
on the x axis to verify the trend shown above (FaBI108)® This showed that the
agreement between human scores and the automaticsmeas high, varying from
0.86 to 0.98.

TER - H EditD - H GTM -H METEOR -H NIST - H
Spanis! -0.97 -0.8€ 0.97 0.9¢ 0.9<
Frenct -0.9¢ -0.9¢ 0.9€ 0.9< 0.9€
Japanes -0.94 -0.92 0.9¢€ N/A 0.9¢€
Germai -0.9< -0.94 0.92 0.94 0.97

Table 3.108: Pearson r correlation scores betweemnitmatic metrics and target
languages calculated based on the averages obtaingdgrouping the examples according
to the number of evaluators who considered them coect

The correlations showed that for French, TER Bdit-distance correlated slightly
better with human judgements, with METEOR scoriogidst with a correlation of
0.93. This would suggest that a more direct catmreof the edit-distance, regardless
of whether it is done on a word or character basigelates better with human scores
than the measurement of precision, recall and tb&mnposite F measure or using
stemmers. However, the results for Spanish disglaygreference for word-based
metrics. METEOR was the metric which correlateddrawith the human judgements,
closely followed by TER and GTM. Edit-distance whs worst performing automatic
metric at 0.86. Japanese obtained the best coorelaith NIST and GTM and German

showed a slight preference for NIST.

“8Note that the negative sign preceding the cormtadcores for TER and character-based edit-
distance means inverse association, not a poooee.sthis is because higher values of human
evaluation tend to be associated with lower vabfdhese automatic metrics and vice versa.
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The question that needs to be answered ifrev¢oaavail of automatic metrics as an
alternative to human evaluation is: at what cotretalevel can we establish sufficient
certainty to promote the use of automatic metriather than multiple human

evaluations? We will return to this issue on Chafte

3.2.1 SUMMARY FOR THE AUTOMATIC EVALUATION ANALYSIS
Automatic metric scores displayed a moderate caticel with human scores at a
feature-level for all target languages. Furthermdne automatic score averages for
each of the categories obtained from the amougbofct votes assigned by humans
revealed that automatic metrics seem to able ttndissh between correct and

incorrect -ing word translations.

3.3 CHAPTER SUMMARY

In this Chapter we learnt that around 72% of -ingrds were correctly translated by
SYSTRAN for German, Japanese and Spanish, andustadver half were correctly
handled for French. In addition, the in-depth asialwallowed us to gather information
about the correctly and incorrectly generated stres. We also established that there
is reasonable correlation between different autmmatetrics and our human
evaluation, even on a subsentential level. But etedhthat different TLs appeared to
be more or less sensitive to specific metrics. ™ets the path for selecting the
subcategories of -ing words on which various improent techniques will be tested.
These techniques will be described in Chapter 4 msdlts will be presented in
Chapter 5.
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CHAPTER 4: EXPLORATION OF APPROACHES
FOR IMPROVING THE MACHINE TRANSLATION
OuUTPUT OF -ING WORDS

The aim of this Chapter is to explore approachémpwove the machine translation of
specific -ing words which are applicable either doef the text is submitted for

translation or after it has been machine translatémw approaches are divided into
two: Pre-Processing and Post-Processing. UndePfieessing, we investigate the use
of Controlled Language rules (4.1.1) and Autom&zirrce Re-writing (4.1.2). Under

Post-Processing we investigate Global Search & &epbf the target text (4.2.1) and
Statistical Post-Editing (4.2.2). We describe thetimation for each approach and
examine the strengths and weaknesses, as welk ggdbedures needed to implement
them. Finally, we select specific -ing word subgatées and translation issues to
report on the more in-depth requirements and detdileach approach and test their
performance. A human evaluation of the impact ochiree translation quality of each

approach is presented separately in Chapter 5.

4.1 PRE-PROCESSING

We mentioned in Chapter 1 section 1.5.1 that séwveethods have been devised to
increase the machine translatability of texts. Glgpeared as one of the most
widespread efforts, facilitating the improvementofirce text quality for both human
readers and machine translation. Alternative effosiso emerged to automate
modifications in order to benefit MT systems, @agging. This section reviews the
possibilities and requirements of CL rules to addgra number of problematic -ing
words identified during the human evaluation angdl@es the concept of Automatic

Source Re-writing.

4.1.1 CONTROLLED LANGUAGE

The deployment of CLs in several industries wasdesd in Chapter 1 section 1.5.1.1.
In the following sections we focus on the rules staaining the use of -ing words.

Suggestions for CL rules are presented considedggits obtained during the human
evaluation in Chapter 3. The process of rule aveats described as well as the

performance measured.
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As mentioned in Chapter 1, -ing words are rofadlocated a rule in CLs, most
frequently banning the use of gerunds and presarticiples. In line with Kohl's
(2008) claim, our human evaluation showed thatatioting words were problematic.
Certain -ing words were more problematic than a@hémn contrast to the general
prohibitative approach, therefore, in this sectii® propose rules to address
specific -ing word subcategories.

4.1.1.1 SELECTING -ING WORD SUBCATEGORIES FOR TESTING

Existing CLs often include a rule to prohibit theewf -ing words. In turn, Kohl offers
a more flexible approach by reviewing ambiguousg ‘words and offering possible
alternatives. Certainly, the approach to take dépeon the particular needs and
expectations of each localisation workflow. In orde select a number of -ing
subcategories to test the CL technique, we takepéngcular approach whereby CL
rules are not used to address MT-specific weaksebsg rather are more generic and
could apply to other RBMT systems — see Chaptectian Current approaches to -ing

words in CLs.

One of the main findings from the -ing evaloatwas that a high number of
examples were judged to be correct for German néggaand Spanish (reaching 72%),
although French stayed at 52%. Based on thesdseaal argue that a broad approach
of banning the use of -ing words in general takgnthe majority of CLs is too
restrictive. Firstly, we are now able to isolate Hubcategories causing most problems.
Secondly, the more targeted the rule, the moreraloaver the performance, that is,

the instances that are identified.

The first category in our classification wéidles. The evaluation showed that for
French (61%), Japanese (32%) and Spanish (36%s tittre problematic. For German
correct translations were more frequent, but 2@ remained incorrect. Two types of
problems arose with titles. On the one hand, geparticiples were analysed as
participial adjectives and translated as modifiets all target languages. On the other
hand, generation problems were also observed. utddoe possible to ban the use of
titles starting with -ing words. However, this stiure is so widely used in our corpus
that such a rule would create confusion among weriéend severe inconsistency with

the existing documentation. Therefore, althoughas acknowledged as an issue to be

182



addressed, we determined that CL was not the npmbpriate way to tackle this

category.

Characterisers were our second category. Vilkepee-modifiers were generally
correctly analysed and translated in the casesentier terms were recorded in the
RBMT system’s dictionary, we observed that post-ified presented more problems.
The MT output showed signs of correct post-modiyistructures for the target
languages. However, they were not successfully tetegh For instance, for French
(lowest correct percentage with only 63% correctpot), passive voice reduced
relative clauses were translated into a combinedtsire of passives and participles.
For Japanese, post-modifiers tended to show depewnderrors. Equally, the MT
system often failed to create the correct prepwsstiand word classes following
adjuncts across languages. The lack of termincddgésources to generate appropriate
modifiers in the target languages could be adddedsg populating the user
dictionaries. However, generating incorrect prefimss for specific nouns or word
classes after prepositions was seen as a geneisgign we could not address via CL.
Finally, reduced relative clauses are structur@s thight be ambiguous for human
readers and MT systems and that could be disanteiduay expanding them. We
believed that CL was the correct solution for thier case.

The third group covered -ing words functioniag adverbials. The MT system’s
performance was average for these structures. Spanid Japanese performed better
with an average of 87% and 75% correct examplesn&e in turn, obtained a lower
number of correct examples, with a rate of 68%. elav, the target language most
affected by these structures was French, where b6 of the examples were
translated correctly. All target languages showedblems in the choice of preposition
or subordinate conjunction. Japanese and Germarpaiticular, also displayed
ambiguity issues with gerund-participles translasdnodifiers. We noted that even if
evaluators were not particularly concerned aboaitatimbiguity in the source sentences
regarding implicit subjects, the output suffereahirit. This was an issue that could be
addressed via the CL. Making the subject of theoslibate clause explicit would
reduce ambiguity and, presumably, increase madhamsiatability. The use of

incorrect subordinate conjunctions, which is largsapecific, was a generation issue

183



that we could not address without further inforrmaton the internal behaviour of the

MT system, and was therefore deemed to be unsaifablCL.

The Progressives were our fourth category. Fench and Spanish this group
performed well with 74% and 82% of examples evaldats correct. For German, the
number of examples translated correctly was 72%nlsnalue to inflection and
agreement mistakes. For Japanese, the translatitimese -ing words was mostly
incorrect with only 40% of output correct. Most exales included stylistic issues, and
could be described as understandable output buturah. Issues with dependencies
also appeared, particularly with passive voice iooious tenses. French and Spanish,
and to a lesser extent Japanese, showed problees thb progressive aspect was
introduced in a passive structure. Seeing that iy@ssposed problems across
categories, we suggest that it might be an issuketa@onsidered under an “avoid
passives” CL rule, not an -ing-specific rule. Besmthe "avoid passives" rule should
improve Spanish, French and Japanese performartéderause Japanese was the
only language seriously affected by this categamy,considered that CL was not the

most appropriate method to improve Japanese ttabdigy.

Finally, let us review the group of referetia This was by far the
worst-performing group, with 61% correct examples Japanese, 55% for Spanish,
47% for German and 40% for French. Despite therpiaiiefor improvement, however,
we noticed that most issues were due to the lacKkrasfslation resources, e.g.
terminology, recognition of specific patterns, e®&erundial nouns were incorrectly
translated in cases where the MT system did noet ltae appropriate terminology
available. The subcategory of catenatives incluohedrrect word classes for -ing
words not because the system could not analys&trinetures properly but because the
translation equivalents in the target languagesewsametimes unknown. Similar
issues to gerundial nouns applied for phrasal yewdsereas prepositional verbs
behaved more like catenatives. However, apart fiogiuding word class and
preposition choice problems, we observed that #mtiqular structures within each
subcategory performed differently for each targeglage. We opted for not banning
the use of catenatives or particular prepositiomatbs to compensate for MT

weaknesses.
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In summary, we proposed to address the foligwihree issues via CL:
ungrammatical use of determiners in the near cowfexng words, ungrammatical use
of implicit subjects by using -ing words, and u$eealuced relative clauses consisting

of -ing words.

4.1.1.2 DESCRIPTION OF THE THREE -ING RULES
From the analysis of the evaluation results andtleeview of the CL possibilities, we
detected three different -ing word issues where@és could be beneficial. Therefore,
we created three separate rules in acrolinx I@dbwhether machine translation could

be improved?

The CL checker is based on pattern-matchimbirules can combine word-form
and POS information, as well as additional extemsintactic and morphological data
obtained in the analysis procé8dlhe rules are composed of three main sections:
identification details, objects and patterns. Asffisection includes the necessary
information to identify the rule and locate itshéle. In a second section the author of
the rule creates objects for each of the differiéetns to be considered for the
identification of a particular pattern. The finakcsion contains the rules which
represent the patterns we want the CL checker ¢atiig (triggers), as well as

exceptions (exclusion rules) (see Figure 4.1).

NAME i dentify_gerundi al _nouns
RULE | NFO
HELP LOCATI ON PATH

OBJECTS
ingl -> word with suffix ing
det -> article

RULES
TRIGGER find ingl
EXCLUSI ON RULE: unl ess det ingl

Figure 4.1: Model of a simple rule for acrolinx 1Q

CL-RULE 1: REDUCED RELATIVE CLAUSES

Reduced relative clauses are a grammatical steuctur English which provide
technical writers with the possibility of modifyirghead in a condensed manner, e.g.
a file containing deleted datanstead ofa file which contains deleted datdowever,

they force the RBMT system to use disambiguatidesrthat would not be required if

“9In consultation with Dr. Sabine Lehmann from aiceal
*0 acrolinx 1Q suite uses the Penn TreeBank tagset.
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a complete relative clause was used. Thereforepnepose suggesting to technical
writers to expand reduced relative clauses intogtetathat/whichclauses. To help in
this task, the CL checker should be able to idgntife cases where a noun is

post-modified by an -ing word and suggest the disetlvat/whichclause.

As Kohl (2008) warned,nbun + -ing word is not necessarily a reduced relative
clause. This means that a rule which identified tptneral pattern would trigger a
large amount of false positives. In order to avitis, we decided to create a very
specialised rule which would only focus on specifitg words. We examined our
corpus to gather information on the specific -ingrde usually found in reduced
relative clauses. Among otherspntaining or running where the most common in
sentences such as f§ name of the computer running the remote dgent|t] he
drive containing the Backup-to-disk folder is fullllext, we created a rule which
identified nouns followed by these -ing words only.

CL-RULE 2: IMPLICIT SUBJECTS

This rule aimed at identifying the cases wherestitgects of the main and subordinate
clauses were different. For the instances whichevilalgged, the introduction of the

subject would be suggested. The focus was placethe@rsubordinate conjunctions

when, while, beforandafter, as they were the most frequent conjunctions alb by

-ing words.

When implicit subjects were used, it was nigtags easy to know whether the
subjects were the same or not just by looking etséintences. However, we noted that
when an imperative was the main verb of the mans®, the subject of the adverbial
subordinate clause was the second person singoiddris,youy, the same as the main
clause, 94% of the tin?é.SimiIarIy, it was also observed that when the nmibject

wasyou and the main verb included a modal auxiliary vehe implicit subject was

*LIn the evaluation corpus, we counted 83 sentencegich the subordinate conjunction was
before, after, wheandwhile, for which the implicit subject wagou Out of the 83, for 50 the
verb in the main clause was in the imperative famd for 28 the subject of the main clause
was you and the verb included a modal auxiliaryetb in the imperative form was only used
on 3 additional occasions for sentences where thia and subordinate subjects were the same
but notyouin a total of 149 sentences analysed.
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alwaysyou (see examples in Table 4°f)Therefore, initially, we flagged all instances
of when while, after andbeforefollowed by an -ing word. Next, we used exclusion

rules to discard the two contexts described above.

Conjunction| English source

when SelectDisplay filegroupsvhen creatingnew backup jobs.
When usingthis command, you must also ube -arobotic library switch.
after After checking the check box, typthe destination database name.

You must includea Sylink.xml file that gets createdter installing and using
ProductName Console.

before Before implementingthe IDR option in a CASO environment, revidve
following:

In addition, if the monitor change journal is erehlyou must disabli¢in the
registrybefore beginningthe Lotus Domino server recovery.

while While using DLO, you can suppresialogs by checking the Don't show me
this message again check box.

To ensure that you have the latest status andigetit any timevhile using
the Desktop Agent, from the Tasks menu, cReresh.

Table 4.1: Examples wherg/ouis the subject of both the main and the subordinatelause
completed by imperatives and modal verbal phrasessahe nuclei of the main predicate

Due to the difficulty in identifying the sulibnate conjunction and the main clause,
we were forced to limit our efforts to very specifiases. We used anchor points such
as sentence beginning and end, commas, imperatibs and modal auxiliaries. The
rule focused mainly on discarding instances whieeesubject of the main clause was
you As a result, cases where the subjects of the arairsubordinate clauses were the
same but notou were also detected. These subjects were mainlynanees of the
products, e.g.After running the database snapshot job, BackupcExeates history
and job log information to indicate the job's s&ituThis is a grammatical structure
and therefore, technical writers should not be édr¢o modify it. However, the
solution of including product names in the rule veamsidered too lexical and very
product-oriented and was discarded. As a resultdesigned a rule that might pose
extra effort for technical writers in that gramnaati instances might be unnecessarily
identified for modification. Nevertheless, shoulte$e instances be modified by the
writers, it would not be detrimental for the MT ®m. From the analysis of the main
human evaluation we learnt that although the probté& translations were mainly

ungrammatical sentences, even grammatical imp§aijects generated incorrect

*2Based on a consideration of 149 instances in thkiation corpus where the subordinate
conjunctionsbefore, after, wheandwhile are followed by an -ing word.
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output. Therefore, although we aimed at reducing tlumber of ungrammatical
instances, we knew that the modification of insesncontaining product names would

also be of benefit for the MT system, particulddy French.

CL-RULE 3: INSERTION OF ARTICLES

It is a characteristic of technical writing to drapicles (Bernstein, 1981; McCaskill,
1998). This makes it more difficult for RBMT systero analyse the source correctly,
especially when the words have homographs witledifit functions, e.g.Select this
option to prevent Backup Exec from overwritingsfiten the target disk with files that
have the same names that are included in the resjob’ Articles are key
disambiguation cues as they only allow for nouraphs to follow them. Therefore, we
suggested that the technical writers introduceclagi according to grammatical
requirements, particularly in instances where tleeugd-participles were directly

followed by a noun phrase with no determiners onpuns.

When creating CL-Rule 3, we realised that moessibilities were quite limited. The
rule was supposed to identify the cases where ttidles were missing. However,
according to English grammar, indefinite plural nsugeneric/mass nouns and proper
nouns should not be preceded by an article. Therefbe rule would have to limit
itself to suggesting the insertion of articles befsingular definite and indefinite nouns

and plural definite nouns and noun phrases.

Finally, this rule identified -ing words dithcfollowed by a noun where this noun
was either the head noun of a noun phrase or a modlifying the head noun. Next, a
series of exclusion rules restricted the naturehef noun or noun phrase following
the -ing word to ensure that no proper nouns, massis and plural indefinite nouns
were identified. Nevertheless we did not find a waydistinguish plural indefinite

nouns from plural definite nouns and thereforesé¢higad to be left undetected.

4.1.1.3 MEASURING RULE PERFORMANCE

The next step was to test the rules’ performanacgclWet al. (1990) and Adriaens and
Macken (1995) report on thechnological evaluatioperformed to test the Boeing
Simplified English Checker (BSEC) and the SimptifiEnglish Grammar and Style
Checker/Corrector (SECC) developed for Alcatel Bedipectively. In order to follow
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a standardised methodology, we drew on their egpee and calculated Precision and

Recall, measurements borrowed from the field ofmiation Retrieval (IR).

Precision B) measuresthe ratio of relevant to total material retrieveg b query
or set of queries(Meadow et al. 2000: 322). In the context of GLhigh precision
value means that only a reduced number of irrelevastances were identified

together with the relevant CL rule violations.

_ relevantitemsretrieved
retrieveditems

P

Recall R) is “the ratio of the number of relevant records retegvo the number of
relevant records present in the filgbid: 323). A high recall value means that aglar
proportion of relevant CL rule violations were feted. Recall shows the extent to

which the instances of -ing words we aimed at ifi@gnt were actually retrieved.

_ relevantitemsretrieved
relevantitems

A tendency to favour recall over precision sgeto emerge from the results
reported by Wojcik et al. (1990) and Adriaens arackén, (1995). BSEC scores 79%
precision and 89% recall, and SECC scores 87% gioecand 93% recall. Based on
the ‘“user appreciation of the systénfdriaens and Macken argue that precision is
more important than recall (ibid). They claim th&ing prompted with irrelevant rule
violations can benisleadingand everirritating, which could lead to writers rejecting
the use of the checker. However, they continue;ratieved violations are not that

visible and therefore accepted, or even unnoticgdhe writers.

FINE-TUNING: TESTING FOR PRECISION AND RECALL

In order to perform the measurements, we returoedut -ing corpus. We divided
the -ing corpus into two sets: the developmentasek test set. We used the sample
judged during the human evaluation (1,800 -ing wpreds the development set
(develSet) and the remaining set (6,538 -ing woagsthe test set (testSet). Bearing in
mind all the corpus design factors considered énctbmpilation of the -ing corpus, we
concluded that the number and variation of -ing dgomncluded in these sets was

sufficient to design rules which would be as effexin unseen data.
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Whereas measuring precision is relatively gasyasuring recall involves greater
effort. Precision is calculated by examining theieged instances and by identifying
irrelevant cases. However, in order to calculataltethe set used to test the rules must

be thoroughly analysed: all the relevant rule \tiotss must be known.

By using the develSet, we could avail of tesufts from the human evaluation
reported in Chapter 3 to obtain the required infatiom to measure precision, and in
particular, recall. We assigned the binary releegundgmentrelevant(R) - should be
identified - ornon-relevant(NR) - should not be identified - to each -ing wdsge
Table 4.2) for comparison against the -ing wordsrieeed by the rules. The
information for the testSet was obtained by mamuadkigning R / NR to the instances

of the particular -ing word subcategory relatingéxh rule.

CL-RULE 1 |CL-RULE 2 |CL-RULE 3
R NR R NR R NR
develSet| 84 0 51 98 24 0
testSet | 297 0 183 | 365 N/A| N/A
Table 4.2: Number of relevant and irrelevant examfes in the rule

development sets to measure precision and recall

It was considered essential that after devetppnd fine-tuning the rules in the
develSet and the testSet the rules be tested @enrata. This would ensure that the
rules are not set-specific and can deal with ITcedural and descriptive texts in
general. We were provided with a different user nanlivided into 1,055 XML files
containing 164,219 words. The files were checkedatch-mode to measure rule
performance. Not having any insight into the newadd was decided that only
precision would be measured.

CL-RULE 1: EXPAND REDUCED RELATIVE CLAUSES
Test on develSet

A recall rate of 97.62% and a precision rate of%h00as calculated for Rulel. There
were two reasons why a 100% recall was not achievmdrrect tagging whereby
plural nouns preceding the -ing word were analygea third person verb by the CL
checker and a case where an -ing word precedetebgttribute of the verb was not
detected. Given the high precision and recall tesule judged that no more effort was

necessary.
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After the primary filegroup is restored, select thst of the filegroup backugets containing
the latest full and differential backups.

If the media in the drive is no overwritable or apdable, a messagedisplayed requesting
that you insert overwritable media.

Table 4.3: Relevant examples of reduced relativeailses missed by the rule
Test on testSet

Recall for the testSet decreased to 78.45% whenegssion remained high at 96.4%.
For recall, tagger issues accounted for 1.6% ofnthreretrieved -ing words, and the
rest were due to a number of -ing words not beisigd as -ing words potentially
constituting a reduced relative clause. Precisian affected by some of the listed -ing

words appearing in structures other than redudative clauses.

Issue Examples

Tagger issue | Number of mountsccurring since the last cleaning job.

Direct a copy of the actual dadtreams beingsent to media by a SQL
database to a local directory for later use.

Utility partitions being restored must belong to the same vendor.

-ing not listed | After restarting, you may see warnings about services failingaa.st
Increase this percentage is you receive an eremsage statinghat the
AOFO is out of disk space.

Controls displaying a mnemonic (an underlined letter) can be selected
regardless of focus by typing ALT and the undeditedter.

Table 4.4: Examples of relevant -ing words not reteved by the rule

We decided to incorporate the additional 4wayds occurring in reduced relative
clauses as they would be beneficial for future ansdata. The risk of including
these -ing words was that most of them only apgkeareone occasion and we had no
data to confirm that other grammatical structuris rbt occur with the same -ing
word preceded by a noun. In order to check whephecision was affected by this
decision, we calculated precision and recall agAm.expected, recall increased to
90.57% and precision decreased to 80.4%. Precisimm slightly affected by the
tagger’'s lack of accuracy and ambiguous sentengbigh contributed to 1.33% of
errors each. However, the main problem was gertetatdalse positives, accounting
for 16.92% of the errors.
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Issue Examples

False positives | Configuring media servers for robotibrary sharing
Durin and aftejob processing job log and job history information is
generated for each job that is processed at thagealhmedia server.

Tagger issue | Continue creatingthe job by following the procedures in “Creating a
backup job by setting job properties” on page 361.

Avoid running any processes or programs that would write exceskita to
the drive being protected.

Ambiguous Complete the backup jadptions following the procedures described in
“Creating a backup job by setting job properties”page 361.
Systembeing protected

Table 4.5: Examples of non-relevant sentences idéiied by the rule

We observed that most of the non-relevantaimsts were prompted by the -ing
wordsconcerning, creatingfollowing, including monitoring, processingndsharing
As the amount of recall loss was lower than thelérrance introduced by precision
errors, we deleted these -ing words from the It ealculated the final precision and
recall values for the rule. Precision increased9822% and recall decreased to
85.86%.

Test on unseen data
CL-Rule 1, identified 88 rule violations in seen data. From these, 83 were
relevant and 5 were false positives, which resuheprecision of 94.34%.
CL-RULE 2: MAKE UNGRAMMATICAL IMPLICIT SUBJECTS EXPLICIT
Test on develSet

CL-Rule 2 showed a recall rate of 86.8% and a piatirate of 80.33 %.

The queries execute in the UNIX user contfiér authenticating the native user credentials|

In order for DLO to function properly in a firewahvironment, network file shares must be
visible after establishinga remote connection such as VPN.

In addition,when restoring individual documents, the creation date and medlifon date
properties do not restore.

The default behaviowhen deletinga message from a mail archive may differ depending
the mail application.

The number of errors encountergtlile trying to locate data.

This will allow you to test the fibre connectiobsfore designatinga new database server.

Table 4.6: Examples of dangling subjects retrievety the rule
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The examples not retrieved by the rule were tdustructures listed in the exclusion

rules also pertaining to relevant instances.

“Creating a restore johile reviewing media or devices” on page 297

When selectingdatabases to back up, the databases must beéddbal Lotus Domino server.

Before redirecting the restore of a SharePoint Portal Server databi@s&harePoint Portal
Server software must be installed on the targeeser

Table 4.7: Examples of dangling implicit subjects ot retrieved by the rule

Precision showed some cases of grammaticdiditnpubjects retrieved, but no
additional unexpected grammatical structures. Wmdo6 cases where both subjects
were ‘you’ and 6 cases where the subject could be eithau'"or "Backup Exet(we
cannot confirm without more context). For the formase, we observed that the main
verbs were imperatives, a case covered by the hule,with tagging issues. The
imperativeread was tagged as a past tense verbdirett as an adjective. There was
also a case wherg/du’ was followed by a present simple tense verb. Ruthe low
number of occurrences, our rule does not focushemt In the cases where the main
subject was Backup Exet we noticed that the implicit subject could eithee
“Backup Exetor “you’, making the sentence ambiguous. We did not theertile to
discard sentences where the main subject BaxKup Exetor any other product
name because the implicit subjects are ambiguows kmtause they have both
grammatical and ungrammatical implicit subjectssdl the rule would become

product-specific. Therefore, these cases were diéasnacceptable false positives.

Issue Examples

Tagger issue | Before starting backups for Exchange, read the following recomragads
for configuring Exchange to make it easier to resfoom backups:

When restoring files, direct those files to the virtual servertioe controlling
node of the resource.

Backup Exec | After renaming the file, Backup Exec creates a new BEServerilegising
as main the original log file name and then continues loggBEServer information t¢
subject that original file name.

Before reverting the database, Backup Exec deletes all existirepdat
shapshots, including those created with SQL 20Wth, thve exception of the
shapshot used for the revert.

Table 4.8: Examples which are not dangling subject®trieved by the rule
Test on testSet

We tuned the rule to accept instances of imperativbs after commas tagged as other
parts-of-speech and tested the rule on the tesB8mtall increased to 94.1% and
precision was at 80%. We noted three main pog#disilfor the low recall. First, the
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rule did not include the possibility of an advenpaaring between the subordinate
conjunction and the -ing word. Secondly, the ruig dot differentiate imperatives
from infinitives in the sense that in both instamtee verb is tagged as a "VB". Finally,
some tagging errors were noticed whereby pluralneowere tagged as verbs.
Concerning precision, non-relevant cases retridsedhe rule were mainly implicit
subject structures where the main subject anduberdinate subject were the same.

In an effort to increase recall but particlylgrecision, we took three steps. First,
we included the possibility of an adverb appearingtween the subordinate
conjunction and the -ing word. Secondly, we diffgigted imperatives from infinitives
by specifying that atb” could not appear in front of the potential impara. Thirdly,
we broadened the POS tag possibilities fastore$ so that it was not constantly
considered a third person singular verb. The resu#ire the same for precision and
recall was slightly higher at 92%.

Test on unseen data

CL-Rule 2 retrieved 97 rule violations. Frohese, 73 were relevant and 23 were
false positives. Within the false positives, howew cases (20.63%) were implicit
subjects where the subjects of the main and sulealiclauses were the same. As we
mentioned earlier, these cases are grammaticadult! be argued that detecting them
means increased effort for the technical writerepvinave to review them, whether
they modify them or not. Yet, should they decidentodify them, the MT output

would not be adversely affected as the structungldvoecome more explicit.

CL-RULE 3: INSERT ARTICLES

A rule to identify missing articles is reported kit the top-10 rules for both BSEC
and SECC. In the case of SECC, the rule standdooluts bad performance, only
reaching 32% precision and 75% recall (Adriaens Bladken, 1995). The authors
describe that this rulerélies heavily on exhaustive and correct coding tioé
mass-count distinction(ibid: 130). In particular, disambiguation proiyis exist with
nouns which can be eithenassor count nouns depending on context. In order to
address thisnass-and-countouns were encoded depending on their frequentyein
sets.
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Test on develSet

Our -ing classification does not include a categshere all the instances of missing
articles in the -ing context are gathered. The siois of articles is not specific to
structures where -ing words occur and was therefoteset as a category. Precision is
computed on the number of retrieved instancesdaed not require the knowledge of
the total instances that should be retrieved. Rebalwever, does. Therefore, we
manually examined the development corpus and ifieshtihe total number of articles
missing either between a gerund-participle or aggial noun and the following word,
or before a participial adjective or a gerundialmar a noun phrase including them.

The best query in the develSet showed a recalbfe88% and a precision rate of 83%.

No recover - Place databasdaading state

Configuring notification in CASO

Using resource discovery to search for new resources

Table 4.9: Examples of missing articles in the coakt of -ing words retrieved by the rule

Plural nouns assigned a third person verb REX) or participles ending ined
not considered as modifiers were mainly responddaéowering the recall (see Table
4.10).

Issue Examples

Plural noun Loadbalancing configuration causes servers to share the client
assigned a communications load, and automatically implemeat®¥er of one of the
third person servers crash.

verb POS

A -ed adjective| Unregistering UNIX agent-based target machine from the Infororati
taken as Server
participle

Table 4.10: Examples of missing articles not retrieed by the rule

Precision, on the other hand, was lowered mdine to the incorrect recognition of
coordinated plural noun phrases as singular nouaspk. Cases were found where it
was suggested that the determiner be added in dfodéfinite gerundial nouns (see
Table 4.11).

Issue Examples

Plural noun "About redirecting Exchange storage group and database restoresigen
phrase 1260

Definite This product is protected by copyright and distrésliunder licenses
gerundial noun| restrictingcopying, distribution, and decompilation.

Table 4.11: Examples which are not missing articleetrieved by the rule
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Test on testSet

The rule was tuned to recognise coordinated nouasel with a plural head. In
addition, lexical specifications were added to dvpiural nouns such agstoresor
causedrom always being tagged as verbs. This showeil@prased precision rate of
88.17%.

Test on unseen data

CL-Rule 3 identified 105 rule violations. From tke86 were relevant and 19 were
false positives, which resulted in a precision 2#8

4.1.1.4 SUMMARY FOR CONTROLLED LANGUAGE

This section presented the selection of threequaati problematic -ing word issues to
test controlled language rules. The creation ofrthhes was described, together with
the fine-tuning process and measures for rule peeoce reported. We saw that CL is
an interactive technique whereby a checker camifiedtto retrieve CL rule violations.

The rules can be written to address particularcgiras. Rule performance is

calculated by precision and recall.

No standard exists for sufficient precisiord aecall percentages and therefore it
must be agreed upon for each context. A recall gredision of above 80% in the
develSet and testSet and a precision of above 5% deen data was obtained for all
the rules. Further lexicalised rules would possibbrease these percentages. Similarly,
further compensation for tagger inaccuracies woaldo improve the rules’
performance. Developers at acrolinx (direct commatidn) recommended not
deploying rules with precision and recall numbesfoly 70%. Adriaens and Macken
(1995) report an overall performance of above 90Bécipion and recall after
fine-tuning on areal-life test suite(ibid: 126). The performance for each of their
specific rules, however, varies from 65% to 100%e Teported values for our new
rules were considered acceptable for an initidl éesthe effect they would have on

translation quality.
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4.1.2 AUTOMATIC SOURCE RE-WRITING

We mentioned in Chapter 1 that the idea of modifyime source to increase machine
translatability has long been explored. CLs could donsidered one of the first
applications of this method where technical writaranually modify the text while
creating the source for publication. Nevertheleaafomatic modifications have
received little attention apart from some normalsaefforts which try to standardise
different spellings and contractions (see Chaptesedtion 1.5.1.2). In this section,
therefore, we explore the possibilities of autormaly modifying the source text in

order to improve the machine translation of speeifig word subcategories.

The benefits of this technique are severastllyi it is applied after the source text
is completed, and therefore, the modified textifferent from the original text for
publication. This opens up the possibility of megdify the source text into an
ungrammatical SL, should this prove efficient.dtanly the RBMT system that will
use this text, and therefore, it can be writtearig way that favours it, whether it reads

well or not according to the human reader; mactrareslatability is its only goal.

Secondly, the resulting text being independadrhe original source, it is possible
to create as many new source texts for MT as reduiwhen applying CLs, for
instance, writers work on the text destined forlialtion, as their goal is to improve
text quality for human readability and/or compliangith company style guidelines, as
well as to increase machine translatability. It emko sense to have more than one
source text for publication - either in terms ofrragement or costs. Applying changes
to the source text via techniques such as CL, filneremake it a requirement that all
the modifications are beneficial - or at least redutto all target languages. By having
an automated process resulting in not-for-publicatexts, it is possible to apply both
shared and language-pair-dependent modificatiomamFa pool of possible
transformations, specific relevant sets can beiegmlepending on the language pair

into which the text will be machine translated.

Thirdly, we must not forget the novelty of &ppg the modifications automatically.
Once the relevant modifications are identified,aslezd and fine-tuned, it should take

little time (all depending on the processing catyadio apply them in a translation
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workflow. This surely minimises the time-consumiagd costly task of applying

changes manually and one by one.

Automation, however, does not come withoutrigep If we are to automate all
modifications, no human intervention is possiblbisTmeans that the modifications
must be very precise, so as not to introduce addititranslatability issues. The high

precision required might compromise the potentilsiaamtage this technique offers.

4.1.2.1 SELECTING -ING WORD CATEGORIES FOR TESTING
For this technique to be successful two requiremenitst be met:

1. The modification to be performed on the source teust consistently result in

correctly generated RBMT output.

2. No human interaction must be required.

Not having access to the core rules of the RBystem, the only ways to come up
with modification options are either by examiningstances of the same structure
classified as correct during the human evaluatiobyotrial and error. By observing
how the MT system performs with specific structuriéss possible to change word
order or to replace one word for another. This rofteeans somehow altering the
source string towards a more TL-like structure niraducing additional elements to
make relations or information explicit. Yet, caraish be taken not to overdo the

changes as, after all, the MT system is designamatyse grammatical SL.

We have considered the pros and cons of atimnpae-processing and the
requirements for success. Let us now take a cloekrat the search for modifications

by focusing on some of the problematic -ing catigor

ASR-RULE 1: SPANISH TITLES
One of the most problematic categories for all leayes are titles starting with -ing
words. We decided to explore their pre-processimgsibilities to try to improve their

machine translatability.

-ing words at the beginning of titles are slated into Spanish as infinitives, nouns
and gerunds. Evaluators judged nouns and infiritag correct, whereas gerunds were
not. SYSTRAN offers the option of translating imgives into imperatives or
infinitives into Spanish and French. Therefore,udtidhe -ing words in titles be in the
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imperative form, we could set SYSTRAN to generatinitives consistently. This
would generate not only correct titles for Spanistt, also improve the consistency.
The modification to perform during the pre-procegsstage is therefore to transform

the -ing words into imperatives.

ASR-RULE 2: FRENCH, GERMAN, JAPANESE AND SPANISH TITLES

Titles for French could not be addressed in theesamy as Spanish because
infinitives are not correct in French. Evaluatoenalised infinitives and were in favour
of nouns instead. The correct translation pattemHrench titles would be a noun
followed by ade complementisef® If we recreated this pattern in the source and
transformed all -ing words in titles into nouns auttiof after them, we would obtain
the desired French translation (see Table 4.12).tWgeefore had to find a way of
making the RBMT system generate nouns by modiftiregsource as little as possible

to minimise the complexity of the transformatioteru

French-like pattern New French MT Original French MT

Installation of bv Control for | Installation de bv Control | Bv Controlinstallant pour le

Microsoft SQL Server pour le serveur de Microsoft serveur de Microsoft SQL
SQL

Connection ofthe DLO on a | Connexion duDLO sur DLO se connectansur

different Backup Exec Media | différent Backup Exec différent Backup Exec Medig

Server Media Server Server

Table 4.12: Transformation: -ing into noun + of

Transforming -ing words into nouns, howeves, riot a process that can be
generalised. For instancmstalling becomesinstallation just ascreating becomes
creation and configuring becomesconfiguration by deleting-ing and adding-ation.
However,usingbecomesise/usagebacking upbecomedackup andaddingbecomes
addition to mention but a few transformations. If we wirencode this modification
into a rule, we would require a specific rule fachk transformation group, resulting in
a lexicalised approach. In order to avoid this, tvied maintaining the -ing words
intact and changing the words preceding or follaatimem to try to deceive the RBMT

system into analysing -ing words as nouns (seecTall3).

> Note that it is important to include the de compbetiser. Otherwise, by transforming

the -ing word into a noun we would be interferinighvthe following noun phrase.
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In a first attempt, we added the prepositibafter the -ing words. This isolates the
-ing word from the rest of the string and creatgse@udo-nominal adjunct with the -ing
words as heads. However, the RBMT system genethtedame forms it generated

when theof was not present.

In a second attempt, we added the arfitie at the beginning of the title. Only
noun phrases are preceded by determiners andathiid loe a way to make the RBMT
system analyse the element after a determinerramia Still, the translation did not

vary. The determiner was omitted by SYSTRAN.

In order to reinforce the idea that the -ingrdvshould be analysed as a noun, we
introduced a random adjective in front of the -img@rd. We were aware that
introducing this element would mean that the traish would include an unwanted
element. However, should this element be easilggeisable, it would be easy to find
and delete it from the target text. Once again,éh@r, the translation did not vary and

the determiner was omitted.

We finally tested whether using the imperafiven instead of an -ing word would
bring any positive change. Should it do so, we @¢aalise the rule used to transform

the -ing words for Spanish titles. Unfortunatelg,benefits were found.

New source New MT

Installing of bv Control for Microsoft SQL Installer de bv Control pour le serveur de
Server Microsoft SQL

Connecting ofthe DLO on a different Backup Se connecter diDLO sur différent Backup
Exec Media Server Exec Media Server

The installing of bv Control for Microsoft Installer de bv Control pour le serveur de
SQL Server Microsoft SQL

The connecting ofthe DLO on a different Se connecter diDLO sur différent Backup
Backup Exec Media Server Exec Media Server

The quick installing of bv Control for Installer rapide de bv Control pour le
Microsoft SQL Server serveur de Microsoft SQL

The quick connecting ofthe DLO on a Se connecter rapide diDLO sur différent
different Backup Exec Media Server Backup Exec Media Server

The install of bv Control for Microsoft SQL | L'installer de bv Control pour le serveur de
Server Microsoft SQL

The connect ofthe DLO on a different Le connecter duDLO sur différent Backup
Backup Exec Media Server Exec Media Server

Table 4.13: Examples of transformations
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Modifying the immediate context of the -ing ndodid not deceive the RBMT
system into translating -ing words as nouns. It Wasmed necessary to transform

the -ing words into nouns and use a lexicaliseaaamh.

As mentioned above, titles were problematicaib languages. We therefore tested
whether changing the -ing words into nouns followsdof would also benefit the
other languages. Should this be the case, we emdly the same rule for a number of
target languages, which increases the efficienapefrule. Table 4.14 shows that the
translations for German, Japanese and Spanishlsrecarrect and consistent. This

means that this transformation could be applied nwtianslating to all four target

languages.
New source New German MT Original German MT
Installation of bv Control for Installation des BV- BV installierend, steuern
Microsoft SQL Server Steuerelements fiir MicrosoftSie fuir Microsoft SQL
SQL Server Server
Connection ofthe DLO on a Verbindung des DLO auf Eine Verbindung
different Backup Exec Media | einem anderen Backup herstellenzu DLO auf
Server Exec-Medienserver einem anderen Backup
Exec-Medienserver
New source New Japanese MT Original Japanese MT
Installation of bv Control for Microsoft SQLY—/X—@ | Microsoft SQLY—/3—0D
Microsoft SQL Server 72 @ bv Control® A > 72 @ bv Control®d A >

A h—)L A h—)L

Connection ofthe DLO ona | #72 % Backup ExecX 7 | %72 % Backup Exed) A
different Backup Exec Media | ; 74— ,—» DLO O | 4 7 #— 33— DLO ~

Server g DI

New source New Spanish MT Original Spanish MT

Installation of bv Control for Instalacién del control de la| La BV de evaluacion

Microsoft SQL Server BV para el servidor de controla para Microsoft SQIL
Microsoft SQL Server

Connection ofthe DLO on a Conexion delDLO en El conectarseal DLO en un

different Backup Exec Media | diverso servidor de soportes diferente servidor de

Server Backup Exec soportes de Backup Exec

Table 4.14: Transformation: -ing into noun + of

ASR-RULE 3: TIME ADVERBIAL CLAUSES INTRODUCED BY WHEN + -ING
FOR FRENCH AND JAPANESE
When creating the CLRule 2 to address adverbialsels with implicit subjects, we

discovered that the implicit subjects of sentenedth imperatives and modal
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auxiliaries in their main clause were in the secsindular person. This was therefore a

pattern that could be easily identifiable.

These -ing word subcategories were problenfiati€rench, German and Japanese.
The French translation for this particular struetwras a gerund. German showed
different types of errors, such as incorrect usprofiouns, which might be due to the
implicit subject, but also incorrect positioning tbie verb or incorrect disambiguation
of the -ing words as patrticipial adjective. In tufor Japanese, the main problem was
that the auxiliary verb for completion was not agpiate. Spanish did not suffer from

the implicit subjects as the use of impersonalkstmes was possible for this language.

We tested whether making tlyeu subject explicit for the subordinate clauses
would improve the machine translation of these vimgd subcategory for the different
languages (see Table 4.15). We observed that &archrand Japanese, the translation
improved whereas for German it did not. We theefdecided to apply and test this

rule for French and Japanese.

Source Original MT New source New MT
When usingthis En utilisant cette When you usethis Quand vous utilisez
command, you must | commande, vous command, you must | cette commande,
also use the -aroboti¢ devez également also use the —a vous devez
library switch. utiliser - le robotic library également utiliser - g
commutateur aroboti¢ switch. commutateur aroboti¢
de bibliotheque. de bibliotheque.
When creatinga En créantun fichier | When you createa Quand vous créez
script file, do not script, n'incluez pas | script file, do not un fichier script
include all entries toutes les entrées include all entries
Source Original MT New source New MT
Also, when using Auch wenn ADBO Also, when you use | Auch wenn Sie
ADBO note the Hinweis das folgende ADBO note the ADBO Hinweis das
following: verwendet wird: following: folgende verwenden:
Click this to select Klicken Sie auf Click this to select Klicken Sie auf
the logon account to | dieses, um das Login-the logon account to | dieses, um das Logir]-
usewhen connecting | Konto auszuwahlen, | usewhen you Konto auszuwahlen,
to the media servers| um beim Eine connectto the media | um zu verwenden,
in the list. Verbindung servers in the list. wann Sie zu den
herstellen zu Medienservern in de
verwenden zu den Liste eine
Medienservern in det Verbindung
Liste. herstellen.
Source Original MT New source New MT
When creatinga 227V 7 774/ | When you createa A VTS N7 7 A
script file, do not EAER L2 A script file, do not EERRT AL &, T
include all entries _RCHOZ= M) EE include all entries _XTOT N EE
A TIEEWT 720 A TIEEWT 720
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When contactingthe
Technical Support
group, please have
the following:

T =AY R —
k7 — R
L7256, Rafr
152/ 3=1AR

When you contact T =T )P IR —
the Technical k2L — IR

Support group, please,gké X AR
have the following: Iy \.\

Table 4.15: Transformation for French, German and &panese

ASR-RULE 4: PROGRESSIVES FOR JAPANESE
The progressive category performed poorly for Japanwith only 40% of the
examples evaluated as correct. We therefore det¢aéy this approach to solve it.

The main issue with progressives for Japanese Wwast the auxiliary verb for

completion was not appropriate in the given coistéseée Table 4.16 for examples).

Source

Original Japanese MT

Post-edited version

You use this option since yo
are filtering members with a
specific value of sysadmin.

U sysadminD F¢iE DIED 7 1
IWHEDA L IN—=THDHDT
O T avEHNE
ﬁ‘c

sysadminDFfiE DET A
N T 4 NEZLTNDLHD
T, ZOF T a rEFEN
ESx

If the current database server BifE D5 — & ~_— 2 HP—

is functioning, you should
consider specifying the

current database server when

installing SAN Shared
Storage Option to the new
system.

—23BERE T IUX. SAN

SSO%EH LW\ 2T AlTA
VA M=V LA BIED
F R R — N — i
ETHIEBBEEBTHAE

BEDOT —H _X— 2 —
— I MVEEE L TV BEA.

SAN SSOZH LW AT
DA VA= T 5 L X
BEDOT —H =2 —
—5RBETHI EEBRET

<7,

Table 4.16: Original data for Japanese

A first trial removed the progressive aspeu displayed the present simple tense
instead (see Table 4.17). A second trial (see T4hl8) removed the progressive
aspect and introduced a number of desiderativectates with different levels of
politeness. The Japanese machine translation olipaever, did not improve nor was
the meaning changed. Further attempts were nobrmeefl as expertise in the target
language was crucial for a fast and effective t@iadl error process and the author did
not have access to such expertise during this sthgee research. That is not to say
that this method is not without promise, if tackleg somebody with the necessary

target language expertise.
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Source

Original MT

Post-edited version

You use this option since yo
filter members with a specifi
value of sysadmin.

I sysadmind R iE OfE 2
CH AL IN—%T ¢ )L JLEE
THOCIDOA T a vk
55,

sysadminDFfiE DET A
N7 4 NEZLTWNDLHD
T, ZOF T a rEFEN
EX

If the current database serve
functions, you should
consider specifying the
current database server whe
installing SAN Shared
Storage Option to the new
system.

TBEO DT — 2 RX—AH—
IN—IMERET UL SAN
SSO%EH LW AT AT A
VA M= LT SABAED
DT —H R— AP — N —%
BETHZILEERT LN

N

BEDOT —H# _X—AH—N
—NHERE L TV DA,

SAN SSO%H LW\ v AT
DA VA= T B L&
BEDOT —H# _X—AH—N
—ERET A EERTFT

S Tho,

Table 4.17: transformation of progressive aspect io simple tense for Japanese

New source

New MT

If you want to install Backup Exec through
Terminal Services and the installation medi
is on a shared drive (CD-ROM or network
share) you must install using a UNC path.

AVA M=V LTEWERZIZZ—IF L

Ay — 2B LA VA F—=L AT 4TI
& % Backup Exed3 35 K74 712H
%7 (CD-ROM v N U — 27 LH) &
T2 UNCRRZfEHLTA A =L L
R E e b,

If you would like to install Backup Exec
through Terminal Services and the installati
media is on a shared drive (CD-ROM or
network share) you must install using a UN
path.

AVAP=NTBIERBEAEL X —3
OR-LY—EXB LS VA R—L AT ¢
| 712 X % Backup Exed3dtfg K71 7z
" £9 (CD-ROM 7+ v b U — 2 44)
BTN UNC RAZFERLTA A h—
VLRI T e B 72,

Should youwvant to install Backup Exec
through Terminal Services and the installati
media is on a shared drive (CD-ROM or
network share) you must install using a UN
path.

bTEF R4 TICF —IF LY —1E
OREBLNA A =N AT 4 TICL ST
| Backup Execk £ Y A b=V Lz E B D
72 L (CD-ROM 2> % v U — 7 3

) &7 7=DN UNC S ZZHEH L TA v &

= LT HIE7e 5720,

Table 4.18: Transformation of progressive aspect in several desiderative structures

The lesson learnt from this attempt was thachmcare must be taken not to

transform the sentences in such a way that the imgénchanged. While searching for

a pattern that would produce a correct

of the source reference. It is essential to keemimd the intended meaning of the

original.

machineska#ion, it is easy to lose the sense

4.1.2.2 RESOURCES FOR IMPLEMENTING AUTOMATIC SOURCE RE-WRITING

Basically, what this technique requires is the fifieation of a problematic structure in

the source text and its modification. Therefore,n@ed a procedure that will allow us
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to search the source text, identify the exact arecto be modified and apply the
changes. This, as Somers suggested (see Chaptetidnsl.5.1.2), is a very similar
task to “post-editing” the source. A helpful prooeslhe mentioned at the time was the
use of global search and replace options avaiiablext editors. Even nowadays, the
most standard text editors such as MS Word proliitie flexibility for S&R options.
However, other independent editors such as UlttagidiEditPro offer the possibility
of using fully-fledged regular expressions suchtres ones supported by Perl when

writing search and replace rules.

Rules are written based on the patterns fanrdrepresentative corpus. Even when
maximum closure is achieved (see Chapter 2 se@ibri.1l), as new products and
features are included in a company's documentdgaital coverage might not reach
100%. This would not pose any problem if the issarescreated by a specific lexical
word. But it might be the case that the problentrisated by a structural pattern,
regardless of the lexical items involved. Therefdfeghe rules, which are manually
written, are to be created in an efficient way anel expected to cover instances that
fall within the patterns addressed even if unseghée corpus, it is essential to achieve
some degree of generalisability. Regular Expressi(lRegex) offer a degree of
generalisability. Although they operate at striegdl, it is possible to define concepts
such as “word” using white spaces as boundarie) oover an undefined number of
characters until a particular character or charast& is found. This allows the
inclusion of morphological information such as su# or prefixes, for instance. Yet,
by using Regex directly on the source text, we badselves trying to define grammar

character by character.

This is not strictly a weakness of Regex, tluthe information that is available
when applying them. Should the source text corgatra information, such as POS or
phrasal relation, the Regex could be written te tdtks into account. A combination of
deeper grammatical knowledge and surface-levek lexbuld greatly increase the

capacity of Regex to address this type of problem.

In the localisation workflow in place at Synemthere already exists a tool which
performs a thorough analysis of the source tex:Gh checker (see section 4.1.2).
acrolinx 1IQ™ could provide us with additional information on 8@nd morphology.

Moreover, using the checker for automatic impleragoh of modifications would be

205



beneficial in that it could complement and buildtbe modifications performed by the
writers. In a separate module, existing CL rulesldde extended to automatically
introduce modifications which do not need humanamiBiguation, or even to
introduce ungrammatical modifications which coulat be published but would suit
the RBMT system.

However, once the relevant words have beenclsed for, they must be
transformed or regenerated. As a string-based apbro Regex require a
character-based transformation, that is, it musspecified which of the characters
searched for should remain, be replaced, addedeletedl. This means that for a
particular pattern, there will have to be as mankes as the number of possible

combinations of searches and modifications required

The CL checker performs an informative analyblievertheless, its transformation
capacity is minimal. Although it is able to deconst a word to obtain information
from it when analysing, the minimum unit for re-ting is the word. It is not possible,
for instance, to maintain the lemma and add a qadati suffix. It has no generation
capacity that goes further than the recombinatibitl@ntified objects or introduction
of literal strings and it does not even supportuke of Regex. Therefore, a rule must
be created for each specific lexical combinationictvhcan occur in the pattern

addressed.

A number of other linguistically-informed tsoéxist that could help increase the
generalisability and incorporate linguistic infortioa into this technique. Such are
lemmatisers, taggers, parsers, morphological ageyar linguistic generators. For the
purpose of setting up the test for machine trainsigperformance of an automatic

pre-processing technique, we used Regex and a €tkeh

If we consider the selected -ing subcategofogstesting this approach, titles
starting with -ing words are easily identifiableustures, whereas implicit subject
temporal subordinate clauses introducedwden followed by -ing words are not.
Titles could be described as strings starting wihitalised words ending in -ing with
no end-of-sentence punctuation mark. This is sirepteugh to build into a Regex rule

and we therefore decided to use this option.
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For the particular cases of twaen+ ing structure, however, the search function
would need to identify modal auxiliaries — whicmdae done listing all the modals —
as well as imperative forms. For the latter, howgeach verb would have to be listed.
Apart from this, as we saw when writing CL-Ruletl2e possible locations in which
the structure can appear in the sentence are gaaiadi complex rules must be written
to distinguish them from other structures. Whentingi CL-Rule 2, we identified all
implicit subordinate clauses starting wiibfore after, whenandwhile followed by an
-ing word, except when the subject of the main suabrdinate clause wgsu These
exceptions are written in the exclusion rules. €fme, CL-Rule 2 already contains
rules which identify the cases we want to modifyoauatically. We only needed to
reverse the exclusion rules - which unflag striegur into triggers - which flag
structures. We opted for this approach to testdfniscture.

CREATING THE RE-WRITING RULES
Following the same methodology as per the creatfddL rules, we used the develSet
as the development set. We then used the test&sttand improve the precision and

recall of the rules. Finally, the rules were testadinseen data.
ASR-Rule 1: Spanish Titles

This rule must (1) identify titles, (2) identify éh-ing at the beginning of title, (3)
transform the -ing word into the imperative fornitlds can appear as isolated strings
or embedded in sentences within quotation markso,Adome titles start witAbout

+ -ing. Within UltraEdit, we therefore specified that were looking for strings that
had no end-of-sentence punctuation mark or werkinvijuotation marks and whose
first word ended in -ing with an optionAboutpreceding it. However, as we already
pointed out, not all -ing words go through the satransformation to become
imperatives and so an approach specifying lexidem$ was required. By
discarding -ing words that appear as participialectives more often than as
gerundial-nouns, we listed 94 different -ing wordibese were divided into 8 groups
depending on the modifications they had to go thhoio become imperative forms.

Next, the rule was tested for precision anchliein the develSet. From the -ing
words classified in the Titles category, 5 are ipguial adjectives, 14 have an
end-of-sentence punctuation mark and 2 start wjtmbsls, and therefore, were
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discarded. In total, there were 536 relevant irtanThe rule found 524 which were

all relevant, resulting in a 97.76% recall and 10@%cision.

We then tested the rule in the testSet. Thane 2,042 instances classified under
the Titles category. However, some of these coethiparticipial adjectives at the
beginning of a title (18), others included end-efi®nce punctuation marks (45),
started with symbols (15) or included corruptedrabgers (10) and were discarded.
The relevant instances were reduced to 1,954. Wekeld for -ing word coverage of
the rule. We noticed that whereas 94 -ing wordsevilecluded in the rule, the testSet
contained 164. Therefore, we included the missimgso 1,913 relevant instances were

transformed. Recall was high at 98% and precigached 100%.

Finally, the rule was tested on new data. ddified 598 instances, from which 15

were incorrect transformations. This results imecision of 97.5%.
ASR-Rule 2: Spanish, French, German and Japanesetlés

Similarly to the previous rule, this rule must itigntitles and the -ing at the beginning
of a title. Now, in contrast, the -ing words must tbansformed into nouns. We listed
all -ing words within the titles category in theveéSet and testSet and grouped them
according to the suffix to be attached to the raotsrder to transform them into nouns.
We created 32 groups depending of the transformatiey had to go through to
become nouns. By combining this information and fba finding titles, we created

the new rule.

We next tested its performance by measuriregigion and recall. The develSet
contained 536 titles starting with gerund-partieiping words. The rule transformed
524 examples, out of which 15 were incorrect tramsations. Precision was 97.14%
and recall 97.76%. The instances not found weleeipreceded by a symbol or had

end-of-sentence punctuation marks.

We then tested the rule on the testSet. Freml{954 relevant instances, the rule
transformed 1,913, from which 8 were not correcthestitle comprised of only one
word and for 54, thef was preceding a preposition part of the adverlakttuent
following the -ing word. Precision was 94.73% amdtall 98%. The instances not
found were due to additional spaces found befard#ginning of titles.
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We finally tested the rule in unseen data tkensure precision remained high. 45
out of the 598 -ing words transformed where inazifreesulting in a precision of
92.5%.

When reviewing the performance of the rule,neéed that the fluency in English
of some of the titles decreased. Wherbagallation of a new programmsgounds
natural,Uninstallation of a new programmis less natural. Whereas it is completely
acceptable in this technique to create ungrammatcgput, the behaviour of
SYSTRAN with these words remains to be tested deatly unknown words, such as

uninstallation will not be translated, unless included in thedJD

ASR-Rule 3: French and Japanese -ING words functidng as Adverbials

introduced by When

The second structure to be tested by automaticea-writing is implicit subjects.
Specifically, this rule must identify the instanaglere the main verb of a sentence is
in the imperative form or uses modal verbs, andaslified by a subordinate clause of
time introduced byvhenfollowed by an -ing word. As mentioned in sectiaf.2.2,
the CL-Rule 2 identified these instances usingdusion rules. We reused them and
converted them into triggers. However, in orderateount for the weak generation
capacity of the checker, we had to create thesgiddgers for each of the -ing words
we aimed at addressing. We included the 32 unimgewords within thavhen+ -ing

subcategory in the develSet and the testSet.

Next, we tested the precision and recall ef thie in the develSet. There are 67
instances ofvhen + ingin the develSet. From these, 36 hgee as implicit subject
with you as main subject. We tested the rule on the se86ofind acrolinx 10"
transformed 32 sentences out of the 36 relevatdnnss, with recall at 88.89%. Not
found instances were due to additional phrasesiwitbmmas being placed between
the main verb and the adverbial clause or due ¢onthin verb being in the present

simple form. All instances were relevant, presegyinecision at 100%.

We then tested the testSet. acrolinXI@ansformed 114 relevant instances of the
121 total present. This left recall at 94.21%. Heere all identified examples were

relevant, which meant that precision was 100%.
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We finally checked the precision of the rdite unseen data. acrolinx 1t
transformed 31 instances. 28 were correct transftoms for cleayou-youcases. The
additional three transformations were ambiguoust ass not clear, out of context,

who the subject performing the subordinate actias.w

4.1.2.3 SUMMARY FOR AUTOMATIC SOURCE RE-WRITING

The automatic source re-writing has shown potefdiabecoming a viable solution for
improving machine translation quality. Given thdte t modified text is not for
publication, it offers the possibility of writingspudo-English that best suits the RBMT
system. Regex and the CL checker have proven wierkabthe implementation. Yet,
although the high precision required for the teghaiwas achieved, further research
on generalisability, and in particular, on genematis called for in order to reduce the
initial time-consuming rule crafting.

It is worth noting that because one of theergiths of this technique is its
automation, and there is no possibility of humateraction, the precision of the
re-writing must be high in order not to introduai#ional complexities to the source.
This, as we saw in section 4.1.2.2, is possiblesbycing the scope of the rules.

4.2 POST-PROCESSING

Once the source text is machine translated, aidaasust be made as to whether the
text should be post-edited and this depends ordésired quality and purpose.
Traditionally, as mentioned in section 1.5.2.1stlisk has been carried out by
post-editors. The task of editing machine trandlatext, however, is considered
repetitive and time-consuming. This section reviéws techniques for improving the
machine translation quality of -ing words by auttiocaly modifying the target text. It
focuses on Global Search & Replace and Statistmdt-editing, describing the
creation of rules and their performance for thenfar and the training process for the

latter.

4.2.1 GLOBAL SEARCH & REPLACE

The changes to be made in post-editing vary depgnain the MT performance and

can go from a complete restructuring of a sentémdbe replacement of a preposition.
Due to the deterministic character of RBMT systeths, same source structures are
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consistently translated into specific target stites. Therefore, errors are repetitive.
Whereas bad quality output requires a human pasirgd check the source text and
review the translation, there are cases wherehhages to be made are minimal and
do not require complex disambiguation processesatuinteraction is not necessary
to fix the latter cases. Global Search and Repk#®%R) modifications aim at
automating these to eliminate them from the pog&tex] tasks.

There are several benefits to applying thisgoromement technique at the
post-processing stage. Firstly, anchor points flmth target and source text can be
used to write the modification rules. This allowspping a particular error and
modification to a particular source linguistic faet Secondly, because the
modifications are performed in the target text,umgcertainty as to the efficacy of the
rule is introduced by the RBMT performance, as lesegd with the pre-processing

techniques.

All errors can be corrected using a searchraptdce option on an individual basis,
that is, it is possible to look for an incorreatireg "el funciéri and replace it by the
correct one la funciér’. However, the efficacy of this search/replacee rwould
depend on the frequency with which this particslaing appears in the documentation.
Further generalisability would increase the efficaRegex allow for a degree of
generalisability, which means it can deal with @wmsedata. The use of regular
expressions helps generalise the search and rgpdieens. Regex take advantage of
the characters, i.e. prefixes, suffixes, deternsingarepositions, etc. that remain
constant in a particular structure and allow foffedent lemmas or words to be
referenced.

4.2.1.1 SELECTING -ING WORD CATEGORIES FOR TESTING

Global S&R are applied in the target text, andefae, it is based on the target errors
that we must decide which modifications can be maibkout human intervention.
From the analysis of errors performed in Chapteve3gathered the information about
the types of errors specific -ing categories cikate observed errors at different

depth levels.

Issues such as gerund-participles translasethedifiers would require a human
post-editor to check on the -ing function in theure@ and modify the target if
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necessary. This would usually require a complet&sian of a clause or sentence, as
the parsing of a gerund-participle as a particigidjective results in a completely
different target tree to the original source megnifhe same occurs when a modifier
modifies the wrong head or when clause/segment ndigpey errors appear.

Nevertheless, more superficial issues were alseroed, such as the generation of
incorrect prepositions or articles in front of iifives.

Let us describe the case of the generatiaartafles in front of infinitives, which
reveals that the same target issue cannot alwaysadoeessed with the same
modification, hence the need to map it to a padicsource structure. 27 translations
of -ing words for Spanish presented an articleramtf of a verb in the infinitive form.
This is not grammatical in Spanish and thereforecaesidered it would be a good
candidate where a superficial S&R would eliminate problem. Guzman (2008)
described a Regex rule to address this error, wbatsisted of the deletion of the
article. However, a closer look revealed that thture of the article varied from -ing
subcategory to subcategory. 15 out of the 27 exasgriptlonged to the -ing category of
Titles. The RBMT system generated infinitives pdEm by articles, which were
classified as incorrect by the evaluators. Giveat ihfinitives without a preceding
article were evaluated as correct, we could deletearticle in order to obtain correctly
translated -ing words. The remaining 12 words, hmme belonged to different
subcategories: 6 were objects of catenative ve3bagre gerundial nouns, 2 were
reduced relative clauses, and 1 was a nominal edjiihe Spanish catenative verbs
required a noun object. The RBMT system did notegate nouns; instead, it
generated infinitives preceded by articles. In ¢hesses, therefore, the modification to
apply would be the transformation of the infinitivdo a noun. The gerundial nouns
presented disambiguation issues resulting in iectanalysis, which would need to be
addressed by a human. The reduced relative clavesestranslated into unintelligible
ungrammatical structures, and so was the nomirjahed Therefore these instances

would also need human intervention.

Based on the abovementioned analysis, we demsl testing the technique through
the titles translated as infinitives preceded hiclas for Spanish (GSR-Rule 1) and
objects of catenative verbs for Spanish and Freasthoth presented the same issue

(GSR-Rule 2 and GSR-Rule 3 respectively). This woallow us to review the
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conditions and benefits of using source and tatget anchor points, as well as
implementing improvements for a subcategory we wiid yet address with other

techniques.

4.2.1.2 RESOURCES FOR IMPLEMENTING GLOBAL S&R

In order to apply the S&R modifications we needjdid source and target texts. This
can be obtained from TMs. Global S&R can be appieithe stage where all candidate
translations are inserted in the TM and beforeithisent to translators or post-editors.
This is beneficial because the segments are aligaedhe technique requires, and
because translators or post-editors would receitexawith fewer target language

surface repetitive errors. Any environment thatpsufs Regex can be used to write
and test the rules on the TMs exported as .tms.file

CREATING THE RULES

GSR_Rule 1: Articles in front of infinitives in titles

This rule aimed at eliminating the article in franfinitives at the beginning of titles
for Spanish. We specified that for sentences withpunctuation marks (titles) and
starting with the capitalised artic followed by a word ending isar, -er or -ir, the

article should be removed and the following worgitised.

The rule was tested for precision and recathe develSet. It identified all the 15
revelant examples, which resulted in a 100% prexcisind recall. Next, we calculated
precision on the testSet. We restricted the perdioca measurement of this rule to
precision because we had no information about dt& relevant instances in the
testSet. The rule identified 32 instances, whichewal relevant. Similarly, the test in

unseen data identified 6 instances which wereslvant. Precision remained at 100%.
GSR_Rule 2 & 3: Word classes following catenativeerbs

GSR-Rule 2 and GSR-Rule 3 aimed at transformingwibed classes of objects of
catenative verbs. In order to do so, we first istdl the catenative verbs found in the
catenative subcategory in our -ing corpus togettidr their corresponding Spanish
and French translations. We then assigned eachsbpamd French catenative verb the
word class required for their objects. This woulchtinto the replacement pattern for

the rule. Next, we listed the -ing words appeadngbjets of catenative verb and their
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Spanish and French translations in order to ollkeiemmas to be searched for and to
which the modifications had to be applied. The okmtion of the type of incorrect
output found for each catenative verb object was ttarried out. Finally, we included
the transformation rules required for each cateeaterb object in combination with
the particular lexical items.

The performance of the rules was tested nakd.first tested the precision and
recall of the GSR-Rule 2 and GSR-Rule 3 in theratiee subcategory of the develSet.
There were 38 -ing words which occur as objectsabénative verbs. We transformed
20 instances for Spanish and 20 for French. Atkimses were revelant, and therefore,
precision was 100%. Recall was lower, as not gkaib could be searched for and

modified with a simple Regex. Recall was 91% foar8ph and 83.33% for French.

We do not have information about the numbecasfes where the particular word
sequences appear in the Spanish and French texdstharefore, the number of
relevant instances to be retrieved, necessary ltulate recall, was unknown. We
restricted the performance measurement of thess tol precision. Yet, because we
included all the catenative verbs and all the vimgds appearing as objects in our rules,
we expect coverage to be wide. We acknowledge, weny¢hat should the structures
into which the -ing words were translated be défdr they would not be identified by
the rule. We tested precision for the testSet. Reagensformed 61 instances for
Spanish and 78 for French. All examples were relevahich meant that precision
was 100%.

We finally checked the precision of the rideunseen data. The rule found 14

instances for Spanish and 23 for French. The instawere all relevant.

4.2.1.3 SUMMARY FOR GLOBAL S&R

We showed that the application of Global S&R tooaudte superficial and repetitive
post-editing through Regex is feasible. It providestrol over the final output quality.
We also learnt that it is necessary to map TL srtorsource structures as the same
error in the output can be due to different sowsteactures, and therefore, require
different modifications. This mapping relies on ttamsistent output of the MT system
and therefore, should its output vary, the rulesuldono loger apply. This is
particularly relevant in terms of terminology, isan be easily modified using UDs.
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4.2.2 STATISTICAL POST-EDITING

As described in Chapter 1, SPE is based on thematito acquisition of post-editing
knowledge through the statistics obtained from landpial corpus of MT and their
post-edited version. The automatic nature of tpigr@ach is an important strength, as
it avoids the need for intensive textual analysi®ider to create rules, as well as the

effort required to craft the rules themselves, #k the previous approaches.

The SPE system is trained on an aligned gératrpus of MT output and a
corresponding reference sentence. The engine wyiltad improve new MT output
based on the changes found in the training matefiaé quality of the corpus,
therefore, is an important issue. The system cdy make changes that have been
derived statistically from the corpus. It is impibés for new types of modifications to
be madeTherefore, for this approach a training corpus watHarge coverage is

essential.

SPE is a general approach to improvement. @ésethe previous approaches
explored could be - and had to be - tailor-madaddress a particular structure, SPE
acquires the probabilities for modifications frone ttraining corpus and no distinction
is made regarding the type of modification. Thiss hboth advantages and
disadvantages. On the one hand, being a generebagp there is no need to write
complex rules every time a new structure/featuredado be addressed. On the other

hand, however, it is not possible to specify theetgf modifications to be learned.

4.2.2.1 PREPARING THE SPE MODULES

The SMT system used to build the SPE module waseM¢Koehn et al. 20075.
Moses is an open-source factored phrase-based etetmrdMT. By combining the
decoder with a word alignment tool such as GIZA©¢clf and Ney, 2003a) and a
language modelling tool such as SRILM (SRI Langulpeieling Toolkit), it can be
trained to translate between the desired languageuging any parallel corpus one
might have (ibid). Being a phrase-based decodersdglomaps contiguous word
segments rather than stopping at single words.B&ifactored decoder, Moses offers
the possibility to customise the algorithm thatrtesathe statistical probabilities so that

it learns linguistically motivated factors, suchvesrds annotated with POS or lemmas.

4 www.statmt.org/moses
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However, this requires having an annotated paralebus, which is not easily
available for the sizes required in SMT, althougke tntroduction of grammatical
knowledge is a step towards a “hybrid” system, aengeneralisable and deterministic
engine, which would reduce the size of the trairdaga required. We built the SPE
engine following the “step-by-step guide” to Mog®svided by the developers. This
describes the baseline installation, training, rigniand translation steps. The

factorisation and parameter tweaking possibilitiesrefore, were not explored.

The first step for preparing an SPE moduléi®btain and process the training
corpora to use as input for the training modul&E $nly learns from seen data, and is
not able, in its baseline use, to generalise frtarlgarnings. Therefore, it is of the
utmost importance to train it with texts as simier possible to the texts that will be
post-edited afterwards. However, the training niateannot be the same as the text
that will be post-edited. In order to accommodats, twe used the TMs built from the
latest version of one of the products includedhe ting corpus. We use sentences
from our evaluation corpus to test the modificasid®PE performs regarding -ing
words. This corpus included texts from three défarproducts but it mainly consisted
of different documents for a particular producteT¢degments in the TMs, therefore,
were similar to the segments we would be later-pdiing. Additionally, we ensured
that the SPE module was not trained with the saeggnents by discarding those

included in the evaluation set.

The TMs for French, German and Spanish wemglyeaccessible. However,
Japanese TMs only accounted for a fifth of the pobcs compared to the European
languages. In order to obtain a similar SPE engimewould need to add content from
other products to obtain a meaningful training astpnvhich would not coincide with
the main product included in the -ing corpus. Aiddially, in an SPE experiment
performed for Chinese, French, Italian and JapariRstirier (2009) pointed out that
the results were not as positive for Japanese. ifieeesting observation made was
that the translations in the MT were often somewWfrae”, i.e. not a strict translation
of the source segment, which might have introduggde in the training cycle. Given
that the same training material could not be okthifor Japanese, that the training
material obtained was too small to train an SPE utmdand that, due to the TM

management and localisation concept in Japan,dhieat in the TMs was not always
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aligned and free translations were frequent, weedpib not perform the SPE

experiment for Japanese.

Current research reports experiments on SBEes built using different training
corpora. Domain-specific corpora contain around®0,sentences or 500,000 words
(Roturier and Senellart, 2008; Dugast et al. 2@@z de llarraza et al. 2008; Isabelle,
et al. 2007). General-domain corpora are largeging from 700,000 sentences to 1.2
million (Roturier and Senellart, 2008; Dugast et2007; Simard et al. 2007b). The
results reported agree that domain-specific corgorsiderably improve the RBMT
performance using a relatively small amount ofniraj data — as compared to SMT
training data sets (Roturier and Senellart, 2008z[@e llarraza et al. 2008, Simard et
al. 2007). We opted for the use of a domain-spedtifiining corpus in the range of
50,000 sentences.

The TMs were made available in .tmx formatevetas what Moses requires is that
the source segments (MT output) and the target eetr(reviewed MT output), are
separated into two sentence-aligned text files. Tima files included tags, both the
ones inherent to the .tmx format and the ones itgtefrom the XML format in which
the source text was written. .tmx format tags al as XML tags identifying object
types such agyuimenuitemor userinput were deleted. Reference tags such as
ProductNamewere replaced so that the sentences were complieialy, characters
such as< or & were renamed so as not to conflict with other paiogning characters
and XML format. Not doing so would have meant “tggi about 13% of the segment
pairs, as over 7,000 contained tags. The finaluogontained around 56,500 segments
(around 555,000 words) (see Table 4.19).

The TMs provided us with the reference traimte— both post-edited and manually
translated - of the target language. However, Werasguired the MT output. In order
to obtain it, we machine translated the source se¢gnin the TMs using a
customatised version of SYSTRAN. From the 56,5@0we set aside 2,500 segments
for the tuning cycle. After building the translatiand language models, Moses carries
out a tuning run in a different set of data basedn@nimum error rate training
(MERT) (Och and Ney, 2003b) for BLEU. It uses th&signed probabilities and
weights to translate the unseen set and fine-ttiveen to obtain the best BLEU score.

The use of automatic metrics such as BLEU for th8misation process has been
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challenged recently (Zaidan and Callison-Burch,20@ch and Ney (2003b) argued
that the tuning should be performed using the saeieic that will be used to evaluate
the system’s output after it has been built. Zaidad Callison-Buch (2009) build on
the idea by declaring that given that the aim ef ¢glgstem is to obtain human quality
output and evaluation tasks involve a human eviaigbart, the tuning should be
performed using a human-based metric. They expibee possibility of using a
parse-tree analysis of the translations to cheaknatjalready-evaluated constituents to
monitor their quality. Our SPE module might haveadfidged from the use of human
evaluation scores during the optimisation cycler ©xperiment, however, predated
this paper and its implementation, therefore, wasbscope.

After machine translating the source segmientise TMs into French, German and
Spanish to obtain the RBMT output, and making shat they were correctly aligned
with the reference translations, we trained Mossleowing the step-by-step guide..
Using an Intel Pentium 4 CPU 3.20GHz and 2GB RAM,Ubuntu 8.04.1, building
the translation model with the 54,000 segment gab& 40 minutes. The tuning time

varied from 1 to 5 hours. Table 4.19 gives an oesvvof the training material for

Moses.

Spanish French German
Total number of segments in TMs 56,580 56,560 55 45
Number of segments in common with evaluation sample 27 33 27
Number of segments used for training after 50 vwrtdoff 53,778 53,737 53,93[L
Number of phrases generated in the SPE module 2@ap 1,308,020 1,101,910
Number of segments used for tuning 2,500 2,500 @®|50
Percentage of phrases filtered for “translation” 93% 3.33% 3.829

Table 4.19: Training material for Moses

4.2.2.2 SELECTING AN -ING SAMPLE FOR TESTING

As opposed to the previous techniques, which wargeted at certain -ing word
subcategories, we said that SPE constituted a @leapproach. The SPE module
learns all changes to turn the MT output into iE \Rrsion. It would go against the
principle of the technique and against its maiergith to focus on specific changes.
Also, it would not be fair to evaluate whether 8fRE module performed changes on a
particular -ing category, as the SPE module wasrastricted to applying changes
to -ing categories. Modifications could have beepli@ad anywhere in the sentence.

Therefore, we opted for not considering the -integaries and for evaluating the
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segments regardless of the -ing category to whiely belonged. A re-evaluation of
the whole evaluation corpus was out of the scophisfdissertation due to space, time
and budget constraints. Therefore, we applied glsimandom sampling (SRS)
method to extract a representative set. Accordin@achran (1963), 385 examples
suffice to obtain a representative sample. We wdbktefore use this number to

evaluate the impact on translation quality of SPE.

4.2.2.3 SUMMARY FOR STATISTICAL POST-EDITING

We trained a SMT system to automatically post-&MBT output. By training the
system with the corpus size for domain-specificteohsuggested within the field, we
aim at testing translation improvement in ChapteSBE being a general technique,
we do not aim at addressing specific -ing word atdxgories. Instead, we will assess

the improvement for -ing words in general, by ea#ihg a representative sample.

4.3 CHAPTER SUMMARY

This Chapter has reviewed four approaches forrtipgavement of machine translation
output for -ing words. All of the approaches ardeipendent of the RMBT system.
Two of the approaches, controlled language andhzatio source re-writing, pertain to
the pre-processing stage, whereas global searcheptate and statistical post-editing

apply in the post-processing stage.

Applied during the pre-processing stage, Cd amtomatic re-writing work on
modifying the source text, whereas the global S&® &PE aim at improving the
target output. CL, which is the only technique tban avail of human interaction, can
only include shared problems across all targetlaggs and is therefore restricted as a
solution. Modifying the source to benefit one laage only might not be cost-effective
even when it is guaranteed that no degradationswedlr for other target languages.

The advantage of automatic re-writing is thetresulting text is strictly for RBMT
use and therefore no restriction is necessary emtimber of modifications made for
different target languages. It is also worth mamitig that because this new text is not
for publication, in comparison with the other thréechniques explored here,

pseudo-language is acceptable as long as it bendféd RBMT system. The
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disadvantage of this approach, however, was foait tthe high precision required so

as not to introduce additional complexities in soerce.

Global S&R on the target output was also desdras a technique. The benefits of
this approach are that it works directly on thgeatext and can include anchor points
from both the source and the target text to apipdy rules. However, rules must be

manually written for each target language.

An aspect that differentiates SPE from thesptiechniques is its general nature.
Whereas for the other techniques specific rules tmisvritten that address a particular
structure, SPE does not target specific linguistiactures. Its main strength is that
modification rules are learnt automatically andr¢his no need for a human to analyse
and write the rules. However, we observed that mxahe probabilities are learnt
from a corpus, its quality must be considered. @a&bR0 provides a summary of the

characteristics of each technique studied.

CL Automatic Global S&R SPE
Modified language SL pseudo-SL TL TL
Human interaction YES NO NO NO
Source of error shared shared.o.r TL-specific TL-specific

TL-specific

End-product purpose publication MT publication publication
Scope targeted targeted targeted general
Reso.urces for rule SL SL SL+TL raw TL + ref
creation TL

Table 4.20: Summary of characteristics per improverant approach

Given the characteristics of each approachseiected particular -ing structures to
test each of the procedures. This Chapter presdhtedule creation process and
accuracy of rule performance by reporting preciséo recall measurements. The
analysis of the results for their effectivenesseinms of translation quality judged by

human evaluators is presented in Chapter 5.
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CHAPTER 5



CHAPTER 5: DATA ANALYSIS |l

In Chapter 4 we explored techniques which coulg elprove machine translation.
We further examined the potential benefits and #mms for each technique by
applying them to a number of problematic -ing waubcategories. The rules for
Controlled Language, Automatic Source Re-writingl dBlobal Search & Replace
modifications were crafted and the engine for Stigtl Post-editing trained. Chapter 5
analyses the effect the techniques have on tréomslgtiality. In order to do so, this
Chapter presents a human evaluation performed doh ¢echnique. The rules and
engine described in Chapter 4 are applied andrémslations evaluated. For each of
the techniques we focus on the evaluation set-tgsent the results and discuss the

implications of deployment into a localisation wiboky.

By applying the techniques, the majority ofswars might fall into a single
category. The Kappa inter-rater agreement scorgbtnbe skewed for such cases as
Kappa scores are adversely affectedpbgvalence(Hunt, 1986; Di Eugenio, 2004;
Viera and Garrett, 2005). In cases where the Higidns of the answer categories are
disparate, we expect high agreement, paradoxictiig, situation results in lower
Kappa scores (ibid). Therefore, we present theltesfithe human evaluation for the
improvement techniques by reporting percentage eageets for the examples for

which at least three of the evaluators agreed edisas the Kappa coefficient scorgs.

5.1 CONTROLLED LANGUAGE

We wrote three CL rules — insert article, use sttbjén subordinate clauses and
expand reduced relative clauses — which worked wittrecision and recall of over
80%. In order to measure their effect on the tetimht quality of -ing words, we
applied them to the develSet. We configured thecGé&cker to detect the three new
rules only and checked the develSet. acrolinx IQ@Bhfified 74 relevant examples for
CL-Rule 1, 51 for CL-Rule 2, and 18 for CL-Rule /e re-wrote these sentences
according to the guidelines provided to the techineriters in the help section. The
irrelevant examples were discarded, as the techniitzrs would not modify them. A
total of 143 -ing words were “controlled”.

% For comparison purposes and due to the type dfi@titan performed, the results for the
Controlled Language rules follow the same formatis the initial -ing human evaluation.
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Note that these sentences included -ing ocestis classified as correct,
inconclusive and incorrect in the human evalualio@hapter 3 (see Table 5.1). This
is crucial for two reasons: firstly, to examine wier the examples previously judged
to be incorrect or inconclusive benefit from the o$ the new CL rules; and secondly,

to make sure that the examples previously judgembasct are not adversely affected.

CL-Rule 1
expand reduced
relative clauses

CL-Rule 2
make implicit
subject explicit

CL-Rule 3
insert article

FR|DE| JA| ES| FR| DE| JA| ES| FR| DE| JA| ES
correct 45 | 47| 57| 51| 12| 2 47 43 5 13 16 9
inconclusive 14 3 6 12| 12| 17 4 3 0 1 q ]
incorrect 15| 24| 11| 11| 27 8 5 5 13 4 2 B
total number of 74 51 18

examples

Table 5.1: Results obtained in the human evaluatiofor the examples addressed by the
new CL rules

5.1.1 EVALUATION SET-UP

If we could reproduce the same evaluation settimgvliich the first -ing evaluation
was performed, i.e. the same MT system version @wsburces, and the same
evaluators, and if we could reproduce the same adetbhgy, we would have the
possibility of comparing results. The baseline gualf the RBMT output would be
the same, the difference in quality of the new ottpould be due to the effect of CL
rules. By hiring the same professional translateh® participated in the first -ing
evaluation we could provide continuity to the ewilon. The time gap from the initial
evaluation to the second cycle (15 months) was Emgugh for the evaluators not to
remember their judgements. However, the undersigndi the evaluation attributes,

as well as attitude towards the study would preslym&main constant.

The evaluation followed the same methodologeduin the -ing evaluation
described in Chapter 2: a featured-based evaluatibare 4 professional native
language speakers per target language judge gracafitgtand accuracy through a
binary question. Yet, we could not reuse the istons without some modification, as
we were no longer dealing with the translationinf-words only. With the changes
introduced by the new CL rules, the -ing wordsmplicit subjects were now subject
and verb clauses and the -ing words in reducetivelelauses werthat clauses. Only

the rule aiming at introducing missing articles mained the -ing words. Therefore,
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we decided to delimit the structure to be judgedising highlighting. We highlighted
the structures which resulted from the modificatiapplied (see Table 5.2) and asked
the evaluators to judge the translation of the wdrighlighted in the source sentence

(see Appendix H for instructions).

Uncontrolled Post-CL
CL-Rule 1 | To create an XML filecontaining all To create an XML filghat contains
parameters, use the /XML all parameters, use the /XML.:

CL-Rule 2 | The specified disk storage limit was | The specified disk storage limit was
reached wheattempting to add a new | reached whegou attemptedto add
revision to the desktop user data foldgra new revision to the desktop user
data folder.

CL-Rule 3 | Createcleaningjob Create a@leaningjob

Table 5.2: Examples of rewrites for the new CL ruls

We provided the evaluators with the sourcdeseres and their MT output. In this
round we did not include the PE version. The PEieerwe had was a rapid post-
editing of the uncontrolled sentences. As a redhits version was very much
influenced by the original source structure. Weuttd it would be confusing for
evaluators to see acceptable structures in the M@&wersion modified by using
alternative structures. For instance, the tramsidor "When using.".into Spanish was
"Al usar..'. However, after the CL rules were applied/lien using.".was changed to
"When you use'.. The translation for this structure wa€uando usted usd...The
new translation is correct, yet, because the PEiaeibelonged to the previous cycle,
in the eyes of the evaluators it would look ash# post-editor would have changed it
into "Al usar..”. In order to avoid confusion, therefore, we decidhot to include the

PE version.

5.1.1.1 EVALUATOR AGREEMENT

Due to the smaller set of examples to be judgeatimevaluation task, we decided to
include 10% of sentences twice (20 examples) toabke to measure intra-rater
agreement as well as the inter-rater agreement. atluitional 20 examples were
randomly chosen and the final 163 segments wemoraly ordered in the evaluation

file. We obtained inter-rater kappa scores of 0.ftB4-rench, 0.429 for German, 0.609
for Japanese and 0.566 for Spanish, ranging froaenade for German and Spanish to
substantial for French and Japanese. Of the lGaesb, the intra-rater agreement
was 100% for 10 evaluators, 95% for three, 90%t\iar and 85% for one. All four
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evaluators for Japanese reached 100% intra-rateemgnt, and two out of the four
evaluators for French, German and Spanish obtatmisdscore. The results of these
measurements confirm the reliability of the evahmtresults by showing a good

consistency in the judgements.

5.1.2 EVALUATION RESULTS

Let us first recall the results obtained in they-@valuation so as to then compare them
to the results obtained in the present evaluaBgnadding up the number of incorrect
and inconclusive examples (these are the examplashwwould require some
modification to upgrade to correct examples) wecwated the margins for
improvement for the three groups per target language Table 5.3). The language
with the highest number of incorrect examples askird was French with 81 instances,
followed by German with 57, Spanish with 40 andalegse with 28. The structure and
target languages which could benefit most were igit@ubjects and reduced relative
clauses for French and German. The maximum ovpositive effect of the CL rules
on the machine translation would mean an incre&ge586 for correct -ing words for
French, 3.17% for German, 1.56% for Japanese &2d®for Spanish.

Margin for improvement — Examples requiring

Rule improvement
French | German | Japanesq Spanishl TOTAL

Expand reduced | ,q 27 17 23 96
relative clauses

Make implicit 39 25 9 8 81
subject explicit

Insert article 13 5 2 9 29
TOTAL 81 57 28 40

Table 5.3: Maximum margin for improvenent for the CL rules

The human evaluation results showed a mixéettebn the machine translation
output produced by the implementation of the new rQles (see Tables 5.4-5.6).
CL-Rule 1 improved the translation of 14 instanfmsFrench and 10 for Japanese,
which obtained a statistically significant improvemtydegradation rati§. The German
sample obtained one degradation, although 6 examplere now classified as
inconclusiverather thanincorrect The worst performing language was Spanish, for
which 13 degradations were reported. CL-Rule 2 ties most successful rule. It

%% The statistical significance is reported basea 26% confidence level.
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improved the translation of 29 instances for Fredéhfor German and 4 for Japanese.
The improvement/degradation ratio was statisticsiliyificant for French and German,
but not for Japanese. Spanish obtained 5 degradat®L-Rule 3 was the worst
performing rule, with degradations for German, d&se and Spanish and only 5
improvements for French. The improvement/degradatimtio for French was not
statistically significant. Overall, French saw thighest level of correct output with 48
instances; German improved the translation of I¥silinate clauses but 3 of the
articles inserted did not translate into betterpatit Japanese improved 14 incorrect
translations but, similar to German, 2 of the &tdnserted did not achieve a correct
translation. Spanish was badly affected by the @ésr, obtaining 19 degradations.

CL-Rule 1 - expand reduced relative clauses
FR DE JA ES

before | after | before | after | before | after | before | after
correct 45 59 47 46 57 66 51 38
inconclusive 14 8 3 10 6 3 12 5
incorrect 15 7 24 18 11 5 11 30
total number of

74

examples

Table 5.4: Evaluation results for CL-Rulel

CL-Rule 2 - make implicit subject explicit

FR DE JA ES

before | after | before | after | before | after | before | after
correct 12 41 26 39 42 46 43 38
inconclusive 12 2 17 2 4 3 3 6
incorrect 27 8 8 10 5 2 5 7
total number of

51

examples

Table 5.5: Evaluation results for CL-Rule2

CL-Rule 3 - insert article

FR DE JA ES

before | after | before | after | before | after | before | after
correct 5 10 13 10 16 14 9 7
inconclusive 0 0 1 2 0 0 1 0
incorrect 13 8 4 6 2 4 8 11
total number of

18

examples

Table 5.6: Evaluation results for CL-Rule3

The aim of the CL rules was to eliminate tmebaguity introduced by the use
of -ing words by making implicit information expiic The ambiguity created by

the -ing words was eliminated for most of the newurse structures, in that no
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gerund-participle was translated as a modifier,rfistance. However, the RBMT was
still not able to translate the -ing words corngcithis was due to other complexities
present in the sentences. Remember that for tHeatiam, only the new CL rules were
applied to the evaluation sets, not a complete @& set. Therefore, the benefits of
additional rules addressing other ambiguous strastgould not be leveraged. Also,
these results do not reflect the positive impaet itiles might have for source text
readers. The aim of CL is not only to improve maehiranslation but also to improve
the readability and comprehensibility of sourcegex

5.1.3 DEPLOYMENT INTO THE WORKFLOW

In order for the rules to be effective, it is ofr@amount importance that technical
writers apply them efficiently. In this section wevestigate the implications of
deploying new rules. Particularly, we report on #éxperience of deploying them in a
workflow which already works with a CL.

Let us very briefly consider the profile ofethechnical writer. Within an IT
company, technical writers are the people resptéily creating the written content
to be distributed with a product. According to V¢h{L996), the skills expected from a

technical writer, are the following:

A bachelor's degree in communications, English goftvith emphasis on
writing in the professions), or in technical comruation itself.

— Course work in computer science.
- Familiarity with a wide range of computer systemd aapabilities.

— Familiarity with the mechanical and electronic syst about which one is
writing.

- Knowledge of at least one programming language.
— Familiarity with desktop publishing and graphicides
— Strong oral-communication skills.

— Good interviewing skills (in person or via telepledn

- Excellent command of written English; familiarityittv report writing, letter
and memorandum writing.

- Knowledge of and skills in information gathering.
(White 1996:14-15)
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Overall, we could argue that trained techniadters are professionals with a strong
competency in the English language and communitatt@t, training in technical
writing is only recent and there is no guaranted the writing teams always consist of
well-trained professionals. As Hogg and Voss (20@8)nt out, before specific
resources were ready to train technical writerepfefrom different fields entered the
profession. Moreover, it must be taken into consitilen that with the decentralisation
of working groups, with more and more content wgtiperformed in countries other
than the US or the UK, trained professionals migghtiess available. Added to this is
the fact that often writers are non-native speak&English.

One of our first requirements was for techhigaters to validate the performance
of the new rules. Despite the high precision amdlfezalues, it was important that the
writers were aware of the proposed changes to tie set and that they felt
comfortable with their implementation. With the @nt state of the profession in mind,
and aware that Symantec teams are spread arougtbbee we approached the editing
team. The team is based in the US, and is resperfeibdifferent writing teams across
the world. The editors, constantly working with teehnical writers, are aware of their

training and knowledge, and know their needs.

The editors agreed to collaborate on this. tég sent them a set of 100 randomly
chosen flagged sentences per rule for evaluatigether with the explanation of the
focus of the new rules. Additionally, they wereacatgven the option of deploying the
rules in a test environment and evaluating thentheir own data. By providing these
two options we aimed at offering different evaloatapproaches. Whereas the former
was a more controlled option, the latter reflecadal-life scenario.

The editors raised concern over the handlihgeaninology, asking for some
modification, and gave their approval for the dgpient of the rules. Their only
resistance arose from the fact that the rules didtake approved terminology into
account. For example, if the tepaging file includedin the term bank, appeared in an
index without a determiner, acrolinx 1IQ™ would fl#gbecause it violated the rule
stipulating that articles should precede singulammphrases. We also noticed some
confusion, probably created by the change of amprdaken with the new rule.
Previously, writers were used to eliminating flagging words. Now, we were asking

them to check specific grammar around the -ing worwbt to eliminate them. This
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point was clarified and the deployment proceedest, the rules were tuned to discard
all flagged instances containing approved termigploWe were aware that this
decision would decrease recall but it was cons@lareompromise worth making for a

successful implementation.

Secondly, we required feedback on the integraof the new rules within the
existing CL rule set. Two options were possible.tmone hand, we could include the
new rules within the already existing rules dealvith articles, implicit subjects and
relative pronouns. On the other hand, we couldgtbem in an -ing-specific rule. We
left this decision to the editors. They agreed ttieé second option was more
appropriate. Editors argued that dealing with gg@mmatical issues at the same time,
the issue with the -ing words and the implicit &, for instance, would be too
demanding on the writers (Idourd).Once again we noticed that the habit of
seeing -ing words as a problem to be removed waating confusion in the new
implementation. Our research showed that certam subcategories and combinations
were problematic, not -ing words in general. Howefrem the arguments used by the
editors it was clear that they still viewed -ingrd® in general as problematic items
they had to eliminate. The misunderstanding wasnagjaared up. However, the rule
was implemented according to the second option edyera rule specifically
addressing -ing words in combination with spedjiammatical structures was created.
As a first step to break the habit of viewing -iugrds as being problematic overall, it
was decided that the name of the rule would be gdhrfromavoid_ing_wordsto
disambiguate_ing_worddNote also that for the sake of consistency, welifizal the
rules dealing with the insertion of articles, ingilisubjects and relative pronouns so

that they would not flag any instances of -ing veord

We also needed to consult with the end usarghe content of the help files
accompanying the new rules. Editors were presentdtda quick access to the help
file. The files contained a brief description oéthrror and suggested changes, along
with examples of incorrect sentences and theirected counterparts. The editors
requested the language in the help files to beldietbarguing that Writers are not

grammarians and may have limited familiarity withdiish grammar (which is why

" E-mail communication from A. Idoura, Department Sfructured Content Strategies,
received on 15 August 2008, compiling responseas fBeeditors.
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they are using acrocheck in the first pldcépoura)® They also added that writers
mostly rely on the correct and incorrect exampldgenvre-writing and suggested
adding more examples. Following the editors’ advige re-wrote the explanations of
the violations. We re-used existing phrasing whichers were familiar with as much

as possible and only added new simple grammatizatepts when necessary. We
completed the modifications by adding extra examte cover the most frequent
errors.

5.2 AUTOMATIC SOURCE RE-WRITING

We wrote 3 rules in order to test this techniqualeRl transforms the -ing words at the
beginning of titles into imperatives. This rule wested for Spanish because the
RBMT system can be configured to translate impeeatiinto Spanish infinitives.
Titles starting with infinitives were classified a®rrect by evaluators in the -ing
evaluation. Rule 2 transformed the -ing words at leginning of titles into nouns
followed by the prepositionf. This rule was expected to have a positive effecthe
four target languages and therefore applied todfreBerman, Japanese and Spanish.
The rules were applied to the instances groupecerutite title category in the
evaluation corpus and evaluated. Rule 3 introdiledsubjecou into implicit when

+ ing structures. This rule was tested for French andrizge.

5.2.1 EVALUATION SET-UP

We were no longer in a position to reproduce th@esavaluation setting as the
first -ing evaluation and the CL rule evaluatiorheTRBMT system had since been
upgraded and only three out of the four originadleators per target language were
available. Therefore, we decided to use a diffeesatuation type: ranking of different

translations of -ing words. As described in Chajethis evaluation type has both
advantages and disadvantages. The advantagestketevaluation is reported to be
less demanding in terms of cognitive effort becabseoverall quality of the evaluated

unit must not be decided. As a result, the evaduas performed faster. On the other
hand, by asking which translation is better, we Méawt know whether the output was

actually grammatical and accurate or not. Yet, #évigluation aims at testing whether

8 E-mail communication from A. Idoura, Department Sfructured Content Strategies,
received on 15 August 2008, compiling responseas fBeeditors.
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improvement in translation quality is achieved Ising a particular pre-processing

technigue and therefore it was considered sufficien

We machine translated the original and autmaift modified sentences obtained
after applying the rules to the sentences classifieder titles and adverbials of time
introduced bywhen.Two outputs were obtained. MT1 belongs to theinalgsource.
MT2 belongs to the automatically modified sourcepréfessional native language
speakers per target language (three from the previaman evaluations and one new
for each target language) were asked to judge whbiaput contained the best
translation of the -ing word in terms of grammdlttgeand accuracy. In order to focus
evaluators on the unit of evaluation (-ing wordg) again highlighted the relevant -ing
word in the original source sentences. The RBMTesgstransferred the highlight to
the word(s) in the target sentence. We could ntaraatically obtain the highlight for
MT2, as the new source did not have any highligiut therefore MT2 was presented
without any highlighting. Evaluators were presentéth the original source sentence,
MT1 output and MT2 output. Additionally, and in erdto reduce cognitive effort, we
presented the subcategories in groups. Evaluaters wrovided with three possible
answers: MT1, SAME and MT2. When the first anddhiptions where selected, it
would be clear which of the outputs was better. $&lkection of SAME would have
different indistinguishable meanings: the translatof the -ing word is the same, both
translations are equally bad and both translatimasequally good The aim being to
report whether improvement was achieved, we corsifd#hat asking for this level of

detail from evaluators was not necessary (See Atipérior guidelines).

5.2.2 EVALUATION RESULTS

In order to calculate the effect on the translatiee added up the score obtained for
each -ing word. Only the examples where at leasetkvaluators agreed were used to
report the results. By doing that, we were ables® 83% and 87% of the examples for
Spanish for Rule 1 and Rule 2 respectively; 81% &0fib for French for Rule 2 and
Rule 3 respectively; 70% for German for Rule 2; d4dé6 and 76% for Japanese for

Rule 2 and Rule 3 respectively (see Useful Exampseslotal Examples in Tables

*We checked for MT1 and MT2 sentences that werestiae. These sentences were not
included in the evaluation. They were later receddnp report overall results.
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5.5-5.11). The inter-rater kappa scores obtainedefich rule and target language
during this evaluation varied from good to very dofor Spanish, fair and no
agreement for French, good for German and fairremeégreement for Japanese (see
Tables 5.7-5.13 for scores).

5.2.2.1 SPANISH

ASR-Rule 1 transformed -ing words at the beginrofiditles into imperatives. The
output obtained from this new source text was jddgs better for 32% of the
examples. The output was judged the same almost diathe time. MT1 was
considered better for 20% of the examples. Theltrdsu ASR-Rule 2 was more
positive for MT2, which was judged better 70% oé tfme. MT1 was judged better
only 2% of the time and the same quality reportedd Z7% of the examples. We
observed that both rules improved the translatiarality of sentences. The

improvement/degradation ratio was statisticallyngigant for both rules.

ASR-Rule 1| MT1Bes{ SAME MT2 BegtUseful Exampleg Total Exampled KAPPA
Examples 97 227 157 481 557 0.761
% 20.17 47.20 32.64 83.36
Table 5.7: Results for rule transforming -ing titles into imperatives for Spanish

ASR-Rule 2| MT1Besf SAME MT2 BegtUseful Exampleg Total Exampled KAPPA
Examples 11 138 357 506 557 0.825
% 2.17 27.27 70.55 87.69
Table 5.8: Results for rule transforming -ing titles into nouns for Spanish

5.2.2.2 FRENCH

ASR-Rule 2 transformed -ing words at the beginmifitities into nouns. For this rule,
MT1 was judged better for 7% of the examples. Thgpuat was reported to be of the
same quality 22% of the time. MT2 was judged bette¥ of the time. Similarly to
Spanish, the improvement/degradation ratio obtaivdth nominal titles was
statistically significant, with the degradatiorthalugh 4 points higher, still very low.

ASR-Rule 2| MT1Bes{ SAME MT2 BegtUseful Exampleg Total Exampleqd KAPPA
Examples 34 102 320 456 557 0.448
% 7.46 22.37 70.17 81.87
Table 5.9: Results for rule transforming -ing titles into nouns for French

ASR-Rule 3 transformaghen + ingstructures into explicit clauses with the subject

you This rule greatly favoured the translation qualiof the -ing words
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(improvement/degradation ratio statistically sigrdaht). No degradations were
reported and MT2 was judged better for 96% of tengples.

ASR-Rule 3| MT1Besf SAME MT2 BegtUseful Exampleg Total Exampleqd KAPPA
Examples 0 1 28 29 36 -0.01
% 0 3.45 96.55 80.56
Table 5.10: Results for rule transforming -ing advebials introduced by whenfor French

o7

5.2.2.3 GERMAN

ASR-Rule 2 transformed -ing words at the beginmfitities into nouns. For this rule,
MT1 was judged better for 17% of the examples. dimput was reported to be of the
same quality 22% of the time. MT2 obtained 60% ofie t scores
(improvement/degradation ratio statistically sigr@ht improvement). The degree of

degradation is higher than that for the other tiaeget languages.

ASR-Rule 2| MT1Bes{ SAME MT2 BegtUseful Exampleg Total Exampleqd KAPPA
Examples 69 88 234 391 557 0.65J7
% 17.65 2251 59.85 70.20
Table 5.11: Results for rule transforming -ing titles into nouns for German

5.2.2.4 JAPANESE

Japanese scores were very similar to Spanish amtlrfor ASR-Rule 1. Degradation
was minimal at 5% and improvement was high at 7BBprovement/degradation ratio
statistically significant).

ASR-Rule 2| MT1Bes{ SAME MT2 BegdtUseful Exampleg Total Exampleq KAPPA
Examples 23 53 323 427 557 0.42)7
% 5.39 18.97 75.64 76.66
Table 5.12: Results for rule transforming -ing titles into nouns for Japanese

ASR-Rule 3 transformewhen + ing structures into subordinatgou clauses.
Whereas degradations were not reported, the majairithe cases (81%) were judged
as having the same quality. 18% of the instanca® Wetter for MT2 (statistically
significant improvement/degradation ratio). The Ioumber of examples for which at
least three evaluators agreed showed that the atgedufound it hard to judge the

guality of the MT output. The improvement
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ASR-Rule 3| MT1Besf SAME MT2 BegtUseful Exampleg Total Exampleqd KAPPA
Examples 0 13 3 16 36 0.097
% 0 81.25 18.75 44.44

Table 5.13: Results for rule transforming -ing advebials introduced by whenfor
Japanese

5.2.3 DEPLOYMENT INTO THE WORKFLOW

The applications of automatic source re-writing eveerformed by using Regex and
the controlled language checker. Should a locadisatorkflow have a CL checker in

place, adding an automatic check before the souxteis to be machine translated
would be possible. A full-fledged CL checker wouwllteady support the document
formats in which the source text is created. A fibssproblem would be the

processing time required to analyse and transfbensource text.

Applying rules based on Regex, however, woidduire some considerations.
Regex can be applied directly into the text usingx editor that supports them or
integrated within a script. Therefore, it is of g@mount importance that the source text
format is compatible with Regex. If the source textwritten in XML format, for
instance, the modifications could be applied diyeélthough in this case the fact that
tags could occur within the strings to be modifieduld have to be taken into
consideration. However, if the source text is writtn a proprietary text format such as
Microsoft Word’'s an extra step to transfer the tiexd a compatible format without

loosing formatting information, would have to bensimered.

5.3 GLOBAL SEARCH & REPLACE

Global S&R was tested using two different rules.RaFule 1 removed articles

preceding infinitive verbs at the beginning ofe#l This rule was written to address
Spanish MT output. GSR-Rule 2 and GSR-Rule 3 taanstd the word classes of the
objects of catenative verbs. Both Spanish and Rresmxamples were judged as
incorrect for this type of problems. Because Glols#R is a post-processing

technigue which is applied to the MT output, largeralependent rules were written.
GSR-Rule 2 was written to specifically target Spharand GSR-Rule 3 for French.
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5.3.1 EVALUATION SET-UP

This evaluation followed the same methodology usedutomatic source re-writing,
the only difference being that in order to testostgprocessing technique, evaluators
were presented with the source sentence, the aligBMT output (MT1) and the
output obtained after applying the Global S&R rulesthe original RBMT output
(MT2). Four professional target language speakibned out of four for each target
language had participated in the first -ing evatmgt were asked to judge which
version, MT1 or MT2, included a better translatadfrthe -ing word highlighted in the
source in terms of grammaticality and accuracy.uBh@ny case occur where the
quality remained the same, the option “SAME” wasvided (see Appendix | for

guidelines).

5.3.2 EVALUATION RESULTS

Similarly to automatic source re-writing, we repthré results for the examples where
at least three out of the four evaluators agreetherguality. By doing so, we report
the results for 72% of the examples for GSR-Rul20% for GSR-Rule 2 and 83% for
GSR-Rule 3. We will come back to the high level in€onclusive examples for

GSR-Rule 2 in the section below. Kappa scores tasme inter-rater agreement were
calculated for each of the rules. GSR-Rule 1 obthi®.473, a fair agreement.
GSR-Rule 2 obtained a negative score. For GSR-RBula score of 0.269 was

obtained; a slight agreement.

5.3.2.1 SPANISH

GSR-Rule 1 transformed the word class of catenatvbs including the prepositions,
should they be incorrect, for Spanish. The origRBMT output for the translation of

the -ing word was considered of better quality {@mms of grammaticality and

accuracy) 7.7% of the time. The quality was judgedbe the same 30% of the time.
The output which included the effect of GSR-Rule/ds evaluated as better for 62%

of the examples, proving a statistically significanprovement/degradation ratio.

GSR-Rule 1| MT1 Best SAME MT2 BegtUseful Exampleg Total ExampI(IsKAPPA
Examples 1 4 8 13 18 0.473
% 7.7 30.8 62 72.22

Table 5.14: Results for the rule removing articlesn front of infinitive verbs at the
beginning of titles for Spanish
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GSR-Rule 2 removed articles preceding infisitverbs at the beginning of titles for
Spanish. As mentioned, out of the 15 examples defie this rule, at least three
evaluators only agreed in 3 cases. A closer lookthatexamples showed that two
evaluators constantly judged the translations whiegerticles were removed aS better,
whereas two evaluators constantly judged them iag lod the same quality. Only in 3
occasions they all agreed that the quality wasstimee. This was due to additional
ungrammaticalities being present in the translatismch as the use of reflexive

pronouns.
GSR-Rule 2| MT1Best SAME MT2 BegtUseful Exampleg Total ExamplclsKAPPA
Examples 0 3 0 3 15 -0.33
% 0 100 0 20

Table 5.15: Results for the rule transforming the wrd class of the objects of catenative
verbs for Spanish

5.3.2.2 FRENCH

GSR-Rule 3 transformed the word class of edtem verbs including the
prepositions, should they be incorrect, for Frer@hthe 15 examples for which at
least three evaluators agreed on the result, 808 jweged to be of better quality after
applying GSR-Rule 3 and 20% remained at the sawa [gtatistically significant

improvement/degradation ratio).

GSR-Rule 3| MT1 Best SAME MT2 BegtUseful Exampleg Total ExampI(IsKAPPA
Examples 0 3 12 15 18 0.264
% 0 20 80 83.33

Table 5.16: Results for the rule transforming the wrd class of the objects of catenative
verbs for French

5.3.3 DEPLOYMENT INTO THE WORKFLOW

Global S&R was applied using Regex, similarly toFABule 1 and ASR-Rule 2 in

automatic source re-writing. The considerationsareiqg the file formats in order to

implement Regex were discussed in section 5.2. Zat\Wlifferentiates the deployment
of Global S&R is the workflow stage in which it nilm applied: after the MT system
generates the target ouput and before this ousptiansferred to the following stage.
The specific deployment, therefore, will dependtioa possibilities and requirements
of each workflow, the file formats used and thegtmities of inserting scripts.
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5.4 STATISTICAL POST-EDITING

In Chapter 4, an SPE engine was built using thedslaecoder. In order to test the
effect on the final translation quality, a statiatly representative set of sentences
containing -ing words was post-edited. This seciimasents the human evaluation
set-up and results, as well as some considerafiortie deployment in a localisation

workflow.

5.4.1 EVALUATION SET-UP

The human evaluation type performed for SPE waslasinto the one used for
automatic source re-writing and global search &laeg. ranking of two different
translations MT1 and MT2 (see Appendix I). MT1 @néd the RBMT translations.
MT2 contained the RBMT+SPE translation output. Hesve due to the general
approach encompassed by SPE whereby modificatimnsg be applied for the whole
sentence and were not targeted to the -ing wondsqtiestions were asked. Evaluators
were asked to select which MT output contained kst -ing word translation (or
whether the quality was the same) and which MT wiutgas, at a sentence level, a
better translation of the source sentence. Thigrimétion was deemed necessary to
obtain a full picture of the effect the SPE modhdel on the evaluation set. Restricting
the evaluation to the -ing words would have beeslgading. The -ing word might
have improved in a sentence, but the SPE modulkl ¢mve decreased the level of

translation quality elsewhere.

The evaluators were presented with the sagneences where the -ing words to be
evaluated were highlighted, the RBMT output of eaehtence with the translation of
the -ing words highlighted and the RBMT+SPE outputh no highlighting.
Additionally, the sentences, which belonged to edé#ht subcategories of the -ing

classification, were presented randomly.

5.4.2 EVALUATION RESULTS

The evaluation results presented in this sectiorevebtained from the examples in
which at least 3 evaluators agreed on the quality. were able to report results for
76-98% of examples for the sentence and -ing weatliations separately and for 75%

for cross-tabulations. The inter-rater agreemenppka scores obtained for this
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evaluation were fair and moderate, with a poor esgrg-level agreement for French

(see specific scores in Tables 5.17-5.24).

5.4.2.1 SPANISH

The human evaluation shows that at a sentence MéV2lscored best 25% of the time
and the degradation was 10%, showing  statisticallgignificant
improvement/degradation ratio. The highest pereggmta64%, belongs to the
evaluation category which reports equal sentenatitgqu

Sentence| MT1Best SAME MT2 BeftUseful Exampleg Total Exampl§sKAPPA

Examples 25 161 63 249 317 0.608

% 10.04 64.66 25.30 78.55

Table 5.17: Results for sentence-level quality fd8panish

The results for the translation of the -ingréreport 8% improvement and 3%
degradation using the SPE module. The differensealteein statistically significant

improvement/degradation ratio. 88% of the -ing vepttbwever, display equal quality.

ING MT1 Best| SAME| MT2 Bes| Useful Example§ Total Exampl§sKAPPA

Examples 9 260 26 295 317 0.65p

% 3.05 88.13 8.81 93.06

Table 18: Results for -ing words-level quality forSpanish

A cross-tabulation of the -ing constituent amthitence-level results shows that for
the cases where MT1 obtains a better rank, thecamgtituents are reported to be of
the same quality 83.33% of the time. No cases eperted where MT1 is better at
sentence-level and MT2 is better at -ing word le@@hilarly, when MT2 is better for
sentence-level quality, only 1.7% of the examplesejudged to have a better quality
for MT1, with 41% judged to be better in MT2. Y#ig majority of the examples fall
into the “same” quality category.

ING
Sentence MT1 Best SAME MT2 BeptUseful Examples %
MT1 Best 2 22 0 24 10.2
SAME 1 146 6 153 65.10
MT2 Best 1 39 18 58 24.6B
Useful Exampleq 4 207 24 235 74.L3
% 1.70 88.08 10.21 74.13

Table 5.19: Cross-tabulation of -ing word and sentece-level results
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5.4.2.2 FRENCH

The human evaluation for French shows an even higbeentage of both sentences
and -ing words judged as having the same qualB$s &nd 95% respectively. The
improvement degration ratio for the sentence-lexaluation is 6% against 5%. At
the -ing word-level the same percentage of imprammand degradation was obtained.

SPE did not bring statistically significant improwent/degradation ratio for this TL.

Sentence| MT1 Best SAME MT2 BegptUseful Examples Total ExampllsKAPPA

Examples 14 214 15 243 317 0.25p
% 5.76 88.06 6.17 76.66

Table 5.20: Results for sentence-level quality fdfrench

ING MT1 Best| SAME| MT2 Bes] Useful Exampleg Total Exampleq KAPPA

Examples 8 295 8 311 317 0.55p
% 2.57 94.85 2.57 98.11

Table 5.21: Results for -ing word-level quality forFrench

The cross-tabulation shows that sentence-lewed -ing word-level quality
correlated when either MT1 or MT2 were selectedest output. 1% to 2% of -ing
words displayed a better MT1 or MT2 translation whiee sentence-level translation
was judeged of similar quality. 4% to 5% of senemnwere classified as having better

MT1 or MT2 quality when the -ing words were repdrte be of equal quality.

ING
Sentence MT1 Best| SAME| MT2 Bes] Useful Examples %
MT1 Best 3 11 0 14 5.81
SAME 2 207 4 213 88.38
MT2 Best 0 13 1 14 5.81
Useful Exampled 5 231 5 241 76.92
% 2.07 95.85 2.07 76.02

Table 5.22: Cross-tabulation of -ing word and sentece-level results

5.4.2.3 GERMAN

The human evaluation for German shows a lower pégige of examples being judged
as having the same translation quality at sentives. However, we observe that the

percentage of degradations is higher than the ivepnents introduced by SPE, 25%

against 23%.

| Sentence] MT1Best SAME MT2 BepUseful Examples Total Exampled KAPPA |
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Examples

62

128

58

248

317

0.66]

%

25

51.61

23.39

78.23

Table 5.23: Results for sentence-level quality fadserman

At a -ing word-level,
(improvement/degradation ratio not statisticallygréficant). The percentage of

examples judged to have the same translation gualisimilar to the percentages

obtained for French and Spanish, at 88%.

the improvement degraolat ratio

is 6% to 5%

ING MT1 Best| SAME| MT2 Bes] Useful Exampleg Total Exampleq KAPPA
Examples 15 263 18 296 317 0.58
% 5.07 88.85 6.08 93.37

Table 5.24: Results for -ing word-level quality forGerman

A cross-tabulation of the results shows thiaemvthe translation of the -ing word is
better for MT1, the sentence-level quality is abetter for MT1. Similarly, when the
the sentence-level quality is the same for MT1 BRI, the translation of the -ing
word is of equal quality for MT1 and MT2. When Mahd MT2 are considered better
at a sentence-level, 75% and 70% of the exampéepidged to be of the same quality

for the translation of the -ing word.

ING
Sentence MT1 Best SAME MT2 BeptUseful Examples %
MT1 Best 12 43 2 57 24.2b
SAME 0 125 0 125 53.19
MT2 Best 0 37 16 53 22.5p
Useful Exampled 12 205 18 235 317
% 5.10 87.23 7.66 74.13

Table 5.25: Cross-tabulation of -ing word and sentece-level results

5.4.3 DEPLOYMENT INTO THE WORKFLOW

A number of technical considerations are requiredrder to deploy an SPE module in
a localisation workflow. Once the benefits to themslation quality are measured, the
cost, both in terms of processing capacity, timg fanmatting, must be quantified. By

using the equipment described in 4.2.2.1, the laine of 385 sentences took around
20 minutes. A balance between an acceptable timhgrtessing capacity would have
to be found. Also, at the moment formatting is sigpported by the engine. Firstly, the

same case described in the automated source iagvatises with the issues of
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proprietary document formats. Secondly, open fosmatould require some
workaround. An XML file, for instance, could be impto the engine. However, the
system must be trained to handle the XML tags. dfton exists of removing tags
before the text is post-edited. Later, the tagslevtnave to be re-inserted. A second
option would be to train the SPE engine with XMiggad documents. However, the
additional variation introduced would result in theed for larger corpora for training.

5.5 CHAPTER SUMMARY

The impact on the translation quality of pre- armbstgprocessing techniques was
investigated in this Chapter. We performed four Aonevaluations to observe the
variation in translation introduced by each of ther techniques described in Chapter
4 (see Table 5.26 for a summary of improvementlt®su-or controlled language
rules, a correct machine translation of the -ingdsowas not always achieved. The
automated source re-writing for titles transformtedbegin with nouns improved the
translation output significantly, with 60% improvent for German and 70% for
French and Spanish and 80% for Japanese. Whatsés ialportant is that the
degradation introduced by the rule was minimal a2 for French, Spanish and
Japanese but was higher for German at 17%. Thelealing with implicit subordinate
clauses achieved a 96% improvement and no degoaddtr French. Japanese did not
benefit from this rule to the same degree, obtgindmly 18% improvement. The
Global S&R displayed an improved translation of 6a#%@ 80% when dealing with
catenative verbs for Spanish and French, respéctiVee rule dealing with articles
preceding infinitives did not prove to improve tsétion quality. Yet, no degradations
were reported. In general, we observed that rusedatechniques offered the
possibility of targeting efforts for particular gnword subcategories and issues.
Additionally, the results show that when writingVlT -specific rule with automated
modifications, the degradations introduced wereimmsh

Contrary to the results reported in the fietdy SPE engine did not achieve
considerable improvement at either sentence orwiogl-level for any of the target
languages. After building the SPE engine followihg size/quality of the training

corpus common in the field, our results show mitiimgprovement for Spanish, at
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both sentence and -ing word-level, no improvementHrench and degradation at

sentence-level and no improvement at -ing wordtfmreGerman.

Technique ES FR DE JA
CL-R1 -52% 48% -4% 53%

CL " cLr2 “62% 74% 52% 44%

CL-R3 -22% 38% -60% -100%

ASR-R1 32% n/e n/e n/e
ASR | ASR-R2 70% 70% 60% 80%
ASR-R3 n/e 96% 18% n/e

GS&R | GS&R-R1 62% 80% n/e n/e
GS&R-R2 0% n/e n/e n/e

SPE 8% 0% 6% n/e

Table 5.26: Overall improvement results for the teted -ing words
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CHAPTER 6



CHAPTER 6: CONCLUSIONS

6.1 OBJECTIVES

This dissertation aimed at answering two main doest The first sought the
identification of the -ing words which are probleimafor RBMT systems when
translating procedural and descriptive IT texto iffrench, German, Japanese and
Spanish. This was answered by classifying -ing waxtracted from a representative
corpus of IT descriptive and procedural texts usanfunctional scheme (Izquierdo,
2006) and evaluating their machine translation.

With the human scoring obtained, we soughttetst the correlations between
automatic metrics and the human evaluation. Wedntiat correlations were good,

with some metrics appearing to be more sensitivettain TLs over others.

The second question sought the exploratidrafniques to improve the translation
of the -ing words. This was accomplished by analysihe characteristics of four
technigues in terms of the language (SL or TL) theyk on, the source of the error
(shared or TL-specific), the language resourcesy thequire for a successful
implementation, the need for human interaction pilngose of the end-product and the
scope of the madifications; and by choosing probléen-ing word subcategories to
test the techniques’ feasibility. Two measurememse necessary to report on the
performance of the techniques. Precision and rewatk calculated to measure the
performance of the rules and a human evaluation peaformed to assess machine
translation improvement.

6.2 FINDINGS

While performing the classification of -ing wordsaur corpus, we were able to get an
insight into the use of -ing words within IT procedl and descriptive texts. The
concentration of -ing words in our corpus was 2%inciding with concentrations
reported by Biber (1988) and found in the BNC foniar documents. This suggests
that the degree of use of -ing words in this spiseid corpus is not significantly
different from general language corpora. In additiwe saw that the most populated
category was that of titles, with 25% of the sh&baracterisers followed, with 23%,

mainly used as pre-modifiers. The category of Adias, with a 19% occurrence rate,
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contained most -ing words as heads of mdae € ing), purpose for + ing) and
temporal vhen + ing phrases. The use of Referentials and Progressiagsestricted
to 7% and 6% respectively. By selecting, implemeantand customising (to a small
degree) a proposed classification for -ing words,have validated this classification
and shown its applicability to a text genre diffdarérom the one for which it was
initially developed.

One of the main findings of this dissertati@s to do with the machine translation
quality of -ing words. The results from the humaalaation showed that the majority
of -ing words were correctly handled by the RBMTstsyn — 72% for German,
Japanese and Spanish, 52% for French. This shoats despite the theoretical
difficulties involved in the translation of thisdture, the current development stage of
the RBMT system used enables the successful resolot a considerable proportion
of -ing words. However, at 72%, that still leave8%® of occurrences rated as
problematic, which could represent a significantrection effort if one is translating
millions of source words per annum. Overall, Titewl Characterisers were among the
best performers for German; Titles were the woestgpmers for French. Progressives
varied across languages obtaining the worst overslllits for Japanese and the best for
French. Referentials, in turn, were among the woestormers for all four languages.
This demonstrates that the problems generated widlehine translating -ing words

are somewhat TL-specific.

Also, despite the fact that considerable éffiad been put into coding UDs prior to
the research project, we found that incorrect teohigy played a significant role in
translation of -ing words marked as ‘“incorrect”. iShoutcome highlights the
importance of terminology management for the préidacof machine translation
guality. Terminological accuracy in RBMT systems dentrolled through the
customisation of UDs with previously selected ternf@iven the influence of
terminology, a revision of terminology extractioropesses is proposed. Additionally,
the increasing encoding possibilities offered bydJhich directly interact with the
RBMT system, in terms of contextualisation and Udiis¢ic information, provide a

promising area for research, where the effect sandbiguation could be measured.

The comparison between human and automatiaiasietevaluation showed

moderate agreement (0.42-0.75) at a feature-lemdl @most perfect agreement
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(0.86-0.98) when calculating a human-score aggeeigeadrrelation. This is in the same
range of agreement that is reported for evaluatmarormed at sentence level within
the field. Therefore, the results seem to superstiggestion that, despite the fact that
automatic metrics are optimised for sentence dugunits, shorter segments obtain

similar correlations with human scorings.

The analysis of the techniques to improvetthaslation of -ing words revealed
their individual requisites as well as the typesssties which would benefit most from
their implementation. For the pre-processing stagefrolled language was found to
be effective in improving the original text by elmating ambiguities and
ungrammatical structures, which in turn facilitagsnore accurate analysis by the
RBMT system. The CL rules that were tested reveatedd results with regard to
translation improvement. French performed well vtk three new rules, improving
60% of the incorrect instances. German and Japaaisseimproved in translation
quality by 23% and 50%, although a low degradaléémel was also observed (5% and
7% respectively). Spanish was the language withptiwrest response, showing 33%
degradations. We also found that specific CL ralgglied in isolation of other rules in
the set can lead to output that is not of optimellity. CL rules need to be applied as a
set in order to gain the most advantage. This teduh the re-written -ing words not
always being translated correctly due to the coatin of additional complexities in

the source sentences.

Automatic source re-writing proved an effeetivRBMT-specific and
language-pair-specific technique for increasing i@ translatability. Its main
strength lies in not having to adjust to gramméticanstraints when applying
modifications. The source text can be automaticalbdified to better suit the MT
system, usually converting the source text intorenfcloser to the expected target text.
Both CL and automatic source re-writing reduce seuext complexity for RBMT
systems, which should result in improved transtatiaality. However, no matter how
high the degree of determinism is in RBMT systewtsen working with a proprietary
system - in a black-box environment -, predictimgnslation performance is still
challenging. In the case of automatic source réing;i the translation improvement

was significant, at 60% to 90%. One of the mairdifigs was that the degradation

246



resulting from the modifications was minimal. Givilre significant improvement seen

by us, we expect this method will receive furthgemtion in the future.

When issues cannot be tackled by modifyingcifipesource structures and are
target-language specific, post-processing techsigoegn be used to modify the
translated text. Global search & replace was oleskty have the potential to solve TL
errors by using manually crafted rules. Althougasfble, we showed that limitations
for certain types of modifications existed by uskRegex only. In fact, both automatic
source rewriting and global search & replace wobdahefit from the inclusion of
linguistic information, deeper structural analysi;d a linguistically-informed
generation module, or at least more flexible remiaent capabilities. We would

highlight this as a potential area for researchdeasklopment into the future.

Statistical post-editing was the data-drivechhique studied where transformations
were automatically learnt and where general instéathg word subcategory-specific
modifications were applied. The training of the ieegrequired large volumes of
aligned MT and reference sentences. The resultsnaat showed little improvement,
and even degradation depending on the target Igegukhis is not in line with the
results reported in the field where, using same aizd domain-specific training data,

improvements over the baseline system are claimed.

6.3 REVIEW OF METHODOLOGIES

One of the strengths of this research is thatstehaluated the machine translation of a
particular linguistic feature, i.e. -ing words, ieal-life IT documents. In order to
identify which particular subcategories were praidéic for the RBMT system, we
opted for a feature-based evaluation. Identifyimg-eng word and providing it in
context was straightforward. However, identifyirige texact translation segment that
was relevant for evaluation was not. Defining whiitlormation was condensed within
the -ing words apart from the lexical meaning wdwllenging. As a result,
establishing which word(s) contained such inforomrain the target text for evaluation
was difficult. The exact translation of the -ingnds for each of the subcategories was
decided through the mapping used by the MT systenwell as additional human
decisions to include or exclude the effects of listic features in the near context.
This enabled us to obtain consistent judgementm feo well-defined evaluation.
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Additionally, the validity and reliability of theesults were further ensured by the
selection of evaluators and tests to measure theeagnt rates between them. We
believe that the use of the challenging featuredavaluation and the strict controls
implemented during evaluation contribute to theerggths of this study. Real-life
instances were selected, evaluated and analysef,then problematic -ing word
subcategories identified.

The second part of this research focused ahniques to improve the
problematic -ing word subcategories. In order & their feasibility and efficiency, we
selected a number of -ing subcategories which,ngtheir characteristics, were best
suited for each technique. For the rule-based tedgeechniques, i.e. controlled
language, automatic source re-writing and globaldeand replace, we reported on
the general strengths and limitations, as well @zigion and recall measurements
obtained for the rules created. Secondly, we etadughe new machine translation
output using professional evaluators and repofteceffect on translation quality. This
allowed us to draw conclusions on the potentialthef techniques to improve the
machine translation quality of a number of -ing v@ubcategories. We reported the
challenge involved in the initial implementation tife techniques but we did not
measure the exact implementation effort requirelis Would be necessary when
performing an overall cost-effectiveness analydiseach technique on top of the
reported performance measurement. We have estadblitte baseline of conditions

and advantages of each technigue and proved thieingal.

While we have focussed on one specific lingrifgature throughout, we hope that
the details of our methodology could be appliedadlgito any other linguistic feature
one might be interested in. In that respect, weehea@ntributed to the general
methodology for performing feature-based evaluatiamf both MT output and

solutions.

As mentioned in our Introduction, the specgatting for this research (i.e.
academic/industry collaboration) meant that theasesh was to some extent driven by
the needs of the industrial partner. Rather thaingethis as a problem, we see the
collaboration as a strong, positive aspect of gsearch as it enabled the use of “real”

data, professional linguists and a commercial M3teay to investigate an issue that
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had been previously seen as a “problem” and toémpht and test not one, but several,

potential solutions to that problem.

6.4 FUTURE CHALLENGES AND RESEARCH

OPPORTUNITIES

Due to its broad coverage, this thesis identifiedesal directions for future research.
First of all, the findings of the present study &esed on one RBMT system, i.e.
SYSTRAN. Further tests to examine the performadd@BMT systems regarding -ing
words would be necessary to confirm that the rebigsues are shared among RBMT

systems and not the result of the particular dgrakmt platform of SYSTRAN.

Also, the evaluators hired to judge the maghnanslation of the -ing words were
professional translators. They were suitable beraws set grammaticality and
accuracy of texts as evaluation attributes. Giveat the texts aim at instructing IT
users about how software products function, it wobk interesting to test the
usefulness and usability of machine-translated i@xjeneral through studies of end

users’ ability to comprehend and use the MT outpuytterform tasks.

The weaknesses of performing a human evaluatiage from the large budget,
necessary if we are to avail of professionals, e ¢xhaustive evaluation design
required. The cognitive effort of evaluators netlbe considered and balanced with
the minimum scope required to ensure an informadivé trustworthy response. The
task has to be strictly designed (and guidelinesiged) to prevent misinterpretations
and to be able to compare results across evaluditrsexplored the use of a number
of string-based automatic metrics as alternativieutman evaluation, focusing on their
usefulness at a subsentential level. The neecuftier research in this area was clear
from the results. First, additional research wdwgdrequired to confirm the success of
automatic metrics when evaluating grammatical festu and whether certain
languages correlate better with specific metricgsoAit would be interesting to
examine the impact the translation quality hastenreported correlations. Research
effort could also be channelled into investigativigat correlations between automatic
metrics and human judgements suffice for an effectieployment of the automatic

metrics.
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Finally, we would like to mention the integoat of source parsing, tagging and
morphological analysis, and generation capabilittest could be developed for the
technigues for improvement described in this rateavWe examined and tested a
number of techniques for improvement “out-of-the¢boDuring the analysis and
particularly during the implementation procedunes, identified limitations related to
the availability of linguistic information. We argd that additional capabilities, which
are already being developed within the NLP comnynitould increase their
efficiency. The path for further research in thassas, based on the -ing word example,
is therefore set.

6.5 CLOSING REMARKS

This research has dispelled the myth that -ing wang particulary problematic for

MT for four target languages. It has identified fieblematic -ing word subcategories.
It has built on current evaluation methods to disthla feature-based approach and
performed a large-scale multilingual human evatimgticomplemented by automatic

metrics. It has contextualised and assessed thibilég and effect of several pre- and

post-processing solutions, initiating the integnatof innovative technology into the

automated translation industry.
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APPENDIX A: COMPLETE FUNCTIONAL CLASSIFICATION
OF THE —ING WORDS IN THE CORPUS



Pattern Positionl Position2 Ne of examples
-ing Free 1,255
» Embedded Embedded 620
2 Beginning of sentence 530
= About + -ing Free 100
Embedded Beginning of sentence 60
Embedded 38
. Position Type Ne of examples
i . modifiers (participial adjectives and gerundial
5 Pre-modifiers nouns) 1,873
§ ? Post-modifiers reduced relative clauses 377
g nominal adjuncts 226
© adjectival adjuncts 12
Clause type Prep. or sub. con;. Ne of examples
By 516
Manner Free 159
Without 88
When 313
Before 179
After 139
While 65
On 8
Through 5
Between 4
2 Time Free 3
] Along with 2
Q During 2
2 From 2
In 2
In the middle of 2
Prior 1
Upon 1
Purpose For 443
In 1
Condition If 20
Contrast Instead of 11
Cause Because 2
Concession Besides 1
Place Where 1
Time Voice Ne examples
Active 501
§ Present Passive 117
2 Questions 2
% Modal 22
I} Active 9
a Past Passive 3
Infinitive 5
Future 2
" Types Ne examples
< Nouns 252
= Catenative verbs 167
o Prepositional verbs 116
& Comparatives 46
Phrasal verbs 13
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APPENDIX B: ING EVALUATION GUIDELINES



The aim of this evaluation is to analyze the machine translation of ing words to gather
information about the efficiency with which our rule-based machine translation (MT)
system handles these constituents. For this purpose, an excel file is provided with a
layout for evaluation. The file contains sentences which include ing words. They were
extracted from Symantec user guides for three different products. These have been

machine translated for evaluation.

The question you are asked to answer is the following:

* Is the machine translation of the ing word grammatical and
accurate?

If both requirements are true for your target language, the example should be
considered "Correct”. If any of the requirements is not true, the example should be
considered “Incorrect”. Please note that only the constituent of study should be taken
into account, not the entire sentence. Type an “X” in the appropriate cell in the excel

file provided.

Note that in addition to the source sentences and the raw MT output you are asked to
evaluate, a post-edited (PE) version has been provided. A language offers many ways
of expressing the same idea. The PE version is one that our post-editors thought met
the Symantec standards. You may disagree with the PE version and consider the MT
output correct or incorrect. We do not want you to check whether the raw MT output
and PE version are the same and classify accordingly. That could be done with a
computer!! Remember, however, that we are not aiming for a perfect output but for a

version that is grammatical and accurate.

A number of issues that English ing words can pose for rule-based MT systems are
described below. They should be taken into account when deciding whether the
translation of the ing word is correct or not. Should the ing words pose any other

problem for your particular target language, these should also be considered.

1-Gerundial nouns, gerund-patrticiples or participia | adjectives?
Rule-based MT systems carry out a source analysis step where they assign the
correspondent grammatical category to each of the words in the sentence (tagging).

For doing so, they rely heavily on the words following and preceding the word to be
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tagged. Ing words can be gerundial nouns (act as genuine nouns), participial
adjectives (act as adjectives) and gerund-participles (have verbal and noun/adjective
characteristics). This flexibility of the English language poses problems for MT rule-
based MT systems because the different types of ing words can appear in the exact
environment, that is, followed and preceded by the same word category. This means
that MT systems do not have enough information for discrimination and they have to
“guess” the category of the ing words.

« Backup Exec includes a diagnostic application (Bediag.exe) that gathers information
about a Windows XP, Windows 2000, or Windows Server 2003 computer for
[troubleshooting purposes.]

¢ " Checklist [for troubleshooting ] [devices that have gone offline] " on page 1544

The previous sentences contain the phrase “for troubleshooting” followed by the nouns
“purposes” and "devices" respectively. Even if the words surrounding the ing word
belong to the same category, we observe that the first is a participial adjective and the
second a gerund-participle. Depending on the target language, the ing word might
need to be translated using two different structures. Hence, the need for MT systems

to discriminate between the different categories.

¢ In the Specify SSH utility and required parameters [for configuring ] [UNIX Targets
dialog box], you can enter a command line for connecting to the UNIX target machine.

«  Back up files and directories [by following ] [junction points]

¢« To create an XML file containing all parameters, use the /XML:

e The name of the computer running the remote agent.

Similarly, the highlighted ing words in the examples above are gerund-participles.
However, the position in which they appear could be filled by either a gerund-participle
or a participial adjective or even a gerundial noun, the MT system might have
difficulties for discrimination. This, in turn, could result in an incorrect translation of the

ing word.

Check these issues when evaluating the ing form. In order to facilitate the identification

of these structures, the ing word for evaluation has been highlighted in each sentence.

2-Participial adjectives:

Ing words can act as adjectives (participial adjectives). This is the case of "existing"
and "error-handling” below. In some languages, adjectives must agree in number and
gender with the noun they are modifying. In others, specific connectors are required to
bind adjectives to the noun they are modifying. In addition, they sometimes need to

appear in specific positions in the sentence.
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¢« Check No loss restore (do not delete existing transaction logs) to preserve [the existing
transaction logs] on the Exchange 5.5 Server.
¢ To apply an error-handling rule for a specific error code that is in an error category, you

can create [a custom error-handling rule.]
Check these requirements are met for your target language when evaluating the ing
form. In order to facilitate the identification of these structures, the ing word for

evaluation has been highlighted in each sentence.

3- INGs and implicit subjects

Ing words are often heads of non-finite clauses, which allow for their subject to be
implicit. According to the English grammar, the subject of a non-finite clause can only
be omitted if the subject of the non-finite clause and the subject of the main clause are
the same.

e After running the database snapshot job, Backup Exec creates history and job log
information to indicate the job's status.
o After Backup Execlyou/? runs the database snapshot job, Backup Exec
creates history and job log information to indicate the job's status.
« Before implementing the IDR option in a CASO environment, review the following:
o Before you/? implement the IDR option in a CASO environment, review the
following:

However, this requirement is not always met and it is not unusual to find sentences like
the following:

e This option is only available when performing full backups.
o This option is only available when this option/you/? performs full bakups.
¢ Displays information detailing what has occurred while running the Command Line
Applet and the specified option.
o Displays information detailing what has occurred while it/you/? runs the
Command Line Applet and the specified option.

Rule-based MT systems are programmed to follow grammatical structures. Therefore,
if required to “recover” the subject for the subordinate clause, following the
grammatical rule explained above, they may look for the subject of the main clause
and assign the same to the subordinate clause. However, if we look at the examples
above, this rule is not met. For instance, it is clear that “this option” is not what
“performs full backups”. It could be argued that the subject of the subordinate clause is
“you” or “the machine/programme”. As a consequence, if the target language requires
knowing the subject of the subordinate clause to render a correct translation, this will

be assigned incorrectly and the translation will be incorrect.
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Check these requirements are met for your target language when evaluating the ing
form. In order to facilitate the identification of these structures, subordinate

conjunctions and the ing words have been highlighted.

4. ING as the required form
A word might be required to appear in its ing form by the preceding verb or
noun/adjective + preposition structure. It is sometimes difficult for MT systems to guess

the right form for the target language.

¢ However, you might consider adding the media server name to the report name.

e Symantec recommends using fully qualified computer names.

e Select this option to prevent Backup Exec from overwriting files on the target disk
with files that have the same names that are included in the restore job.

« A suggested resolution to assist in recovering from the error in a timely manner.

« Refer to your Microsoft Windows documentation for information on creating a Group
Policy Object.

¢« Requirements for creating aremovable backup-to-disk folder " on page 232

*  We hope that you have found this document useful in learning more about the product.

Check these requirements are met for your target language when evaluating the ing

form. In order to facilitate the identification of these structures, the verbs and

nouns/adjectives + prepositions have been highlighted as well as the ing words.

5. ING for progressive aspect
In English, the progressive aspect of a verb is marked by using its ing form. This might
be done in a different way in other languages, where adverbs or particular declinations

might need to be introduced to convey aspectual information.

« On the server that hosts the RSG, there must be a storage group with the same name
as the original storage group for the data you are restoring .

« If you are using a tape device that is not serialized, you need to manually eject the
media from the device or reboot the device

« If this media is password protected and is being cataloged by this system for the first
time, enter the password.

« |If failover occurs in the middle of backing up a resource, the media that was being
used at the time of the failover is left unappendable and new media will be requested
upon restart.

Check these requirements are met for your target language when evaluating the ing
form. In order to facilitate the identification of these structures, the verbal periphrasis

has been highlighted in each sentence.
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6. INGs in titles
Titles can be non-finite clauses with ing words as heads. This particular structure might
require a specific translation which does not conform to the usual translation of ing

words.

¢ Installing servers for replication

e Configuring SMTP email or mobile phone text messaging for a person recipient

¢ About performing a DBA-initiated backup job for Oracle

¢« "Creating selection lists" on page 340

¢ For more information about file exclusion, see "Including or excluding files for backup"

on page 337 .

Check this requirement is met for your target language when evaluating the ing form.
In order to facilitate the identification of these structures, the head ing words have been

highlighted for titles.

7. Position

When translating an ing word, the MT system might need to reorder the words of the
target sentence and this might not always be done correctly. The following example
presents two problems. First of all, “Configuring" has been incorrectly recognized as a
participial adjective. This means that the translation will be incorrect (see section 1). In
addition, participial adjectives should be placed in front of the noun they modify,
"Datenbank-Wartung" in this case. This requirement has not been met, as the
translation for Configuring has been placed at the end of the sentence, after the page

number.

e "Configuring database maintenance" on page 174.

", Datenbank-Wartung" auf Seite 174 konfigurierend .

Check these requirements are met when evaluating the ing form. In order to facilitate
the identification of these structures, the ing word to be evaluated has been highlighted

in each sentence.

8. Transposition

When translating an ing word, the MT system might resource to transposition. For
instance, in the example below, the ing word has been translated as a noun into
Spanish. The adverb has been maintained. This results in a noun being modified by an

adverb, which is incorrect. Nouns must be modified by adjectives. This example,
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therefore, is incorrect because the MT system was not able to handle an ing word
preceded by an adverb.

* A person [...] should be charged with constantly supervising your organizational

disaster preparation efforts. prepbs@:dwerund-pw

Spanish: Una persona debe ser cargada con constantemente la supervision de sus
esfuerzos de la preparacion del desastre organizacional.
prep. adverb noun

Check these requirements are met for your target language when evaluating the ing
form. In order to facilitate the identification of these structures, the ing word to be

evaluated has been highlighted in each sentence.

9. Attachments

In some cases, other pieces of the sentence need to be embedded or added to the
translation of an ing word. For instance, in the example below, the pronoun “it” needs
to be attached to the translation of the ing word. It is therefore necessary to make sure
that the pronoun attached to the ing word is in the right form (gender and number in
the case of Spanish). This is an example to check whether the MT system is able to

handle ing words that requires attachments.

¢ Confirm the password by re-entering it in the Confirm sa Password field.
structure n

Confirme la palabra de paso volviéndolf b entrar en el campo de la palabra

de paso confir singular femintg noun gerund singutaf  verb
inine pronoun

Check these requirements are met for your target language when evaluating the ing
form. In order to facilitate the identification of these structures, the ing words have
been highlighted.

10. No ING error

Not all problems that occur in the environment of the ing are due to the MT system not
been able to handle the ing word correctly. For instance, it might be the case where
the preposition is translated incorrectly (see example below). This should not be

considered as an incorrect translation of the ing word.
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Creating a restore job while reviewing media or devices

Crear un trabajo del restore mientras que_repasa media o los dispositivos
preposition

Make sure that these issues do not affect the evaluation of the ing form.

Layout of the excel file

60.

Column A “source sentences” contains English sentences that include ing
words. Note that the constituent of study is highlighted in red to help identify it
easily.

Column B “raw MT output” contains the machine translated output of the
source sentences. The source sentences were machine translated using the
red highlighting and the MT preserved it where it thought it belonged in the
target language. Please note that the highlight was kept only to help identify
the constituents. It is not always accurate or even present in the target
language examples.

Column C "post-edited version” contains a post-edited version of the raw MT
output. This version has been provided to as a possible final version. You may
disagree with the PE version and consider the MT output correct or incorrect.
But remember that we are not aiming for a perfect output but for a version that
is grammatical and accurate.

Use columns D "correct” and E “incorrect” to answer the question. Please type

oy

an “x” in the appropriate cell.

C11

- A

A \ B \ C PO I

consale

IS

A Imarhing

After you install the sewer used for failover or load balancing, you por error o balanceo de carga, usted necesita configurarlc conmutacion par error o balanceo de carga, necesita
need o configure it with the Symantec Endpoint Security Management con |a consola de administracin de Symantec Endpoint confirguratlo con Ia consola de administracion de

Restoring a system backed up with a working set strateqy requires  los soportes gue contienen los Ultimos soportes de copia  contienen la Ultima copia de respalde del espacio de
only the media containing the atest working set backup media and  de respaldo del espacio de ejecuciony los sopores que ejecutionylos soportes gue contienen la copia de
the media cantaining the most recent full backup contienen ka copia de respalda cornpleta mds reciente. respaldo completa s reciente

A suite of pre-defined queries assist you in identifying key issues identificar las cuestiones claves tales comointegridad de  integridad de base de datos, seguridad, ¥ seguimiento
such as database integrily, security, and permissions tracking, base de datos, seguridad, y sequimiento de [os permisos.  de los permisos.
The SANS Tap 10 Palicy is a set of procedures for securing a SIN Ia politica de Ia tapa 10 es un conjunto de Lanorma SANS Top 10 es un conjunta de

STUDY DATA FIELDS ANSWER FIELDS
SOURCE SENTENCE RAW MT OUTPUT POST-EDITED VERSION CORRECT  INCORRECT

Unavez que instale al servidor utilizado para la conmutacidn | Una vezinstale el senidor utilizada para la

Security. Symantec Endpoint Security.

La testaura cidn de un sisterna del que se ha realizado
Restaurando un sistema hecho copia de respaldo de con una copia de respaldo con una estrategia de espacio
una estrategia del espacio de ejecucion necesita solamente de ejecucion necesita solamente los soportes gue

Un conjunta de consultas predefinidas le asiste en la
Un conjunto de consultas predefinidas le asiste en identificacidn de cuestiones claves tales como

nraredimicntns nara assourar un eainn nraredimientns nara assmurar un einn

Before submitting, please check that an answer has been provided for all the

rows.

80 please write your answers in the columns assifpretiis purpose and do not modify the cells with

content.
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APPENDIX C: QUESTIONNAIRE FOR EVALUATORS



1- Are you a full-time or a part-time translator?
[] Full-time
[ ] Part-time

2- Please specify the rough number of words you have translated.

3- Have you ever taken courses on your native language grammar?
L] At university

] In high-school

[ ] No

4- Have you ever post-edited machine translation output professionally?

[ ] Yes
[1No

5- If you answered yes to question number 4, please specify the rough
number of words you have post-edited.

6- Do you like working with machine translation output?
[ ] 1- Not at all

[ ] 2- Somewhat

[ ] 3- Moderate

[] 4- Very much
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APPENDIX D: LIST OF ABBREVIATIONS FOR -ING
SUBCATEGORIES



Adv_C_because
Adv_CC_besides
Adv_CD_if
Adv_CT _insteadof
Adv E O

Adv_ M 0

Adv_M_by
Adv_M_with
Adv_M_without
Adv_PL_where
Adv_PU 0

Adv_PU_for
Adv_PU in
Adv_R_0

Adv_T 0

Adv_T_after
Adv_T_alongwith
Adv_T before
Adv_T between
Adv_T_during
Adv_T_from
Adv T in

Adv_T_inthemiddleof

Adv_T on
Adv_T_prior
Adv_T_through
Adv_T_upon
Adv_T_when

Adverbial of cause introduced byahse”
Adverbial of concession introducgtblesides”
Adverbial of condition introduced by "if
Adverbial of contrast introduced‘imstead of”
Adverbial of elaboration with no introducto
preposition/subordinate conjunction
Adverbial of mode with no introductory
preposition/subordinate conjunction
Adverbial of mode introduced by “by”
Adverbial of mode introduced by “with”
Adverbial of mode introduced by “wiht”
Adverbial of place introduced by “wdie
Adverbial of purpose with no introductory
preposition/subordinate conjunction
Adverbial of purpose introduced by “for
Adverbial of purpose introduced by “in”
Adverbial of result with no introductory
preposition/subordinate conjunction
Adverbial of time with no introductory
preposition/subordinate conjunction
Adverbial of time introduced by “after
Adverbial of time introduced by talg with”
Adverbial of time introduced by “bed®
Adverbial of time introduced by “betn”
Adverbial of time introduced by “dog”
Adverbial of time introduced by “from”
Adverbial of time introduced by “in”
Adverbial of time introduced tig the middle of”
Adverbial of time introduced by “on”
Adverbial of time introduced by “in”
Adverbial of time introduced by “tugh”
Adverbial of time introduced by “upon”

Adverbial of time introduced by “when”
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Adv_T_while Adverbial of time introduced by “while
Char_POad] Characteriser post-modifier adjectieflincts
Char_POnn Characteriser post-modifier nominal ractgi
Char_POrr Characteriser post-modifier reducedivel@lauses
Char_PR Characteriser pre-modifier

Prog_fut Progressive future tense

Prog_inf Progressive in the infinitive form
Prog_mod Progressive with a modal auxiliary
Prog_PRact Progressive present tense active voice
Prog_PRpas Progressive present tense passive voice
Prog_PRq Progressive present tense question
Prog_PSact Progressive past tense active voice
Prog_PSpas Progressive past tense passive voice
Ref cat Referential catenative verb

Ref _comp Referential in comparative structure

Ref nn Referential noun

Ref phrV Referential phrasal verb

Ref _prepV Referential prepositional verb

Title_ABING_indp Title starting with “about + inghdependent

Title_ ABING_QM1  Title starting with “about + ing”"rebedded within quotation
marks at the beginning of sentence

Title_ABING_QM2  Title starting with “about + ing” lBbbeded within quotation
marks Embbeded in sentence

Title_ING_indp Title starting with “ing” independe

Title_ING_QM1 Title starting with “ing” embedded thin quotation marks at
the beginning of sentence

Title_ING_QM2 Title starting with “ing” embbeded thin quotation marks

Embbeded in sentence
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APPENDIX E: GUIDELINES FOR THE ANALYSIS OF
GERMAN AND JAPANESE -ING EVALUATION



The aim of this analysis is to pinpoint the errgemerated by our rule-based machine
translation (MT) system when it deals with -ing stituents. In a previous stage, an
evaluation was carried out where professional patanguage translators judged
whether the raw machine translation of -ing coustits were translated grammatically
and accurately. The former is concerned with foifmahe rules governing the use of
a language and the latter considers whether theningeaof the original text was

preserved.
The question you are now asked to answer is thafivig:
Why is the machine translation of the -ing constitiincorrect?

An excel file is provided with a layout for analysit contains the source sentences
and their raw MT output, together with a post-atli(EE) version. A language offers
many ways of expressing the same idea. The PEomeisione that our post-editors
thought met the Symantec standards. Please useetision only as a guideline and do
not base your analysis on the comparison betweerratv MT output and the PE

version. All the sentences in the file were clasdifis incorrect by evaluators.

Moreover, based on the analysis of other targefuages, a list of possible errors was
compiled and is provided (see detailed informati@tow). If the problem in your

target language matches any of the errors in #gtetiipe an X in the corresponding
column. If you cannot find a match, please desdtileeproblem in the "Other" column.

| am available for consultation in case of any doltlease email your question to

nora.aranberrimonasterio@dcu.ie

284



TERMINOLOGY

We observed that some instances were classifiedcasrect by evaluators due to
terminological inaccuracy or because terms werteuetranslated by the MT system,
for example:

EN: A third party ISO 9660-complient CBurning application to burn the IDR-created
bootable CD image to@D.

FR MT: Une applicatiorbrilante CD conforme d’OIN 9660 de tiers pour brdler I'ineag
Différence-créée de CD bootable & un CD.

Correct terminology: Une application tiercde gravure de CD

EN: Enter a new name or change the name foette-handling rule.

ESMT : Escriba un nuevo nombre o modifique el nombre fnorma de la error-
administracion.

Correct terminology: normade administracion de errores

GRAMMAR

Modifier instead of gerund-participle. The —ing word was recognized as a modifier
instead of a gerund-participle. That is, the -ingrdvwas recognized as an item
modifying a noun (backing up database = a databsee to back up something) rather
than as an item referring to an action (backinglagabase = the system is backing up a

database). See examples below:

EN: Backing up database files in a Microsoft cluster

FR MT: Bases de donnéés sauvegardalans une batterie de Microsoft

Gloss: Database#or backing up in a battery of Microsoft

Correct version: Sauvegarderdes bases de données dans un cluster Microsoft

EN: Viewing SCSI information for a robotic library" on page 225

ES MT: “Informacion del SCStle la visualizacionpara una biblioteca robética” en la pagin
225

Gloss: “SCSI informationof the viewingfor a robotic library” on page 225

Correct version: “Ver informacién SCSI para una biblioteca roboética"&pégina 225

[

Agreement mistake The number/gender agreement required betweenrheddier
failed. This could also happen to subject-verb exgpents, declination agreements, etc.
If any of these errors is present, please spehiyagreement mistake. See examples
below:
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EN: Before reverting a database, Backup Exec delditesiating database snapshots,
including those created with SQL 2005, with theeption of the snapshot used for the revert.
FR MT: Avant de retourner une base de données, Backupdifare tous les instantanés de
base de donnéesistante y compris ceux crées avec SQL 2005, exceptédintané utilisé
pour le retour.

Explanation: instantarés is a plural masculine noun whereas the adjeetigante which is
modifying it, is feminine singular.

Correct version: Avant de réinitialiser une base de données, Ba&kge supprime touss
clichés de base de données existajyscompris ceux créés avec SQL 2005, exceptédaél
utilisé pour la réinitialisation.

EN: Note thefollowing itemswhen using continuous protection as part of yowkbp
strategy:

FR MT: Tenga en cuenta siguiente elementogl usar la proteccién continua como parte de
su estrategia de copia de respaldo:

Explanation: elementoss a plural noun but the adjectisiguiente which is modifying it, is in
singular form.

Correct version: Tenga en cuentas siguientes elementoal usar la proteccién continua
como parte de su estrategia de copia de respaldo:

Progressive aspect lossWhen translating from English into a target laagg, the
progressive aspect introduced by the —ing word often not kept. This might be
correct or incorrect depending on the target laggueequirements. See examples

below:

EN: If failover occurs in the middle of backing upesource, the media thatis being usedt
the time of the failover is left unappendable ard/media will be requested upon restart.
ES MT: Si la conmutacion por error ocurre en el medibiaeer copia de respaldo de un
recurso, los soportes qaea utilizado a la hora de la conmutacion por error se dejan los
soportes unappendable y nuevos seran solicitadios sginicio.

Explanation: The Spanish equivalent of “was used” was genefiaydtie MT system instead
of “was being used”. The imperfect preterite (tereferring to an action happening in a time
previous to the moment of speaking) does not fecuthe fact that the media was being used in
the precise moment in which the backing up was éaimg. The tense used is more general,
referring to all the times where the backing uppgeaged in the past.

Correct version: Si la conmutacion por error ocurre durante el psoae copia de respaldo de
un recurso, los soportes gestaban siendo utilizados la hora de la conmutacién por error se
dejan unappendable y se solicitan soportes nuevasiet el reinicio.

EN: In a cluster environment, if a job created throB#{CKINT or RMAN is processingand
the node fails over, the job operation does ndarefom the point when the node went down.
FR MT: Dans un environnement de batterie, si un empéa par BACKINT ou RMANtraite
et I'échouer de noeud plus de, I'exécution du traearelance pas du point quand le noeud est
descendu.

Explanation: The French equivalent of “processes” was usee@ausof “is processing”. The
present continuous tense was translated by a pirgisgple tense, which refers to how actions
happen in general and not in a precise momente#lspg.

Correct version: Dans un environnement de cluster, si un empla@ pa¥ BACKINT ou
RMAN est en cours de traitemenet si le nceud bascule, I'opération de travaikdémarre
pas du point auquel le nceud a basculé.
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Incorrect word class The word class into which the -ing word was tlaresl is
incorrect. For instance, it was translated intoeeugd (creando) when it should have
been translated into an infinitive (crear). Pleggecify the word class into which the -

ing word was translated and it should have beesia@ged into. See examples below:

EN: Go to “Restoring data by setting job properties’page 498 fodetails on selecting
restore job properties.

FR MT: Allez au “Restaurant des données en plagant agsiptés du travail" a la page 498
pour deglétails sur choisirdes propriétés du travail de restauration.

Explanation: “détails sur choisir”, where the —ing word is trited into an infinitive, was
generated by the MT instead of “détails sur le ¥havhere the —ing word is translated into a
noun.

Correct version: Allez a “Restaurer des données en définissanpagmiétés de travail" a la
page 498 pour desttails sur la sélectiordes propriétés du travail de restauration.

ES: Pausingand resuming devices

ES MT: Interrumpiendo momentaneamentecontinuando los dispositivos
Explanation: Thegerund form “interrumpiendo” was used instead efitifinitive
“interrumpir”.

Correct version: Interrumpir momentaneamente y reanudar los dispositivos

Incorrect preposition/subordinate conjunction. The preposition or subordinate

conjunction preceding the -ing word were incorrgtthnslated. See examples below:

EN: If this attempt fails, CASO makes a secatgempt at finding another available managed
media server to process the jobs.

FR MT: Si cette tentative échoue, CASO fait un deuxiéméative a trouver un autre
serveur multimédia contrélé disponible pour tralésrtravaux.

Explanation: The structure "tentative a" was generated by theslytfem instead of the
correct “tentative de”, which is, in turn, followdxy a noun.

Correct version: Si cette tentative échoue, CASO fait une deuxiéameative de détection
d’un autre serveur de supports géré disponible paiter les travaux.

ES: While using DLO, you can suppress dialogs by checking the Btr@tv me this check
box message again.

ES MT: Mientras que usa elDLO, usted puede suprimir cuadros de didlogo astieano me
muestra esta casilla de seleccidn del mensajeaenu

Explanation: The MT system generated the subordinate conjunttioantras que", closer to
the meaning of "whereas" and conveying a sensemdsition, instead of "mientras”, which
refers to simultaneous events, as “while” does.

Correct version: Mientras usa el DLO, puede suprimir cuadros dled@activando “No
mostrar de nuevo este mensaje de casilla de s@hécci
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Incorrect head modified The —ing word modified the incorrect head, foample:

EN: “Copy database” on page 55 lets you copyasting Backup Exec Database from a
computer using a specific name to another compudgieg the same name.

FR MT: Le "Copiez la base de données" a la page 55 aasel copier un Backup Exec
existant Database a partir d'un ordinateur utilisant le mé&om.

Explanation: The French adjective “existant” was inserted inrfiddle of the noun “Backup
Exec Database” and is therefore only modifying pathe head it should be modifying.
Correct version: “Copier la base de données” a la page 55 vousgiatencopier une base de
données Backup Exexistantea partir d'un ordinateur utilisant un nom spéaifigqvers un
autre ordinateur utilisant le méme nom.

EN: Support for the DB2 logrchiving methodghat are known as user exit and VENDOR.
ES MT: Ayuda para el registro DBQue archiva losmétodos que son conocidos como la
salida de usuario y DISTRIBUIDOR.

Explanation: “archiving” is modifying the noun “methods” andetikomplex noun “archiving
methods” is modified by “DB2 log”. Therefore thatislation should be "métodos de archiva
para registros DB2" and not “registro DB2 que aralios métodos" (DB2 log which archives
the methods).

Correct version: Ayuda para los métodos de archivado de registB® @nocidos como la
salida de usuario y DISTRIBUIDOR.

Inaccurate grammatical structure. The grammatical structure used, although valid,

did not convey the same meaning as the sourcernaking the sentence inaccurate,

for example:

EN:dr file contains specific information for the compubeing protected, including:

FR MT: DR. file contient I'information spécifique poliordinateur étant protégé, incluant :
Explanation: The structure “I'ordinateur étant protégé " is gnaatical. However, instead of
meaning "the computer being protected" acquiremielaning of "once the computer is
protected”, which does not convey the same measribe source structure.

Correct version: Le fichier dr contient des informations spécifiquesirl’ordinateur
protégé, incluant :

Misuse of pronouns Pronouns were inserted where they were not redwnd vice

versa. Please mark any problems with any type @iquns in this column and specify

the exact issue. See examples below:

EN: From the Administration Console, ensure you armected to the Primary Group Servef

and that yoware running in partition management mode.

ES MT: De la consola de administracion, asegurese ge@nlecten al servidor primario del
grupo y eso que ustee esta ejecutanden modo de la administraciéon de la particién
Explanation: The Spanish translation was generated using flexire pronoun "se", which is
not correct as it is not the user who has to bgyan are running yourself in partition
management mode), but the program that has torbeyrthe user (you are running [the
computer] in partition mode).
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Correct version: Desde la consola de administracion, .aseglresaalesia conectado al
servidor de grupo primario y de que estéa ejecutamdmodo de particion.

Ungrammatical passive structure Instances were found where passive structures
were not correctly constructed. Please note tha#héef structure is grammatical but
cumbersome, this should be marked in the "cumberssimictures” column instead of

here. See examples below:

EN: Consider what type of Windows compuiteibeing protected the available hardware, and
the system BIOS when selecting the type of bootatddia to create.

ES MT: Considere qué tipo de equipo de Windasta estando protegidpel hardware
disponible, y el sistema BIOS al seleccionar & tie soportes de arranque para crear.
Explanation: The translation “esta estando protegido” is ungratical as passive structures|in
Spanish are constructed using the auxiliary "sed'rzot "estar" (both translated as to be in
English). The correct translation would have beest& siendo protegido”.

Correct version: Considere qué tipo de equipo de Windows esta siprotegido, el hardware
disponible y el sistema BIOS, al seleccionar & tle soportes de arranque que se deben crear.

Ungrammatical implicit subject. According to grammar, the implicit subject of a
subordinate clause must be the same as the sobjga main clause. It was observed

that some examples did not comply with this rukse xamples below:

EN: This option is only availablehen performing full backups.

FR MT: Cette option est seulement disponibleexécutant depleines sauvegardes.
Explanation: The subject of the subordinate clause “when peifegrfull backups” is not “this|
option” but "you". Therefore, according to Engligtammar, the subject of the subordinate
clause “you” should be made explicit. This resiitan incorrect translation because the MT
system was expecting a grammatical sentence,tbeitranslation in the target language alsg
being ungrammatical because the same grammatiezhpplies.

Correct version: Cette option est seulement disponiloles de I'exécutionde sauvegardes
complétes.

Cumbersome structure Some examples, although translated using graroahati
structures, were classified as incorrect. Thesenples showed cumbersome structures
that would not be natural in the target languadeas® include in this group the
instances you judge were classified as incorreet tdustylistic issues. See examples

below:
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EN: Profiles can be modified as required to meetctienging needof user groups.

ES MT: Los perfiles se pueden modificar como sea neaeparia cumplir las necesidadese
se modifican degrupos de usuario.

Explanation: Despite the relative clause “que se modifican” ggjrammatical, it is not
natural in Spanish because a more simple way, j@ctae, exists to translated the -ing word
Basically, it is a similar difference between gextierg "changing needs of user groups" or
"needs that are changing of user groups".

Correct version: Los perfiles se pueden modificar como sea neceparmcumplir las
necesidadesambiantesde los grupos de usuarios.

Other. Please describe any other error affecting thg €wnstituent for your target

language in this column.

Comment Please use the “comment” column if you want to mal®mment on the
errors marked in the list or to add any informatyon consider relevant for a complete

understanding of the problems.

Layout of the excel file °
Column A “source sentences” contains the Englisttesees that include -ing words

which were classified as incorrect by evaluatorsteNhat the constituent of study is
highlighted in red to help identify it easily.

Column B “raw MT output” contains the machine tdatesd output of the source

sentences. The source sentences were machineateghsising the red highlighting

and the MT preserved it where it thought it belahge the target language. Please
note that the highlight was kept only to help idignthe constituents. It is not always

accurate or even present in the target languagepza.

Column C "post-edited version” contains a postestiitersion of the raw MT output.
This version has been provided as a possible fieadion. Evaluators could disagree
with the PE version and consider the MT output extrror incorrect. This was
provided to remind them that we were not aimingaqerfect output but for a version

that is grammatical and accurate.

Use columns “I” to “W” to complete the analysis.

51 please write your answers in the columns assifpretiis purpose and do not modify the cells with
content.
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M3 - A

SOURCE SENTENCE

RAW MT OUTPUT

POST-EDITED VERSION

"—L‘ ‘N

=

If you want managed media
servers to be protected using a
bootable tape image, you must
run the IDR Preparation Yizard
at each of the managed media
servers where a bootable tape
denice is installed

Installing clients by using logon
scripts

Users can he identified by

using the following options:

o

Creating a policy for rue image
restore by using the Plicy

Wizard

Wenn Sie mochten, dass die
verwalteten Medienserver mit

Wenn Sie die mit
michten einem statfihigen Band-
Image geschitzt zu werden
Iedienserver, missen Sie den IDR-
“Worbersitungs-Assistent an jedern
der Mad

einem E Band-l
geschitzt werden, milssen Sie
den IDR-
Vorbersitungsassistent auf
Jedem der verwalteten

ausfilhren, in deren ein stanfshiges
Bandgerat installien wird.
Anmeldeskripte der Clients mithilfe
wvon installieren

Benutzerm kannen mithilfe von
identifiziert werden die folyenden
Optionen:

Eine Richtlinien fir zutreffende
Imagewiederherstellung mithilfe
wvon erstellen der Richtlinien-
Assistent

Alla ManiiNhiakta Lannan

i ausfihren, auf
denen ein statfhiges
Bandgerat installiert wird
Installieren von Clients mithilfe
von Anmeldeskrinten
Benutzer kannen mithilfe der
folgenden Optionen identifizien
werden
Erstellen einer Richtlinie fir
True Image-Wiederherstellung
mithilfe des Richtlinien-
Assistenten
Alla Manii.Mhiakta kannan
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APPENDIX F: CLEANING GUIDELINES FOR THE
FEATURE-BASED AUTOMATIC EVALUATION



The aim of the experiment we are carrying at thenent is to examine whether
automatic metrics can be used to evaluate MT output-ing words. Automatic
metrics work by comparing the raw MT output agaeseference translation - a post-
edited version in our case - and calculate thelaiityi between them. The more
similar they are, the better the quality of the Msé¥ output is considered to be. In
order to test the usefulness of the automatic nstive are going to calculate the
automatic scores for the 1,800 -ing words previpashluated by human judges. Then
we will be able to compare whether the resultsatate or not.

Although automatic metrics are usually used for ehiexts or sentences, we are going
to test them at a subsentential level. This meaaisvie have to input the exact strings
we want the automatic metrics to compare. Becawsar® going to compare whether
the judgement of the human evaluators matches thighresults of the automatic
metrics, we must ensure that the words considergddohuman evaluators match with
the string we will input for the automatic metrids. order to do that, we have
examined the evaluation guidelines and the Q&A tistated during the human
evaluation and we have a somewhat clear idea ofhwvords they focused on and

which ones they did not consider.

When we prepared the 1,800 examples for the huwvanation, we highlighted the -
ing words in the source text in order to help eatdts identify them easily. Equally,
we machine translated the source segments usinchitfdighting and therefore
Systran included the highlight for the words it sigiered were the translation of the -
ing word. What we are aiming to do is to use thighlighting to extract the exact
strings from the raw MT output and the post-editetsion as input for the automatic
metrics. However, the highlighting was not alwayscessfully competed by Systr&n.
In many cases, the highlighting does not includi¢h&l words considered by humans.
Therefore, what we are asking you to do is to felthe guidelines below to “clean”
the highlighting of the raw MT output and the pesited versiof{®

%2 Three different cases apply: (1) Systran did nghlight any word in the output; (2) Systran
highlighted extra words in the output; (3) Systdishno highlight all the words that belong to
the direct translation of the -ing word in the auitp

% These guidelines were produced based on the ¢iaiuguidelines and Q&A from the
evaluation session, and the issues found in ttamitlg of the English-Spanish and
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The evaluators were asked to evaluate the tramslafi the -ing word highlighted i

each example (grammaticality and accuracy). Thezefand in order to decide what
exactly to consider the translation of the -ing avor

Highlight all the words in the target language tbatain the notions expressed Wit]v'

the -ing word such as meaning, tense,

(particularly for implicit subjects), etc.

Mainly bear in mind that:

n

aspect, mgelneler/etc. agreement, perdon

We want to avoid the automatic metrics penalisirgpaect example just because fhe

highlighting in the raw MT output and the post-editversion is different.

We want to make sure that the changes to convertalv MT output into the pos|
edited version are not numbered up nor down beazfusaccurate highlighting.

STRUCTURES

TARGET HIGHLIGHTING

direct translation structure

the complete structure to which the -ing wogd
was translated should be highlighted. For
instance, if an adjective is translated into a
relative clause “that + verb”, “that” should
also be translated

adverbials, catenatives, phrasal verbs,
prepositional verbs

prepositions and subordinate conjunctions
should not be highlighted

verbal regime

preposition given by the verbal phrase

adverbials — implicit subjects

the subject and verb should be highlighted
-ing words completing implicit subjects

progressive tenses

the whole verbal form should be highlighted

articles missing/additional articles
incorrect articles preceding the translation
an -ing word should be highlighted T

compounds when the translation of an -ing word forms
compound, the whole compound should be
highlighted

attachments

any pronoun attached, for instance, it shoul

should the translation of the -ing word have
be highlighted

transpositions (change of part-of-speech fro
source to target)

include any where context is not transposej
with them: translation of adverbs, determingrs
in front of nouns

anomalies

if a small anomaly such as a double prefix
occurs, it should not be highlighted

position

if the translation of the -ing is split make su
there is a blank space between the differenT

English-French language pairs. The mismatches faugdur target language might be
different. Please, if in doubt, do not hesitatedatact me.
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parts

remember only 1 -ing word should be
evaluated per example!

Example:
sourct
Closecleaninc media
raw MT outpu pos-edited versio
Cierre los soportes delimpieza. | Cierre los soportede limpieze.

Data as we have it t the moment. The-ing word to be evaluated is
highlighted in the source. Systran has highlighteavhat it considered the
translation of the -ing word into Spanish. The postditor has highlighted
what he/she considered the translation of the -ingrord into Spanish.

raw MT outpu pos-edited versio
Cierre los soportede lalimpieza. | Cierrelos soportede limpieze.

We would like you to modify the highlighting so tha it matches with the
words considered by the human evaluators followinghe guidelines above.

raw MT strin¢ | pos-edited version strir
de limpiezi de limpiezi

We will then extract the highlighted words to obtan the strings to be compared

by the automatic metrics.
As you can see in the example above, the highlighbeg word is a participial
adjective which is modifying the noumedia This participial adjective has been
successfully translated as a post-modifying cametit into Spanistde la limpieza
However, Systran did not highlight the whole postelifier, in contrast with the post-
editor. Also, the post-editor removed the artilde which, although grammatical, it
would not be natural in Spanish. Because we askaldators to judge whether an -ing
word was grammatical and accurate without considestylistic preferences, the
article should not be highlighted. If the artickenrains highlighted in the raw MT
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output and it does not appear in the post-editedioe, automatic metrics will

consider that the strings are not identical antipgihalise the machine translation.
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APPENDIX G: HUMAN EVALUATION AND AUTOMATIC
METRICS CORRELATIONS



SPANISH - Correlations

HUMAN TER EditD GTM METEOR NIST

HUMAN Pearson o *

Correlation 1| -.691(*) | -.574(**) | .642(*¥) 561(*%) | .510(**)

Spearman's rho

Correlation 1.000 | -.681(**) | -.630(**) | .602(**) 541(**) | .386(**)

Coefficient

Kendall's tau_b

Correlation 1.000 | -.626(**) | -.555(**) | .555(**) A490(%%) | .293(*)

Coefficient

Sig. (2-tailed) .000 .000 .000 .000 .000

N 1800 1800 1800 1800 1800 1800
TER Pearson

Correlation -.691(*) 1| .760(**) | -.798(**) | -.804(*) | -.724(**)

Spearman's rho

Correlation -.681(**) 1.000 | .929(**) | -.883(**) | -.839(**) | -.720(**)

Coefficient

Kendall's tau_b

Correlation -.626(**) 1.000 | .867(**) | -.860(**) | -.803(**) | -.598(**)

Coefficient

Sig. (2-tailed) .000 .000 .000 .000 .000

N 1800 1800 1800 1800 1800 1800
EditD Pearson - .

Correlation -B574(**) | .760(**) 1| -.653(**) | -.741(*) | -.612(**)

Spearman's rho

Correlation -.630(**) | .929(**) 1.000 | -.971(**) | -.814(**) | -.687(**)

Coefficient

Kendall's tau_b

Correlation -.555(**) | .867(**) 1.000 | -.887(**) | -.749(**) | -.546(**)

Coefficient

Sig. (2-tailed) .000 .000 .000 .000 .000

N 1800 1800 1800 1800 1800 1800
GT™M Pearson

Correlation B42(**) | -.798(**) | -.653(**) 1 B79(**) | .720(*%)

Spearman's rho

Correlation .602(*) | -.883(**) | -.971(*) 1.000 T240%) | .671(*)

Coefficient

Kendall's tau_b

Correlation .555(**) | -.860(**) | -.887(**) 1.000 .700(*%) | .567(**)

Coefficient

Sig. (2-tailed) .000 .000 .000 .000 .000

N 1800 1800 1800 1800 1800 1800
METEOR | Pearson

Correlation 561(*) | -.804(™) | -.741(™) | .679(") 1| .638(*)

Spearman's rho

Correlation BS41(%*) | -.839(*%) | -.814(*%) | .724(*¥) 1.000 | .590(**)

Coefficient

Kendall's tau_b

Correlation A90(*%) | -.803(**) | -.749(**) | .700(**) 1.000 | .488(*)

Coefficient

Sig. (2-tailed) .000 .000 .000 .000 .000

N 1800 1800 1800 1800 1800 1800
NIST Pearson

Correlation S10(*Y) | -.724(%%) | -.612(%%) | .720(**) .638(**) 1

Spearman's rho

Correlation .386(*) | -.720(**) | -.687(**) | .671(*¥) .590(**) 1.000
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Coefficient

Kendall's tau_b

Correlation .293(**) | -.598(**) | -.546(**) | .567(**) .488(**) 1.000

Coefficient

Sig. (2-tailed) .000 .000 .000 .000 .000

N 1800 1800 1800 1800 1800 1800
** Correlation is significant at the 0.01 level (2-tailed).

FRENCH - Correlations
HUMAN TER EditD GTM METEOR NIST

HUMAN Pearson

Correlation 1| -.595(**) | -.519(**) | .603(**) 529(**) | .564(*)

Spearman's rho

Correlation 1.000 | -.623(**) | -.579(**) | .597(**) 549(**%) | .571(*)

Coefficient

Kendall's tau_b

Correlation 1.000 | -.546(**) | -.469(**) | .534(**) A80(**) | .475(*)

Coefficient

Sig. (2-tailed) .000 .000 .000 .000 .000

N 1800 1800 1800 1800 1800 1800
TER Pearson "

Correlation -.595(**) 1| .687(*) | -.823(**) | -.666(**) | -.764(**)

Spearman's rho

Correlation -.623(**) 1.000 | .817(**) | -.927(**) | -.708(**) | -.905(**)

Coefficient

Kendall's tau_b

Correlation -.546(**) 1.000 | .697(**) | -.888(**) | -.657(**) | -.806(**)

Coefficient

Sig. (2-tailed) .000 .000 .000 .000 .000

N 1800 1800 1800 1800 1800 1800
EditD Pearson - .

Correlation -519(**) | .687(**) 1] -.666(*%) | -.763(*) | -.647(**)

Spearman's rho

Correlation -579(**) | .817(*) 1.000 | -.798(**) | -.847(**) | -.773(*)

Coefficient

Kendall's tau_b

Correlation -469(**) | .697(*) 1.000 | -.675(**) | -.729(**) | -.608(**)

Coefficient

Sig. (2-tailed) .000 .000 .000 .000 .000

N 1800 1800 1800 1800 1800 1800
GTM Pearson

Correlation .603(**) | -.823(**) | -.666(**) 1 .664(**) | .920(**)

Spearman's rho

Correlation B97(%%) | -.927(*%) | -.798(**) 1.000 .658(**) | .966(**)

Coefficient

Kendall's tau_b

Correlation .534(*) | -.888(**) | -.675(*) 1.000 .632(**) | .895(**)

Coefficient

Sig. (2-tailed) .000 .000 .000 .000 .000

N 1800 1800 1800 1800 1800 1800
METEOR | Pearson o "

Correlation 529(**) | -.666(**) | -.763(**) | .664(**) 1| .644(*)

Spearman's rho

Correlation 549(%*) | -.708(**) | -.847(**) | .658(**) 1.000 | .640(**)

Coefficient
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Kendall's tau_b
Correlation A80(**) | -.657(*) | -.729(**) | .632(**) 1.000 | .574(*)
Coefficient
Sig. (2-tailed) .000 .000 .000 .000 .000
N 1800 1800 1800 1800 1800 1800
NIST Pearson o "
Correlation 564(%*) | -.764(*%) | -.647(*%) | .920(**) .644(*%) 1
Spearman's rho
Correlation S71(%) | -.905(*%) | -.773(*%) | .966(**) .640(*) 1.000
Coefficient
Kendall's tau_b
Correlation AT7T5(%%) | -.806(*%) | -.608(**) | .895(**) 574(*%) 1.000
Coefficient
Sig. (2-tailed) 000 000 000/ 000  .000]
N 1800 | 1800 1800 | 1800 | 1800 | 1800
** Correlation is significant at the 0.01 level (2-tailed).
GERMAN - Correlations
HUMAN TER EditD GTM METEOR NIST
HUMAN Pearson
Correlation 1] -.484(**) | -.527(**) | .528(**) AB9(*Y) | .424(%)
Spearman's rho
Correlation 1.000 | -.544(**) | -.595(**) | .554(**) A82(%%) | .389(*)
Coefficient
Kendall's tau_b
Correlation 1.000 | -.502(**) | -.523(**) | .515(*¥) A25(%) | .313(*)
Coefficient
Sig. (2-tailed) .000 .000 .000 .000 .000
N 1798 1798 1798 1798 1798 1798
TER Pearson
Correlation - 484(*) 1] .597(**) | -.926(**) | -.796(*) | -.748(**)
Spearman's rho
Correlation -.544(*%) 1.000 | .943(**) | -.979(**) | -.817(**) | -.758(**)
Coefficient
Kendall's tau_b
Correlation -.502(*) 1.000 | .840(**) | -.962(**) | -.753(**) | -.643(**)
Coefficient
Sig. (2-tailed) .000 .000 .000 .000 .000
N 1798 1800 1800 1800 1800 1800
EditD Pearson
! Correlation -527(**) | .597(**) 1| -.625(*%) | -.686(**) | -.579(*)
Spearman's rho
Correlation -595(**) | .943(*) 1.000 | -.945(**) | -.872(**) | -.766(**)
Coefficient
Kendall's tau_b
Correlation -.523(**) | .840(**) 1.000 | -.854(**) | -.761(**) | -.603(**)
Coefficient
Sig. (2-tailed) .000 .000 .000 .000 .000
N 1798 1800 1800 1800 1800 1800
Pearson
GT™ B 528(*) | -.926(*) | -.625(**) 1] 819(%) | .793(*)
Spearman's rho
Correlation S54(*%) | -.979(%%) | -.945(**) 1.000 .820(**) | .771(*)
Coefficient
Kendall's tau_b
Correlation S515(*%) | -.962(*%) | -.854(**) 1.000 769(*%) | .663(*)
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Coefficient

Sig. (2-tailed) .000 .000 .000 .000 .000

N 1798 1800 1800 1800 1800 1800
METEOR | Pearson

Correlation AB9(**) | -.796(*) | -.686(**) | .819(**) 1] .783(*)

Spearman's rho

Correlation A82(*%) | -.817(*) | -.872(*%) | .820(**) 1.000 | .757(*)

Coefficient

Kendall's tau_b

Correlation A25(%%) | - 753(*%) | -.761(*%) | .769(**) 1.000 | .615(**)

Coefficient

Sig. (2-tailed) .000 .000 .000 .000 .000

N 1798 1800 1800 1800 1800 1800
NIST Pearson

Correlation A24(%%) | -748(*%) | -.579(*%) | .793(**) .783(*%) 1

Spearman's rho

Correlation .389(*) | -.758(**) | -.766(**) | .771(**) 757(*%) 1.000

Coefficient

Kendall's tau_b

Correlation 313(*) | -.643(*) | -.603(**) | .663(**) .615(**) 1.000

Coefficient

Sig. (2-tailed) 000 000 000/ .000|  .000]

N 1798 | 1800| 1800 1800| 1800 | 1800
** Correlation is significant at the 0.01 level (2-tailed).

JAPANESE - Correlations
HUMAN TER EditD GTM NIST

HUMAN | Pearson Correlation 1 -.533(*¥) -.549(**) .613(*) 496(**)

Spearman's rho

Correlation 1.000 -.654(*) -.646(**) .661(**) A482(**)

Coefficient

Kendall's tau_b

Correlation 1.000 -577(*%) -.568(**) .589(**) .375(*%)

C_oefficient

Sig. (2-tailed) .000 .000 .000 .000

N 1800 1800 1800 1800 1800
TER Pearson Correlation -.533(*¥) 1 T57(*%) -.833(**) -.654(**)

Spearman's rho

Correlation -.654(*) 1.000 .966(**) -.980(**) -.755(*%)

Coefficient

Kendall's tau_b

Correlation -577(*%) 1.000 .888(**) -.919(*) -.605(**)

Coefficient

Sig. (2-tailed) .000 .000 .000 .000

N 1800 1800 1800 1800 1800
EditD Pearson Correlation -549(**) T57(*%) 1 -.846(*¥) -.685(**)

Spearman's rho

Correlation -.646(**) .966(**) 1.000 -.970(**) -.749(*%)

Coefficient

Kendall's tau_b

Correlation -.568(**) .888(**) 1.000 -.898(**) -.598(**)

Coefficient

Sig. (2-tailed) .000 .000 .000 .000

301




N 1800 1800 1800 1800 1800
GTM Pearson Correlation 613(**) -.833(*¥) -.846(*¥) 1 T72(%%)

Spearman's rho

Correlation .661(**) -.980(**) -.970(*%) 1.000 TT7(*%)

Coefficient

Kendall's tau_b

Correlation .589(**) -.919(*) -.898(**) 1.000 .B44(**)

Coefficient

Sig. (2-tailed) .000 .000 .000 .000

N 1800 1800 1800 1800 1800
NIST Pearson Correlation 496(**) -.654(*%) -.685(**) 7720+ 1

Spearman's rho

Correlation A482(**) - 755(**) - 749(*) T77(%%) 1.000

Coefficient

Kendall's tau_b

Correlation .375(*%) -.605(**) -.598(**) .644(**) 1.000

Coefficient

Sig. (2-tailed) .000 .000 .000 .000

N 1800 1800 1800 1800 1800

** Correlation is significant at the 0.01 level (2-tailed).
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APPENDIX H: CL TRANSLATION EFFECT EVALUATION
GUIDELINES



In the Evaluation Pack you will find two tasks to complete. First of all, we will ask you to
fill in a brief questionnaire (questionnaire.doc). Secondly, you will find the files required
for an evaluation. The evaluation involves the judging of the grammaticality and
accuracy of certain structures. You will find more specific guidelines for the evaluation

task below.

Please read through all the instructions before com mencing.

The aim of this evaluation is to analyse the machine translation of specific grammatical
structures to gather information about the efficiency with which our rule-based machine

translation (MT) system handles them.

An Excel file (evaluation_XX.xlIs) is provided with a layout for evaluation. The file
contains 163 segments. In each segment, only one structure has been highlighted for

you to evaluate. You must not evaluate the whole segment.

1. Read the source segment in Column A and identify the highlighted structure.
2. Read the machine translation output in Column B and identify the translation of
the structure highlighted in the source.
The MT system has transferred the source segment highlighting to the target segment.
However, this process is not always precise. Still, the highlighting was kept to help you

identify the translations easily. Please use the highlighting as a guide only.

3. Evaluate whether the machine translation of the structure highlighted in the
source is grammatical and accurate .

By grammatical we mean that the output respects the reference grammatical rules of

the target language. By accurate we mean that the information contained in the source

structure has been reproduced without distortion in the translation.

If both requirements are true for your target language, the segment should be
considered "Correct” (Column C). If any of the requirements is not true, the segment
should be considered “Incorrect” (Column D). Please note that only the translation
corresponding to the highlighted source structure should be judged. Type an “X” in the
appropriate cell in the Excel file provided. Please use only the fields assigned for

evaluation and do not modify or change the order of the cells with content.
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Remember that we are not aiming for a perfect output. Terminological precision should

be overlooked. We are looking for a translation that is grammatical and accurate.

‘@I Microsoft Excel - evaluation_ES.xls

(] e Edt Vew [neert Fomat Tools Dats  Windww el

Type

NEE OG0T 88 B S0 s o8 T SR o Smantecsans nU x| B LU |52 %k o 8
e I I B s T | L2 5| B Repleith Changes..._End Reven. 81
] - 3
A | B [
SPANISH -
9 SOURCE SENTENCES MACHINE TRANSLATION OUTPUT CORRECT INCORRECT
If Unix files are included in the selections, the characters /u should appear | Si los ficheros de Unix se incluyen en las selecciones, |os caracteres /u deben
before the cornma that separates the entries, and the last quotation mark, aparecer antes de la coma que separa las entradas, v de la marca de cita
A pasada
| When you redirect Exchange data, the service pack on the Exchange Cuando usted vuelve a dirigir los datos de Exchange, el paguete de servicios
server where data is being redirected should be the same as the service  en el senvidor de Exchange donde se estan volviendo a dirigir los datos debe ser
pack on the ariginal Exchange server. igual que el paguete de servicios en el servidor original de Exchange
o
| |The procuct eliminates curmbersome and time-cansuming tasks that face |El producto efimina las tareas incomadas y desperdiciadaras de iempa que
database administrators, thereby reducing costs hacen frente a administradores de base de datos, de tal modo reduciendo
4 costes
- |The specified disk storage limit was reached when you attempted to add  El limite especificado del almacenamiento en discos fue alcanzado cuando usted
a new revision to the deskiop user data folder, intenté agregar una nueva revision a la carpeta de escritorio de los datos de
& utilizador
6 |Create a cleaning job Cree un trabajo de la limpieza
_Type the name of a carnputer that is running the Backup Exec Rernate  Pulse el nombre de un ordenador que esté funcionando con el Backup Exec
Agent for Windows Systerns, or click Browse to navigate to the remote Remaote Agent para Windows Systems, o haga clic Browse para navegar al
7 |agent computer. ordenador alejado del agente
| |After you install Backup Exec on the media server, Backup Exec Diespués de que usted instale Backup Exec en los media servidor, el software
Workstation Agent software can be installed and configured on remote de Backup Exec Workstation Agent se puede instalar y configurar en sitios de
& |workstations on the network. trabajo alejados en la red
| |Specifies the amount of time Backup Exec should wait for the job to Especifica la cantidad de tiempo Backup Exec debe esperar el trabajo de terminar
i complete before Backup Exec cancels the job antes de que Backup Exec cancele el trabajo
The product eliminates cumbersome and time-consuming tasks that face |El producto elimina las tareas incdmodas y desperdiciadoras de tiempo que
database administrators, thereby reducing costs hacen frente a administradores de base de datos, de tal modo reduciendo

Before submitting, please check that an answer has been provided for all the

segments.

Thank you!
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APPENDIX |: AUTOMATIC SOURCE RE-WRITING, GLOBAL
S&R, & SPE TRANSLATION EFFECT EVALUATION
GUIDELINES



For this evaluation you will be asked to perfornptaeparate tasks regarding the

machine translation of -ing words into your mottmrgue.

Please read through all the instructions first befee commencing the tasks.

Task 1 — -ing groups

1. Open the Excel file called “ING_evaluation_XX" asdlect the “ING_groups”
worksheet.

2. There are a number of sentences for which thelatos of the -ing word must be
evaluated.

3. Read the Source sentence and identify the releirantvord. This is highlighted to
help you in the task.

4. Read MT1 and MT2 and identify the relevant part ttearesponds to the -ing
translation. In order to help you in this task, ttanslation of the -ing word is
identified in MT1. Please note that this highligigtimay not be accurate or even
present as it was placed automatically by the Mstesy.

5. Compare the -ing translations for MT1 and MT2 awaleate which is better in terms
of grammaticality and accuracy. By grammatical weamthat the output respects the
reference grammatical rules of the target languBgeaccurate we mean that the
information contained in the source structure feentreproduced without distortion in
the translation. Please make your judgement basédeotranslation of the -ing word
only, not the whole sentence. You are given the folhgnoptions:

a. MT1 is better. Select MT1 from the drop-down menu.
b. MT2 is better. Select MT2 from the drop-down menu.
c. None is better than the other. Select SAME fromditeg-down menu.

6. The sentences are grouped according to the typagrfvord to be evaluated. Please
rate each group in one session.

7. If you would like to make any comments about yaulgements, you can do so in
Column E “Comments”, but this is not compulsory.

8. Please save your results. Before submitting, pledsek that an answer has been
provided for all the segments.

‘@ Microsoft Excel - ING_evaluation_FR.xls u@w
NEJ Fle Edt Wew Insert Format Toos Dsta Window Help Typeaquestion forhely v . @ X
AR RERE NI RNl A Y e S AR B AT 0] X 0 B cUo|B LU H@y o @A =sn. 040
il 2l ol 2 | et e ErdRerien
b2« &
A | 5 | ¢ [ -
Best ING
SOURCE SENTENCE MT1 MT2 . Comments
1 translation
3 |Greating a policy Création une poliique Création dune poltique | i
Starting Backup Exec after instaling the - Démarrant Backup Exec aprés avoir Démarrer de Backup Exec aprés avoil ML
3 |Library Expansion Option installé Library Expansion Option installé Librry Expansion Oplion |
Pending Jobs En aftendant des travaux Installation du contrdle de la BY pour
4 Microsoft SQL Server
Installing by Control for Microsoft SOL  En installant la BV contrélez pour Suppression des régles de mociéle
5 Server Microsoft SOL Server
Renaming robofic librarles and drives  Renommer des bandothéques et des Renormmer des handothéques et des
6 lecteurs lecteurs
Using Windows' Automated System Utiliser la récupération automatique du L'utilisez de la récupération automatique du
Recovery and System Reslore to 1ecover quame of |a restauration du systéme de  Systéme ef de la restauration du systeme
2 Windows XP or Windows Server 2003 windows pour récupérer un systéme ge  4© Windows pour récupérer un systeme de
7 (system Windows XP ou de Windows Server 2003 Windows XP ou de Windows Server 2003
Restoring Exchange data from snapshot [lonneées Exchange de Restauration des Restaurafion des données Exchange des
g backups sauveqardes de clichés sauvegardes de clichés

307



Task 2 — random -ing words

1. Open the Excel file called “ING_evaluation_XX" asdlect the “ING_random”
worksheet.

2. There are a number of sentences to be evaluateddamg to two different questions.

3. Question 1: Which translation is better in termg@mmaticality and accuracy?

a. Read the Source sentence.

b. Read MT1 and MT2.

c. Compare MT1 and MT2 and evaluate which is betteeims of
grammaticality and accuracy. By grammatical we mbahthe output
respects the reference grammatical rules of tlgetdanguage. By accurate
we mean that the information contained in the sestoucture has been
reproduced without distortion in the translatiolead®e make your judgement
based on the quality of the whole sententau are given the following
options:

i. MTL1 is better. Select MT1 from the drop-down menu.
ii. MT2 is better. Select MT2 from the drop-down menu.
iii. None is better than the other. Select SAME fromdifugp-down
menu.
4. Question 2: Which -ing translation is better imterof grammaticality and accuracy?

a. Read the Source sentence and identify the releirantvord. This is
highlighted to help you in the task.

b. Read MT1 and MT2 and identify the relevant part twmresponds to the -ing
translation. In order to help you in this task, Mi@iéntified the translation of
the -ing word. Please note that this highlightingymot be accurate or even
present as it was placed automatically by the Mstesy.

c. Compare the -ing translations for MT1 and MT2 awnaleate which is better
in terms of grammaticality and accuracy. By gramoahtve mean that the
output respects the reference grammatical ruléiseofarget language. By
accurate we mean that the information containgbérsource structure has
been reproduced without distortion in the transtatPlease make your
judgement based on the translation of the -ing veoig, not the whole
sentence. You are given the following options:

iv. MT1 is better. Select MT1 from the drop-down menu.
v. MT2 is better. Select MT2 from the drop-down menu.
vi. None is better than the other. Select SAME fromditeg-down
menu.
5. If you would like to make any comments about yadgements, you can do so in
Column F “Comments”, but this is not compulsory.
6. Please save your results. Before submitting, pledsek that an answer has been
provided for all the segments.
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‘lgl Microsoft Excel - ING_evaluation_FR.xls

BEX]

i8] Fle Edt Vew Insert Fomat Took Data  Window Heb Type & question for help + o 8 X
RN BERETE= RN A N RN RS AR - R T Ol R ) M |52 % o B 5% Eo - A
] =N |23 & = | ¥9Reply with Changs... EndReview,
02 - 3
A [ B C [ D [ £ [ F i
Best Best ING
SOURCE SENTENCE MT1 MT2 - Comments
1 sentence translation
For exarmple, after installing the operating systemn | Par exemple, apres avair installé le systeme  Par exernple, apres avoir instalé e systeme
on a crashed compter, you could restore a d'explaitation sur un ordinateur tormbé en dlexploitation sur un ordinateur tombé en
previous full backup of the system withaut worrying | panne, vous pourriez restaurer une sauvegards panne, vous pouver restaurer une
ahiout everwriting later versions of operating compléte précedente du systeme sans sauvegarde complete précedents du
system files. inquigter les versions postérieures les Systeme sans préoccuper les versions
Gcrasant 4 propos de des fichiers du systeme  PIateforme 1es écrasant & prapos des fichiers|
B deplitation du systeme dexplottation =
"Deleting a media vault' on page 301 « Supprimant un centre de sauvegarde » 3 | Supprimant un certtre de sauvegarde'|MT1
uT2
3 a page 301 Ia page 301 e

Understanding backup methods and their
4 |advantages

Méthodes de sauvegarde de
compréhension et leurs avantages

Methodes de sauvegarde de connaissance
et leurs avantages

»%Pa, XPe, and %P computers with the fellowing

Backup Exec supports DR of Citrix Metraframe 1.8, Backup Exec prend en charge DR de Citrix

Wetraframe 1,8, de XPa, de XPe, et

Backup Exec prend en charge DR 18
Metrafrarme 1,8, XPa, XPe et d'ordinateurs

Exceptions: d'ordinateurs de XP 2 les exceptions HP 4 les exceptions suivantes:
5 suivantes :
In a default installation, Backup Exec log files reside A une installation par défaut, les fichiers de A une installation par défaut, les fichiers de
i the Logs directary, in the following path consignation de journal Backup Exec résident  consignation de journal Backup Exec
dans le répertoire Journaux, dans e ¢hemin résident en général dans le répertoire
5 d'acces suivant Journau, dans le chemin d'acces suivant
T e T 17 Tl B

Thank you very much!
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