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Abstract 

We report results from optical interferometric probing of a laser generated Zn plasma 

plume. The experiment was performed in a vacuum and O2 rich environments where the 

background pressure of O2 was maintained at 1000 Pa and the results from both regimes are 

compared. The focus of our work is very much on the early stages in the life of the plasma 

plume which remains, to date, a largely unexplored area of study, at least in the pulsed laser 

deposition research domain. It was found that the electron density profile normal to the target 

is different in the background gas at early times (~30ns) compared to that of the vacuum case.  

At later times (~80ns) both profiles have a very similar shape.  We also observe the formation 

of a shock wave at the plasma-gas interface shortly after plasma breakdown (< 15 ns) 

 

 

 

 

 

 

 

 

 



 2 

Introduction 

PLD is a well established method in materials science and has spawned various 

applications such as thin film deposition with opto-electronic applications [1], bio-compatible 

materials [2] and growth of nano-structured materials [3]. Considerable research and 

development has been carried out on the growth and characterisation of ZnO in particular, due 

to its excellent electrical, chemical and optical properties [4]. These confer on ZnO a wide 

range of potential applications such as UV opto-electronics devices [5], field emitting displays 

(FED’s) [6] and anti-bacterial surfaces [7]. The fact that ZnO has a large exciton binding 

energy of 60 meV and a large bandgap of 3.37 eV offers real promise for obtaining lasing 

action at room temperature [8].  

One area offering great potential for process monitoring and control has been optical 

characterisation of the laser generated plasma plume used to deposit material onto the 

substrate. Most optical diagnostic studies of the plasma plume have focussed on late times 

(>100 ns) in the lifecycle of the plume as Optical Emission Spectroscopy (OES) [9] works 

best when most of the continuum emission has subsided. Consequently, there is a paucity of 

studies on probing moderate temperature plasma plumes at earlier times (<100ns). However, 

this is a vital stage in the lifecycle of the plume as it determines the future evolution and 

characteristics of the expanding plasma. It is also during this early phase that the primary 

interaction between the plume and any background gase present takes place [10].   

The electron density of a plasma plume is of particular interest as it plays an important 

role in defining plume energetics, expansion and interaction with ambient gases [11]. A laser 

interferometer is the ideal tool as it can very accurately extract the spatio-temporal structure 

of the electron density at early times in the plasma lifecycle [12]. We report here a study of 

electron density profiles in laser generated Zn plasma plumes in both vacuum and O2 rich 

environments. We have chosen the simpler single element Zn target rather than ZnO as our 
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objective is to demonstrate the value of the technique as a PLD diagnostic rather than on PLD 

of ZnO per se. 
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Experimental Details 

A Nd:YAG Surelite III laser working at its fundamental wavelength of 1064 nm with 

an energy of 600 mJ was used to ablate a flat slab of 99.95% pure Zn in both Vacuum and  O2 

rich environments. The pulse width of the laser pulse was 6 ns and the beam was focused to a 

spot size of 100 µm using a 30 cm plano-convex lens which yielded an irradiance in excess of 

1011 W.cm-2. A synchronised Surelite I Nd:YAG laser working at its frequency doubled 

wavelength of 532 nm and a pulse width of 5 ns provided the light source for the optical laser 

interferometer used to probe the spatio-temporal profile of the electron density in the plasma 

plume. A schematic diagram of the experimental setup is shown in Figure 1.   

 

Figure 1:  Schematic setup of experimental setup. Insert a): definition of plasma coordinate system. 

 

The interferometer is of the Nomarski polarisation type [13]. The two lasers were 

synchronised to a CMOS camera (C Cam Ltd, Model: BCi4) using two Stanford DG535 

delay generators. A TTL master pulse was sent to trigger the Surelite III laser and create the 

Zn plasma. The 532nm laser delay was varied to probe the Zn plasma plume at different times 
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in its life cycle. The camera shutter was left open to integrate for 1 µs during which time it 

captured the 5 ns duration interferogram. A narrow bandpass filter centred at 532 nm rejected 

broadband optical emission from the plasma plume.  

A high precision gas flowmeter was used to introduce 99.999% pure O2 into the 

vacuum chamber at a rate of 400 sccm creating a pressure of 1000 Pa. The Zn target was 

mounted on a high precision in-vacuum motorised X-Z stage and was moved to reveal a fresh 

surface after each laser shot.   
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Results and Discussion 

Before discussing the results we outline the basic operation of the interferometer and 

how it was used to extract electron density maps. The electron density gradient of the laser 

produced plasma induces a fringe shift in the interferograms which is recorded by a CMOS 

camera (figure 1). The electron density profile, ne, of the laser produced plasma can be 

calculated for a relative fringe shift using the Abel equation [14]: 
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where λµm is the wavelength of the probe laser in microns, nc is the critical density of the 

plasma at the probe wavelength, Φ is the phase shift and x and r are the plasma coordinates as 

defined in by insert a) in Figure 1. Interferograms were taken at 5 ns intervals up to a delay of 

100 ns after plasma formation. In Figure 2 we show results of laser interferometery for two 

different regimes (vacuum and 1000 Pa O2).  
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Figure 2:  Comparison of results obtained from optical interferograms taken at delay times of 30, 60 and 80 ns 

for the Zn plume in vacuum and in 1000 Pa O2 pressure. 

 

Interferograms were analysed using the software package IDEA [15] (Interferometric 

Data Evaluations Algorithm) where we have assumed axial symmetry of the laser generated 

plasma plume around the normal to the target. This assumption is justified by a study [16] of 

the plume emission which shows that the distribution is symmetric about an axis normal to 

the target. In addition we have assumed that only free electrons contribute to the refractive 

index of the plasma. This assumption is justified by the fact that there are no transitions in Zn 

atoms or ions within ~ ± 1nm of the probe laser beam wavelength [17]. The area of interest in 

the interferogram selected for analysis (200 µm from target surface) is free from light 

absorption near the target surface where the electron density is greater than the critical density 

of the 532 nm probe laser beam. What is immediately clear from Figure 2 is that the peak 
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electron density is very high in the early stages of the plasma lifecycle (~30 ns) and lies just 

above 1020 cm-3 for both scenarios, albeit the vacuum case is slightly higher (~ 20% higher at 

200 µm see Figure 2 (Top)). It is also apparent from Figure 2, that the spatial profile of the 

electron density of the plumes and their development over time is different for the vacuum 

and oxygen cases.  These two points are emphasised in Figure 3 where we compare the 1D 

profile of the electron density normal to the target for vacuum and oxygen environments at 

time delays of 30 ns and 80 ns. 

 

Figure 3: Comparison of the electron density profile normal to the target for vacuum and oxygen environments at 

a) Delay time of 30 ns, b) Delay time of 80ns. 

 

In the vacuum case a simple exponential function fits the experimentally observed 

electron density spatial profile, as the plasma is freely expanding in vacuum. To calculate the 

plasma density scale length we follow the same convention as Santala et al. [18] which yields 

a value of 240 µm for the vacuum case at a time delay of 30ns. In the O2 environment the 

density profile cannot be fitted with a single exponential. In fact a double exponential with a 

rapidly decaying term (scale length = 125 µm) superimposed on a slowly decaying term (scale 
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length = 1440 µm) works best. We propose that these observations are due to the effects of 

the strong plasma confinement which can be expected when a plasma expands into a 

background ambient gas. With an increase in gas pressure, an increase in the frequency of 

electron and ion collisions with background atoms and molecules takes place [19], which 

results in increased ionisation, recombination and hence plasma emission [20, 21, 22 and 23]. 

In particular Lui et al. and Leboeuf et al [20, 21 and 24] have predicted, using 2D particle 

hydrodynamic plume expansion models, that as a result of the confinement of the plasma, the 

plasma density is found to remain higher inside the shock wave than in the free expansion 

case. It is approximately three times higher at 900 µm (Figure 3a) in our study. To make a 

direct comparison between the profiles we calculate that in vacuum the density drops by a 

factor of 1/e at a distance of 240 µm from the target and it drops by a factor of 2/e at 495 µm. 

We obtain 1/e and 2/e values of 310 µm and 740 µm respectively in O2. So we can clearly see 

that there is a fast decay component and a slow decay component in the O2 case at a time 

delay of 30 ns. In Figure 3b however we show the profile of the electron density normal to the 

target for both vacuum and oxygen ambient atmospheres at a time delay of 80 ns.  Although 

the density in the vacuum case is slightly higher, the main observation here is that both 

profiles can be fitted using a single exponential function. From these fits we obtain a plasma 

density scale length of 500 µm and 410 µm for the vacuum and oxygen environments 

respectively at a time delay of 80 ns. It is clear that by 80 ns the shock wave has dissipated 

sufficiently for its confinement effect to have largely disappeared in the region close to the 

target.   

As the key signature of this plasma confinement is the development and evolution of 

shock waves as the plasma plume expands in the gaseous environment, we finish with a brief 

look at their development in our particular case. The shock wave acts as a compressive layer 

formed at the interface between the plasma plume and the background gas and is observed to 

expand outward normal to the target over time. It manifests itself in the interferograms as a 
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blurring of the fringes due to the gas compression in the region.  This is shown in Figure 4 

where interferograms are compared for time delays of 0, 5 and 10 ns.   

 

Figure 4: Comparison of interferograms for a): 0 ns, b): 5 ns and c): 10 ns with the shock front.  The 

arrow points out the peak (largest distance from target) of the shock front. d): Plot of the position of the leading 

edge of the shock wave at a function of time with a fitted spline curve and the resulting velocity of the shock 

wave. 
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Although shock waves in gases are well documented in the literature [20, 25] these 

results reveal the creation of a shock wave at the very earliest times of the plume lifecycle (< 

15 ns). A sharpening of the shock wave (the so called “snowplow” effect) is observed in the 

10 ns interferogram which has been predicted [21, 26] and observed at late times using fast 

photography [25]. Our observations reveal its formation at very early times and to our 

knowledge for the first time in optical diagnostics. In Figure 4d) we plot the position of the 

leading edge of the shock wave as a function of time.  We observe that the shock wave starts 

with quite a large velocity of 1.1 x 105 ms-1 but over time drag causes a deceleration and the 

velocity drops to 3.2 x 104 ms-1, which is a factor of 3 lower than the initial velocity. This 

deceleration has been observed and predicted previously in the literature [20, 21] and is 

caused by a viscous force as the plume expands into the background gas. 
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Conclusions 

Two-dimensional spatially and temporally resolved laser interferograms were taken of 

a Zn plasma plume revealing the structure and evolution of the electron density profile in 

vacuum and 1000 Pa O2 ambient environments. The method can be used to probe the 

dynamics of laser plumes used for pulsed laser deposition at early stages (<100 ns) of its 

lifecycle. This has been a somewhat neglected domain until recently due to the high levels of 

continuum emission which makes traditional plasma diagnostics based on line-ratio and line-

width measurements difficult. However, is of vital importance as the plasma parameters of the 

plume at this early stage undoubtedly determine the parameters at later times when materials 

deposition take place. It is also at this early stage that the first interactions between the plume 

and any background gases takes place. It is found that the spatial profile of the electron 

density in a gaseous environment deviates from a single exponential function at very early 

time in the plume lifecycle. A shock wave is observed to be created at very early time delays 

(0-10ns) which snowploughs through the background gas creating a pointed crescent feature 

at the leading edge. The experiment and results will provide a very useful resource for 

comparison with any future modelling of laser generated plasmas in background gases. 
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