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Abstract

This paper describes how a treebank of ungram-
matical sentences can be created from a treebank of
well-formed sentences. The treebank creation pro-
cedure involves the automatic introduction of fre-
guently occurring grammatical errors into the sen-
tences in an existing treebank, and the minimal
transformation of the analyses in the treebank so
that they describe the newly created ill-formed sen-
tences. Such a treebank can be used to test how
well a parser is able to ignore grammatical errors in
texts (as people can), and can be used to induce a
grammar capable of analysing such sentences. This
paper also demonstrates the first of these uses.

Introduction

training data for parsers which aim to accurately analyse se
tences containing grammatical errors. Since people aee abl
to comprehend text containing grammatical errors, it is rea
sonable to expect a parser to behave in the same way. An error
corpus can take the form of a learner corp@sanger, 1993;

Emi et al, 2004 or a more general form of error corpus,
created by scanning texts for errdiBeckeret al, 1999;
Foster, 200k Learner corpora are particularly useful in the
study of second language acquisition since they provide in-
sight into the difficulties faced by native speakers of a par-
ticular language when attempting to learn the corpus lan-
guage. The more general form of error corpus is unconcerned
with whether an error reflects linguistic competence orqurerf
mance, it merely records that an error has occurred. Unfortu
nately, the compilation of both kinds of error corpus is aslo
process, because it is not enough to merely collect a body of
sentences, the grammaticality of each sentence must also be

This paper describes how a treebank of ungrammatical seifddged in order to determine whether an error has occurred.
tences can be created from a treebank of well-formed serf an error has occurred, it then must be classified according
tences. The treebank creation procedure involves the autd& some error taxonomy.

matic introduction of frequently occurring grammaticales
into the sentences in an existing treebank, and the minimajuaranteed to contain a grammatical error, can be quickly
transformation of the analyses in the treebank so that thegreated by automatically introducing errors into a corplis o

describe the newly created ill-formed sentences. Suctea tregrammatical sentences.

A usefully large error corpus, in which every sentence is

In order to ensure that this trans-

bank can be used to test how well a parser is able to ignorormation process is rooted in linguistic reality, it shaubf
grammatical errors in texts (as people can), and can be asedtourse, be based on an analysis of naturally produced gram-
induce a grammar capable of analysing such sentences. Thisatical errors. An interesting aspect of the automatidally
paper demonstrates the first of these uses — a popular Walluced error corpus is its parallel nature, since the meaning
Street-Journal-trained statistical paf&kel, 2004 is evalu-
ated on an ungrammatical version of Section 23 of the Walgrammatical counterpart.
Street Journal (WSJ) portion of the Penn-Il Treebbivikar-
cuset al, 1993; 1994.

of the ungrammatical sentence can be found by looking at its

An even more useful resource for the devising and testing
of robust parsers, is a treebank of ungrammatical sentences

~ The idea of an ungrammatical treebank is motivated in Secof course, the creation of any treebank is a costly, labsriou
tion 2 of this paper, the process of creating such a treetsank task. However, assuming the existence of a treebank of gram-
described in Section 3, and, in Section 4, the results otcreamatical sentences and a corpus of ungrammatical sentences
ing an ungrammatical WSJ Section 23 and using this to evalderived automatically from the sentences in the grammiatica
uate a widely used parser’s ability not to be side-tracked byreebank, it is possible to automatically create a treetwink
grammatical errors are presented. Section 5 propose®furthyngrammatical sentences. This treebank can then be parti-
work in this area. tioned in the usual way, into a set of gold standard reference
L parses and a set of training parses for any data-driven proba
2 Motivation bilistic parser.
A corpus of ungrammatical sentences is a useful resource, The idea of an automatically generated error corpus is not
both as a source of evidence for the kind of ill-formed struc-new. [Bigert, 2004, for example, automatically introduces
tures that tend to occur in language, and as a source of #st anontext-sensitive spelling errors into texts. The ideanéa-



bank of ungrammatical sentences has been explored befotences, one for each of the four error types. Thus, the output
by [Kepseret al, 2004, who were responsible for compiling of the error creation procedure is, in fact, four error cogpo
SINBAD, a treebank of German sentences which have beewl. .
judged to be grammatically deviant by linguists. The SIN- ISSIng Word Errors . .

BAD treebank differs from the type of ungrammatical tree-Missing word errors can be classified on the basis of the_part
bank which would be produced by the method described ipf speech of the missing word. In the error corpus described
this paper because it is designed to be used more as an inftY [Foster, 200k 90% of the missing word errors involve
mational source for generative linguists rather than as afse the omission of the following parts of speech (ordered in de-
training/test data for a robust parser. It is created mayual creasing frequency)det > verb > prep > pro > “to” >

rather than automatically, and is, thus, limited in size. con;. Most of the remaining 10% involve missing nouns, but
nouns cannot be omitted automatically in a straightforward

. manner, because, in the case of noun-noun compounds, for
3 Creating a Treebank example, the omission will still result in a well-formed sen
This section describes the procedure for creating an ungrantence- Missing word errors are introduced by searching a
matical treebank. This procedure involves two steps: tie fir part-of-speech tagged sentence for all occurrences ofswvord
is the introduction of grammatical errors into the sentsnce with the above part-of-speech tags and then deleting one fro
in a treebank; the second is the transformation of the origthe sentence. The frequency ordering shown above is re-
inal analyses into gold standard analyses for the newly crespected so that the resulting error corpus will containgfer
ated ungrammatical sentences. The first step is described @mple, more missing determiners than missing pronouns. In
Section 3.1, and the second in Section 3.2. The procedure tbe unlikely event that a sentence contains none of the above
discussed in a manner independent of any particular tréebarparts of speech, no ungrammatical sentence is produced.

or annotation scheme because it is theoretically possible t

apply it to any kind of treebank. Extra Word Errors

Based on the error analysis carried ouf Bgster, 200f ex-
3.1 Automatic Error Creation tra word errors are divided into the following classes:

The error creation procedure takes as input a part-of-speec 1. repeated word errorail this is five oror six years ago.
tagged corpus of sentences which are assumed to be well-2, double syntactic function errorthe draught coming in
formed, and outputs a part-of-speech tagged corpus of un-  of under the door

grammatical sentences. The automatically introduced®rro

are divided into the following classes: 3. unnecessary word errofBhe link between social status

and government appointmeraisd was less rigid.

The procedure considers each of these subclasses of extra
o word error equally likely, and attempts to insert one of them
2. extraword errorsDo you ever go and visény of them?  into a grammatical sentence. It uses a pre-compiled list of

1. missing word errorsShe didn’twant to face him> She
didn’t to face him

> Do you ever go and visthe any of them? function words generated from a part-of-speech tagged cor-
3. context-sensitive spelling errorslove them both > | PUs to introduce double syntactic function errors, andesus
a pre-compiled list of function and content words to intro-
lovethen both . ;
) duce an unnecessary word error. It will not be possible to
4. agreement error§hecontrast wasstartling> Thecon-  insert a double syntactic function error into a sentence tha
trastswas startling contains no function words, but it will always be possible to

The decision to introduce errors of the above types was mad@sert errors of the other two subclasses, since theseviavol
on the basis of the error analysis carried oufByster, 2005 f[he random insertion of an arbitrary word or a word already
which found that 72% of all errors occurring in a manu- in the sentence.

ally constructed 20,000 word corpus of naturally occurringeqntext Sensitive Spelling Errors

ungrammatical written English sentences (from NEWSPAPEIR 1 error is classified as a context-sensitive spelling érror

tehrgglelsf,ollr::ecrlr:;tsg)srurxrs] gzgrﬁcidsvrﬁi'ghpggggsr)];?I;;“t%g)ngnof it can be corrected by a word similar to it in spelling.
' P wo words are considered similar in spelling if the Leven-

of these classes is a more complex error requiring more thaghtein distance between them is one (&0@ndtoo) ((Foster

ggﬁ gpglr'gggr?g toof g;e clgrsrzgltgg/ Sg?ﬁggg”ﬁﬁgﬂzﬂrﬁgé s 2004). One could argue that sentences containing context-
P ' sensitive spelling errors are not ungrammatical because th

allows describing the syntax of sentencesAnother exam- invol h h hv of th d rather th
ple which does not fall into one of the above four classes jsError Invo ves the orthography of the word rather than some

It captures quiteplausibility a form of life today. Like the zi{iné?ecgCu];eart;rrrfr::t(i:cr:]a?ig:ﬁs :?r\]/éev::étr;e?/e?ogfbﬁemc?gr-
agreement and context-sensitive spelling errors, thiois ¢ 9 y P

rected by substituting one word for another, but the refatio 176 error creation procedure could, of course, be improyed b
ship between the substituted and substituting word does n@fleting a noun from a sentence when it occurs on its own irua no
involve grammatical agreement or easily confused spelling phrase.

For each sentence in the original tagged corpus, an attempt 2Context-sensitive spelling errors are also knowress word
is made to automatically produce four ungrammatical senerrors (see for exampléngels, 1998).



parsers. Again following the error analysis carried out byof the ungrammatical sentence. The transformation method i
[Foster, 200k a list of candidate English context-sensitive based on three assumptions, the third assumption following
spelling errors is pre-compiled. The error creation proce-on from the first two:

dure searches for all words in the input sentence which can
be replacgd b_y aword S|m|l_ar in spelling (subject to the pre- a grammatical sentence which expresses the same “in-
compiled list): one of these_ is then r_andomly selected and. re tended” meaning as the ungrammatical sentence.
placed. The pre-compiled list contains very common English

words such as, theandhe, and an ungrammatical sentence 2. The role of a parser is to produce an analysis for a sen-
can be generated from most sentences. tence which reflects that sentence’s “intended” meaning.

3. A parser which aims to be robust to errors should pro-
duce an analysis for an ungrammatical sentence which
is as close as possible to the analysis it produces for the
corresponding grammatical sentence.

1. At the heart of every ungrammatical sentence, there is

Agreement Errors

The error creation procedure attempts to introduce subject
verb or determiner-noun agreement errors into a sentence.
For English, the procedure is at its least productive fos thi
error type, because it can only introduce a subject-verbeagr In keeping with these assumptions, the transformationggroc
ment error when the sentence contains a present tense vefhyre operates by changing as little as possible in the aiigin
and a determiner-noun agreement error when the sentenggéammatical sentence analysis to produce the analysi®of th
contains a determiner which is marked for number (e.g. aingrammatical sentence. Examples are provided for the erro
demonstrative or indefinite article). It would produce moretypes described in Section 3.1. For each example, a phrase-
ungrammatical sentences if applied to a more morphologistructure analysianda dependency analysis is shown. Both
cally rich language. types of analysis are shown to emphasize that ungrammati-
. o cal treebanks can be automatically generated from any type
Grammatical’ Erroneous Sentences of treebank, regardless of the syntactic annotation sclieme
The error creation procedure can sometimes introduce an egp, loys.

ror into a grammatical sentence in such a way that, instead cqnsider the grammatical sentence (1) and the ungrammat-
of producing an ungrammatical sentence, it produces anoth§.5| sentence ):

grammatical sentence, often with a different (and usuaily i , ,

plausible) meaning. The extent to which this occurs was estt) A romancescoming your way.

timated by carrying out the following small experiment: pve (2) A romancedn coming your way.

100 sentences were randomly extracted from the British Nal-:- ;
. . ig. 1 depicts a Penn-Treebank-style gold standard parse tr
tional Corpus{Burnard, 200pand the error creation proce- for the grammatical sentence (1) and, underneath it, theepar

dure applied to them. 400 of the resulting ungrammatical se ; ; ;
tences (the first 100 for each error type) were then manualntree which will be produced by the transformation procedure

The percentage of grammatical structures that are inadveE—

tently produced for each error tvoe and an examole of eackaUSe it makes the crucial recognition that the wiarig part
yp i yp P f a verb phrase. A parser which produces this parse is robust
one are shown below:

to errors since it is able to see right through an ungrammati-

e Agreement Errors, 7% cal sentence to the grammatical sentence at its heart, and pr
Mary’s staffinclude Jones,Smith and Murphy Mary’s  duce a parse which reflects the meaning of the grammatical
staffincludes Jones,Smith and Murphy sentence.

e Context-Sensitive Spelling Errors, 10% Of course, a parse can be represented using a dependency
Andthen? > Andthem? analysis instead of a phrase structure tree. Followirig,

1999, a dependency analysis consists of a set of tuples where

* Extra Word Errors, 5% each tuple represents a word in the sentence and has the form:

in defiance of the free rider prediction in defiance of

the free ridemear prediction (Wor d,Cat egory,[Head], [Rel ati onshi p]).

e Missing Word Errors, 13% Wordis the actual word in the senten€ategoryis its part of
She steereMelissaround a corner> She steered round SPeech categoryjeadis another word in the sentence upon
a corner whichWordis dependenfRelationshigspecifies the nature of

The occurrence of thesevert errors[James, 1998can be the dependency relationship betwa&brd andHead Head

: ; N and Relationshipare optional and can be omitted for words
reduced by fine-tuning the error creation procedure but they, o sentence which are not dependent on any other word.

can never be completely eliminated. Indggd, they occur evep, example is theneadword of the sentence which is not

in manually created error corpora, containing real errors. dependent on any other word and upon which all other words

3.2 Gold Standard Transformation are directly or indirectly d_ependent. Fig. 2 sh_ows agoldsta
dard dependency analysis for the grammatical (1), and, un-

The gold standard transformation procedure takes an ungraferneath it, the gold standard analysis for the ungramatatic
matical sentence and a gold standard syntactic analydigof t

grammatical sentence from which the ungrammatical one has 3penn-Ii functional tags and null elements have been omitted
been generated, and outputs a gold standard syntactics@malysince they are not needed to explain the tree transfornsation



S (A,det,romance,det),

(romancenoun,coming,subj),
/\ (is,verb,coming,aux),

NP VP (coming,verb),
A /\ (your,noun,wa}y,gen),
A romance VBZ VP (way,noun,coming,mod)

| /\ subj ~ mod
is  VBG NP Y s Y A
| A det gen

coming your way a romance is coming your way
S (A,det,romance,det),
/\ (romancenoun,coming,subj),
NP VP (in,verb,coming,aux)
(coming,verb),
A /\ (your,noun,way,gen),
Aromance VBZ VP (way,noun,coming,mod)

| /\ subj mo
in  VBG NP d Y ﬁw %
| A det gen

coming yourway a romance in coming your way

Figure 1: Gold Standard Parse Trees for Sentences (1) and (2)
Figure 2. Gold Standard Dependency Analyses for Sen-

tences (1) and (2)
(2). The top analysis specifies tr@mingis the head of the
sentence, its subject is headedrbgnanceand its modifier is , )
headed byvay. The bottom analysis also recognizes that thefor the ungrammatical (6). In the ungrammatical gold stan-
word in is dependent on the vedmmingand the nature of dard trees, the superfluotsdoes not affect the_ constituent
the dependency is an auxiliary verb relationship. The examstructure of the sentence (above the pre-terminal levéip T
ple sentence (2) contains a context-sensitive spellirgg bt~ ONly difference between the three trees is the level whee th

the same transformation would apply to any error correetablWOrdto is attached. In all threéo has not introduced any ex-
by a substitution, e.g. an agreement error. tra structure, which is a desirable result since the worddoe

Consider the grammatical sentence (3) and its ungrammaft contribute to the sentence’s meaning. A gold standard de

ical counterpart (4): pendency parse for the grammatical (5) is shown in Fig. 6,
- and a gold standard dependency analysis for the ungrammat-

(3) Total revenues are expectemlbe about EUR 1 billion. jcal (6) is shown underneath. In the ungrammatical analysis

(4) Total revenues are expectemlabout EUR 1 billion. to is not linked to the other words in the sentence since it is
] . not dependent on any of them and none are dependent on it.

A gold standard parse tree for the grammatical (3) is showRrpys, this analysis preserves all the dependencies priesent

in Fig. 3, with the gold standard parse tree which will be au-the grammatical analysis and introduces no others.
tomatically generated for the ungrammatical (4) undeneat
The bottom tree is produced by replacing the pre-termirtal ca . . .
egory(VB be)in the top tree in Fig. 3 with the tradeT- 0). 4 A Parser Evaluation Experiment using the

A gold standard dependency analysis of the grammatical (3) Penn Treebank

is shown in Fig. 4, with the gold standard analysis for the uny yhis section, the usefulness of an automatically created

grammatical (4) undemeath. In this analysis, *()" is used t o3 mmatical treebank is demonstrated by describing a small
indicate a non-overt element in the sentence. This analys’%‘irser evaluation experiment which was carried out using

should be considered to be accurate since it captures all anfl,' ,,nqrammatical version of section 23 of the Wall Street

only the depen_denmes present in the gold standard analysi§) ,.na| portion of the Penn TreebafMarcuset al, 1993:

of the gr_ammatlcal sentence. . 994. The aim of this experiment is to evaluate how well a
As a final example, consider the grammatical sentence (3opylar lexicalized generative statistical parser copigtsev-

and the ungrammatical sentence (6): rors in text: a parser that copes well with errors produass, f
(5) Annotators parse the sentences in a corpus. an ungrammatical sentence, an analysis which closely resem

. bles the analysis it would produce for the sentence without
(6) Annotators parsé¢o the sentences in a corpus. the error

Fig. 5 shows the gold standard parse tree for the grammatical Section 4.1 contains a description of how the experiment
(5), along with thethreegold standard parse trees which will was carried out and Section 4.2 presents the results, which
be generated automatically by the transformation pro@durare then discussed briefly in Section 4.3.



(Total,adjective,revenues,mod),
(revenuesnoun,expected,objl),
(are,verh,expected,aux),

(expectedverb),
(to,infmarker,be,aux),
(be,verb,expected,obj?2),
(about,prep,be,pred),
(EUR,noun,billion,mod),

(1,noun,billion,mod),
(billion ,noun,about,pcomp)

-~ T Oiaux "bﬂ,hx.*pmd\ mﬁ}g
peomp

mod

total revenues are expected to be about EUR 1 billion

(Total,adjective,revenues,mod),
(revenuesnoun,expected,objl),
(are,verb,expected,aux),

(expectedverb),
(to,infmarker,be,aux),
(O,verb,expected,obj2),
(about,prep,(),pred),
(EUR,noun,billion,mod),

(1,noun,billion,mod),
(billion ,noun,about,pcomp)

objl: obj2- mod-JN
d / l/ N l rmﬁmd\ /?/"‘EX\
mod

pcomp
total revenues are expected to () about EUR 1 billion

be about 1 billion Figure 4: Gold Standard Dependency Analyses for Sen-

S
NP VP
A /\
total revenues VBP VP
| /\
are VBN S
| |
expected VP
/\
IN VP
T
to VB NP
|~
S
NP VP
A /\
total revenues VBP VP
| /\
are VBN S
| |
expected VP
/\
IN VP
| /\
to -T- NP

0 about 1 billion

tences (3) and (4)

4.1 Method

The error creation procedure described in Section 3.1 was ap
plied to the 2330 sentences in Section 23 of the WSJ portion
of the Penn TreebariMarcuset al, 1993; 1994, resulting in
an error corpus of 8550 sentences (1704 sentences cogtainin
an agreement error, 2214 sentences containing a context sen
sitive spelling error, 2304 sentences containing an extraw
and 2328 sentences with a missing word). The gold standard
transformation procedure described in Section 3.2 was then
applied, resulting in an ungrammatical version of Sectidn 2
The generative lexicalized statistical parser descrilmed i
[Bikel, 2004, trained on the original grammatical Sections
2-21 of the WSJ, was used to parse the ungrammatical sen-
tences. The input to Bikel's parser was untagged. These
parses were evaluated against the ungrammatical gold stan-
dard WSJ23 parses using the Parséck et al, 1991

Figure 3: Gold Standard Parse Trees for Sentences (3) and (g??elled precision/recall measures. In the case of extral wo

ors, there is potentially more than one gold standart ana
ysis for each sentence, and therefore the test sentence pars
is evaluated against each of its gold standard parses, and th
highest f-score is chosen.

4.2 Results

The table in Fig. 7 shows labelled precision, recall andoksc
results calculated by evaluating Bikel's parser agairsuiti-
grammatical WSJ23 using the Parseval measures. The table
in Fig. 8 shows other interesting statistics: the percentig
analyses in the test sentence set which completely match the



S

/\

NP VP

N T~

Annotators VBP NP

| T
parse NP PP
A N

the sentences IN NP

N

in acorpus
S

/\

NP VP

. = T

Annotators VBP IN NP

parse to NP PP
A N

the sentences IN NP

N

in acorpus
S

/\

NP VP

. T

Annotators VBP NP

T
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to the sentences IN NP

N

in acorpus
S

/\

NP VP

T~ T

Annotators VBP NP

| /\
parse NP PP
T~

to the sentences IN NP

N

in acorpus

Figure 5: Gold Standard Parse Trees for Sentences (5) and (;

(Annotators,noun,parse,subj),
(parseverb),
(the,det,sentences,det),
(sentencegioun,parse,obyj),
(in,preposition,sentences,mod),
(a,det,corpus,det),
(corpus,noun,in,pcomp)
/subj U/b]det m()d\
pcomp det
annotators parse the sentences in a corpus

(Annotators,noun,parse,subj),
(parseverb),
(to,preposition),
(the,det,sentences,det),
(sentencegoun,parse,obyj),
(in,preposition,sentences,mod)
(a,det,corpus,det),

(corpus,noun,in,pcomp)

obj
/subj{' ]/det— mod\ﬂ

pcomp det
annotators parse to the sentences in a corpus

Figure 6: Gold Standard Dependency Analyses for Sen-
tences (5) and (6)

Error Type Precision | Recall | F-Score
No Error 84.9 84.8 84.9
Agreement 83.7 83.3 835
Context-Sensitive Spelling 79.0 78.6 78.8
Extra Word 79.4 82.5 80.9
Missing Word 81.5 77.7 79.6

Figure 7: Bikel Parser on Ungrammatical WSJ23

corresponding gold standard analyses, and the percentage o
analyses in the test sentence set which achieve a relatively
low f-score of under 75%.

The first row in Figs. 7 and 8 indicate the scores received
by the parser on the original Section 23 WSJ sentehdés
first row figures represent an upper bound for the ungrammat-
ical sentence results, since the grammatical and ungrammat
cal gold standard trees are isomorphic above the pre-taimin
level and pre-terminal constituents are ignored in catana
of precision and recall.

4.3 Discussion

The results in Figs. 7 and 8 show that ungrammatical sen-
tences containing agreement errors achieve scores wtech ar
the closest to the upper bound, suggesting that this type of
error does not generally distract this parser from findireg th

4A higher f-score of 87.5% can be achieved by ignoring punc-
tuation in the evaluation. However, in this evaluation, gtuation
@:not ignored because the error creation procedure tréatkens

luding punctuation symbols as candidates for errogs,an extra
word error can be created by inserting an unnecessary mtioiu
symbol.



Error Type 100% Match | Low Scoring
No Error 24.6 21.4
Context-Sensitive Spelling 11.5 36.3 like (S (VP to (VP know)))))))))
Extra Word 10.0 31.2 .
uki (S (NP Just) (VP thought (SBAR (S (M) (VP 'd (VP like (S (VP
Mlssmg Word 9.0 35.6 to (VP know))))))))

Figure 8: Bikel Parser on Ungrammatical WSJ23 (SINV (ADVP Just) (VP thought (S (AD3Bur))) (VP 'd (VP like
(S (VP to (VP know))))))

(S (NP American) (VP (Vi/are (VP preparing (S (VP to (VP take  Figyre 10: Low scoring parse due to context-sensitive
..))))) and (VP is n’'t (VP anticipating ....)))) spelling error

(S (NP American) (VP (VIs (VP preparing (S (VP to (VP take
..))))) and (VP is n't (VP anticipating ....))))

(S (NP American) (VRre (VP preparing (S (VP to (VP (VP take ...)

and (VP is n't (VP anticipating ....)))))))) (S (NP Ports...) (VP reached (NP agreements (S (VP to (VP sell

. . . (NP its remaining seven aircraft) (PP to (NP (NP buyers) (8BA
Figure 9: Low scoring parse due to agreement error  \wHNP that) (S (VP were n't (VP disclosed))))))))))

(S (NP Ports...) (VP reached (NP agreements (S (VP to (VP sell
correct analysis. However, there are cases, such as the exaffP its remaining seven aircraft) (PP to (NP (NP buyers) (8BA
ple shown in Fig. 9, where the presence of an agreement err§fVHNP that) (S (VRaid were n't (VP disclosed)))))))))))
does cause the parser to perform worse on the ungrammatica|

S_entence than on its grammatical counterpart. In Fig. 9, .th P its remaining seven aircraft) (PP to (NP (NP buyers) (8BA
first parse is the gold standard analysis of the grammatica{, ,\p that) (Ssaid (VP were n't (VP disclosed))))))))))

and ungrammatical sentences, the second parse is the parse
produced by Bikel's parser for the grammatical sentence angs (NP Ports...) (VP reached (NP agreements (S (VP to (VP sell
the third parse is the parse produced by Bikel's parser ®r th(NP its remaining seven aircraft) (PP to (NP (NP buyers) (8BA
ungrammatical sentence. (WHNP thatsaid) (S (VP were n't (VP disclosed)))))))))))

s -(Ia-lrl]ien Weorrr?)tr- plfirlor:gllggrerrirsoi; t)ﬁ)]gtItshitshgrr%orr;teﬁ%s:;zltlve(s (NP Ports...) (VP reached (NP (NP agreements) (S (VP to (VP
p 9 : P 9 yp sell (NP its remaining seven aircraft) (PP to (NP (NP buyers)

the worst, since i@ often involves a part-of—speech charfge O(SBAR (WHNP that) (S (VP were n't (VP disclosed))))))))))
one of the words in the sentence. Fig. 10 shows three parses:

the first, topmost parse is the gold standard parse for tlge ori (s (NP Ports...) (VP reached (NP (NP agreements) (S (VP to (VP
inal grammatical WSJ sentence and the ungrammatical seQe|| (NP its remaining seven aircraft) (PP to (NP (NP buyéB$AR
tence derived from it, the second parse is the parse produce@Hnp that) (S (VRaid)))))))))) (VP were n't (VP disclosed)))

by Bikel's parser for the grammatical sentence, and the bot-

tom parse is the parse produced by the same parser for the Figure 11: Low scoring parse due to extra word error
ungrammatical sentence.

Extra word errors achieve a higher recall score in compar-
ison to their precision score which suggests that this kind o
error tends to introduce unwanted structure into a parse- Si
ilarly, missing word errors achieve a higher precision scor
in comparison to their recall score, suggesting that a ldck o
relevant structure is associated with this kind of errorisTh

is expected. An example of an extra word error causing s (NP Several fund managers) (VP expect (NP (NP a rough myarke
misparse is shown in Fig. 11. The first parse is the gold staniP this morning)) (SBAR (S (NP prices) (VP stabilize)))))
dard parse for the grammatical sentence, the next threegars

are the gold standard parses for the ungrammatical sentend® (NP Several fund managers) (VP expect (NP a rough market)
the fifth parse is the parse produced by Bikel’s parser for th¢NP this morning) (SBARefore (S (NP prices) (VP stabilize)))))
grammatical sentence and the sixth parse is the parse pro-

duced by Bikel's parser for the ungrammatical sentence. AS (NP Several fund managers) (VP expect (NP (NP a rough marke
similar example is shown in Fig. 12 for a missing word error:(SBAR (S (NP this morning prices) (VP stabilize))))))

the first two parses are the gold standard parses for the gram- _ . .

matical and ungrammatical sentences, respectively, amd th Figure 12: Low scoring parse due to missing word error
last two parses are the parses produced by Bikel's parser for

the grammatical and ungrammatical sentences, respsctivel

(NP Ports...) (VP reached (NP agreements (S (VP to (VP sell

(S (NP Several fund managers) (VP expect (NP (NP a rough marke
(NP this morning)) (SBARefore (S (NP prices) (VP stabilize)))))



5 Future Work [Burnard, 2000 L. Burnard. User reference guide for the

This paper has introduced the concept of a treebank of un- ritish national corpus. Technical report, Oxford Univer-
grammatical sentences, explained how one can be automat- sity Computing Services, 2000.

ically derived from any treebank, and then described an exXtEmietal, 2004 Izumi Emi, Kiyotaka Uchimoto, and Hi-
periment which evaluates a statistical paf&ikel, 2004 on toshi Isahara. The overview of the sst speech corpus of
an ungrammatical version of Section 23 of the Wall Street japanese learner english and evaluation through the exper-
Journal. iment on automatic detection of learners’ errors.Pho-

The experiment described in Section 4 is only a starting ceedings of the 4th International Conference on Language
point to illustrate a use of an ungrammatical treebank in the Resources and Evaluation (LREC-0¥9lume Four, pages
area of parser robustness evaluation. It is clear that the re 1435-1439, Lisbon, Portugal, 2004.
sults in Fig. 7 need to be analysed so that, within each effroster, 2005 Jennifer FosteiGood Reasons for Noting Bad

ror type, the problematic ungrammatical constructions can Grammar: Empirical Investigations into the Parsing of
be identified. The performance of other parsers on the un-

Ungrammatical Written English PhD thesis, University

grammatical WSJ23 could also be tested. Another obvious of puplin, Trinity College, 2005.

use of an ungrammatical treebank would be to improve
parser’s performance on ungrammatical sentences. Forexa
ple, Bikel's parser could be re-trained on an ungrammatical

version of WSJ2-21 and then evaluated against the ungram-

matical WSJ23 (as in Fig. @nd against naturally occurring

i{;ranger, 1998 Sylviane Granger. International corpus of

learner english. In J. Aarts, P. de Haan, and N.Oostdijk,
editors,English Language Corpora: Design, Analysis and
Exploitation pages 57—71. Rodopi, Amsterdam, 1993.

ungrammatical errors. It would be interesting to see howlIngels, 199% Peter Ingels.A Robust Text Processing Tech-

a parser behaves on well-formed and ill-formed text when
trained on a grammaticaind ungrammatical treebank. Ide-
ally, the induced probabilistic grammar could be parti§dn

niqgue Applied to Lexical Error Recovery PhD thesis,
Linkoping University, Sweden, 1996.

[James, 1998Carl JamesErrors in Language Learning and

in such away that the parser not only cqrrectly parses an un- se: Exploring Error Analysis Addison Wesley Long-
grammatical sentence, but also recognizes that the sentenc 1,57 1993.

is ungrammatical, and locates the error. Finally, theredsir

for improvement in the error creation procedure — it could belKepseret al, 2004 Stephan Kepser, llona Steiner, and

extended to introduce less common errors.
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