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Abstract

We introduce two novel methods for query
expansion in information retrieval (IR).
The basis of these methods is to add
the most similar sentences extracted from
pseudo-relevant documents to the original
query. The first method adds a fixed num-
ber of sentences to the original query, the
second a progressively decreasing num-
ber of sentences. We evaluate these meth-
ods on the English and Bengali test collec-
tions from the FIRE workshops. The ma-
jor findings of this study are that: i) perfor-
mance is similar for both English and Ben-
gali; ii) employing a smaller context (simi-
lar sentences) yields a considerably higher
mean average precision (MAP) compared
to extracting terms from full documents
(up to 5.9% improvemnent in MAP for
English and 10.7% for Bengali compared
to standard Blind Relevance Feedback
(BRF); iii) using a variable number of sen-
tences for query expansion performs bet-
ter and shows less variance in the best
MAP for different parameter settings; iv)
query expansion based on sentences can
improve performance even for topics with
low initial retrieval precision where stan-
dard BRF fails.

1 Introduction

A major problem in information retrieval (IR) is
the mismatch between query terms and terms in
relevant documents in the collection which sat-
isfy the user’s information need. Query expan-
sion (QE) is a popular technique used to bridge
this vocabulary gap. Query expansion techniques

work by adding terms to the user’s original query
so as to enrich it to fully describe the information
need either by including alternative terms which
might have been used in the relevant documents
or which augment the terms in the original query.
If good expansion terms are selected then the re-
trieval system can fetch additional relevant docu-
ments or increase the retrieved rank of items al-
ready retrieved. The query expansion techniques
aim to predict the most suitable candidate words
to be added to the query so as to increase retrieval
effectiveness. The various different methods for
IR have corresponding different approaches to QE.
In this paper we concentrate our investigation on
the language modeling (LM) IR framework as pro-
posed by (Hiemstra, 2000). The standard feed-
back techniques for IR assume that the top R doc-
uments as a whole are relevant, and do not take
into consideration the fact that in some cases the
documents as a whole might not be relevant to the
query, but a particular subtopic of it may be highly
relevant. The new method of QE introduced in this
paper proposes that sorting sentences contained in
relevant or pseudo relevant documents based on
their similarities to the query, and then choosing
a subset from this sorted set to add to the origi-
nal query can help to prevent the addition of non
relevant terms to the query. This approach to ex-
pansion by selecting sentences in this way intro-
duces more context to the query as opposed to
term based expansion.

The remainder of the paper is organized as fol-
lows: Section 2 overviews existing releated work,
Section 3 presents two methods of sentence level
query expansion one which adds a fixed number of
sentences from each pseudo relevant document to
the query and the other which adds a variable num-
ber of sentences, Section 4 describes our experi-
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mental setup and give experimental results, Sec-
tion 5 contains a detailed analysis of the results,
and finally Section 6 concludes the paper with di-
rections for future work.

2 Related Work

2.1 Relevance Feedback
Query expansion (QE) is one output of the pro-
cess of relevance feedback (RF). In standard RF
the user indicates which of a number of docu-
ments from an initial retrieval run are relevant to
their information need. Based on the assumption
that further relevant documents will be similar to
those identified so far, RF adjusts the query to
increase the likelihood of retrieval of such docu-
ments. A key part of this process is QE where
the query is expanded to incorporate terms appear-
ing in the known relevant documents, the other
principal component of RF is term reweighting
which emphasizes the importance of terms found
in relevant documents. As outlined in Section
1, blind RF (BRF) (or pseudo RF) assumes that
the top ranked retrieved documents are relevant
to the information need. BRF has been used in
many IR studies over the years using many RF
techniques. All the existing query expansion ap-
proaches are term based i.e. a subset of terms oc-
curing in relevant documents are chosen based on
some scoring function aiming to select the good
expansion terms. The simplest scoring function
which works well in practise uses term occurence
statistics alone as advocated by Salton and Buck-
ley (1994) where terms occuring in the largest
number of relevant documents are added to the
query. The score assigned to a term t is in this
approach is shown in Equation 1 where r is the
number of relevant documents that the term occurs
in.

Occ(t) = r (1)

Such a simple scoring function does not distin-
guish terms by their collection statistics and might
end up adding too many common terms, thus not
increasing IR effectiveness significantly, only be-
cause these terms are also abundant in the relevant
documents. Scoring functions thus are augmented
by incorporating the idf factor. The Robertson Se-
lection Value (RSV) (Robertson et al., 1995) is one
such term scoring formula defined as follows.

RSV (t) = r log
(r + .5)(N −R− n+ r + .5)

(n− r + .5)(R− r + .5)
(2)

In Equation 2, r is the number of relevant doc-
uments that the term t occurs in, N is the total
number of documents in the collection, n is the
document frequency of the term andR is the num-
ber of relevant documents. A term selection score
for LM as shown in Equation 3 was proposed in
(Ponte and Croft, 1998).

L(t) =
∑
d∈R

log
P (t|Md)

cft
cs

(3)

In Equation 3, Md denotes the query generation
model from document d, cft denotes the collection
frequency of term t and cs the collection size.

While BRF provides improvement in IR perfor-
mance in a subsequent retrieval run for the query,
it is not perfect due to the fact that some of the
content assumed to be relevant in the BRF is in
fact not relevant, thus leading to reduced IR effec-
tiveness. Buckley’s work (1994) which performed
massive query expansion using the Vector Space
Model of the SMART1 retrieval system for ad-hoc
retrieval experiments at TREC 3 involves employ-
ing Rocchio feedback (Rocchio, 1971) with 300
to 530 terms and phrases for each topic. An im-
provement in retrieval effectiveness between 7%
and 25% in various experiments was observed.
The problem with massive query expansion with
VSM is that it favours retrieval of longer docu-
ments in the feedback step and thus if most of the
relevant documents are of shorter length, retrieval
effectiveness may be reduced after feedback. In-
stead, we investigate a sentence level expansion
method (also a massive query expansion) using
LM IR. Typically in LM, the query is represented
as a sequence of independent words thus leading
to a multinomial view of model Md:

P (q|Md) =
∏
t∈q

P (t|Md)α(t) (4)

In Equation 4, P (q|Md) denotes the probability of
generating query q from document d, P (t|Md) de-
notes the probability of generating the term t from
d and α(t) denotes the number of times a term
t appears in the query. Adding sentences from a
document d to the original query q makes P (q|d)
more likely because the frequency of each term
added is accurately reproduced. For example if
we are adding a sentence “A B A A B” from d to
q, we are adding “A” thrice and “B” twice thus
adding P (t = “A”|Md)3 + P (t = “B”|Md)2

1ftp://ftp.cs.cornell.edu/pub/smart/



to P (q|Md) whereas if we add only the terms
“A” and “B”, the increment in P (q|Md) would
be P (t = “A”|Md) + P (t = “B”|Md). Sim-
ply speaking, adding sentences from a document
to the query makes the query look more like the
document and hence increases the likelihood of
generating the expanded query from the given doc-
ument.

Some of the existing works on using a smaller
content instead of the whole document includes
the work of Lam-Adesina and Jones (2001) which
select QE terms from the summaries of a docu-
ment, and Vechtomova and Karamuftuoglu (2007)
which experiments with using smaller, lexically
cohesive text units for BRF.

In seeking to address problems in BRF a range
of questions can be explored, e.g. whether to use
massive versus selective feedback, how to best ob-
tain a ranking of feedback terms in order to select
the most appropriate ones, or how to dynamically
adapt feedback parameters. This paper focuses on
exploring a novel method for BRF taking the stan-
dard Robertson term selection approach (1990) as
our baseline.

2.2 FIRE Test Collections

FIRE is an evaluation forum for IR on Indian lan-
guages and till now it has been held twice in 2008
and 2010. The FIRE test collection for ad hoc IR
contains newspaper articles on various topics in-
cluding sports, politics, business, and local news
(Majumdar et al., 2008). The articles are rep-
resented as structured XML documents in TREC
format, using UTF-8 encoding. FIRE topics re-
semble topics from other retrieval campaigns such
as TREC in format and content. They comprise a
brief phrase describing the information need (topic
title, T), a longer description (topic description,
D), and a part with information on how documents
are to be assessed for relevance (topic narrative,
N). Retrieval queries are typically generated from
the title and description fields of topics (TD). The
official test topics for 2008 comprises of topics
26-75 whereas topics 76-125 had been used for
2010. The relevance of documents were assessed
by pooling submissions from systems participat-
ing in the FIRE retrieval tracks.

3 Sentence Level Query Expansion

3.1 Motivation
We present two scenarios where sentence level
query expansion can potentially outperform term
based expansion.

Context Terms The deduction of the impor-
tance of the query terms by occurrence statistics
only, fails to capture any context information. The
idea is that in sentence expansion the constituents
terms of the sentence can be useful to enrich the
query with sufficient context information which is
typically missed in term based expansion because
all the constituent words might not be among the
most frequent words occurring in the pseudo rele-
vant set of documents. This is particularly a prob-
lem for languages rich in word compounding. Al-
though word compounding is rare in English, for
simplicity we cite an English example here. The
word farmland can be split into two words farm
and land to convey the same meaning. Often farm-
land can appear abbreviated to “land”after it has
been introduced to convey the same meaning for
subsequent appearance. So, in a retrieved list of
say top R documents, the word land might be
among the top most frequent words whereas the
word farm might be not. But in this scenario,
we would have liked to add both the terms farm
and land to the original query if it contains the
term farmland. A way to achieve this is sen-
tence level expansion, because sentences offer an
implicit way of capturing the context associated
with a term. Returning to our example, the initial
part might see an introduction to the term farm-
land which is followed by some discussions about
farming for the rest of the sentence. The similarity
of this sentence to the query sentence containing
the term farmland would be high, and we would
add this sentence to the query. But this also re-
sults in adding the term farm to the original query
which we would have missed in conventional term
based expansion.

Subtopic Relevance A common scenario in re-
trieval is that not all the documents from the top
r are relevant to the query. But these documents
might not be fully irrelevant to the query in the
sense that a subtopic of these documents might ac-
tually be highly relevant to the query (Wilkinson,
1994). Hence term occurence statistics might in-
troduce a huge query drift by adding highly fre-
quent terms from the non relevant subsections of



the pseudo relevant documents. Sentence level ex-
pansion can potentially be more effective in such
scenarios because it only adds the sentences hav-
ing maximum term overlap with the query sen-
tences thus in effect defining a safe zone to choose
the expansion terms from. This background mo-
tivation paves the path for a formal description of
sentence expansion in the following section.

3.2 A formal description

Let r be the number of top ranked documents as-
sumed to be relevant for a query. Each pseudo-
relevant document d can be represented as a set
comprising of the constituent sentences. Thus d =
{d1, . . . dη(d)} where η(d) is a function denoting
the number of sentences of the document d and dis
are its constituent sentences. Each such sentence
di is represented as a vector di = (di1, . . . d

i
ζ(d))

where ζ(d) is the number of unique terms in d.
The components of the vector are defined as fol-
lows.

dij = tf(tj , di)φ(tj) ∀j ∈ [1, ζ(d)] (5)

In Equation 5, φ is a weighting function which as-
signs a weight based on the Part of Speech (PoS)
tag of term tj and tf(tj , di) denotes the term fre-
quency of term tj in sentence di. The weights for
different word categories denoted by the function
φ is defined as shown in Equation 6.

φ(tj) =



1.0: if tj is a proper noun
0.8: if tj is a common noun
0.3: if tj is a verb
0.2: if tj is an adjective or adverb
0.1: otherwise

(6)
This way of defining the vectors for every sen-

tence ensures that an overlap in the proper nouns
between two sentences is given more importance
than an overlap between the common nouns and
so on. Previous research suggests that nouns are
more informative than other types of terms and
are better features for query expansion (Jing and
Croft, 1994). Our initial experiments showed that
for English, this weighted term overlap gives bet-
ter results as compared to its unweighted coun-
terpart. Hence in this paper for English, we em-
ploy PoS weighted term weighting for all the sen-
tence level QE experiments. For the Bengali ex-
periments, φ is a constant function set to 1.

Using the above notations we propose two vari-
ants of sentence level expansion algorithms. In
the first variant, we fix the number of sentences to
be added to the original query whereas in the sec-
ond variant the number of sentences chosen from
the pseudo relevant documents is proportional to
the retrieval score of the document i.e. for top
ranked documents we add more sentences whereas
for bottom ranked ones we add fewer. The sec-
ond variant ensures that as we go down through
the ranked list we progressively become more se-
lective in adding the sentences.

Algorithm 1 SentenceExpansion(q,m, vns).
1: q : The original query
2: m : Number of sentences
3: vns : Whether to use variable number of sentences
4: Q← q
5: {For each pseudo-relevant document}
6: for i = 1 to r do
7: d← ith pseudo relevant document
8: {For each sentence in this query}
9: for j = 1 to η(q) do

10: S ← ∅
11: {For each sentence in this document}
12: for k = 1 to η(d) do
13: {Store the similarities of the jth query sentence

vector with the kth document sentence vector}
14: s.sentence← dk

15: s.sim← dk · qj
16: S ← S ∪ s
17: end for
18: Reorder the set S such that
19: Sα.sim ≥ Sβ .sim ∀α < β
20: if vns = false then
21: mi ← m
22: else
23: mi = b 1−m

r−1
(i− 1) +mc

24: end if
25: {Select the most similar mi sentences}
26: for k = 1 to mi do
27: Q← Q ∪ Sk.sentence
28: end for
29: end for
30: end for
31: return Q

Algorithm 1 provides the general functionality
of sentence expansion. In the outer loop of line 6
of Algorithm 1 we iterate over the top r pseudo
relevant documents. The inner loop of line 9 is
used to iterate over every query sentence. The in-
ner loop of line 12 iterates over the sentences of
this document and adds a tuple s comprising of
the sentence text itself and its similarity with the
current query sentence in lines 14 and 15 to the
set of sentences S. The similarity is measured by
computing the inner product of the two sentence
vectors the reason being that the cosine measure
favours short text (Wilkinson et al., 1995). This set



S is then sorted in decreasing order of the stored
similarities. Finally in lines 26-28, we select the
top mi tuples from the set S and add the sentence
text to the original query. The value of mi is con-
stant if the parameter vns is set to false as can be
seen in line 21 whereas mi is obtained by a lin-
ear interpolation as shown in line 23 if vns is true.
The slope of the interpolating line is uniquely de-
termined from the fact that we use m number of
sentences for the top ranked document and 1 sen-
tence for the bottom ranked one.

The two variants of sentence expansion are re-
alized by calling Algorithm 1 with the parameter
vns set to false and true respectively.

4 Experimental results

4.1 Description and Setting
For our IR experiments, we used the two FIRE
topic sets for monolingual retrievals in English
and Bengali. For English, the terms have been
stemmed with the Porter stemmer (Porter, 1980).
A rule based stemmer was used to stem Bengali
words (Leveling et al., 2010).

Sentence boundaries are detected using the
Morphadorner package2, which also implements
PoS tagging for English using a trigram Hidden
Markov Model.

SMART stopword list was used to remove the
stopwords for English. Bengali common words
were removed using the list of stopwords provided
by the FIRE organizers 3. All the IR experiments
were done with TD queries only. We used the LM
retrieval model implemented in SMART by one of
the authors for all the experiments described in this
section. The LM retrieval model aims to fetch the
documents with maximum likelihood of generat-
ing the given query. The fundamental LM equa-
tion of generating q from a document d is given in
Equation 7.

P (q|d) = P (d)
n∏
i=1

λiP (ti|d)+(1−λi)P (ti) (7)

In Equation 7, λi is the probability of choosing
the ith query term from the document d whereas
(1 − λi) is the probability of choosing the term
from the collection . In all our experiments, we use
λi = 0.3 for both the original and the expanded
query terms.

2 http://morphadorner.northwestern.edu/
morphadorner/

3 http://www.isical.ac.in/˜fire/

Table 1: Best MAPs obtained by the three term
selection methods for term based QE.

Topic set BRFOcc BRFRSV BRFL

26-75 0.5682 0.5614 0.5576
76-125 0.4953 0.4881 0.4767

4.2 Choosing a baseline

We used the retrieval performance without QE as
a lower baseline (initial retrieval baseline). In or-
der to choose a stronger baseline, we performed
experiments using the three approaches to term
selection (Occ, RSV , and L) as outlined in Sec-
tion 2.1. The parameters to vary are the number of
documents assumed to be pseudo relevant, here-
after refered to asD and the number of terms to be
added to the original query denoted by T . We var-
ied D and T in the range [10, 40] in steps of 10 for
the three approaches and performed retrieval ex-
periments on FIRE 2008 and 2010 English topics.
The best results are reported in Table 1. We ob-
serve from Table 1 that BRFOcc performs best for
English and hence we select this approach for our
subsequent experiments on term expansion. Here-
after we loosely refer to BRFOcc as BRF.

4.3 Sentence expansion results

Similar to term expansion, one of the parameters
to vary is D. The other parameter to vary is m
which is the number of sentences to add. For the
algorithm BRFcns we vary m in the range [2, 5]
in steps of 1. For the algorithm BRFvns we vary
m in the range [4, 10] in steps of 2. This is done
to ensure that we add the same number of sen-
tences on an average for both the sentence ex-
pansion approaches. The IR runs with conven-
tional term based expansion as against sentence
expansion are reported in Tables 2-5. Statistically
significant improvements in MAP, employing the
Wilcoxon measure with confidence measure set to
95%, of the feedback retrievals over the initial re-
trievals are indicated by an adjacent �, whereas
the significant improvements of the sentence level
QE experiments with respect to both the initial re-
trievals and the best term based BRF experiments
are indicated by ∗.

Both the approaches to sentence level QE show
improvements in the best MAP obtained over a
range of experiments for Bengali topic set 26-75
(see Table 2) and for the two English topic sets
(see Tables 4 and 5). The algorithm BRFcns does



Table 2: Comparison of term expansion with two
variants of sentence expansion on Bengali topic set
26-75 (Official test topics for FIRE 2008).

BRF BRFcns BRFvns

D T MAP D m MAP D m MAP

10 10 0.3695� 10 2 0.3951� 10 4 0.3939�

10 20 0.3800� 10 3 0.4073� 10 6 0.3965�

10 30 0.3763� 10 4 0.4092∗ 10 8 0.4009�

10 40 0.3851� 10 5 0.4133∗ 10 10 0.4070∗

20 10 0.3602� 20 2 0.4075∗ 20 4 0.4106∗

20 20 0.3828� 20 3 0.4193∗ 20 6 0.4144∗

20 30 0.3845� 20 4 0.4226∗ 20 8 0.4222∗

20 40 0.3885� 20 5 0.4223∗ 20 10 0.4251∗

30 10 0.3372 30 2 0.4057� 30 4 0.4236∗

30 20 0.3558 30 3 0.4177� 30 6 0.4168∗

30 30 0.3843� 30 4 0.4213∗ 30 8 0.4257∗

30 40 0.3812� 30 5 0.4216∗ 30 10 0.4302∗

40 10 0.3329 40 2 0.3932� 40 4 0.4160∗

40 20 0.3619� 40 3 0.4099∗ 40 6 0.4189∗

40 30 0.3497� 40 4 0.4082∗ 40 8 0.4274∗

40 40 0.3641� 40 5 0.4101∗ 40 10 0.4300∗

Initial retrieval baseline: 0.3084
Best official TD run (Dolamic and Savoy, 2008): 0.4134

Table 3: Comparison of term expansion with two
variants of sentence expansion on Bengali topic set
76-125 (Official test topics for FIRE 2010).

BRF BRFcns BRFvns

D T MAP D m MAP D m MAP

10 10 0.4339 10 2 0.4174 10 4 0.4388
10 20 0.4486 10 3 0.4400 10 6 0.4531
10 30 0.4537 10 4 0.4367 10 8 0.4581
10 40 0.4424 10 5 0.4467 10 10 0.4571

20 10 0.4250 20 2 0.4122 20 4 0.4365
20 20 0.4121 20 3 0.4021 20 6 0.4461�

20 30 0.4073 20 4 0.4144 20 8 0.4378�

20 40 0.4141 20 5 0.4198 20 10 0.4427�

30 10 0.4205 30 2 0.4231 30 4 0.4174
30 20 0.4160 30 3 0.4272 30 6 0.4380
30 30 0.3998 30 4 0.4355 30 8 0.4453
30 40 0.4065 30 5 0.4405 30 10 0.4482�

40 10 0.4070 40 2 0.4164 40 4 0.4274
40 20 0.4085 40 3 0.4172 40 6 0.4447
40 30 0.4001 40 4 0.4273 40 8 0.4404
40 40 0.3825 40 5 0.4352 40 10 0.4441�

Initial retrieval baseline: 0.4272
Best official TD run (Leveling et al., 2010): 0.4944

Table 4: Comparison of term expansion with two
variants of sentence expansion on English topic set
26-75 (Official test topics for FIRE 2008).

BRF BRFcns BRFvns

D T MAP D m MAP D m MAP

10 10 0.5682� 10 2 0.5778∗ 10 4 0.5725�

10 20 0.5609� 10 3 0.5863∗ 10 6 0.5809∗

10 30 0.5490� 10 4 0.5904∗ 10 8 0.5823∗

10 40 0.5442 10 5 0.5887∗ 10 10 0.5838∗

20 10 0.5527� 20 2 0.5835∗ 20 4 0.5853∗

20 20 0.5616� 20 3 0.5901∗ 20 6 0.5960∗

20 30 0.5558� 20 4 0.5956∗ 20 8 0.5937∗

20 40 0.5507� 20 5 0.5951∗ 20 10 0.5943∗

30 10 0.5411� 30 2 0.5824∗ 30 4 0.5923∗

30 20 0.5621� 30 3 0.5914∗ 30 6 0.5981∗

30 30 0.5380 30 4 0.5962∗ 30 8 0.6007∗

30 40 0.5364 30 5 0.5964∗ 30 10 0.6015∗

40 10 0.5362� 40 2 0.5776∗ 40 4 0.5949∗

40 20 0.5554� 40 3 0.5858∗ 40 6 0.6003∗

40 30 0.5355 40 4 0.5863∗ 40 8 0.6007∗

40 40 0.5383 40 5 0.5894∗ 40 10 0.6004∗

Initial retrieval baseline: 0.5084
Best official TD run (Udupa et al., 2008): 0.5572

Table 5: Comparison of term expansion with two
variants of sentence expansion on English topic set
76-125 (Official test topics for FIRE 2010).

BRF BRFcns BRFvns

D T MAP D m MAP D m MAP

10 10 0.4694 10 2 0.4735 10 4 0.5016�

10 20 0.4780� 10 3 0.4848 10 6 0.5032�

10 30 0.4953� 10 4 0.5016 10 8 0.5034�

10 40 0.4891 10 5 0.4987 10 10 0.5063�

20 10 0.4515 20 2 0.4602 20 4 0.4948
20 20 0.4645� 20 3 0.4760 20 6 0.5024
20 30 0.4799 20 4 0.5032 20 8 0.5102
20 40 0.4790 20 5 0.4911 20 10 0.5057

30 10 0.4431 30 2 0.4551 30 4 0.4899
30 20 0.4453 30 3 0.4659 30 6 0.4939
30 30 0.4580 30 4 0.4779 30 8 0.5001
30 40 0.4588 30 5 0.4785 30 10 0.4958

40 10 0.4428 40 2 0.4513 40 4 0.4867
40 20 0.4452 40 3 0.4595 40 6 0.4944
40 30 0.4541 40 4 0.4763 40 8 0.4881
40 40 0.4373 40 5 0.4664 40 10 0.4872

Initial retrieval baseline: 0.4744
Best official TD run (Leveling et al., 2010): 0.4846



not outperform the best MAP of conventional term
based QE for the topic set 76-125 for Bengali.
But the algorithm BRFvns, where we use a vari-
able number of sentences, does outperform the
term based QE. The improvements are statistically
significant for the first topic sets in both the lan-
guages. Although we do not notice any statis-
tically significant improvements of the sentence
level QE methods as compared to BRF in Tables
3 and 5, we do observe that we get a higher num-
ber of statistically significant improvements with
respect to the initial retrieval using the method
BRFvns, i.e. 5 vs. 0 cases as seen in Table 3 and 4
vs. 3 cases as seen in Table 5.

5 Analysis

It has been found that traditional QE techniques
degrade performance for many topics (Billerbeck
and Zobel, 2004). If most of the top ranked
pseudo-relevant documents are actually irrelevant
to the query, then QE can add a lot more unim-
portant terms which drifts the query vector further
away from the centroid of the relevant documents
and as a result the feedback retrieval can result in
a worse precision.

We explore the relative query drifts caused by
the term based and the sentence based query ex-
pansion approaches for Bengali topics. To study
how query drift is affected by initial precision, we
partition the 100 queries from both the topic sets
into categories, hereafter refered to as bins, corre-
sponding to the number of documents which are
relevant in top 20 of the ranked list obtained by
the initial retrieval. Thus the first bin contains
the topics which retrieve no relevant document in
the initial retrieval, the second bin consists of top-
ics which fetch only one relevant document in the
top 20 and so on. For each bin, the Mean Aver-
age Precision is computed by considering only the
queries of the current bin. A similar analysis has
been presented in (Mitra et al., 1998). In Table 6
we report the number of queries for which average
precision decreases as compared to initial retrieval
and in Figure 1 we report the percentage changes
in the average precision as compared to the initial
retrieval for the three expansion techniques.

Figure 1 reveals that the sentence level QE
techniques work particularly well for queries with
low P@20 for initial retrieval. The reason can
be attributed to subtopic relevance i.e. even if
the top ranked documents are not fully relevant

Table 6: Query drift caused by expansion over
the combined FIRE 2008 and FIRE 2010 topics
in Bengali.

# queries hurt

Bin # # Queries BRF BRFcns BRFvns

0 5 2 1 1
1 2 1 1 1
2 12 3 3 2
3 7 0 1 2
4 16 8 4 3
5 9 5 4 2
6 8 4 2 2
7 9 6 3 2
8 9 4 2 4
9 4 1 0 0

10 2 0 0 0
11 3 0 0 1
12 6 1 1 1
13 4 3 4 3
16 2 0 0 0
17 1 0 0 0
19 1 1 0 0

Total 100 39 26 24

to the query, some parts of these documents are
highly relevant and the sentence level QE exploits
this fact by adding only the most similar sen-
tences from these documents to the original query.
But term based expansion adds many unimportant
terms to the query based on occurence statistics
over the whole document and as a result suffers
from heavy query drift in the low P@20 topic cate-
gories. Table 6 also shows that the total number of
queries for which the average precision decreases
with respect to the initial retrieval, is less for the
two sentence level approaches.

It is also observed that the algorithm BRFvns
performs better that BRFcns. The reason can be
attributed to the fact that BRFcns suffers from
the tendency of adding some non important terms
from sentences belonging to documents which
are lower ranked in the initial retrieval list. But
BRFvns is more selective in adding sentences in
the sense that it adds fewer sentences from docu-
ments ranked lower in the initial retrieval list and
hence reduces the chance of adding non important
query terms to the original query.

The term expansion based approach suffers
from degradation of retrieval effectiveness even
for a query for which 19 retrieved documents in
top 20 were actually relevant (refer to the righ-
most bar of the term expansion histogram of Fig-
ure 1). Again this result suggests that occurence
statistics of terms at the whole document level
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Figure 1: Query drift over the combined topic sets in Bengali for term-based QE, expansion with a
constant and a variable number of sentences (from left to right).

might not always be a good estimator of the im-
portance of a query term in improving precision.
Both sentence expansion approaches work better
for this query showing that subtopical relevance
works better even for topics for which higher pre-
cision is achieved during the initial retrieval step.

It can also be observed that the best MAP that
can be obtained with a particular number of doc-
uments used for blind feedback is higher for the
sentence level expansion. Figure 2 shows the best
MAPs using the various number number of docu-
ments for pseudo relevance on the first topic set for
both the languages. The figures show that with in-
creasing number of documents assumed as pseudo
relevant, the performance of the term based QE
falls off steeply whereas it can be seen that there
is no drastical degradation of performance in the
sentence level expansions. Thus the two sentence
expansion algorithms are relatively less sensitive
to the parameter changes.

For both the languages it is observed that the
improvement in MAP for the sentence level QE
approaches is not statistically significant for the
second topic sets. The reason is that for the FIRE
2010 topic sets the initial retrieval precsion is bet-
ter and the benefit of feedback is less for topics
where the initial retrieval precision is high (Lynam
et al., 2004). Though the improvements in the best
MAPs are not statistically significant for FIRE
2010 topics, Table 3 shows that for the term based
expansion, 12 cases give a MAP value lower than
the baseline retrieval, for BRFcns 8 cases yield a
lower MAP and for BRFvns we have only one such
case. Similar observations can be made from Ta-
ble 5 which shows that there are 11 worse MAPs
for BRF, 7 for BRFcns and none for BRFvns. Thus
we see that although term based expansion works
well for the scenario where the initial retrieval pre-
cision is high but the method is very sensitive to

parameter changes and can lead to worse retrieval
effectiveness as compared to the initial retrieval
quite often.

To verify the hypothesis that sentence expan-
sion adds more context to the original query as
described in Section 3.1, we manually checked
the first two FIRE 2008 English topics (topic ids
26 and 27). Topic 26 requires finding documents
on Singur land dispute. The BRF approach adds
the word farm but not the words like farmland,
Trinamool or Nandigram which are good expan-
sion terms candidates as judged by one of the au-
thors who is familiar with the news. Topic 27 asks
for documents on relationship between India and
China. Term expansion adds the word Delhi but
fails to add words like Bangalore and Beijing. We
would like to emphasise on the fact that even if the
expanded query contains the word Bangalore but
the query does not drift away completely towards
documents only on Bangalore because of frequent
occurrences of the words India and China, which
are added many times. Thus the query still is about
India and China but at least gives a chance for doc-
uments about IT relationships between these two
countries to be retrieved because of the presence
of the word Bangalore in such documents.

To see if sentence level QE is indeed able to add
the important query terms to the original query
we run a series of true relevance feedback (TRF)
experiments which involves selecting terms only
from the top r actually relevant documents of the
initial ranked list. We do the TRF experiments
for both topic sets on English and Bengali. The
number of terms used for query expansion using
the BRF methods is set identical to the number of
terms which yields the best MAP as observed from
Tables 2, 3, 4 and 5.

These TRF experiments can be considered as
the strongest possible baseline and cardinality of
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Figure 2: Best MAPs plotted against the number of documents used for pseudo relevance on topics 26-75
for Bengali and English (left to right).

intersection of the set of terms obtained by a
BRF appraoch with the set of terms obtained by
the TRF method indicates the effectiveness of the
blind relevance approach. In Table 7 we report
the intersection of the set of terms obtained by
the best performing baseline BRF and BRFvns ap-
proaches with the TRF approach. TX denotes the
set of terms obtained by method X where X is
either BRF (standard term based expansion) or
BRFvns (sentence level query expansion using
variable number of sentences). We observe that
the sentence level QE is able to add more number
of important query terms as compared to standard
term based QE.

6 Conclusions and Future Work

The main contribution of the paper is the proposal
of a novel method of query expansion by adding
sentences in contrast to the traditional approach of
adding terms. Our experiments on sentence level
QE show that it can significantly increase MAP
compared to conventional term based QE. The re-
sults show that the variable number of sentences
variant of the algorithm is better than the constant
number of sentences variant. More work can be
pursued in this direction regarding the type of the
interpolation function used to obtain the value of
the number of sentences to be added for the inter-
mediate documents between the top and the bot-
tom ranked ones. The linear function of line 23
of Algorithm 1 can be generalised to higher de-
gree polynomials. We would also run the same
set of experiments on other standard collections
and topic sets e.g. the TREC and the INEX ad-
hoc tasks.
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