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ABSTRACT

A class of symmetric rearrangeable nonblocking networks has been consid-
ered in this thesis. A particular focus of this thesis is on Beneš networks
built with 2 × 2 switching elements. Symmetric rearrangeable networks

built with larger switching elements have also being considered. New appli-
cations of these networks are found in the areas of System on Chip (SoC) and
Network on Chip (NoC). Deterministic routing algorithms used in NoC applica-
tions suffer low scalability and slow execution time. On the other hand, faster
algorithms are blocking and thus limit throughput. This will be an acceptable
trade-off for many applications where achieving ”wire speed” on the on-chip
network would require extensive optimisation of the attached devices. In this
thesis I designed an algorithm that has much lower blocking probabilities than
other suboptimal algorithms but a much faster execution time than determinis-
tic routing algorithms. The suboptimal method uses the looping algorithm in its
outermost stages and then in the two distinct subnetworks deeper in the switch
uses a fast but suboptimal path search method to find available paths. The worst
case time complexity of this new routing method is O(N logN) using a single pro-
cessor, which matches the best known results reported in the literature.

Disruption of the ongoing communications in this class of networks during
rearrangements is an open issue. In this thesis I explored a modification of the
topology of these networks which gives rise to what is termed as repackable net-
works. A repackable topology allows rearrangements of paths without intermit-
tently losing connectivity by breaking the existing communication paths momen-
tarily. The repackable network structure proposed in this thesis is efficient in its
use of hardware when compared to other proposals in the literature.

As most of the deterministic algorithms designed for Beneš networks imple-
ment a permutation of all inputs to find the routing tags for the requested input-
output pairs, I proposed a new algorithm that can work for partial permutations.
If the network load is defined as ρ, the mean number of active inputs in a par-
tial permutation is, m = ρN , where N is the network size. This new method
is based on mapping the network stages into a set of sub-matrices and then de-
termines the routing tags for each pair of requests by populating the cells of the
sub-matrices without creating a blocking state. Overall the serial time complex-
ity of this method is O(N logN) and O(mlogN) where all N inputs are active and



with m < N active inputs respectively. With minor modification to the serial
algorithm this method can be made to work in the parallel domain. The time
complexity of this routing algorithm in a parallel machine with N completely
connected processors is O(log2N). With m active requests the time complexity
goes down to (logmlogN), which is better than the O(log2m + logN), reported in

the literature for 2
1
2
[(log2N−4logN)

1
2 −logN ] ≤ ρ ≤ 1. I also designed multistage sym-

metric rearrangeable networks using larger switching elements and implement a
new routing algorithm for these classes of networks.

The network topology and routing algorithms presented in this thesis should
allow large scale networks of modest cost, with low setup times and moderate
blocking rates, to be constructed. Such switching networks will be required to
meet the bandwidth requirements of future communication networks.
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CHAPTER 1

INTRODUCTION

T he telecommunication standardization sector of ITU (International Telecom-

munications Union) defines switching as:

”The establishing, on demand, of an individual connection from a desired input to a

desired output within a set of inputs and outputs for as long as is required for the

transfer of information”.

In its early days switching only involved connecting two communicating par-

ties for telephone service. In recent days switching devices are required to han-

dle much more than voice service. Switches must support high speed data and

video communication, LAN to LAN communication, large file transfers and ca-

ble TV transmissions. A recent report1 shows that file sharing consumes 25% of

the global internet traffic and video (such as streaming video, Flash, and Inter-

net TV) consumes 26% percent. Over one-third of the top 50 sites by volume are

video sites. VoIP services such as Skype traffic grew by over 40%2. It is estimated

that around 70% or more of broadband bandwidth is consumed by downloads

1http://gigaom.com/2010/10/26/why-broadband-changes-everything/
2http://technews.tmcnet.com/voip-software/topics/voip-software/articles/132217-skype-

grows-global-traffic-40-percent-2010.htm
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Introduction

of music, games, video, and other content3.Considering the increasing demand

it is not possible to connect all the users with direct communication links as the

cost grows exponentially. Hence various switch and switching mechanisms are

in place to reduce the communication cost and increase the reliability of commu-

nication.

1.1 Motivation

Switching network architectures in use in recent communication networks may

be catagorised as blocking or nonblocking. Nonblocking networks can be fur-

ther classified into three different classes, strict sense nonblocking networks, wide

sense nonblocking networks and rearrangeable nonblocking networks. Among these

classes, rearrangeable nonblocking networks have the best scaling properties and

are the subject of this thesis.

The properties of symmetric rearrangeable networks have been studied exten-

sively in the literature, initially in the context of possible applications in telecom-

munication and subsequently for use in high-performance computing. The lat-

ter community has explored the use of parallel routing algorithms for such net-

works since they expected them to be deployed in support of parallel computing

systems. New applications for such networks recently emerged for which these

routing algorithms are unsuitable. The need for automatic deployment of digi-

tal subscriber line (DSL) technologies requires a capability for analog switching of

perhaps thousands of subscriber loops. Secondly, increasing chip density is giv-

ing rise to Network on Chip (NoS) and System on Chip (SoC) solutions where the

switching requirements are such as to make fully-connected or crossbar solution

inefficient. Report4 shows that big telecommunication companies are moving to-

wards the use of NoC applications. Parallel routing solutions are unsuitable in

3http://www.cisco.com/en/US/prod/collateral/ps7045/ps6129/ps6133/ps6150/prod-
white-paper0900aecd8023500d.html

4http://www.arteris.com/customers.php
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such devices. This thesis explores the optimal design of multistage switching

systems for analog and on-chip applications.

Possible blocking in a rearrangeable network is overcome by rearranging the

state of the network. For time slatted operations this can be achieved in between

the time slots, but for analog communication this will lead to disruption of the

ongoing transmission. To overcome this issue use of extra bypass paths has been

illustrated in the literature. The proposed extra paths in the network that act as

bypass paths in an event of state change in the network. This type of rearrange-

able network is called a repackable network. This thesis investigates the design

of large scale repackable networks that require minimum hardware cost when

compared to the existing proposals in literature.

Suboptimal algorithms for symmetric rearrangeable networks suffer from high

blocking probabilities as the network size increases. At the same time optimal al-

gorithms suffer from being less scalable as they require complex computation

that increases with the size of the network. There is a need for an algorithm that

can provide low blocking probability with low computational complexity. This

thesis investigates the possibilities of constructing a feasible algorithm that meets

these criteria and scales better than existing proposals.

Many optimal or deterministic routing algorithms reported in the literature

are designed for full permutation, in other words, all inputs request an output.

Also algorithms designed for 2 × 2 switching elements cannot be scaled to work

for other symmetric rearrangeable networks built with larger switching elements.

This thesis studies a new routing algorithm that can address these issues. Further,

an investigation is focused to determine the possibilities of designing symmetric

rearrangeable networks built with larger switching elements.

3
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1.2 Thesis Contribution

1.2.1 Problem Statement

The focus of this thesis can be categorized in two broad classes:

Architecture: The contribution on the architectural domain of the rearrange-

able networks can be categorized into two subclasses:

• To study the large scale repackable topology and the design of a minimum

cost repackable network;

• To design new symmetric rearrangeable networks built with switching ele-

ments having more than two input output ports and without compromising

the zero blocking probability.

Routing: Contribution on the routing algorithm domain of the rearrangeable

networks can be categorized into two subclasses:

• To design a new suboptimal routing algorithm that can provide lower block-

ing probabilities and faster execution time than that of the other determin-

istic routing methods;

• To design a new deterministic parallel routing algorithm that works for par-

tial permutations both in electrical and optical domain.

1.2.2 Solutions

A repackable network offers performance potentially indistinguishable from that

of a strictly non blocking network, in that a free path through the repackable

network is always available, provided that sufficient time has elapsed since the

last connection request for the network to the repacked (i.e. to be reconfigured so

that a free path is available between any pair of idle inlet and outlet). Therefore,

as a solution extra bypass paths have been used to build these network using

4



Introduction

rearrangeable networks as base networks. The minimum hardware cost has been

achieved by using the minimum number of bypass links in the innermost stage

of these networks.

The purpose of designing a suboptimal routing algorithm is to reduce the

required computational processing overhead. The processing required to imple-

ment existing routing methods limits their scalability. Thus, the new method

proposed herein considers good scalability properties and can route a partial per-

mutation.

A new deterministic algorithm is designed in this thesis that works for partial

permutations. Most available algorithms only work when all the input-output

pairs are active, or when dummy requests are set for inactive input-output pairs.

The algorithm proposed in this thesis successfully determines the routing paths

without the need for dummy requests to fill out partial permutations. A modifi-

cation of the new method is carried out to make it work in the parallel domain.

With ever increasing demand of optical domain communications, routing algo-

rithms need to be feasible to map into the optical domain. The new method also

works in generating semi permutation for planar optical rearrangeable networks.

With only minor modifications this method generates semi permutations that en-

sures crosstalk free routing in optical domain.

The modification of rearrangeable network topology addresses the issue of re-

ducing network depth by using larger switching elements and at the same time

realising all possible permutations and also reduces the required hardware cost.

The routing decision on networks using these larger switching elements is always

very challenging, as binary decision making is no longer valid. The deterministic

algorithm proposed in this thesis has been modified for routing on these net-

works.
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1.2.3 Methodology

The solutions to the problems stated above have been validated by simulation for

various sizes of network. In the simulator the traffic load is uniformly distributed

across the network inputs and outputs, for various loads of occupancy of the net-

work. The simulation results obtained have been compared with those of other

routing algorithms. All the simulators have been tested in an Intel(R) Core(TM)

2 Quad 2.40 GHz CPU computer with a memory of 8GB.

Hardware complexity is an important issue in deploying any switching sys-

tem. Crosspoint count has been used as a measurement of hardware complexity

in this thesis. Hence the relative cost of using various switching element sizes has

been investigated.

1.3 Summary of Contributions

The contributions presented in this research are listed below:

• I did a detailed study of symmetric rearrangeable networks in this thesis.

Various design proposals have been studied and are shown to be derived

from Beneš based networks. A literature review has been presented on rout-

ing algorithms for symmetric rearrangeable network using both serial and

parallel processing domains. The reason for choosing rearrangeable net-

works as a topic for this research has also being discussed.

• A new repackable topology has been proposed in this thesis. The new pro-

posal has a reduced hardware cost compared to existing proposals reported

in the literature.

• A suboptimal routing algorithm, termed the hybrid routing algorithm has

been proposed. This new method achieves quick routing by trading off

blocking probability against execution time. Simulation studies have been

carried out to compare its performance with that of other similar methods.
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The proposed new method gives a faster execution time than the looping

algorithm and a better blocking performance than random routing. Mathe-

matical complexity analysis shows that the overall complexity of the routing

algorithm is O(N logN) using a uni-processor system, where N is the num-

ber of inputs. The method does not fully support parallel implementation,

but work in two inner subnetworks can be divided among four processors

to reduce the execution time of the algorithm.

• A new deterministic routing algorithm has been proposed in this thesis.

This method is designed to work for partial permutations without the need

for dummy requests. It is always desirable to minimise the required math-

ematical processing associated with any algorithm. The network stages are

abstracted as a set of sub-matrices to generate the conflict free routing tags.

This method has better execution time than that of other existing methods.

The time complexity for routing a partial permutation (m < N), where m

is the number of connections to route, has a better upper bound than other

similar methods. Also when routing a full permutation its time complexity

matches that of other proposals reported in the literature. This proposed

algorithm also works in optical Beneš networks having planar topologies

with necessary modifications.

• Rearrangeable networks built with large switching elements have been de-

signed in this thesis. In the network depth is reduced without compromis-

ing the zero blocking probability by using switching elements of larger size

than the 2× 2. A new routing algorithm for this modified class of networks

has been proposed in this thesis as binary decision making is no longer valid

for these networks.
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1.4 Outline of the Thesis

This thesis is organised as follows:

Chapter 2 An overview of available switching methods is presented, followed

by a brief description of various transmission techniques. This chapter

describes general network structures used in communication. Two broad

classes of networks are highlighted. One is the class of self routing blocking

networks and the other is the class of nonblocking networks. Three differ-

ent types of nonblocking networks are also been discussed in this chapter

.

Chapter 3 Details of rearrangeable networks are given in this chapter, with a

focus on popular rearrangeable networks. Different constructions of Clos

networks are presented. This chapter also describes 2 × 2 symmetric rear-

rangeable networks, also known as Beneš networks. A detailed study of

networks derived from Beneš networks are presented with their permuta-

tion realisability characteristics. Overviews of Beneš network routing algo-

rithms, both in serial and parallel domain, are discussed in this chapter. A

discussion is given showing the time complexity of the algorithms proposed

in the literature for this class of networks.

Chapter 4 Repackable topologies which allow rearrangement without disturb-

ing existing communication links, are studied in this chapter. A new repack-

able structure is designed that requires fewer crosspoints than that of the

other proposals reported in the literature.

Chapter 5 This chapter presents a new routing algorithm termed as, hybrid rout-

ing algorithm for rearrangeable networks. Its performance has been com-

pared to that of existing algorithms using simulation results. A mathemat-

ical complexity analysis has been executed. The analysis shows that, even

in the worst case situation, the hybrid routing algorithm is bounded by the

8
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upper limit reported in the literature. The simulation results show that this

method has better performance metric than deterministic and other subop-

timal algorithms, hence making it a better choice for SoC and NoC applica-

tions.

Chapter 6 A new routing algorithm with zero probability of blocking has been

designed in this chapter. This method uses a matrix based abstraction for

generating the routing tags, rather than using a complex mathematical model

to determine the switching element settings. It has been shown in this chap-

ter that the new algorithm is capable of routing requests for partial permu-

tations. A complexity analysis shows that for serial implementation this

algorithm matches the scalability in time of the state of the art. For paral-

lel implementation and partial permutations this algorithm has complexi-

ties lower than that of other comparable methods. The designed algorithm

in this chapter also works in the optical domain after minor modification.

This chapter also addresses the issue of designing a symmetric rearrange-

able network with larger switching elements. The algorithm proposed for

networks built with 2×2 switching elements has been extended to work for

modified such symmetric rearrangeable networks.

Chapter 7 This chapter summarises the overall thesis and explores suggestions

for possible future work arising from this research.
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CHAPTER 2

SWITCHING TECHNIQUES

Switching and multiplexing techniques play a vital role for the effective uti-

lization of the communication channels. Multiplexing techniques are di-

vided into two categories: Frequency Division Multiplexing (FDM) and Time Di-

vision Multiplexing (TDM). Similarly, switching techniques are divided into two

broad classes: Packet Switching and Circuit Switching. This chapter will provide

an overview of various multiplexing techniques followed by common switching

techniques that are in current use in communications systems.

2.1 Multiplexing

Multiplexing is the method of sharing a common medium by two or more com-

munication channels. This makes better use of the available bandwidth of the

common medium, that to dedicate that medium for a single channel. In com-

munication systems, transmission mediums such as fibre, coaxial or microwave

have been shared by multiple channels for transmitting data simultaneously [2].

Fig. 2.1 illustrates the principle of multiplexing.
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Figure 2.1: General multiplexing technique.

Figure 2.2: Frequency division multiplexing.

2.1.1 Frequency Division Multiplexing

Frequency division multiplexing (FDM) [3–5] is the oldest form of multiplex-

ing technique for communication systems. Utilization of the entire bandwidth

of communication link is carried out in this technique by modulating multiple

signals into different career frequencies. In that way more than one signal(each

with a bandwidth less than the link bandwidth) can be transmitted at the same

time using a single communication link. This multiplexing works in the analog

domain even if the individual signals are digital. An example of an FDM system

is broadcast FM radio. Each FM station receives its own frequency band for trans-

mission within the VHF FM band. There are multiple FM channels that broadcast

their transmissions at the same time without interference. Fig. 2.2 illustrates the

principle of dividing total bandwidth F among multiple signals f1 . . . fn.
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Figure 2.3: Time division multiplexing.

2.1.2 Time Division Multiplexing

Time division multiplexing (TDM) [6, 7] allows each signal to use the entire band-

width of the transmission link for a short duration. In this way, TDM allows all

the signals to use the entire channel capacity in turn. There are two kinds of

TDM commonly used: Synchronous Time Division Multiplexing and Statistical

Time Division Multiplexing. In a synchronous system, the system can be un-

der used because the connected sources are active most of the time but they are

not transmitting any data. Statistical TDM dynamically allocates the transmis-

sion link on demand. Statistical TDM can make better use of the transmission

link than synchronous TDM, since bandwidth is not reserved for possible idle

sources. Statistical TDM is associated with packet switching as discussed in 2.2.2.

Fig. 2.3 illustrates a synchronous TDM link where time slots T1 . . . Tn use the full

bandwidth in turn.

2.1.3 Wavelength Division Multiplexing

Communication in the optical domain offers increased bandwidth. The equiva-

lent of FDM in the optical domain is termed as wavelength division multiplexing
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Figure 2.4: (Dense)Wavelength division multiplexing.

(WDM) [8, 9]. In WDM transmission , multiple optical rays of different wave-

lengths are transmitted through an optical link [10–12]. It was first demonstrated

in Bell Labs in 1997 [13]. Their range of the transmitted wavelengths are in the

nanometer range. This method creates a number of virtual fibres inside a single

fibre, which can transmit light of different wavelengths.

With the growth of new high bandwidth consumer applications and the in-

creasing demand in the use of Internet over the last decade, standard WDM dose

not provide enough capacities. Current communication demands requires the

use of Dense Wavelength division Multiplexing (DWDM) [14, 15]. DWDM al-

lows more virtual optical fibres inside a single optical fiber than standard WDM,

leaving small gaps between the virtual paths [16]. A common DWDM system

uses two fibers, one as a transmission link and other one as a receiving link with

amplifiers in between those cables. Fig. 2.4 shows the general block diagram of a

(D)WDM system where λ1 . . . λn are signals of different wavelengths.

2.2 Switching

To transmit data from source to destination, an effective and efficient switching

mechanism is required [17]. There are two broad classes of switching: Circuit

Switching [18, 19] and Packet Switching [20–22].
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2.2.1 Circuit Switching

The basic concept of circuit switching [23, 24] is the establishment of dedicated

communication paths from source to destination or in the reverse direction. The

conventional telephone system is a good example of circuit switching. Once the

calling party is connected to the called party, a circuit is established between the

two parties. Until one of the parties hangs up , the circuit is occupied by that

call. Fig. 2.5 shows the general concept of circuit switching. Circuit switching

allows each channel to use fixed and dedicated bandwidth for the duration to the

connection. A circuit connection has three phases:

Circuit Establishment: Before starting actual communication between parties,

an end-to-end circuit needs to be established. This process checks the avail-

ability of a suitable path as well as the status of the calling party. If any one

of these two is unavailable or busy, the circuit cannot be established.

Transmission of Data: After the establishment of the connecting path between

the calling and called parties, it is possible to exchange information between

the two parties.

Circuit Disconnect: Once the period of information exchange has ended, the

connection is terminated, so that other parties can use the released resources.

Circuit switching can be of two different types: Space Division Switching [25–

27] and Time Division Switching [17, 28]. Space division switching basically

means establishing the actual physical paths between source and destination.

This is achieved by setting collection of crosspoints in active state which are con-

nected by connecting links. These crosspoints remain dedicated for the commu-

nication till the duration of the communication. Fig. 2.6 shows space division

switching inside a switching Network.

Time division switching (TDS) brakes incoming low speed signals into pieces

and creates a frame combining multiple pieces from the incoming singals and
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Figure 2.5: Circuit switching.

transmits through a high speed transmission link. Time slots and Time Slot In-

terchanger (TSI) [29, 30] are associated with TDS. Time slots makeup transmitted

frames, where each frame can have N time slots. Each slot is dedicated to each

transmitting links, which are transmitting at a bit rate for example b. So a shared

link capable of supporting a bit rate of N can have a frame of N/b time slots. In-

formation will occupy different time slots in the incoming and outgoing frames.

This needs change in the time slots and the process is called Time Slot Interchange

(TSI). TSI works like a buffer containing m time slots where input information are

stored sequentially. Output frames are constructed by reading the buffer, where

the values in the input buffer construct that output time slots. TDS is performed

using TSI, where TDM creates the frame stored in the TSI buffer. TSI then in-

terchanges the time slots according to the given permutation. Circuit switching

in the optical domain establishes dedicated light paths between communicating

optical devices [31, 32], which can carry multiple large bandwidth connections

using DWDM.

2.2.2 Packet Switching

Circuit switching systems were mainly used for long distance telephone systems.

This allows two connected parties to communicate information without any in-
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Figure 2.6: Space division switching.

terruption with a fixed bandwidth. But these systems are inefficient for transmit-

ting data, because a dedicated path for transmitting data keeps the path unused

some of the time.

Packet switching [33] allows long messages to be broken into small pieces

called packets which are transmitted through the communication networks. Indi-

vidual packets belonging to the same message might take different paths to reach

the same destination. A packet contains a header with different fields inside it,

such as source addresses and destination address, as well as the payload or ac-

tual information. Fig. 2.7 shows the principle of packet switching. In this figure,

station A sends a message DATA to station B, but in the actual communication

network this message is broken into four packets to be transmitted to station B.

Station B rearranges the received packets to reconstruct the original message.

Packet switching has two different switching methods: Virtual Circuit rout-

ing [34–36] and Datagram routing [36–38]. A virtual circuit network is like packet-

oriented circuit switching. Similarly to circuit switching, a virtual circuit once es-

tablished, produces a dedicated logical path for transmitting packets from source

to destination. Each virtual circuit has its own identifier and each packet has

a virtual circuit identifier associated with it. Fig. 2.8 a illustrates virtual circuit.
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Figure 2.7: Packet switching.

In the datagram routing each packet belonging to the original message may get

routed through a different path from the source to the destination since they are

routed independently. Fig. 2.9 illustrate datagram routing.

Figure 2.8: Virtual circuit routing.

2.2.3 Multi-Rate Circuit Switching

As explained Section 4.1, circuit switching can support a fixed data rate for all

channels. Modified form of circuit switching communication is the multi-rate cir-
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Figure 2.9: Datagram routing.

cuit switching [39], which allows transmission of signal as a multiple of a fixed

data rate. The efficiency of this mechanism depends on the choice of base data

rate. The downside of this method is that it might not provide similar perfor-

mance for high or low data rates signaling. Intergraded Service Digital Net-

works(ISDN) [40] uses base bit rate of 64Kb/s for transmission of signals.

2.2.4 Virtual Cut-Through Switching

In packet switching method entire packet is stored in the node buffer before been

transferred to the next node. For a long packet, some times it is not possible to

transfer the entire packet in one cycle because of the bandwidth of the channel.

As a result it requires multiple cycle to transfer the entire packet. Lets assume

three nodes A, B and C involved in the transmission process. Where A is the

source node and C is the destination node. When node A starts transmitting a

packet to node C through intermediate node B, B must receive the entire packet

from A before it can send it to C. This process requires the buffering time even

if the transmitting channel for free. To overcome this delay, transmission should

start as soon as header of the packet is received in node B and decisions have

been made. This process followed by transmitting the data part of the packet.
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This switching method is called virtual cut-through switching [41, 42]. Without

any channel blocking, the delay experienced by the header in this method is the

switching and transmission delay. Rest of the packet is transmitted in a pipelined

fashion.

2.2.5 Wormhole Switching

Virtual cut-through switching required buffers to store the packets in an event

of channel blocking. Requirements of large buffers are eliminated in wormhole

switching [43–45]. In wormhole switching, messages packets are broken in to

small pieces called flits (flow control digits)and the buffers at a the routers are

large enough to store few flits. Similar to the virtual cut-through switching ,

packets are also pipelined in flits level in wormhole switching. In an event of

channel blocking, message flits are stored in several router’s buffer. In wormhole

switching, header flits contains all the necessary switching information and all

the data flits follows the header flit to reach the destination. Difference between

virtual cut-through and wormhole switching is that for virtual cut-through unit

of message flow is in packets, but for wormhole it is in flits.

2.2.6 Optical Burst Switching

Conventional routing struggles to cope with the increasing demands of Inter-

net traffic. The introduction of optical circuit switching with the help of WDM

allows multiple optical paths to be established between communication parties

hence giving almost unlimited transmission bandwidth [46, 47]. However, alter-

native to the optical circuit switching is the optical packet switching, which al-

lows packet based transmission of data in the optical domain. But optical packet

switching is not commercially viable. A new switching method has been pro-

posed which is optical burst switching [48–50]. In this method of switching, dif-

ferent incoming data streams are aggregated and then transmitted across the op-
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Figure 2.10: Communication with and without switching system.

tical network as a burst of data. At the receiving end the burst gets separated in to

the individual data streams for delivery to their respective destinations. To save

the optical-electrical-optical switching cost, control signals are transmitted in a

separate wavelength compare to the corresponding burst data. This allows the

data burst to be processed entirely in optical domain, but without the technical

challenges and cost of packet switching at optical routes.

2.3 Communication Networks

The easiest way to connect two communicating parties is to have a dedicated

communication link between the two parties. This is a simple solution as long as

the number of communicating parties is limited. With a total of N communicat-

ing devices, a total of N(N − 1)/2 line is require using this dedicated method ,

which is not very efficient. Fig. 2.10(a) shows such a directly connected network.

Avoiding this huge number of connecting links requires the use of switching

systems to connect the devices.

A switching system provides following functionalities:

Signalling: The signaling function monitors the activities on the incoming lines

and passes the appropriate control information to the control unit.
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Control: The control section processes incoming information to set up paths ap-

propriately.

Switching: The switching function provides the switching matrix for establish-

ing a communicating path. The switching section is made of sequential ar-

rangement of rows and columns with basic building blocks, called Switch-

ing Elements(SEs). The connection patterns between these switching ele-

ments define the interconnecting networks.

2.3.1 Interconnection Networks

The topologies, operation modes, control strategies and switching methodologies

of interconnection networks have been surveyed extensively in [51–55]. Telecom-

munication motivated much of the initial research in interconnection networks.

An increasing need for processing power has led to interconnection networks

being also found in high performance computing systems [56]. Concurrent pro-

cessing of data is a priority requirement for monitoring real-time events, such as

weather system, where gigaflop (109 floating point operations/second) was the

speed requirement, interconnection networks were the obvious choice. Fig 2.11

shows a basic model of concurrent processing using interconnecting networks,

with P1 . . . PN processors and M1 . . .MM memory modules.

The following sections provide a general overview of interconnection net-

works used in communication systems. In this thesis the left side of the switch

is consider as the input side and the right side as the output. A practical switch

is usually symmetric and bidirectional. The latter property is often achieved by

use of adjacent unidirectional networks. A switch will be consider to be unidirec-

tional in this thesis unless otherwise stated.

2.3.1.1 Classification of Interconnection networks
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Figure 2.11: Processor memory communication using an interconnection network.

The topological description is an important specification of an interconnection

network as defined below:

Dedicated-path networks regular static networks with dedicated paths for each

processing elements which cannot be changed are called dedicated-path

networks. Fig 2.12 shows examples of dedicated-path networks. Even

though there are dedicated paths for each processing module, these net-

works are less scalable and they have different memory access time because

of physical separation between processing elements.

Dynamic Networks networks where paths can be changed dynamically by con-

figuring the network switching elements. Dynamic networks which have

the capabilities of establishing communicating paths between any two pro-

cessing elements, have three different classes according to their switching

stages.
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Figure 2.12: dedicated-path networks.

Single stage networks where data before reaching the destination recircu-

lates inside the network to find the appropriate destination. For a gen-

eral point of view, a single stage network contains N input selectors to

go with N output selectors.

Crossbar these networks allow processing elements to communicate simul-

taneously without the need of recirculation [54]. In this network input-

output paths are established by activating appropriate crosspoints in

the network that connect requesting parties. Fig 2.13 shows single

stage and crossbar network structure. On the other hand, networks

having stages of switching elements connected by connecting links be-

tween stages are called

Multistage Interconnection Networks where the switching elements set-

tings determine which paths a request will follow to reach a desired

output. Details of multi stage interconnection networks are given in

the next section.

23



Switching Techniques

2.3.1.2 Multistage Interconnection Networks

Multistage interconnection networks(MINs) have the following characteris-

tics:

• Switching elements (SEs) are arranged in stages

• Generally numbered from 0, 1, 2 . . . , from left to right

• Switching element outputs in stagei are connected to switching element in-

puts stagej with a fixed permutations, where i > j (typically j = i + 1)

In this thesis all the log mentioned are base 2 unless otherwise stated and n = logN

and N is the total number of inputs. The notations used in to describe intercon-

nection networks are generalized form of the patterns used in [57]. Multistage

interconnection networks can be either blocking or nonblocking [53, 58]. Block-

ing networks cannot establish paths for all input-output requests, whereas non-

blocking networks will always find a path for any valid request. Banyan net-

works [59] have been proposed for distributing loads among processors. Omega

networks [60] are an example of banyan networks. They have a shuffle-exchange [61]

link pattern between adjacent stages. Omega network has self-routing capabili-

ties. A general view of a self routing networks is given in Fig 2.14, where the

routing is controlled by the routing tags which are the binary bits of the outputs

requested by inputs. Data coming to the network is transmitted serially with a

prifix of an n-bit representation of the requested output (bn−1 bn−2 . . . b1 b0) and

an activity bit.

2.3.2 Networks Overview

This section provides a brief description of some common networks built using

2 × 2 switching elements used as connecting network between communication

parties. These networks have (n − 1) stages of switching elements and n stages

of link patterns. Each link is represented an n bit binary representation of their
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Figure 2.13: Single stage and multi stage networks.

Figure 2.14: General view of a self routing network.
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decimal value from top to bottom, where bit 0 is the least significant bit (LSB)

and bit (n − 1) is the most significant bit (MSB). Similarly switching elements are

numbered with (n−1) bits with bit 0 being the LSB and bit (n−2) being the MSB.

The overall switch is a 2n × 2n network.

Baseline Networks [62] The have a straight through pattern at stage 0 and

stage n. The baseline networks uses inverse perfect shuffle link patterns [61]. The

inverse perfect shuffle is cyclic shift right operation of least significant bit of the

input port. Fig 2.15 (a) shows an 8×8 baseline network. The link patterns between

switching stages can be given by the following equation where 0 ≤ k ≤ (n − 2)

and l = (n − 1):

βk(bn−1 bn−2 . . . b0) = (bl . . . bl−k−1 b0 bl−k . . . b1 ) (2.1)

Reverse Baseline Networks [62] have the same number of inputs and out-

puts as the baseline networks. These networks have a perfect shuffle connection

pattern between adjacent switching stages. The perfect shuffle is a cyclic left op-

eration on the binary representation of the input port numbers. Fig 2.15 (b) shows

an 8 × 8 reverse baseline network. The link patterns are given by the following

equation where 0 ≤ k ≤ (n − 2) and l = (n − 1):

β−1
k (bn−1 bn−2 . . . b0) = (bl . . . bk+2 bk bk−1 . . . b0 bk+1) (2.2)

Omega Networks [60] use perfect shuffle link patterns at each stage of the

network except the last stage which follows a straight through pattern. Fig 2.15 (c)

shows an 8×8 omega network. The link patterns at each switching stage is given

by the following equation:

Ω(bn−1 bn−2 . . . b0) = (bn−2 . . . b0 bn−1) (2.3)
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Figure 2.15: Common networks

Butterfly Networks [53] have three different link patterns in their construc-

tion. Link stage 0 follows inverse perfect shuffle (IPS) pattern, which is a cyclic

right shift, from stage 1 to stage (n − 1) a swap pattern (SP) and is used the last

stage follows a straight through pattern. Fig 2.15 (d) shows an 8 × 8 butterfly

network. The mathematical presentation of the IPS and SP patterns is as follows:

IPS0(bn−1 bn−2 . . . b0) = (bn−1 . . . bn−2−kb0bn−1−k . . . b1) (2.4)

SPi(bn−1 bn−2 . . . b0) = (bn−1bn−2 . . . bib0bi−2 b1bk−1) (2.5)

where 1 ≤ i ≤ (n − 1) and 0 ≤ k ≤ (n − 2)

The networks described above are all blocking networks. In other words these

networks cannot establish paths for all input- output requests. These networks

have only a single path each output from each input. As a result blocking occurs

as multiple request try to use the same link to go to the desired output port.
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2.3.2.1 Nonblocking Networks

The networks in the previous section have blocking characteristics. Modifications

to make the network non-blocking can be by adding extra paths with switching

elements of higher degree [63], adding extra stages to the existing network [64–

66] or even adding multiple networks in parallel [67, 68]. Nonblocking intercon-

nection networks [69–71] can be of three different types:

Strict sense nonblocking [72] networks can establish connecting paths for any

input-output request. The large implementation cost and the required number of

crosspoints increases rapidly with networks size. Let us assume that A be the set

of inputs and B be the set of outputs and a ⊆ A and b ⊆ B be the inputs and

outputs that are busy. Then for strict sense nonblocking networks, an input from

the set (A − a)⊆A can connect to an output (B − b)⊆B, without disturbing the

already established connections. The required crosspoints count for this kind of

network can be calculated using the following equation [73]:

For a single stage network:

C(1) = N2; (2.6)

For a 3 stage network:

C(3) = 3N
3
2 − 3N ; (2.7)

For a 5 stage network:

C(5) = 16N
4
3 − 14N + N

2
3 ; (2.8)

With k = 2t + 1 where t = 0, 1, 2 . . . and k is the number of stages(odd)in

the network and N = nt+1 is the number of inputs, the general equation for any

network can be given as:

C(2t + 1) =
n2(2n − 1)

n − 1
[(5n − 3)(2n − 1)t−1 − 2nt] (2.9)

Wide sense nonblocking networks were proposed by Beneš [73]. A network
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can be called wide sense nonblocking if using a routing algorithm A, the network

is always in a safe state. In other words, the algorithm can establish paths for

new requests without rerouting existing connections. Later Smyth [74] proposed

method to determine how the safe states can be achieved for a routing algorithm

A. According to the proposed method, algorithms for these networks first iden-

tify the safe state of the network. If a network has a total of S state and there

is a set of S ′ which will result in putting the network into blocking state, the re-

maining states (S − S ′) are safe. Wide sense nonblocking networks require fewer

of crosspoints than strict sense nonblocking networks , but they need complex

algorithms to achieve this performance [71, 75–78].

Rearrangeably nonblocking networks [79–82] can connect every input-output

pair. To set the network might need to re-route existing connections in order to

establish the new request. One of the most common rearrangeable network is the

Beneš [73] network. Because of the interesting path setup characteristic and low

hardware complexities, more details on rearrangeable nonblocking networks are

discussed in detail in Chapter 3.

2.4 Bidirectional Multistage Interconnection Networks

This section will briefly describe another class of networks called bidirectional

networks [19, 83, 84]. These networks are used in areas such as wormhole switch-

ing [44]. In a bidirectional network each switching element port has two unidi-

rectional channels for communication in both directions. This helps transmitting

simultaneous information in both directions. These networks support three types

of communications forward, reverse and turnaround. Lets assume that all the

nodes are attached to the left hand side of the network. So in this case, forward

communication is the process of going from left to the right of the network. Sim-

ilarly reverse is coming from right towards the left of the network. And going

from left to right and then reversing back from right to left side of the network
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Figure 2.16: Bidirectional butterfly network
[84]

together called turnover process. Fig. 2.4 shows a bidirectional butterfly network

and routing paths between source S and destination D. In forward direction

routing there can be multiple paths similar to the unidirectional networks , but

in reverse direction there can be only one path from source to destination. If the

requested node is in the other half of the node list, directional networks faces

worst case scenarios. In those cases the signal travels (2logN − 1) stages, which

is similar to the Beneš [73] network routing. This is why a bidirectional baseline

network can be termed as folded Beneš network.

A bidirectional butterfly network can be terms as a Fat tree [85, 86]. In a fat

tree network nodes are located at the leaves, and intermediate node connecting

these leaves are switches. As these networks goes towards the root, network

bandwidth gets increased as the links associated with nodes at each stage in-

crease. In a binary fat tree for each node at the leave has two unidirectional links

in both direction. This trend continues for the switching nodes, as for a switch-

ing node with two processors attached to it has four links going out and coming

into it. Similar to the bidirectional butterfly network, in worst case signal travels

(2logN − 1) nodes before reaching the destination, which is again similar to the
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Figure 2.17: Fat tree with 16 nodes
[84]

Beneš networks. Fig 2.4 shows a binary fat tree.

2.5 Summary

This chapter overviews various multiplexing techniques and switching networks.

TDM shows better use of the available bandwidth compare to the FDM. But im-

plementation of TDM requires complex hardware than FDM, as it has to deal

with time slots and frames. In optical domain, use of (D)WDM shows consider-

able improvement on the used bandwidth because of their ability to create mul-

tiple fibre environment inside a single fibre. From switch structure point, dif-

ferent multistage switching structure have been discussed. Multistage switching

networks have less hardware complexities than compare to crossbar networks.

Rearrangeably nonblocking networks have less hardware cost compared to strict

nonblocking networks or crossbar. These networks structure show the promise

for further investigations because of their low hardware cost and zero blocking

performance.
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CHAPTER 3

REARRANGEABLE NETWORKS

T his chapter contains detailed descriptions of some common rearrangeable

nonblocking networks, with an analysis of their strengths and weaknesses.

3.1 Clos Networks

Clos networks [87] are constructed with three switching stages, an input stage,

a middle stage and an output stage. A common notation to describe a Clos net-

work is the triple(m,n, r), where n is the number of inputs for each switching

element at the input(respectively output) stage, m is the number of outputs for

each switching element at input (respectively output) stage and r is the number

of switching elements both in the input and output stages. Each input switching

element has a connection to each middle stage switching element. Similarly each

middle stage switching element has a connection to each output switching ele-

ment. Fig 3.1 shows a diagram of a Clos network. A network with r switching

elements in the input stage, has m, r × r switching elements in the middle stage.

Clos networks can be of three different types:
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• Strict-sense Nonblocking

• Wide Sense Nonblocking

• Rearrangeably Nonblocking

Clos networks where m ≥ (2n−1), are strict-sense non blocking networks. Ta-

ble 3.1 [73] shows the required number of crosspoints for strict-sense nonblocking

Clos networks and networks built using crossbar switches. If m ≥ n the networks

are rearrangeably nonblocking (Slepian-Duguid [88, 89]). They also proved that

no more than (2r − 2) rearrangements are required to unblock a blocked request.

Paull extended the result given by Slepian-Duguid to reduce the upper bound on

the total number of rearrangements to (r− 1) [90]. Beneš [73]later proved that for

(2, 2, r) network, maximum number of required rearrangement is also (r − 1).

Figure 3.1: Clos network.

The proof that the upper bound is (r−1) given in [91] is as follows. A (2, r, r)

switch will have N = 2r inputs and outputs. When establishing a path for a

new request, at most there can at most (2r− 1) active connections in the network.

There is then only one free link from the input stage switching element to a single
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Table 3.1: Number of crosspoints for crossbar and 3-stage Clos networks.

N Crossbar Networks 3-stage Clos Networks
4 16 36
9 81 135

16 256 336
25 625 675
36 1,296 1,188
49 2,401 1,911
64 4,096 2,880
81 6,561 4,131

100 10,000 5,700
.... .... ....

1,000 1,000,000 186,737
10,000 100,000,000 5,970,000

middle stage switching element as well as one free link from that middle stage

switching element to some output switching element. Thus, in this particular

state of the network, there is only one middle stage switching element having one

free input and output link. This middle stage switching element is subsequently

linked to a single input stage switching element and a single output stage switch-

ing element with free input or output port respectively. Since these are the only

available links at this particular state of the network, so a new request between

these two free ports is possible. The network experiences a blocking state when

there are already (2r − 2) active requests in the network and a free input is re-

questing for an available output but no paths are available to route the request

from the input stage to the output one. Under such a circumstances, the path for

the new request can only be established by rearranging the already established

requests.

As mentioned in the blocked state there can be a maximum of 2r − 2 active

requests, and they form two loops. A loop can be defined as a set of paths where

connecting paths starting from one input(output) switching element terminates

in the same input(output) switching element respectively or in a switching ele-

ment where terminating paths is the only active link. Let’s assume the length of
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these paths can be P , which contains the number paths in a sequence or in other

words length of the loop. Since there are two available inputs in two different

input switching elements, so there can only be two loops of links available in

this case. Suppose P1 and P2 are lengths of two loop and either of them can be

rearranged to find path for new request. So:

P1 + P2 = 2r − 2 (3.1)

If the values of P1 and P2 are the same:

P1 = P2 = r − 1 (3.2)

If they have different values then it can be assumed that P2 > P1:

P1 < r − 1 and P2 > r − 1 (3.3)

Since P1 contains fewer paths, it makes sense to rearrange P1 which is upper

bounded by r−1. Hence even in the worst case, it is always be possible to unblock

a network with at most (r − 1) rearrangements.

The comparison of the implementation cost of rearrangeable networks to that

of strict-sense nonblocking Clos network can be approximated using Eqn 3.4.

Let’s assume for a given strict-sense non-blocking Clos network with m = 2n− 1.

Then the implementation cost C(n, r) for the network is given :

C(n, r) = n(2n − 1)r + r2(2n − 1) + (2n − 1)nr

= 4n2r − 2nr + 2nr2 − r2 (3.4)

Substituting N = nr, where N denotes the number of inputs, Eqn 3.4 becomes:

C(n, r) = 4Nn − 2N + 2
N2

n
−

(N

n

)2

(3.5)
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Differentiation of Eqn 3.5 with respect to n gives:

d

dn
C(n, r) = 4N − 2N2

n2
+

2N2

n3
(3.6)

To find the value of n, lets simplify Eqn 3.6 as:

4N − 2N2

n2
+

2N2

n3
= 0

⇒ 2N

n2
− 2N

n3
= 4

⇒ 1

n2
[1 − 1

n
] = 2

N

Which in turn gives Eqn 3.7:

n ≈
√

N

2
(3.7)

Substituting Eqn 3.7 in Eqn 3.4 gives the approximate minimum number of cross-

points required for an N × N strict-sense nonblocking Clos network:

C(n, r)min = 4
√

2N1.5 − 4N (3.8)

For a rearrangeable Clos network the corresponding figure is:

C(n, r)rea = 2n2r + nr2 (3.9)

The overall crosspoint requirement can be reduced considerably by using a

recursive topology in building the network. The large middle stage switching

elements can be implemented as three stage subnetworks with smaller switching

elements. This principle can be applied to the recursive construction of a Clos

network as shown in Fig 3.2. This creates a network which is symmetric about

the middle stage.
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Figure 3.2: Recursive Clos network.

3.2 Beneš Network

A Beneš network is a recursively constructed Clos network built with 2×2 switch-

ing elements [35, 79, 92]. Waksman showed that it acts as a permutation net-

work [93], which means it can realize all N ! possible patterns of input-output

requests, with N = 2logN inputs (outputs) and total stages k = (2logN − 1) [94–

96]. The Beneš network may be regarded as the concatenation baseline network

and its reverse network. The concatenation of two logN -stage networks form a

2 log N -stage network with a straight through link pattern between the two mid-

dle stages. Merging the two middle stages gives rise to a (2logN − 1) stage Beneš

network.

Link pattern for the Beneš network described by the following equations [97]

37



Rearrangeable Networks

Figure 3.3: A 16 × 16 Beneš network

is generalized form of the link patterns presented in [62] .

L0:(2logN−2) =


(bl . . . bl−k+1 b0 bl−k . . . b1, 0 ≤ k < logN − 1)

(blbl−1...bk+2bkbk−1...b0bk+1), logN − 1 ≤ k < 2logN − 2)

(3.10)

where the binary representation of Ok, which is the output O for switching ele-

ment bO/2c at stage k, is (bl bl−1 . . . b0) and l = logN − 1.

For a 16 × 16 network with l = 3 the link patterns between stages 0 and 2 are

as follows:

stage 0 : b0b3b2b1

stage 1 : b3b0b2b1

stage 2 : b3b2b0b1

The link patterns for stages (logN − 1) to (2logN − 3) are given by:

L(logN−1):(2logN−3) = (blbl−1...bi+2bibi−1...b0bi+1) (3.11)

where 0 ≤ i ≤ (logN − 1), and l = logN − 1.
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The link patterns for the remaining stages of the 16 × 16 network can thus be

given by:

stage 3 : b3b2b0b1

stage 4 : b3b1b0b2

stage 5 : b2b1b0b3

Fig 3.3 shows such a 16 × 16 Beneš network. The overall required number of

crosspoints in this network is given by Eqn. 3.12. This specific class of rearrange-

able network built with 2× 2 switching elements will receive particular attention

in the remainder of this thesis due to its low hardware complexities as well as for

the capabilities of being able to realize all N ! permutation.

CBenes = 4N logN − 2N (3.12)

3.3 Preliminaries

Input Permutation is the set of one to one requests between the switch inputs

and outputs. In more mathematical term, a mapping of an input to an output

is an element in the input permutation. Let us assume that P0:(N−1) is a given

permutation such that, P0:(N−1) = {xi|xi ∈ {0 . . . (N − 1)}}, where xi 6= xj, and

0 ≤ (i, j) ≤ (N − 1). The mapping P : i → xi indicates that input port i is

requesting for the output port xi.

P0:7 =



0

7

3

2

4

1

5

6


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For example, an 8 × 8 network with an input permutation P0:7 : (0 7 3 2 4 1 5 6 ),

maps 0 → 0, 1 → 7 and so on. A binary representation of these permutation

for given by the above permutation matrix, where each row number corresponds

to an input port and bits correspond to the requested output port, which can be

used to expressed in binary the switching element settings.

Routing Tags they comprise an appropriate sequence of control bits per net-

work stage, and optionally, an activity bit to indicate that a valid tag is present.

In a Beneš network, some (2logN − 1) bits required to specify a route from source

to destination. The first (logN − 1) bits may be freely chosen subject to the con-

straint that the resulting path is non-blocking. The remaining logN bits are for

the bit controlled part of the network, i.e. the logN stages through which only a

single path is available to the destination. Therefore, determining the last logN

bits of the tag is straight forward, as they are the logN bits binary representation

of the requested output port.

Figure 3.4: Possible settings for switching elements.

Switching Elements are the basic building blocks of Beneš networks, just as

with any other switching network. In a Beneš network the total number of 2 ×
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2 switching elements is (2logN − 1) × N
2

. Using a matrix notation, a switching

element can be identified by its position [i, j] in the switch,where 0 ≤ i ≤ N
2
− 1

and 0 ≤ j ≤ (2logN − 2). A switching element can be in any of three possible

states, one being a free state, which means the switching element can be set to any

one of the other two possible states in response to input routing tags. The second

is the straight through state, which connects the input ports to the corresponding

output ports. The third state is cross state, which means that signals entering the

upper input port, exit from the lower output port and a signal entering the lower

port exits from the upper output port. These switching elements use a single bit

in the routing tag as a control bit. The control bits for the two inputs have to

be different to avoid any conflict. A control bit of 0 requests transmission to the

upper output port and in case of a 1 it request the lower output port. Fig. 3.4

shows the three possible switching element states and how they are based on the

control bits.

As already mentioned the calculation of the first (logN − 1) bits is the major

concern as it determines a unique middle stage switching element for the path,

that must be chosen to ensure conflict free routing. The matrix R below shows

a sample set of conflict-free routing tag for an 8 × 8 Beneš network. The corre-

sponding routes are shown in Fig 3.5.

R =



00000

10011

01111

11110

11001

01010

00100

10101


The routing tags are processed from left to right, i.e the leftmost bit determines

the next link for a packet in the last stage. An example of a routing with conflicts
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Figure 3.5: Routing using the generated conflict free routing tags.

is shown in the tag matrix Rc. Fig. 3.6 shows the conflicting state inside the net-

work because of this conflicting routing tag matrix.

Rc =



01000

10011

01111

11110

11001

01010

00100

10101



3.4 Blocking Probabilities: The Lee and Jacobaeus Method

This section overviews the blocking probabilities for alternative path networks.

First the Lee method [98] will be described in brief followed by the Jacobaeus

method [99].

A point-to-point communication process in a network is defined by two ter-

minals involved in the communication. Links are the resource set that are shared
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Figure 3.6: Conflicting state inside the switch.

by the communication in the network denoted as Υ. A set of links establish a

path and that set is denoted as πi, where for each request i. For single path net-

works there is at most one πi for each i, for alternative path routing there will be

multiple πi. Lets assume that B be a random variable denoting blocking for any i

and A being the availability of πi, so B = 1 − A. The probability of blocking can

be given as in Eqn 3.13:

PB = E[B] = E[1 − A] = E[1 − ∨π∈M

∏
x∈π

X] (3.13)

Where M is the set of available paths for a request i. For resource x ∈ Υ, a

Bernoulli availability random variable is X , where X = 1 is means resource x

available for X = 0 it is not available. An alternative expression of Eqn 3.13 can

be given as in Eqn 3.14, where it is assumed that all alternative paths for i are not

available :

PB = E[
∏
π∈M

(1 −
∏
x∈π

X)] (3.14)

The Lee approximation assumes that for all x ∈ Υ, the associated X are mu-
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tually independent. Given the independent assumption in the Lee model, the

blocking probability given in Eqn 3.14 becomes:

E[B] = E[
∏
π

(1 −
∏
x∈π

X)] (3.15)

=
∏
π

(1 − E[
∏
x∈π

X)] (3.16)

=
∏
π

(1 −
∏
x∈π

E[X]) (3.17)

With regular structure multistage networks, E[X] can easily be determined.

Networks such as three stages rearrangeable Clos networks are of these class.

Rearrangeable Clos networks can show blocking characteristics if the network is

not allowed to perform necessary rearrangements. Before going into the detail of

derivation lets assumes two assumptions, terminal symmetry and network symme-

try. The terminal symmetry assumes that input terminals are independent and

identical as the network input. Also any input can request any available output.

The network symmetry assumes links in a stage are symmetrical. Considering

these symmetries, an assumption can be made about an occupancy probability pk

for all links at the output stage k, 1 ≤ k ≤ n. Let there are lk outgoing links at each

stage. Since the number of established circuit is equal to the number of occupied

links in each stage, Eqn 3.24 is true:

p0l0 = p1l1 = . . . = pnln (3.18)

Given p0, pk be obtained easily. The probability of blocking is then given as:
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E[B] =
∏
π

(1 −
n−1∏
k=1

(1 − pk)) (3.19)

= [1 −
n−1∏
k=1

(1 − pk)]
R (3.20)

= [1 −
n−1∏
k=1

(1 − p0
lk
l0

)]R (3.21)

where R is the number of routes.

The Lee model assumes that all links within the network are independent.

Which means that using one link in the network will not affect the the usabil-

ity of other links. This gives a higher probability estimation and The Jacobaeus

method improves the Lee model. The Jacobaeus method assumes more accurate

description of the distribution for the number of occupied links at the input or the

output of each switching elements. Probability of blocking using the Jacobaeus

can be given as:

E[B] =
(m!)2(2 − p)2m−rpr

r!(2m − r)!
(3.22)

With recursive application of the Lee method it can be shown that network

with complexity O(N logN) have a blocking probability converging rapidly to a

constant 0 < A < 1. Lets assume that for a 3-stage Clos network, rk links are

coming out from first stage node or going out into each third stage node. For each

of these links, let’s assume link availability isqk = 1−pk and Ak be the probability

that an input-output connection will be made. Applying the Lee assumption,

Ak can be expressed in terms of qk and Ak−1, the connection can be made in the

middle stage.

Ak = 1 −
(
1 − q2

kAk−1

)rk

(3.23)

45



Rearrangeable Networks

Furthermore, following conservation equation also holds:

pkrkmk = T for all k (3.24)

Where mk is the number of switching elements in the first or third stage, and

T in the total traffic through the network. This recursive relation can be use to

calculate blocking probabilities for network with 5, 7, 9 . . . stages. Consequently

assuming rk = r and qk = q for all k will show that for Beneš network it is pos-

sible to establish path for a request with a constant blocking probability A. All

the derivations presented in this section are the generalized form of the deriva-

tion presented in [100]. More general derivation of these methods can be found

in [101].

The assumption of these methods for calculating blocking are that the net-

works are not working as a rearrangeably nonblocking networks, hence there

will the blocking matric associated in setting up path for any new request. Studies

of the networks in this thesis consider that the networks are rearrangeably non-

blocking. As a results non of the above mentioned blocking probability model

will not be referenced in future discussion of this thesis.

3.5 Beneš based Networks

This section draws an overviews on the network topologies derived from Beneš

network structures.

One of the early network designed using the Beneš network as their base is

the Cantor networks [102]. Cantor network was designed to built a strict sense

non-blocking network [103] but with less hardware cost than the Clos networks.

It was designed as a parallel cascading of m Beneš networks, where m = logN

and N is the input to the network. In the network there are N , 1 × logN splitter

in input side of the network and N , logN × 1 in the output side of the network.
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Figure 3.7: N × N Cantor network.

An N ×N Cantor network can be constructed with roughly 4N log2N crosspoints

ignoring the cost of the splitter and there will be 2logN + 1 switching stages in

the network. Input i of the network is connected to inputs i of the parallel logN

networks, similar output j is connected to outputs numbered j in the parallel

networks. Recently use of Cantor network in optical domain as a permutation

network have been demonstrated in [104, 105]. Fig. 3.7 shows an N × N cantor

network.

One of the recent permutation network derived from Beneš network is the KR-

Beneš network [106]. In [106] it is suggested that with little modification to the

regular Beneš network it is possible to design a permutation specific rearrange-

able network. These networks can route those permutation with smaller latency

and control over head than regular Beneš networks. First a K-Beneš was designed

to satisfy K-bounded permutation, which satisfy the condition |P (i) − i| ≤ k, for

all inputs i, 0 ≤ i ≤ N − 1, k is any integer in [0, 1, . . . , N − 1] and K ≤ N is

the smallest power of 2 integer≥ 2. In general there are K!(K + 1)N−K such per-

mutations for K ≤ N
2

. K-Beneš has three logical parts in the network structure,

matching networks, band-exchange network and routing network. There are N
K

,
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Figure 3.8: 16 × 16 K-Beneš Network.

K ≤ N
4

parallel matching networks built with inverse butterfly networks also

same number of inputs and orientations of routing network built with butter-

fly networks. The Band-exchange network constructed with column of switch-

ing elements connected with shuffle exchange link patterns. In the outer half of

the network, switching elements are set using the looping algorithm, and in the

Band-exchange network a matching algorithm is used. Overall depth of these

networks is 2logK + 2. These networks can be used to reduce the hardware com-

plexity when the effective permutation size dose not increase with time. But for

realistic cases the permutation size will increase over time and hence use of Beneš

is the solution in those scenarios. Fig 3.8 shows a 16 × 16 K-Beneš networks with

its logical parts.

KR-Beneš was designed by using K-Beneš as a building block for the network.

It has been demonstrated in [106] that using K-Beneš as building block a 3logN −

3 stages rearrangeable network can be built that is control optimal for specific

permutations compared to regular Beneš networks.

A self routing network with larger depth than Beneš networks using com-
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plementary Beneš has been proposed in [107]. These networks have depth in

O(log3N), and total number of switching elements in O(N log3N). This results

have been improved to a O(log2N) depth and O(N log2N) switching elements

in [108, 109]. In [110], a structure of rearrangeable networks have been presented.

This study used network design similar to the cantor networks, where paral-

lel plane are arranged connected to the input(output) through multiplexer(de-

multiplexes). This work is effective in designing switches for optical domain, as

the signals has to travel less number of stage. Also this can show limited blocking

probability if rearrangement functionality is not used. Each plane contains cas-

cading to two networks one is the Beneš network for first l to l + k − 1 stages and

the second part uses baseline network. With l = 0 and k = logN − 1 this network

transforms into a Beneš network. With k = 1 and L = 2l this network show sim-

ilar properties as parallel delta networks [111, 112] though they are topologically

different.

Lee [113] showed that network built with cascading omega and omega−1 are

topologically equivalent to Beneš networks. She also proposed routing algorithm

that can be used on these equivalent networks where last logN stages can be con-

trolled using bit-controlled routing rather than the recursive looping algorithm.

In [114], a r-truncated Beneš network is proposed. This was designed with a

combination of r truncated stages of Beneš network and cascading of omega net-

work. A randomized routing with r = 1 (one stage of Beneš network) is applied

in this network and overall performance shows improvements compared to a

single omega network of size N . For a network size of N = 1024, an optimal per-

formance can be achieved when 4 × 4 crossbars are used as switching elements

and r is set to 8, which means only one stage of randomized decision making. An-

other network uses r×r switching elements to built 3−stage Beneš network [115],

where N = r2 and r ≥ 2. It uses a self routing technique in the first stage to setup

the switching element hence finds a free middle stage switching elements. One

issue with this method is that when the value of r is big, this will require bigger
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size of switching elements hence making the self routing more complex.

Beneš based networks have been extensively studied for use in optical do-

main [116–119]. A network called N-stage planar optical permutation network is

proposed in [120]. This was designed for optical domain and to reduce optical

cross-talk. In electrical domain the cross-talk between two crossover signals is

very negligible, but in optical communication this has big impact in overall com-

munication. To overcome the cross-talk problem, a planar network is proposed.

The network is designed in such a way that each switching element will have

only one active input at a time. This design requires a total of N(N−1)
2

switching

elements, where N is the total input size for the network.

Network proposed in [118] a cross-talk free optical permutation network is

presented using Beneš. This work uses the concept of semi-permutation pro-

posed by Hall [121]. The idea is to feed each switching element in the network

only one input signal at a time. This process will eliminate cross-talk problem

since only one input will be active at a time in a switching element.In these net-

works generating the partial permutation for each copy is carried out using the

Euler-split technique for coloring bipartite graphs [122]. A partial permutation,

P ′ =
( x0 x1 ... x N

(C−1)
y0 y1 ... y N

(C−1)

)
for an N × N vertically stacked Beneš network, where xi

maps to yi and xi, yj ∈ {0, 1, . . . N − 1} is a cross talk free feasible permutation if:

{bx0

C
c, bx1

C
c, . . . , b

x N
C−1

C
c} = {1, 2, . . . ,

N

C
− 1}

{by0

C
c, by1

C
c, . . . , b

y N
C−1

C
c} = {1, 2, . . . ,

N

C
− 1}

Detail proof of this method can be found in [123]. It has been show in the work

that any permutation can be realized in two passes by avoiding cross-talk in the

network. Another work presented in [1, 124] shows the modification to the gen-

eral Beneš networks, by replacing middle stage with 3×3 structure. Modified net-

works have similar link patters as in general Beneš networks in the outer stages

50



Rearrangeable Networks

Figure 3.9: Modification to the inner stage networks.

but the inner stages are built with 3× 3 and 5× 5 switching networks. Algorithm

proposed in [1, 124] works recursively and follows the classic form of the loop-

ing algorithm. Closer observation shows that the inner 3 × 3 network required

number of total crosspoints are 12, but this could easily be replaced with a 3 × 3

crossbar which requires a total of 9 crosspoints per network. This saves 3 cross-

points per networks then the proposed one. Similarly for 5 × 5 network can be

replaced by 5×5 crossbar than will save 15 crosspoints per network. Fig 3.3 shows

the modifications. With the addition of the crossbar networks in inner stages will

reduce routing complexity also is inner stage will be strict nonblocking.

3.6 Overviews on Beneš networks Routing Algorithms

In this section an overview of Beneš networks routing algorithm will be pre-

sented. This section will cover both the serial and parallel routing algorithms

that have been proposed in the literature.
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An elegant routing algorithm is proposed by Waksman [93] for Beneš net-

works. This method creates a permutation matrix for each permutation feed into

the network. Output requests creating chains are indicated in the permutation

matrix and then routing tags are determine depending on the status of the per-

mutation matrix. Realizability of N ! permutation for Beneš networks is proved

by Waskman. He also showed that Beneš networks are the smallest depth per-

mutation networks built with 2 × 2 switching elements.

One of the most popular routing algorithm for rearrangeable networks is pro-

posed by Opferman and Tsao-Wu [125], called the looping algorithm. This algo-

rithm works for the family of Clos networks with m = 2t where t takes integer

values. For Beneš networks the symmetric structure of the network is used to de-

termine the switching element settings in a recursive manner using the looping

algorithm. The looping algorithm works by setting switching elements in out-

ermost stages of the networks, then it go on set the switching elements in inner

most stages. It has a time complexity of O(N logN) in uni-processor system. This

is the minimum time required for any single processor system reported for non-

blocking routing in Beneš networks. Fig 3.10 shows an example of the strategy

for setting the switching elements in the network. Later, Andersen [126] extended

the looping algorithm for base 2t rearrangeable networks.

A self routing algorithm was proposed by Nassimi and Sahni [127, 128] for

Beneš network. Using parallel processing switch setting time of the algorithm is

O(logN). They used a bit controlled routing technique for all the stages in the

network. In their scheme they used binary equivalent of output request in both

half of the network. Their switching elements setting scheme can be described

by the following equations, where Ui and Li are upper and lower input port of a

switching element and Di is the destination port for input i, where 0 ≤ i ≤ (N−1):

Ui =


D2i, if (D2i)0 = 0

D2i+1, if (D2i)0 = 1

(3.25)
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Figure 3.10: Path setup using looping algorithm.

Li =


D2i, if (D2i)0 = 1

D2i+1, if (D2i)0 = 0

(3.26)

The above two switching element setting schemes suggest that when any

switching elements at any stage receives routing tags it takes decision depend-

ing on whether the input is an upper or a lower input to the switching element.

In case of an upper input and a routing tag of 0 the signal exits from the upper

output port, otherwise it will exit from the lower output port. Similarly for lower

input port, a routing tag of a 0 means signal exit from the upper output port of

the switching element, otherwise the signal will exit from the lower output port.

This proposed method has its limitations in performing a successful permuta-

tion. According to [127, 128], this scheme can only support the permutation class

called bit permute complement described in [129]. For a network of size N this

method can successfully route N × (logN)! permutation compared to the full N !

permutations.

The looping algorithm is designed to work in parallel processing mode with
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completely connected, mesh connected [130],cube connected [131] and perfect

shuffle computer [132] in [133]. The idea was to divide the outputs in two equiva-

lency class, where two outputs in the same class will be routed through the same

middle stage switch. For completely connected computers the algorithm has a

time complexity of O(log2N). This is still the minimum time required to setup a

Beneš network in the literature for full permutation request. For other connected

computers the time complexities are O(N1/2), O(n4) respectively.

Lee [134, 135] introduced the idea of routing partial permutation or incom-

plete assignments in the Beneš network for uni-cast routing. The available algo-

rithm were designed for work for full permutation. This work address the rout-

ing algorithm for O(m) inputs instead of O(N), where m ¿ N . The algorithm

was implemented on two connecting topologies, one is completely connected and

the other one is extended perfect shuffle. This method introduced the concept of

closed chain and open chain. Inputs from same switching elements form two dif-

ferent chains where the status bit for each input have the same value. Lets assume

that (ri, d
i
logN . . . di

0) represents the header for input i, 0 ≤ i ≤ N−1. Bit ri is the ac-

tivity bit that indicate if input i is paired with some other input. It also indicated

the status of the input i.e, if ri = 1 the input is busy and ri = 0 the input is in-

active. Depending of the input pairs, the routing algorithm assigns middle stage

switch to the pairs. This method is applied for first blogmc stages of the network

and then the routing is bit controlled. The overall complexity of this algorithm is

O(log2m + logN) in completely connected network and O(log4m + logmlogN) in

extended shuffle exchange network.

Routing algorithm proposed in [136–138], works for Beneš class of rearrange-

able networks, called inside-out routing. Instead of going form inside towards

the middle stage, this method works from the middle stage towards the outer-

most stage. Serial time complexity for the algorithm is in O(N). But in [139,

140] showed that inside-out routing is not blocking free. Required modifica-

tion to make the algorithm blocking free makes the time complexity approaches
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O(N logN), which is similar to the looping algorithm. Two candidate algorithms

for use as baseline blocking algorithm in the comparisons of Chapter 5 are the

inside-out routing and the random routing [141]. The inside-out algorithm was

not chosen for it’s blocking performance because no simulation results are re-

ported in literature. It has been shown that inside-out algorithm is blocking in

[139, 140], and the required modifications to make it blocking free suggest that

without these modifications the algorithm will give a high blocking rate. Ran-

dom routing has been extensively discussed in the literature and demonstrates

fast execution time with a moderate blocking rate. Hence Random routing was

chosen as the blocking routing algorithm for any blocking rate comparison in this

thesis.

In [142] an O(logN) parallel self routing algorithm has been presented for spe-

cific class of permutations. This work identifies four different class of permuta-

tions and showed that they can be route using self routing in Beneš. Successful

permutations that can be realized using this algorithm is (2logN(2logN(N
2

)−logN) +

(logN)! − 1) from each group. Authors from same group reported a two passes

routing algorithm for faulty Beneš network in [143]. In this method they divide

the permutation in two equal parts and establish paths for request in each path

in one pass.

The algorithm proposed by Lee [144] has similar time complexity as the loop-

ing algorithm, which is O(N logN). But this method divides the networks in to

two parts. In doing so, it is suggested that in original hardware implementation it

will reduce inter-chip information exchange at the time of routing. The networks

are divided into two parts namely NS1 and NS2. NS1 is the first (n − 1) stages

of the network where a binary tree control algorithm is applied. NS2 is the re-

maining n stages which uses bit-controlled routing. The algorithm considers the

incoming permutation as Complete Residue System module m (CSR mod(m))

where m is the number of inputs. Then it divides the CRS into 2N−1 Complete

Residue Partitions (CRP), and this process continues for the first half of the net-
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work. co For an example P0:7 = (1 7 6 3 2 4 5 0) is a (CRS mod(8)) and apply-

ing CPR mod(4) on the CRS gives two permutations (1 7 6 4) and (2 5 3 0) or

(7 5 0 2)and(1 3 4 6) and so on. Applying this process this method generates a full

binary tree as shown in Fig 3.11. In this tree the root node contains the full per-

mutation and child nodes contain partitions of the permutations. This method

dose not require information exchange between switching stages as, this algo-

rithm sets up switching elements stage by stage without requiring information of

other stages. Also the bit controlled part requires less complex hardware as it is a

straightforward operation.

Figure 3.11: A full binary tree of CRP’s.

The algorithm proposed by Lenfant [145] also works for a special class of per-

mutations. This method was designed in such a way that if the presented permu-

tation that does not fall in a special class then their routing is carried out using

some existing algorithm that can realize N ! permutations. According to Lenfant

using such a method saves memory space as well as computation time. The num-

ber of permutations that can be realised using this method is about 22logN rather

than N !.

Parallel routing method proposed in [146, 147] works for Beneš and Clos net-

works. For Beneš networks it determines the forward routing bits, which are the

binary equivalent bits of the output request. Reverse routing bits, are the also
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binary equivalent bits going from the output towards the middle stage. And in-

ternal conflict free constant, which determines that for each input in the switching

elements, have distinct tags to avoid internal conflict. This algorithm can route

partial permutation and has a a parallel processing complexity of (log2N) using

fully interconnected parallel computers.

Work efficient routing algorithm for symmetric rearrangeable network is pro-

posed by Çam [148–150]. This work makes use of the concept of a balanced ma-

trix [151] and graph 2-coloring [152] to determine the setting of switching ele-

ments and uses perfect matching graphs [153] to determine the routing tags for

each input-output request. Graph coloring is used to assign different values to

the connecting nodes so that two connected nodes do not share the same color

or assignment. 2 − coloring is the process of assigning vertices with the values

0 and 1, where two directly connected vertices have different values assigned to

them. Fig 3.12 shows a 2 − colored connected graph. A binary matrix BM is a

balanced matrix if and only if , for all the sequential m columns, 1 ≤ m ≤ n,

every m-bit binary number appears 2(n−m) times in every row. In more general

terms, a matrix with N = 2n rows and k columns, k ≤ n can have a single row

repeated 2(n−k). Matrix B8×3 shown below is a balanced matrix. A graph G is said

to be perfectly matched if all the edges have two end vertices connected to them.

From a balanced matrix point of view, if two rows i and j, 1 ≤ (i, j) ≤ N , are

identical then in a perfect matching graph they are connected by two vertices vi

and vj where (vi, vj) ∈ V and V is the set of vertices.

57



Rearrangeable Networks

Figure 3.12: 2 − Colored connected graph.

B8×3 =


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
They have used the Parallel Random Access Machine [154] architecture for

their algorithm. They considered p processors instead of N where 1 ≤ p ≤

N/logN , which allows the algorithm to setup the switch in O(N logN) time. Their

main aim was to find a column vector V for permutation matrices P1:n and iden-

tity matrix I1:logN such that [P2:logN V ] and [I2:logN V ] are balanced. The proof of

their method can be found in [150]. Tabel 3.2 gives a summary of the algorithms

cited and their serial and parallel time complexities.

3.7 Application Domain of Beneš Networks

This section highlights the scope of the Beneš networks in real world applications.
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3.7.1 On Chip Communication Applications

New applications have emerged for these class of networks in the field of system

on chip (SoC) and network on chip (NoC). SoC is an arrangement of two or more

complex micro electronic components in a single chip [122, 155–157]. Complex

functionalities that required heterogeneous components attached to a PCB are re-

placed by SoCs. Advancements in the silicon technologies allow large functional

unit to be built in a single chip. A typical SoC contains processors, on chip mem-

ories, accelerated functional units, signal processing units, logic circuits etc. The

primary advantages of SoC is low cost, smaller in size and fast performance. Be-

cause of the SoC today’s hand held devices are smaller in size compared to the

bulky old versions.

To communicate between processing and other service provider module in an

SoC it is required to have some form of connection between the units. Easiest

solution to this is to use a bus base architecture that will allow communication

between different parties [158]. But bus base architecture is not scalable as well

as they can not support the required bandwidth for all attached units [159].

Direct point to point links are also easy to design and they can give better

solutions in terms of bandwidth, power uses, latency when they are designed for

a specific purpose. Issue with the point to point links is the increase in number

of links with the increase of the cores, hence it puts impact on required space.

The solution to these approaches is to use integrated switching network in SoC,

which leads to the concept of network on chip (NoC).

NoC overcomes the scalability and performance issues related to the bus based

or point to point communication structure in the SoC [157, 160–162]. The obvious

choice for NoC in an SoC is the crossbar networks as they give superior perfor-

mance than bus base models, but this network also suffers from scalability issue

after a certain input number along with low network utilization [163].
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So the solution to these is multistage interconnection networks having switch-

ing elements arranged in rows and columns and each switching element is con-

nected to the next stage via some fixed link patterns. These networks have better

scalability property along with equal path distance between source and destina-

tion which make then viable for SoC.

Networks under observation in this thesis found their use in wireless com-

munication standard. The efficient error correction capabilities of low-density

parity-check (LDPC) [164, 165] codes have made their application in standard

such as IEEE 802.11n, IEEE,802.16e and DVB-S2. Beneš networks have particular

edge in designing SOC for LDPC in area they requires. Fig. 3.13 shows a gen-

eral block diagram of an LDPC. Table 3.3 shows the comparisons among Beneš,

Clos and Crossbar network for N = 32. This table highlights the number of gates

or multiplexer required for implementing a network with N = 32. These com-

parison shows clear benefit of using Beneš network as the connecting networks

for LDPC decoders. It has been reported that Beneš networks require less fabri-

cation area in designing a turbo decoding architecture [166] compared to other

nonblocking interconnection networks.

Algorithm proposed in [1, 124] works recursively and follows the classic form

of the looping algorithm. But the network they use is an scale down version of

the regular Beneš network that supports specific permutations.

This application domain requires an algorithm that can give faster execution

time than the looping algorithm and lower blocking probabilities than subopti-

mal algorithms. In chapter 5 one such algorithm will be discussed, where a fast

and simple routing solution will be achieved with lower blocking probabilities.

3.7.2 Digital Subscriber Loop Applications

Another new application domain for Beneš networks is in the field of digital sub-

scriber line (DSL) technologies. These technologies work in the analog domain
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Figure 3.13: Architecture of partial parallel LDPC decoder. [1]

Table 3.3: Complexity of different switching fabrics.
[167]

Gates 2-to-1 MUX Control bits
Crossbar 1024 992 160

Clos 896 784 376
Beneš 576 288 144

and manage thousand of subscribers. DSL is a broadband service over ordi-

nary telephone lines. Telephone operators provides broadband service (such as

voice,video and data) along with normal telephone service. Both services oper-

ate in different frequency bands so that there is no chance of any interference.

At the service provider end another device called the DSL access multiplexer

(DSLAM) routes voice request to the exchange and data traffic to the Internet.

Fig. 3.14 shows a typical DSL structure. The DSLAM is no needed for subscriber

lines that are voice-only. To change the subscribers service (for example changing

voice-only service to add data or vice versa) requires managing a huge number

of cables. This manual effort can be automated by using a switching network

that connects the cable to a DSLAM to provide the required service when ap-

propriate [168]. Changing the subscriber line may require a rearrangement in

the analog switching network and cause momentary interruption of the ongoing

communications. This disruption of the communication can be avoided using the
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Figure 3.14: Typical DSL configuration.

technique described in Chapter 4.

Current DSLAM solutions are based on manual patching of connections, with-

out any automation. Automation of this process requires handling thousands of

input-output ports. Having a strict sense nonblocking network to handle such a

large number ports would incur a huge hardware cost. Hence the Beneš network

is the best choice for implementing the automation process, as the hardware does

not grow exponentially in cost in these networks with increasing network size.

3.7.3 Optical Domain Applications

With the increasing demand from the Internet traffic, Dense Wavelength Divi-

sion Multiplexing (DWDM) is being used in the core of large communication net-

works. Many techniques for optical switching are available in the literature such

as interferometre, acoustooptic interaction, thermocapillary effect, electrooptic

materials and microelectromechanical systems (MEMS) [169–174]. 2D MEMS can

offer limited crosstalk, low polarization and wavelength independent, bit-rate

and format transparent and an easy to manufacture solution [170].

The use of rearrangeable structure such as proposed in[73] has been suggested

for high performance optical systems [175–177].These structure provide equal

path lengths for all input-output requests also it has better port-to-port repeata-

bility than a crossbar structure. A rearrangeable optical switch built with 2 × 2
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switching elements, 2D MEMS has N(logN − 1
2
) movable and double sided mir-

rors and has N(logN+1)
2

− 1 fixed and single sided mirrors for an N × N network.

Path length is
√

2(N − 1)p in the rearrangeable structure, and as (2N − 2)p for

upper bound in crossbar structure, where p is the pitch or distance between two

nearest mirrors, [178]. Path length is important as for rearrangeable structure

memory access distance is same for ever input-output request, but it varies in a

crossbar structure.

The rearrangeable structure offers a mirror size which is almost 40% less than

the crossbar structure and hence requires smaller fabrication area [179]. An N ×

N OXC proposed in [180] used the Waksman network [93] to build the switch, as

this requires a minimum number of mirrors. The proposal suggested the use of a

lookup table to implement incoming permutation to reduce the setup complexity.

The MEMS-Beneš network (MBN) proposed in [181], is an optical Beneš network

that can support any permutation. This network’s control strategies are similar to

those of a conventional Beneš networks. Straight through switching is performed

by allowing the mirror to stay down that is parallel to the substrate and the cross

operation is performed by configuring the mirror in tilted-up position.

3.8 Summary

This section gives a general discussion on the topics covered in this chapter. This

chapter discussed mainly rearrangeable networks, their structures and routing al-

gorithms. One of the most popular symmetric rearrangeable networks have been

looked into detail in this chapter and that is Beneš network. It has been shown

mathematically that Beneš networks save considerable amount of required cross-

points than compared to the 3−stage Clos networks, by using recursive con-

struction. Extensive literature have been reported in the literature on the Beneš

networks both in the architecture and algorithm domain. Proposals have been

suggested and shown in the literature that modified this network structure by
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reducing the network depth such as r-truncated or KR-Beneš networks. These

modifications were applied to reduce the network latency by compromising the

throughput. It has been described in this chapter, to realize N ! permutation, it is

not possible to design a network built with 2×2 switching element that can work

faster than Beneš networks. On the routing algorithms, Tabel 3.2 summarises all

the cited algorithms. For single processor machine best reported time complexity

is O(N logN) for N input-output Beneš networks. One algorithm has shown that

it can be reduced to O(N), but further studies showed that the algorithm is not

blocking free and to overcome the blocking time complexity becomes O(N logN).

Methods have been proposed in the literature to make the Beneš networks work

as a self routing network, and achieve a parallel routing complexity of O(logN).

But using those methods network can only realize N.(logN)! permutations in

comparison of all N !. Parallel routing algorithm complexity have been shown

to be (log2 N) using completely connected parallel machine with N processors. It

has been shown that the network can work with a complexity of O(log2m+logN),

for active requests O(m) ¿ O(N). But the complexity approaches (log2N) for

large values of m. In recent years suggestions have been made for use of Beneš

networks in optical domain as well as in SoC, NoC and DSL applications. Re-

ported literature shows that using Beneš networks for these applications save

hardware cost in actual implementation. To summarise this chapter it can be

said that Beneš network is the optimum permutation network built with 2 × 2

switching element. Future chapters will focus on these networks unless other-

wise stated.
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CHAPTER 4

SYMMETRIC MULTISTAGE

REPACKABLE NETWORKS

A ll though rearrangeable networks make efficient use of hardware they have

the disadvantage that they momentarily disrupt the existing communica-

tions during reconfiguration. Path continuity is a major issue in some application

of rearrangeable networks. Using a repackable network [182] is a solution to the

path continuity problem and is discussed in this chapter.

4.1 Introduction

Repackable networks allow the path continuity even though it is built on top of

rearrangeable networks. Basic structure of these networks contain bypass links,

which route requests where paths need to be rearranged of those requests. This

is done one at a time or all together through those bypass links for continuation

of the ongoing communication. After the necessary rearrangements are made,

requests through the bypass links are put back into their new rearranged routes

and hence the term repackable is used for these networks. Addition of bypass links
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increases the hardware cost than a similar sized rearrangeable network but pro-

vides a performance close to a strict-sense nonblocking networks. The following

sections detail the structural and operational principles of these networks.

4.2 Repackable Networks Overview

Most proposal for repackable networks are based on 3-stage Clos networks. Ack-

royed [183] first introduced the concept of repacking for 3-stage networks. He

proposed using one of the middle stage subnetworks for routing all the requests.

This is generally termed as packing. If this packing technique results in blocking,

the other subnetwork is used to route the blocked request. At a later time, that

request is rerouted via the packed subnetwork. Jajszczyk [184] provided the ba-

sic condition for a 3-stage Clos network to be repackable. If n and m being the

input and output for the each input( output) stage switching elements and r is

the number of switching elements in the input (output) stage respectively, then

repackable condition is, m ≥ 2n − dn/(r − 1)e. Jajszczyk [185] explained that it is

always possible to establish connecting paths between an input and output using

a repackable network. His proposed method routes requests from the less used

subnetwork to the most used one before the arrival of a new call.

Schehrer [182, 186] proposed two method of reswitching in a repackable net-

work (i) sequential (ii) simultaneous. The term reswitching is different from rear-

rangement. It means putting requests through the bypass network or paths, and

put back to rearrangeable network once paths have been rearranged and mak-

ing the bypass network or paths free for future use. In sequential reswitching,

paths need to be rearranged are selected sequentially and put through the bypass

paths. Once the paths are rearranged in the rearrangeable network they are put

back to their new routes and then new set of paths are selected for the reswitch-

ing. On the other hand, simultaneous reswitching selects the smallest number of

paths need to be rearranged and then put them to the bypass links or network.
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Once the paths are rearranged in the rearrangeable network, they are put back to

their new routes together.

Schehrer proposed to use a bypass network or bypass links to extend rear-

rangeable networks and make it a repackable network. The sequential method

requires fewer crosspoints than simultaneous switching. Instead of holding the

blocked request, a connecting path is setup for that request using the bypass

paths, connections that need to be rearranged are also transferred to bypass paths.

After finding new paths in the rearrangeable network for all the requests required

rearrangement, they are switched to the rearrangeable network from the bypass

paths or network along with the new request. This makes the bypass part of the

network free for for future reswitching. In this way, path continuity is assured at

the cost of providing the additional bypass capacity.

4.3 Preliminaries

This section presents the notation used throughout this chapter:

Definition 4.3.1 Chain: Chains are used to identify the loop that needs to be broken, i.e

the set of input-output pairs for which the switching element settings need to be changed.

The length of the chain is the total number of paths forming the loop.

If a candidate chain has r paths in it then the length of the chain is r. The length

of the chain determines the number of rearrangement required for each blocked

request. Fig. 4.1 shows an example of such a chain. Input 5 requests a connecting

path to output 6. With the existing switching element state the free links at the

input-output switching elements connect to two different middle stage switching

elements, and so these links cannot be used to establish connecting paths between

input port 5 and output port 6. The solution to this problem is to rearrange the

chain having a loop 0 → 3 ; 2 → 2 ; 3 → 0 ; 4 → 1. Rearranging this chain will

give both blocked switching elements access to a common middle switch.
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Figure 4.1: A network having a chain with length 4

Definition 4.3.2 Blocking State: A blocking state inside a network results when more

than one request is competing for the same output link. This puts the network into a state

where paths rearrangement of ongoing communication are required to bring the network

into a state where it is possible to establish path for the blocked request.

For a 3-stage network blocking state can arise because of unavailability of con-

necting link from one middle stage switching element to the requested output

switching element. For longer depth networks, it can happen because of the fact

that required inner stage link is already occupied by some other request. For ex-

ample in Fig. 4.1, the request by input 5 for connection to output 6 is blocked

because of the current state of the network.

Definition 4.3.3 Isolated Paths: If two inputs from the same switching element in the

input stage are connected to two different output stage switching elements, and they are

the only requests for those switching elements, the two paths concerned are called isolated

paths. Similarly if two inputs of two different switching elements in the input stage are

connected to the same output stage switching element, and they are the only requests from

those switching elements they are called isolated paths.

In Fig. 4.2 two isolated paths are from inputs 6 and 7.
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Figure 4.2: Two isolated links from inputs 6 and 7

4.4 General Rearrangement Scenario

This section describes the blocking scenario and rearrangement process in rear-

rangeable networks. Blocking resolution in a rearrangeable network has two ba-

sic operations. The first one is to identify the chain related to the blocked request

and the other one is to rearrange the chain and setup a path for the blocked re-

quest.

Fig 4.2 demonstrates a blocking scenario for a request from the input 5 and the

output 6. The Network goes into blocking state because input switching element

2 has one free link going to the upper middle stage switching element (U). Simi-

larly, output switching element 3 has one free link coming from the lower middle

stage switching element (L). There are no free links available sharing same mid-

dle stage switching element that can establish a path for the request. To setup a

path for the request the network goes through rearrangement and finds path for

the new request. Table 4.1 explains the input-output path map before rearrange-

ment for the scenario presented in Fig 4.2, where the symbol ”X” indicates input

request is blocked.

Now let’s identify the paths forming chains and also the isolated paths from

the Fig. 4.2. Input-output paths forming the chain are as follows: 0 → U → 3,
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Table 4.1: Path map for input-output request.

Input Before Rearrangement After Rearrangement
Network Output Network Output

0 U 3 U 3
2 L 2 L 2
3 U 0 U 0
4 L 1 L 1
5 X 6 U 6
6 U 7 L 7
7 L 4 U 4

2 → L → 2, 3 → U → 0 and 4 → L → 1, and the existing isolated paths are

6 → U → 7 and 7 → L → 4. To unblock the blocked request 5 → 6, the connecting

paths forming the chain or the isolated paths need to be rearranged. Number

of isolated paths is smaller than exiting chain length, hence they are selected for

the required rearrangement. Once the isolated paths are rearranged, two links

are available that share upper middle stage switching element, hence a path is

established between the input 5 and the output 6. Table 4.1 also shows the paths

map after required rearrangements.

The rearrangement process is carried out by treading off the path continuity

of existing communications. Repackable network is used to overcome this path

continuity issue of rearrangeable networks and discussed in detail in next sec-

tions.

4.5 Principle of Repackable Networks

The complexity of a repackable network is a function of the minimum possible

chain length . This also depends on whether operations are performed on all

effected paths simultaneously, or are performed sequentially which requires in-

telligent selection of paths.
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4.5.1 Network Architecture

Repackable networks that can perform simultaneous reswitching, accommodate

the maximum length of the smallest chain. On the other hand for sequential

reswitching it requires intelligent algorithm to select candidate paths to be reswitched.

Figure 4.3 shows a general block diagram of a symmetric repackable network ca-

pable of simultaneous reswitching. This network has N inputs and outputs and

uses 2 × 3 switching elements and bypass network of size N
2
× N

2
at the outer

most stage. The architecture of the network follows a recursive structure, hence

each subnetworks is built with similar switching elements as well as similar by-

pass structure. The complexity of the bypass networks is O(N2), which is similar

to that of crossbar network of size N . This repackable network is not cost effec-

tive, as the crosspoint count exceeds that of a crossbar network of similar size.

Thus simultaneous reswitching topology is not an efficient repackable structure

for symmetric rearrangeable networks. Hence possible sequential reswitching

structures from symmetric rearrangeable networks will be looked into detail in

this thesis.

4.5.1.1 Sequential Reswitching Structures

Sequential reswitching structure requires intelligent identification of the required

bypass links. The minimum number of bypass links required is repoted in the

literature to be two [186]. In sequential reswitching, the paths in the chain are

reswitched consecutively, so that the bypass network only requires capacity for

two bypass links. Paths in the smallest chain are numbered following a topdown

or bottom up approach. Then paths with the odd numbers are reswitched first

then the even ones or vice versa. Detail of this reswitching algorithm can be

found in [182, 186]. Fig. 4.4 shows a repackable network having two bypass

links. Sequential structure saves considerable number of crosspoints in building a

symmetric repackable network, detail on the number of requirement crosspoints
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Figure 4.3: Symmetric repackable network for simultaneous reswitching.

Figure 4.4: Repackable network with 2 bypass links.
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Figure 4.5: Blocking state in the network for request 4 → 1.

discussed in Section 4.6. The operation of sequential reswitching is illustrated in

the example below:

Example: To start with, let’s considre a network with N = 8 and in a blocking

state as in Fig. 4.5. This particular state of the network has two chains of similar

length:

• 0 → U → 5, 3 → L → 4, 2 → U → 0 and

• 5 → L → 2, 6 → U → 3, 7 → L → 7

The state of the network presented requires rearrangement to find paths for

the new request 4 → 1, as there are no two links sharing a common middle stage

switching element that can be used for the blocked request. In this case the first

chain has been selected for necessary sequential reswitching with repackable net-

work having two bypass links. The paths are numbered and the second path in

the chain is chosen for reswitching and put through the bypass path. This state

of the network can described as below:
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• 0 → U → 5

• 2 → U → 0 and

• 3 → Bypass → 4

Putting the path through the bypass link allows the rearrangeable network to

do the following rearrangements:

• 2 → L → 0 and

• 0 → L → 5

These rearrangements allows reswitching the request 3 → 4 through upper mid-

dle stage switching elements. These set of operations allows two free links that

are sharing upper middle stage switching element, hence a path has been estab-

lished for request 4 → 1. Final path map is described in Table 4.2.

Table 4.2: Path map for input-output requests after reswitching.

Input Network Output
0 L 5
3 U 4
2 L 0
4 U 1
5 L 2
6 U 3
7 L 7

4.5.1.2 Modification to Sequential Reswitching Structures

This section discusses possible modifications to the sequential reswitching struc-

ture in repackable networks. This will highlight the link level modifications that

can reduce the required number of crosspoints in building the networks. This

modification will address the reduction on number of links required in the by-

pass network. Number of bypass links required in a repackable network is di-

rectly related to the maximum length of the smallest chain. Maximum length of a
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chain in a blocking state can be as long as (N−2)
2

. This is due to that fact that there

can be at most (N − 2) active requests in the network to have a blocking state

in the network for any new request. In worst case there will be only two chains

with equal length, discussed in Section 3.1. Table 4.3 shows the worst case chain

lengths for different network size.

Table 4.3: Worst case chain length.

Network Size Length
8 3

16 7
32 15
64 31

128 63
256 127
512 255

1024 511

For a chain length of over 3, reswitching algorithm selects two paths with con-

secutive odd or even numbering from two different switching elements and puts

them through the bypass links. This allows other two paths of those switching

elements to rearrange in the network and then the paths in the bypass links are

put back to their new positions in the rearrangeable network. But with a chain

length of 3, reswitching algorithm has two options, one is to put two even num-

bered paths on the bypass links or put the odd numbered one to the bypass link.

Putting the odd numbered one to one of the bypass links gives other two paths

free links to switch their middle stage switching elements. This process only re-

quires one bypass link rather than two. This shows that networks of size N = 8

give the option to modify the sequential reswitching link structure.

Inner most stages of these networks are built with 8 × 8 subnetworks, as a

result replacing inner two bypass links repackable networks with one will save

considerable number of crosspoints. A network of size 2logN × 2logN , will have

a total of 2(logN−3) subnetworks of size 8 × 8. Fig 4.6 shows repackable network
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Figure 4.6: Repackable network with one bypass link.

build with one bypass link. The next section discusses details on the required

number of crosspoints for different repcakable networks.

4.6 Crosspoint Requirements

Required crosspoints count is not an accurate metric of implementation cost for

today’s communication switches and routes, since components are rarely be im-

plemented as discrete entities. However in the absence of implementation spe-

cific information on cost, crosspoints count requirements are useful indicators of

overall switch complexity. An in-depth study of switch depth and the size of the

building blocks has been presented in [73]. According to that study, an optimal

network should have a depth of (2M−1), where M is the sum of the prime factors

of N (the number of switch inlets). It is also was recommended that the middle

stage should have larger building blocks compared to the other stages. Using a

recursive construction technique to build symmetric rearrangeable networks re-
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quire (4N logN −2N) crosspoints. The required crosspoint count a for strict-sense

nonblocking network is (6N3/2 − 3N). The required crosspoint count per input

varies depending on the switching element size.

Networks built with larger switching elements have stages smaller than net-

works built with 2 × 2 switching elements, this allows the input signals to travel

less number of stages to reach output port. In general a network of input size N

has (2logkN − 1) stages, where k = switching elements input size . This construc-

tion also saves required number of crosspoints per input in the network (but it

increases routing complexity). To understand the required number of crosspoints

comparisons, lets assume a network with N = 2048 built with 2 × 2 switching

elements. This network will have 21 stages in total with a total required cross-

points of 86016, which gives 42 crosspoints per input. A network with N = 2187

constructed with 3 × 3 switching elements will have 13 stages. This network will

require a total of 85293 crosspoints, requiring 39 crosspoints per input. A network

built with 4 × 4 switching elements and N = 4096, will have a total of 11 stages.

This network will require a total of 180224 crosspoints, requiring 44 crosspoint

per input. Another network built with 5 × 5 switching elements and N = 3125

will have a total of 9 stages. This network will consume a total of 140625 cross-

points, requiring 45 crosspoints per input. Detail on networks built with large

switching elements is discussed in Chapter 6.

For symmetric rearrangeable networks built exclusively using 2× 2 switching

elements, the required crosspoints count per input can be reduced by using 4× 4

crossbar switches in the middle stage. This also reduces the network stages by a

factor of 2. A crossbar network equivalent to 4×4 rearrangeable network is shown

in Fig. 4.7. The crosspoint count in Fig. 4.7 (a) is 8× 3 = 24, and in Fig. 4.7 (b) it is

4× 4. Thus 8 crosspoints are saved, i.e, two crosspoints per input. The crosspoint

count per input for a rearrangeable network built from 2 × 2 switching elements

with 2logN input-output is (4N logN − 2N). Each network has a total of 2logN−2

subnetworks built with 4 × 4 rearrangeable networks.
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Figure 4.7: (a). 4 × 4 rearrangeable network. (b). 4 × 4 crossbar

Figure 4.8: 16 × 16 Beneš network with 4 × 4 crossbar in the middle stage

For example, for a network size of N = 16, a recursive construction results

in each input requiring 14 crosspoints, but with (4 × 4) crossbar in the middle

stages this count reduces to 12. Similarly for N = 32, the numbers are 18 and 16

respectively. Replacing middle stage recursive structure with 4× 4 crossbar gives

overall required crosspoints as in Eqn 4.1, and Fig 4.8 shows a modified 16 × 16

network.

Crearr = (4N logN − 2N) − (8 × 2logN−2)

= (4N logN − 2N) − 2logN+1 (4.1)
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Using 2 bypass links for outer subnetworks and one for all 8× 8 subnetworks

and 4 × 4 crossbars to replace the 3 middle stages will require a total number of

required crosspoints, given by Eqn 4.2 and shown in Fig 4.10, these networks will

be called networks with mixed bypass(mb) links. In these networks first (logN −3)

stages will have two bypass links and the following stage will have only one

bypass link. Next three middle stages will be replaced by 4 × 4 crossbars, hence

the equation can be given as:

Cmb = 8N(logN − 3) + 6N + 16 × 2logN−2

= 8N logN − 18N + 2logN+2 (4.2)

The crosspoints requirement for a repackable network with two bypass links

(with rearrangeable middle stages) given by Eqn 4.3:

C2b = 4N(2logN − 2) + 2N

= 8N logN − 6N (4.3)

Crosspoints requirement per input has been given in Table 4.4. In this table

a comparison is made among rearrangeable networks, repackable networks with

mixed bypass which is combination of 2 and 1 bypass links also with repackable

network with 2 bypass links have been carried out. It shows considerable savings

in the required number of crosspoints per input in using mixed bypass method

rather than 2 bypass.
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Figure 4.9: Mixed bypass links repackable network.

Figure 4.10: Logical representation of bypass links.

4.7 Hardware Structure of the Bypass links

Bypass link structures proposed in Section 4.5.1 are logical structure. Actual

physical structure will be different because of the two characteristics fan-in and

fan-out in shared bus architecture. Fan-in is the limit on the inputs that a logic

gate can handle similarly fan-out is the limit on the number of logic gates that

one single gate can drive. A logical equivalent representation of the by pass links

can be given as in Fig. 4.10.

A block diagram for the actual physical structure of the two bypass links in

81



Symmetric Multistage Repackable Networks

the outermost stages is presented in this section. The fan-in and fan-out figure is

technology dependent. The value 256 has been taken as the maximum number

of inputs(outputs) in a concentrators (expanders) for the purpose of illustration

and is representative of the capabilities of fan-in and fan-out at the time of writ-

ing [187–190]. A block diagram of hardware structure for the two bypass links

is given is Fig 4.11. Design of the bypass paths involve placing the concentra-

tors (expanders) arranged in columns. Lets assume that l = 256, so the num-

ber of stages in the bypass structure can be given as 2logN
l

+ 2. Outputs from

stage k drives concentrators in stage k + 1. From the middle stage output from

a single concentrator dives the single expander. This expander output drives the

expanders in next higher stages and so on. Fig 4.11 shows the arrangement of

outermost stage for 2 bypass links repackable network designed for N = 1024

network. Obviously in the innermost stages there will be multiple copies of sim-

ilar structures for implementing inner repackable topologies of smaller sizes.

Figure 4.11: Hardware structure of 2 bypass links.

In the first stage of outermost bypass links implementation there will be N
256

concentrators of size 256 × 2 each. Second stage have N
2×256

concentrators of size

4 × 2, next stage have a configuration of N
4×256

concentrators of size 4 × 2. The
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Table 4.4: Crosspoints requirement per input for various size of networks.

Input Rearrangeable Mixed Bypass 2−bypass
logical 256−constraint logical 256−constraint

16 14 18 - 26 -
32 18 26 - 34 -
64 22 34 - 42 -

128 26 42 - 50 -
256 30 50 - 58 -
512 34 58 62 66 70

1024 38 66 74 74 82

configuration is recursive in the other half of the structure, so that half contains

similar number of expanders with reverse size. Required crosspoints count for

the designed structure in the outermost stage is 4144. In the inner stages of the

network this design unless the subnetwork size reduces to 256. Fig. 4.4 shows the

required crosspoints comparison when the bypass links are implemented in hard-

ware for both mixed bypass and 2−bypass structure. Results in the table show

that mixed bypass require less hardware than 2−bypass repackable networks.

4.8 Summary

Symmetric rearrangeable networks show promise for use in optical crossconnect

(OXC) networks. Suitable switch elements of compact size and low insertion loss

are emerging (e.g., using MEMS technology [191]) and the use of multi-stage tech-

niques has been validated experimentally (e.g., the thermo-optic 32 x 32 matrix

switch [192]). Multi-stage switch architectures have also been proposed in the

related area of on-chip optical interconnection [193]. If these networks are to be

agnostic to the signal format of the data they bear, they must treat all signals as

analog signals, and thus require path continuity. In other words, unless the tim-

ing of a discrete-timed or sampled-data signal being transported through the net-

work is known, there is no safe time at which the signal path can be disconnected
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other than during connection setup and teardown. The techniques described in

this chapter allow the Beneš architecture (which features the minimum known

number of stages for a fully-connected switch) to be modified to feature path

continuity during rearrangement with only a modest increase in network com-

plexity (less than twice to be precise), thus allowing a repackable network to be

constructed at relatively low cost. Such a network provides performance indistin-

guishable from that of a strictly non-blocking network, provided requests arrive

at a rate sufficiently low to allow the computation of the required rearrangement

to repack the network , and for the sequence of switch state changes required to

effect the rearrangement to be executed.

Major findings of this chapter listed below:

• This chapter provides a detail analysis of repackable network topology.

Studies on the increase of required addition hardware have been discussed.

• A new repackable network topology has been presented that requires less

hardware than the methods proposed in the literature. A detail comparison

on the required hardware for various sizes of network have been presented

for both the proposed method and the method in the literature.

• A hardware structure for implementing bypass links in the repackable net-

works.
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CHAPTER 5

HYBRID ROUTING ALGORITHM

B eneš rearrangeable networks provide multiple paths and allow the network

state to be rearranged to make way for new requests. Deterministic routing

methods that guarantee finding conflict-free routing paths are complex. An alter-

native is to use a routing algorithm that is hybrid in nature. This can reduce the

time complexity of the routing process compared to fully deterministic routing,

but are not guaranteed to be non-blocking. The design of such an algorithm with

acceptable blocking performance is considered in this chapter.

5.1 Preliminaries

Some notation used throughout this chapter to describe the state variables used

in the algorithm code is presented below:.

Definition 5.1.1 (Subnetwork). The subnetwork variable indicates which subnetwork

is the source of an incoming signal. If Subnetwork = 0, the signal is coming from the up-

per subnetwork and for Subnetwork = 1 the signal emerges from the lower subnetwork.
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Definition 5.1.2 (STATE). STATE is an array that holds the state of all the 2×2 switch-

ing elements in the network. A switching element can occupy one of three states. The state

of the switching element at position [j, k] in the network is recorded as STATE[j, k]

where j = b i
2
c where 0 ≤ i ≤ N − 1, and 0 ≤ k ≤ (2logN − 2). If STATE[j, k] =

NULL, the switching element is actually unconfigured. If STATE[j, k] = 0 the switch-

ing element is set to perform straight through switching and when STATE[j, k] = 1 it

will perform a cross operation (i.e. will connect its lower input to its higher output and

vice versa).

Definition 5.1.3 (Forward Routing.) Forward routing is the establishment of a rout-

ing path from an input i , 0 ≤ i ≤ (N − 1) , to the requested output port P (i), where

P is the input permutation. Fig 5.1(a) shows the routing from input i to output P (i),

0 ≤ i ≤ (N − 1), where the nodes represent the switching elements in the input and

output stages, and the path through the stages is represented by a straight line.

Figure 5.1: Forward and reverse routing

Definition 5.1.4 (Reverse Routing.) The establishment of a path from output P−1(i)

to input i, 0 ≤ i ≤ (N − 1), is termed reverse routing. Fig 5.1(b) shows the routing from

output port P−1(i) to input i , 0 ≤ i ≤ N − 1.
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Definition 5.1.5 (Neighbour Port.) The neighbor port Ne(i) to port i is the port ad-

jacent to it in a switching element. Ne(i) = i + 1, if i is even otherwise it is (i − 1).

Evidently:

Ne(i) =


i + 1, if i is even

i − 1, if i is odd

Definition 5.1.6 (Port Mapping.) As a signal passes through the network, its address

changes , in the sense that the port number in a given stage at which the signal is present

differs, starting with address i at the network input, and ending with address P (i) at

the network output. The changes in address can be regarded as due to port mapping.

Two types of port mapping can occur, those caused by the switching elements, and those

caused by the link patterns.

A signal presenting at input ik in stage k will emerge at output Ok where,

Ok =


ik, if STATE[j, k] = 0

Ne(ik), if STATE[j, k] = 1

with j = b i
2
c

In other works the input will mapped to the output with the same address if the relevant

switching element is in the straight configuration, and to its neighbour output if the

switching element performs a cross operation.

The mapping performed by the link patterns differ in the first logN − 1 stages of

the network and the remaining stages, because of the symmetric arrangement of the link

patterns. During the mapping between output port Ok of stage k and the corresponding

input port in stage k + 1 as Mk(Ok) and using a binary representation for the perfect

shuffle and inverse perfect shuffle [62], it follows that:
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Mk(Ok) =


(bl . . . bl−k+1 b0 bl−k . . . b1, 0 ≤ k < logN − 1)

(blbl−1...bk+2bkbk−1...b0bk+1), logN − 1 ≤ k < 2logN − 2)

where the binary representation of Ok is (bl bl−1 . . . b0) and l = logN − 1.

The reverse mapping must be known to perform reverse routing. This maps input

port ik+1 to the corresponding input port in stage k. Evidently this is port M−1(ik+1).

Definition 5.1.7 Port Occupancy. The port occupancy, BOk
k indicates whether output

port Ok in stage k is ”busy”. It is initialized to zero, and is set to one whenever a path is

assigned to it, to indicate that anyother path using that path will result in blocking.

5.2 A Formal Description of the Looping Algorithm

This section documents the general looping algorithm for networks built with

2 × 2 switching elements. The looping algorithm proposed by Opferman and

Tsao-Wu [125], must be applied recursively (logN − 1) times for a network with

(2logN−1) stages and N inputs and outputs. There is no formal representation of

this recursive use of the looping algorithm is in the literature. Any analysis of the

algorithm complexity requires such a description. Hence Algorithm 1 shows the

general looping algorithm using the notation presented in Section 5.1, for a net-

work of size N . Given a permutation P0:(N−1) to be implemented, the algorithm

starts with input 0 and carry on setting all the switching elements between stages

0 and (2logN − 2).

Algorithm 1 starts by setting all the switching elements of the networks in to

NULL state at Line 3. Line 7 calls function UPDATEPERM(), which modifies P

to reflect input at stage k and requested output at stage 2logN − 2− k. In Line 10,

algorithm checks the status of requested switching element for requested output

port P (i) at stage 2logN − 2 − k. If that switching element is in a NULL state,

88



Hybrid Routing Algorithm

algorithm calls function ROUTELOOP() to set the switching elements at stage k

and 2logN − 2− k. An example of the execution of the looping algorithm is given

in Example 5.2.1.

Algorithm 1 : Algorithm Looping
INPUT: Permutation P0:N−1.
OUTPUT: Matrix state of size N

2
× (2logN − 1).

1: for k = 0 to 2logN − 2 do
2: for j = 0 to N

2
− 1 do

3: STATE[j, k] ←NULL
4: end for
5: end for
6: for k = 0 to logN − 2 do
7: UPDATEPERM(k)
8: for i = 0 to N − 1 do
9: if STATE[bP (i)/2c, 2logN − 2 − k]=NULL then

10: ROUTELOOP(i,k)
11: end if
12: end for
13: end for

5.2.1 Example

Let N = 8 and the input permutation P(0:7) = (0 6 4 5 2 1 3 7). The mapping

between inputs and outputs is thus 0 → 0, 5 ← 1, 6 → 3, and so on. Initially

let’s set STATE[0, 0] = 0, hence Subnetwork = 0 and the requested port is even,

so it follows that [(P (0) mod 2) ⊕ Subnetwork] = 0, and STATE[0, 4] will be 0 or

straight through. Because STATE[0, 4] = 0, the signal goes through the lower

subnetwork from output port 1 at SE[0,4] to input port 5 at SE[2,0]. The values

for variables set STATE[2, 0] to 0. This process continues for all the ports of the

switching elements at stage 0 and 4. Fig 5.2 shows the switching element settings

in stage 0 and (2logN − 2) , this same process is applied in two sub-networks and

hence a path is established between all input-output ports pairs.

Although the looping algorithm grantees zero blocking probability, it comes

at the cost of a recursive switching element setup. A permutation of size N is di-

vided into two N
2

parts and one part follows forward routing (from input towards

89



Hybrid Routing Algorithm

Function 2 : UPDATEPERM(k)

1: if k = 0 then
2: Return //Noting to do.P is for outermost stages.
3: else
4: for i = 0 to N

2
− 1 do

5: if STATE[b i
2
c, k] = 1 then //Port mapping by SE

6: s(i) ← Ne(i)
7: else
8: s(i) ← i
9: end if

10: s(i) ← Mk((s(i)) //Port mapping by link pattern
11: if STATE[b i

2
c, 2logN − 2 − k] = 1 then

12: d(i) ← Ne(P (i))
13: else
14: d(i) ← P (i)
15: end if
16: d(i) ← M−1

2logN−2−k(d(i))
17: end for
18: for i = 0 to N − 1 do
19: P (s(i)) ← d(i)
20: end for
21: Return
22: end if

the outputs) and the other half does the inverse rooting (from output towards in-

put). Inverse routing takes up most of the time as it requires the algorithm to

determine the available neighbour ports and then determine the corresponding

input port. The increase in execution time with N shows that the routing process

is time consuming, which makes it unscalable. Section 5.7 demonstrates the ex-

ecution time of this algorithm for various values of N . The required execution

time of the looping algorithm motivates looking for an alterative routing method

which might give sub-optimal blocking performance but requires less time to ex-

ecute. Such an alternative method is described in Section 5.3

5.3 Random Routing

Random routing method is proposed in [141], where the decision making is based

for the random probability of setting the switching elements to a straight through
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Function 3 : ROUTELOOP(i, k)

1: STATE[bi/2c, k] ← 0 //Determine Subnetwork
2: home← i
3: if [STATE[bi/2c, k] ⊕ (i mod 2)] = 0 then
4: Subnetwork ← 0
5: else
6: Subnetwork ← 1
7: end if
8: repeat//Until a chain is routed
9: if [(P (i) mod 2) ⊕ Subnetwork] = 0 then

10: STATE[bP (i)/2c, 2logN − 2 − k] ← 0
11: else
12: STATE[bP (i)/2c, 2logN − 2 − k] ← 1
13: end if
14: if S thenubnetwork= 1 //Convert Subnetwork
15: Subnetwork← 0
16: else
17: Subnetwork← 1
18: end if
19: O ← Ne(P (i))
20: i ← P−1(i)
21: if [(i mod 2)

⊕
Subnetwork] ← 0 then //Set input SE state

22: STATE[bi/2c, k] ← 0
23: else
24: STATE[bi/2c, k] ← 1
25: end if
26: if Subnetwork= 1 then
27: Subnetwork← 0
28: else
29: Subnetwork← 1
30: end if
31: i ← Ne(i)
32: until (i=home)
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Figure 5.2: Switching element settings in stage 0 and (2logN − 2)

or cross state. This eliminates the need of using a complex mathematical method

(such as graph theory, matrix manipulation, etc ), and does not requires recur-

sive decision making like the looping algorithm. This method provides non-zero

blocking probabilities, but gives a quick routing solution. Fig 5.3 shows the per-

formance of random routing for networks of various sizes.

The simulated results for random routing clearly show that this cannot be

used in any practical application because of poor blocking performance. So this

method of routing can not be considered as an alternative to the looping algo-

rithm. This highlights the need for an algorithm that can provide a lower blocking

probability than random routing but much faster execution time than the looping

algorithm. Such an algorithm is presented in next section.

92



Hybrid Routing Algorithm

Figure 5.3: Blocking probability for random routing.

5.4 Adaptive Routing

This section studies the possibilities of designing an algorithm that can provide

sub-optimal blocking performance, superior than the random algorithm. Also

the execution time is quicker than that of the looping algorithm.

The design of the algorithm follows the looping algorithm, in applying for-

ward and reverse routing. In the distributed part of this algorithm it selects paths

depending on the state of the switching element. If it is in an idle state, it is set

to the straight through state and the signal goes to the next stage. If the switch-

ing elements is already set to a state, the unused output port is used to go to the

next stage. Once the signal finds a middle stage switching element, the rest of

the routing is bit controlled. Any conflict that may occure is resolved by choos-

ing an alternative connecting path. Detail of the routing methods are given in

Section 5.4.1 and 5.4.2
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5.4.1 Forward Routing Phase

The Forward routing part of this algorithm contains number of functions that

work in conjunction. Algorithm Forward initialized all the switching elements in

to a NULL state and call function FORWARD which controls the routing. Variable

ik is the input to switching element SE[bM(ik)/2c, k] at stage k, where M(ik) is

the mapping port of ik at stage k. In line 19, jk holds the temporally physical port

number in the underlying hardware, that ik maps to, in the next stage.

Algorithm 4 : Algorithm Adaptive
INPUT: Permutation P0:N−1

OUTPUT: Matrix state of size N
2
× (2logN − 1).

1: for k = 0 to 2logN − 2 do
2: for j = 0 to N

2
− 1 do

3: STATE[j, k] ←NULL
4: end for
5: end for
6: k ← 0
7: ik ← 0
8: FORWARD(ik, k)

The variables BOk
k in BITFRD or in BITREV set to 1 when output port Ok or

input port jk is already used. If variable R in Line 13 or 18 is TRUE current

loop exists and in Line 25 BITFRD calls function CONFLICTFRD to resolve any

conflict in the switching stages because of the operations in previous stages. In

BITFRD, line 33 randomly selects an unused input at stage 0 if SE[bP (ik)/2c, k]

has no free output port. Variable B is a counter that counts (logN − 1) bits of the

binary digits equivalent to the requested output port number and is decremented

after processing of each stage in the bit controlled part. C stores the binary pre-

sentation of requested the output port number.

CONFLICTFRD (ik) finds alternative path for a request ik that is blocked at

stage k. Once a function call occurred, this function starts searching for an alter-

native path for request ik → P (ik) from stage logN − 2. If it is not successful in

finding an alternative path, it goes back one stage and looks again. If the search

ends up at stage 0, the function drops the request as no alternative path is avail-
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Function 5 : FORWARD (ik, k)
1: if ik = NULL then
2: Exit
3: end if
4: if k = 0 then
5: if STATE[bik/2c, k] = NULL then
6: STATE[bik/2c, k] ← 0
7: jk ← M(ik)
8: else
9: if STATE[bik/2c, k] = 0 then

10: jk ← M(ik)
11: else
12: jk ← Ne(M(ik))
13: end if
14: k ← k + 1
15: end if
16: repeat
17: if STATE[bM(ik)/2c, k] = NULL then
18: STATE[bM(ik)/2c, k] ← 0
19: jk ← M(ik)
20: else
21: if STATE[bM(ik)/2c, k] = 0 then
22: jk ← M(ik)
23: else
24: jk ← Ne(M(ik))
25: end if
26: end if
27: Bjk

k ← 1;k ← k + 1; M(ik) ← jk

28: until (k < logN − 1)
29: if k = (logN − 1) then
30: CALL BITFRD(ik, M(ik))
31: end if
32: end if
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Function 6 : BITFRD (ik, M(ik))

1: B ← (logN − 1)
2: C[logN − 1] ← Binary (P (ik))
3: repeat
4: if STATE[bM(ik)/2c, k] = NULL & [C[B] ⊕ (M(ik) mod 2)] = 0 then
5: STATE[bM(ik)/2c, k] = 0 & jk ← M(ik)
6: else
7: STATE[bM(ik)/2c, k] = 1 & jk ← Ne(M(ik))
8: end if
9: if STATE[bM(ik)/2c, k] 6= NULL then

10: if C[B] ⊕ (M(ik) mod 2) = 1 & STATE[bM(ik)/2c, k] = 0 then
11: Blocking at SE[bM(ik)/2c, k]
12: R ← TRUE
13: Exit Loop
14: else
15: if C[B] ⊕ (M(ik) mod 2) = 0 & STATE[bM(ik)/2c, k] = 1 then
16: Blocking at SE[bM(ik)/2c, k]
17: R ← TRUE
18: Exit Loop
19: end if
20: end if
21: end if
22: B ← B − 1
23: k ← k + 1 & M(ik) ← jk

24: until (B < 0)
25: if R = TRUE then
26: CALL CONFLICTFRD(ik)
27: else Bjk

k ← 1
28: end if
29: if B < 0 then
30: Ok ← Ne(P (i))
31: if BOk

k = 1 then
32: k ← 0
33: ik ← Random(Bik

k 6= 1)
34: Call FORWARD (ik, k)
35: else
36: Call REVERSE (Ok, k)
37: end if
38: end if
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able for that request. Once a request is dropped, the function calls algorithm

FORWARD which starts with another free input at stage 0.

Function 7 : CONFLICTFRD(ik)

1: k ← logN − 2
2: if [M−1(Bik

k ) ⊕ Ne(M−1(Bik
k ))] = 1 then

3: if STATE[bM−1(ik)/2c, k] = 0 then
4: STATE[bM−1(ik)/2c, k] ← 1
5: else
6: STATE[bM−1(ik)/2c, k] ← 0
7: end if
8: else
9: k ← k − 1

10: if k < 0 then
11: drop the request (ik)
12: ik ← Random (Bik

k 6= 1)
13: Exit Loop
14: end if
15: end if
16: if then(ik = NULL)
17: CALL FORWARD (ik ← Random(Bik

k 6= 1), 0)
18: else
19: CALL FORWARD (ik, k)
20: end if

5.4.2 Reverse Routing Phase

Algorithm REVERSE uses the neighbour port of P (i) that is Ok as an input at

stage 2logN − 2. The basic method is similar to that of algorithm FORWARD, the

only difference being that algorithm REVERSE starts from the output stage and

proceeds towards stage 0. This algorithm checks the status of target switching

element and if it is NULL sets it to the straight through position.

If the switching element is already set, it uses the unused port to reach the

next lower stage. In a conflicting or blocking situation, algorithm REVERSE calls

function CONFLICTREV to overcome any blocking by selecting an alternative

path for the blocked request. As with function CONFLICTFRD, this function

also drops requests where there are no alternative paths.
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Function 8 : REVERSE (Ok, k)
1: repeat
2: if k = (2logN − 2) then
3: if STATE[bOk/2c, k] = 0 then
4: jk ← M(Ok)
5: else
6: jk ← M(Ne(Ok))
7: end if
8: else
9: if STATE[bM(Ok)/2c, k] = NULL then

10: STATE[bM(Ok)/2c, k] ← 0
11: jk ← M(Ok)
12: else
13: if STATE[bM(Ok)/2c, k] = 0 then
14: jk ← M(Ok)
15: else
16: jk ← Ne(M(Ok))
17: end if
18: end if
19: end if
20: BOk

k ← 1;M(Ok) ← jk;k ← k − 1
21: until (k > (logN − 1))
22: if k = (logN − 1) then
23: CALL BITREV(Ok, M(Ok))
24: end if
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Function 9 : BITREV (Ok, M(Ok))
1: B ← (logN − 1)
2: C[logN − 1] ← Binary (P (O−1

k ))
3: repeat
4: if STATE[bM(Ok)/2c, k] = NULL & [C[B] ⊕ (M(Ok) mod 2)] = 0 then
5: STATE[bM(Ok)/2c, k] = 0 & jk ← M(Ok)
6: else
7: STATE[bM(Ok)/2c, k] = 1 & jk ← Ne(M(Ok))
8: end if
9: if (M(Ok) mod 2) ⊕ C[B] = 1 & STATE[bM(Ok)/2c, k] = 0 then

10: Blocking at SE[bM(Ok)/2c, k]
11: R ← TRUE
12: Exit Loop
13: else
14: if (M(Ok) mod 2) ⊕ C[B] = 0 & STATE[bM(Ok)/2c, k] = 1 then
15: Blocking at SE[bM(Ok)/2c, k]
16: R ← TRUE
17: Exit Loop
18: end if
19: end if
20: k ← k − 1 & M(Ok) ← jk

21: B ← B − 1
22: until (B < 0)
23: if R = TRUE then
24: CALL CONFLICTREV (Ok, k)
25: end if
26: if B < 0 then
27: ik ← Ne(P−1(Ok))
28: if Bik

k = 1 then
29: ik ← Random(Bik

k 6= 1)
30: CALL FORWARD(ik, k)
31: else
32: CALL FORWARD (ik, k)
33: end if
34: end if
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Function 10 : CONFLICTREV(Ok, k)

1: k ← logN
2: if [M−1(BOk

k ) ⊕ Ne(M−1(BOk
k ))] = 1 then

3: if STATE[bM−1(Ok)/2c, k] = 0 then
4: STATE[bM−1(Ok)/2c, k] ← 1
5: else
6: STATE[bM−1(Ok)/2c, k] ← 0
7: end if
8: else
9: k ← k + 1

10: if k > (2logN − 3) then
11: drop the request (Ok)
12: Exit Loop
13: else
14: return (Ok, k)
15: end if
16: end if
17: CALL FORWARD (ik ← Random(Bik

k 6= 1), 0)

FUNCTION CONFLICTREV is similar to that of function CONFLICTFRD,

but works in the reverse direction. Also when there us a failure to find an al-

ternative path this function, after dropping the blocked request, calls algorithm

FORWARD to start with any unprocessed input at stage 0.

5.4.3 Example

Fig. 5.4 shows the network setup using adaptive routing method for a permuta-

tion P(0:7) = (5 1 7 4 3 2 0 6 ) where dotted circles indicate conflict and hence

alternative path search was required. Algorithm FORWARD starts with request

1 → 5, where the routing tags for first 3 switching stages are generated using this

algorithm. Once the algorithm reaches stage 2, hence it calls algorithm BITFRD

for bit controlled routing in the forward direction and reaches switching element

2, hence output port 5. Algorithm REVERSE starts from output port 4 and finds a

path for request 4 → 3. The rest of the routing procedure involves a repetition of

algorithm FORWARD and REVERSE along with the corresponding bit controlled

part. In the reverse routing phase, request 1 → 1 finds a conflict at stage 2, and
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Figure 5.4: Network setup using adaptive method for P(0:7) = (5 1 7 4 3 2 0 6 ).

hence function CONFLICTREV is called to search for any alternative route, and

so to resolve the conflict. The dotted circle indicates the conflicts in the network.

5.5 Simulation Results

This section illustrates the results for various network sizes using the method

proposed in Section 5.4 and also compares them with the blocking probabilities

of random routing and the execution time of the looping algorithm. All the sim-

ulators have been tested in an Intel(R) Core(TM)2 Quad 2.40 GHz CPU computer

with a memory of 8GB. Simulation studies have been carried in this thesis to

show the performance of the proposed algorithm in this chapter. Fig 5.5 shows

the blocking probability for random routing and adaptive routing. Results show

considerable improvements in the blocking probabilities for the adaptive method.

This suggest the effectiveness of the adaptive routing in preference to random

routing.

Fig 5.6 compares the execution time of the looping algorithm to that of the

adaptive routing. The two graphs shows similar results with the adaptive method
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Figure 5.5: Probability of blocking using random and adaptive routing .

requiring longer than the looping algorithm for larger N . These outcomes point

out that the adaptive method can give better blocking performance than the ran-

dom routing, but it fails to satisfy the need for an algorithm that is faster than

the looping algorithm. This drawback of the adaptive routing requires further

investigation so as to obtain improvements in its execution time. The next sec-

tion proposes some modifications to the method that reduce the execution time

considerably without increasing the blocking performance.

5.6 Hybrid Routing

Further studies on the adaptive method shows that the required number of path

search per input taking up a long time and is the factor that limits its performance

compared to the looping algorithm. This motivates a class of routing algorithm

which combines two approaches:

• An ”outer” algorithm, which is applied to the outermost r stages, 0 ≤ r ≤

(logN − 2), of the network (this will typically be the looping algorithm).
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Figure 5.6: Execution time for adaptive and the looping algorithm.

• An ”inner” algorithm, which is applied in all the remaining stages. This

algorithm trades off performance against execution time.

An obvious choice for the inner algorithm is the random algorithm, but this

gives poor performance as shown in the performance graph in Section 5.3. The al-

gorithm proposed in Section 5.4 shows promising blocking performance but suf-

fers from high execution time. This is due to the fact that for large networks this

method searches all possible alternative paths before dropping a request. One

solution to this is to limit reduce the required number of paths searched by using

the looping algorithm in the outer most stages of the network. This would allow

the inner routing method to search only one subnetwork for possible alternative

paths, and reduces required path search count.

The design of the hybrid algorithm requires modifications to the algorithms

and functions proposed in Section 5.4, and they are listed below:

• Set k ← 1 in Algorithm 5 at Line 6.

• Set B ← (logN − 2) in function 6 at Line 1.

• In function CONFLICTFRD, if k < 1, then the function exits.
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• Set k ← (2logN − 3) in function 8 at Line 2.

• Set B ← (logN − 2) in function 9 at Line 1

• In function CONFLICTREV, if k > (2logN − 3), then the function exits.

5.7 Simulation Results

The performance of the methods described are measured using three different

metrics: blocking probabilities, required path search and setup time. The vari-

able r for hybrid routing is set to 1, which means the hybrid method checks for

possible alternative paths in to stage 1 of the network. The results have been com-

pared with Random routing, Adaptive routing and with the looping algorithm.

Fig 5.7 shows the performance graphs for a full input occupancy network. The re-

sults show that hybrid and adaptive have similar blocking probabilities through-

out the observation window. The blocking probabilities shows little variation for

smaller values of N where hybrid routing has a slight edge over the adaptive

approach. Comparing these two methods with the Random routing shows that

both hybrid and adaptive outperforms Random routing for all values of N by a

large margin. So for full a occupancy network when probability of blocking is the

performance measuring tool, hybrid and adaptive give similar performance with

few exceptions, but overall they are always superior than Random routing.

Fig 5.8 and 5.9 show the performance of the three methods for 50% and 75%

input occupancies. These two graphs show a reduction in the blocking probabil-

ity as the number of active inputs is less compared to full occupancy network.

This opens more unoccupied routes inside the network resulting in less chance of

paths overlapping. The nature of the curve is almost identical to that in fig. 5.7.

As in the full occupancy scenario, Random routing has the highest loss probabil-

ities.

The required number of path searches is another performance analysis met-
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Figure 5.7: Performance of three different methods for full input occupancy.

Figure 5.8: 50% input occupancy graphs for three methods
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Figure 5.9: 75% input occupancy graph for three methods.

Figure 5.10: Path search graph for a full occupancy network.
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Figure 5.11: Path search graph for a 50% input occupancy network.

Figure 5.12: Path search graph for a 75% input occupancy network.
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ric. Only hybrid routing and adaptive have been considered in this analysis as

Random routing does not use alternative path searching in the case of internal

blocking. The path searching count is an important tool to measure algorithm

complexity as it is a measure of the time it takes to configure the network. To

continue with the results, Fig 5.10 shows the curves indicating the average re-

quired number of path searches for both methods for a full occupancy network.

Unlike the blocking probability curves, these two curves show huge differences

in path search count. For example for N = 512, adaptive routing requires almost

two times as many path searches as hybrid routing. Fig. 5.11 and 5.12, shows the

result for various proportional of active inputs.

Figure 5.13: Execution time for full occupancy network.

The execution time of the two methods is another important measure. Here

the execution time of looping algorithm is also taken into consideration. Fig. 5.13

shows the result when the two algorithms applied in a network with full input

occupancy. The figure suggests that for smaller networks (for example N = 64)

there is almost no observable difference in the two routing algorithms. But signif-

icant differences can be seen for larger networks. For example, when N = 1024

the time difference of more than 150 ms. Also the hybrid algorithm takes less
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Figure 5.14: Execution time for a 50% input occupancy network.

Figure 5.15: Execution time for a 75% input occupancy network.
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Figure 5.16: Probability of blocking for hybrid routing with k = 1 and k = 2.

time to execute for larger network than the looping algorithm. Fig. 5.14 and 5.15

show the execution time for 50% and 75% input occupied networks respectively.

According to these graphs there is also no visible timing difference between these

three methods, but for a large input count they show considerable timing differ-

ences.

Hybrid routing is modification in functions CONFLICTFRD and CONFLIC-

TREV to reduce the required path search. In function CONFLICTFRD the condi-

tion k < 0 is changed to k < 2, similarly in function CONFLICTREV condition

k > (2logN − 2) is changed to k > (2logN − 3). These two changes force the

algorithm to to check fewer alternative paths, as it has smaller networks to do

the checking than the original from where it started routing. Fig 5.16 shows the

outcome of these changes to the original one. The result shows increase in the

blocking probabilities. Because of the considerable difference between the block-

ing probabilities, further results (such as execution time, putting partial load to

the network) have not been considered for analysis with the proposed modifica-

tions.
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5.8 Time Complexity Analysis

In this section a detailed complexity analysis of the algorithm is carried out. Hy-

brid routing algorithm uses the looping algorithm and the adaptive algorithm

mentioned in Section 5.4. Main function of this algorithm is FORWARD(). Func-

tion FORWARD() controls the routing by making calls to other supporting func-

tions. In this analysis worst case situation for each function will be identified

first for both forward and reverse routing. For forward routing this algorithm

has three functions that determine the routing paths in forward direction. These

functions are:

• FORWARD(): Function FORWARD() in worst case can run (logN − 2) times

to go from stage 1 to stage (logN − 2).

• BITFRD(): From stage (logN − 1) to stage (2logN − 3) routing is carried out

by BITFRD() which runs for (logN − 1) time for each request. In case of a

conflict in BITFRD() part of the routing, Function BITFRD() exits by making

a call to function CONFLICTFRD().

• CONFLICTFRD(): In the worst case function CONFLICTFRD() runs for

(logN − 2) times, if no available path is found for the request, it is dropped.

Function CONFLICTFRD() exits by making a call to function FORWARD(),

which starts the routing with another request.

Now time complexity for individual functions will be determined. Conflict

free requests are routed using this algorithm as link in self routing method [60].

This is because the decision making is entirely dependent on the status of the

switching elements. A request ends up in a switching element at stage k in the

distributed part of the network takes decision depending on the status of that

switching elements. So no extra computation is required. It is obvious that in

the distributed part of the network, there will be no internal conflict, as there are

multiple paths available for a request. Conflicts will only occur at the bit control
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part, as there are multiple paths available to go to the requested output port, but

only one of them is conflict free. So when a conflict arises in the bit control part

functions CONFLICTFRD() determines the conflict free path. In a situation of

unavailability of path, the request is dropped by CONFLICTFRD().

CONFLICTFRD() function loops for (logN − 2) times in the worst case, hence

its time complexity is in O(logN) for each request, and if there is no alternative

path it drops the request and calls function FORWARD() to start routing with a

new request. If CONFLICTFRD() is successful in finding a new path, it sends

the value of the stage k along with the input number to function FORWARD().

FORWARD() routes the request upto stage (logN −2), then its bit controlled rout-

ing controlled by BITFRD(). BITFRD() itself runs for (logN − 1) times so its an

O(logN) function. Function FORWARD() loops for (logN − 2) time, as a result it

is an O(logN) function for individual request. So for forward routing this algo-

rithm has worst case time complexity of O(logN).

For reverse routing this algorithm has three functions:

• REVERSE(): Function REVERSE() in worst case can run (logN − 2) times to

go from stage (2logN − 3) to stage (logN − 1).

• BITREV(): From stage (logN) to stage 1 routing is carried out by BITREV()

which runs for (logN − 1) times for each request. In case of a conflict in

BITREV() part of the routing, Function BITREV() exits by making a call to

function CONFLICTFRD().

• CONFLICTREV(): CONFLICTREV(): In the worst case function CONFLIC-

TREV() runs for (logN − 2) times, if no available path is found for the re-

quest, it is dropped. Function CONFLICTREV() exits by making a call to

function FORWARD(), which starts the routing with another request.

The time complexity of reverse routing function can determined from their

worst case run time. For all the function in reverse routing time complexity is in
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O(logN). Hence overall time complexity for reverse routing is O(logN) for each

request. So overall time complexity of the algorithm for one request in the for-

ward direction and one in the reverse direction is O(logN) + O(logN) ≈ O(logN).

So for N active requests overall complexity of the algorithm is O(N logN).

This matches the best complexities in setting Beneš network using single pro-

cessor as described in Table 3.2. Reduction on the execution can be achieved by

processing independent operations of the algorithm in parallel. The algorithm

presented in this chapter rely on dependent decision making, hence making it

fully parallel is not possible. But it is possible to assign independent jobs to dif-

ferent processing units.

Once the looping algorithm phase is finished in the hybrid routing algorithm,

the algorithm works within two different subnetworks in the network. Routing in

these two subnetworks is independent of each other and decision making in one

subnetwork dose not affect the decision making in the other subnetwork. In the

adaptive part of hybrid routing, the algorithm searches for appropriate middle

stage switching element and then from middle stage its bit controlled routing.

Once a conflict arises in the subnetwork, the algorithm overcomes the conflict by

searching alternative middle stage switching elements. Instead of using only one

processor, two processors can be assigned for each sub network. One processor

determines the appropriate middle stage switching elements and the other one

can create the record for the switching element status in the network. As a result

four processors can be used to make the algorithm some what parallel. This will

reduce the execution time close to half of a serial routing.

5.9 Summary

This chapter studies the benefits of applying sub-optimal routing algorithms in a

symmetric rearrangeable network. The proposed method is unique in the sense

that it is a hybrid method for routing. Comparing the method with random rout-
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ing shows that proposed algorithm gives much better performance for any num-

ber of active inputs. Also the results of adaptive routing shows that it has similar

blocking probabilities to the hybrid routing, but it requires more path searches

and hence more time to setup the network. Results show that hybrid routing also

gives faster execution time that the looping algorithm. The proposed hybrid rout-

ing has the blocking probabilities associated with it, but this method of routing

is faster than other popular method. In the serial processing, proposed method

has a time complexity of O(N logN) , which is the minimum for Beneš networks

reported in the literature. The hybrid method is thus the best compromise among

all mentioned alternatives. The proposed method is not fully blocking free, but

it’s execution time makes it viable in application where the cost of determining

blocking-free paths is excessive. This is particularly import for SOC application

where the looping algorithm is still preferred as discussed in Section 3.7.

Major findings of this chapter are listed below:

• Unlike the requirement of full permutation availability of other methods

such as in methods [128, 135, 146, 150] this method can realized partial per-

mutations, i.e this method can realize O(m) ≤ O(N) requests. This is always

beneficial when all the inputs and outputs are not busy.

• When there is not internal conflict in the network, this method works in a

way similar to the self routing method.

• Even though to overcome internal conflict this method uses extended path

search, still overall time complexity matches best complexity reported in the

literature.

• With addition of four processor to route requests in two different sub net-

works, this can achieve faster performance than with a uni-processor sys-

tem. This method can give better performance than the parallel routing

algorithm proposed in [150]. In [150] a total of p processors are used, where
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p ≤ N
logN

, and achieves a time complexity of O(N logN) to set up the net-

work. So the method proposed in this chapter is as work efficient as the

work efficient algorithm proposed in [150], while require much less hard-

ware to implement.

• This method can be of particular importance in SOC applications. In SOC,

the looping algorithm or some form of looping algorithm are still in place.

According to the simulation results method proposed in this chapter has

much faster execution time, hence will be of particular interest in SOC ap-

plications. Also this method can be application in digital subscriber loop

applications as mentioned in Section 3.14.
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CHAPTER 6

MATRIX BASED ROUTING

ALGORITHM

I n this chapter, a new routing algorithm is presented for rearrangeably non-

blocking networks which can work for partial permutations and can give par-

allel time complexity that matches best known upper bound reported in the liter-

ature.

6.1 Introduction

Non blocking routing algorithms for rearrangeable networks give ideal perfor-

mance at the cost of computationally intense mathematical models, which take a

long time to calculate non blocking paths for each input. Section 5.2 contained

discussion of the routing complexities of the looping algorithm. It was shown in

that chapter that the looping algorithm suffers from poor scalability, because of

the recursive switching elements setup method it applies to setup paths.

Algorithm proposed by Çam and Fortes [148–150], claims to be work effi-

cient when it is implemented in a Parallel Random Access Machine (PRAM) ma-
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chine. PRAM is built with p (where p is very large) processors with each pro-

cessor having its own processor ID. All the processors are exposed to a single

common shared memory and communication is carried in a single instruction

stream, multiple data stream (SIMD) [194, 195] fashion. Each instruction stream

takes unit time in the PRAM structure regardless of the processor’s number and

each processor has a flag that indicates whether the processor is busy or idle. The

PRAM model is not a realistic model of available hardware. One of the biggest

drawbacks with PRAM is its constant memory access time, as this model suggests

p to be a large number, so in the physical implementation these processors will

occupy some physical space and the location of the memory access time cannot

be the same for all processors. Another issue is with the concurrent reads and

writes operation mentioned in PRAM model. With current memory structure,

there is a limit on the number of concurrent read and write, which also suggest

that it is not possible to perform read and write simultaneously by all the pro-

cessors. A third issue is that the shared memory has a capacity of O(N), where

N is the number of network inputs and outputs. If the memory is on a shared

bus, this will limit the speed of execution. If the memory is implemented with an

independent path from each processor to each memory element, the complexity

of the required interconnect equals that of the network to which the routing al-

gorithm is being applied. Since PRAM model is not practical, so the method of

routing in [150] is yet to prove itself to be work efficient.

Another important issue with most of the deterministic routing algorithms is

that they require full permutations to make routing decisions. If full permutation

is not available, inactive request pairs require dummy request so that the routing

algorithm can make decision. Algorithm proposed in [134, 135] introduced the

idea of partial permutations for Beneš networks. It has been reported in the lit-

erature that minimum parallel time complexity for any Beneš networks routing

algorithm is (log2N) as shown in Tabel 3.2. Using algorithms in [134, 135] it is

possible to minimize the time complexity to O(log2m + logN) for active requests
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m < N . Issues with this algorithm is that it is required to determine open and

close chains before making a blocking free routing decisions. Which increases the

calculation complexity of the overall method.

This chapter contains a description of a new and simpler solution for rear-

rangeable network routing. Simulation results of this method will be used to

compare its performance with that of the looping algorithm. This new method

will be able to make the routing decision in case of inactive pair of request with-

out the need for dummy request. Also a new proposal for routing in optical

domain will also be investigated which was not presented in methods proposed

in [134, 135, 148–150].

6.2 Conceptual Basis of the Algorithm

The state of the network will be represented below by set of matrices and a set

of sub-matrices. The networks under investigation have a recursive construc-

tion [68]. So the target is to formulate a method that can set the switching el-

ements in the outer stages without any blocking, to apply the same method to

the next outermost stages with appropriate modifications to the network size

and link numbering, etc, since the network can then be regarded as comprising

two subnetworks. The network state is recorded using a matrix representation,

where rows represent the input switching elements and columns represents out-

put switching elements. Subnetworks are represented by a matrix of lower di-

mension, applying this representation recursively to reach the inner most stages.

In developing a deterministic routing algorithm, its execution time is always

a major concern. The goal is an algorithm that gives better performance than

the looping algorithm. Developing the algorithm requires that the network is ab-

stracted as a mathematical model such as a matrix or graphical model. A graph-

ical model could use vertices to represent switching elements, while the edges

between the vertices represent the connecting links between switching elements.
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Alternatively network stages can be represented as a set of matrices, where each

matrix represents each stage and each cell of the matrices determines state of cor-

responding switching elements.The matrix model is more easily adapted to larger

networks, and so was chosen as the abstraction model for this algorithm. This

is so because graphical model can represent the connectivity between stages, it

can not tell us about the relevant routing decision unless some kind of labelling is

used. This model starts by populating the matrix cells corresponding to the input-

output requests with binary values (where a 0 represents the straight through

position and a 1 is the crossover position in actual implementation), starting by

setting the first available switching element to the straight through position. This

method gives rise to temporary blocking states in the sub-matrix, because of the

constraint that there can be only a single 1 in corresponding row and column,

same goes for a value of 0. This is due to the fact that blocking will occur in the

underlying network if any row or column of the sub-matrix contains more than

a single 0 or 1. This blocking is resolved by doing rearrangements of the cell val-

ues. The required reconfiguration cost when a blocking occurs is evaluated in

this chapter. Two rearrangement methods have been tried to optimized the re-

configuration cost ( as explained in Section 6.3.1 ). This chapter contains detailed

descriptions of the proposed algorithms along with simulation results.

6.2.1 Preliminaries

The notation used in this chapter is defined below:

Definition 6.2.1 (Sub-matrix) Stages k and (2logN −2−k) of the switching network

is represented by 2k sub-matrices, where 0 ≤ k ≤ (logN −2). Configuring the switching

element settings at each stage equivalent to putting the values 0 or 1 in the cells of the

sub-matrices. The value(s) at cell[i, j]k, where 0 ≤ i, j ≤ (N
2
−1), determines the routing

tag(s) for input(s) to the switching element,SE
b i
2
c

k,i , where 0 ≤ i ≤ (N − 1), in actual

underlaying hardware.
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Figure 6.1: Sub-matrices format for a 16 × 16 Beneš Network.

Fig 6.1 shows the sub-matrices for a 16 × 16 network. In the figure each row

represents input stage switching elements and each column represents output

switching elements. For example, at stage k = 0 a set of requests such as 4 →

7 and 5 → 10 would point to CELL[2, 3]0 and CELL[2, 5]0 respectively with values

that set the switching element. Values in these cells determines routing tags for

input to the switching elements, SE2
0,4 and SE2

0,5. Such a matrix is called Paull’s

matrix and details can be found in [100].

Definition 6.2.2 (Blocked Sub-matrix State ) Each row and column in every sub-

matrix must contain a single 0 and a single 1. Otherwise the sub-matrix is in a blocking

state. Since routing tags are generated from these sub-matrices, a blocking state inside a

sub-matrix will create a situation in the actual hardware where more than one input will

compte for a single link, and hence a blocking will occur inside the network.

In Fig. 6.2, CELL[6, 2] indicates a blocking state in the sub-matrix indicated

by ”*”. This is because CELL[6, 1] has a 1, as a result CELL[6, 2] can only have a
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Figure 6.2: One circuit with length 11, where gray boxes represents NULL value.

0. But in CELL[0, 2] there is a 0, which means in CELL [6, 2] either a 0 or a 1 puts

the sub-matrix into a blocking state. In the actual underlaying architecture this

demonstrates a situation where two inputs in a switching element have the same

routing tags. They are thus trying for the same link to reach to the next stage, and

forcing the network into a blocking state.

Definition 6.2.3 (Circuits) Circuits are used to identify the cells where cell values need

to be rearranged, and thus the switching elements settings need to be changed. The length

of a circuit is the total number of cells whose contents must be changed to perform the

rearrangement. If a candidate circuit has r cells in it then the length of the circuit is r.

Fig. 6.2 shows a blocking state by indicating the affected cells with the sign ”*”.

The arrows indicate the circuit that needs to be rearranged. The size of this circuit

(which in general may not be the smallest) is 11. So as to overcome the blocking in

the stage, changes need to made on these 11 cells following the arrows. In other

words, the cells indicated by the arrows have to alter their values either from 1

to 0 or from 0 to 1 as indicated by the ”*”.
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Definition 6.2.4 (Balanced State) Balanced state is the blocking free state of the net-

work. A binary matrix can be called balanced when it has N = 2logN rows, where each

column has an equal number of 1′s and 0′s and consecutive logN columns form binary

representation of the set {0, 1, . . . , N − 1}. These two different balanced matrices create a

balanced state in the network, which means no two requests are contending for the same

connecting link at the same time in the network, hence no blocking occurs. If Ci, where

0 ≤ i ≤ (logN − 2), are column vectors for the distributed part of the network, then for

a conflict free routing each Ci has to be balanced as well as the matrix created from the

concatenation of the C ′
is.

For example, let C0 and C1 be two binary column vectors as shown in fig. 6.3.

If C0 and C1 are individually balanced then concatenation of C0 and C1 must

be balance for routing tags to be conflict free [150]. This is because having an

unbalanced matrix will create a situation in the actual hardware where two inputs

in a switching element have the same routing tags. This means two inputs will

try to use the same output link, as a result create a blocking in the network. The

concept of neighbour ports as described in 5.1 can be used to explain the routing

tags in a balanced column. Two rows corresponding to two inputs in the same

switching element will have binary values that are the compliment of each other.

So if one input has a 1 in the relevant bit position of its routing tag, its neighbour

input port must have to have a value of 0 in the corresponding position to ensure

a conflict free routing in the network.

6.3 Symmetric Rearrangeable Networks Routing

This section describes the routing method proposed in this chapter.

6.3.1 Basic Routing Algorithm

Variables used throughout this algorithm as follows:
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Figure 6.3: (a) Balanced Columns. (b) Balanced Matrix.

• Tag[j, k] : A target cell at position [j, k] in a matrix that holds the routing tag

for input i. Where j = b i
2
c and k = bP (i)

2
c.

• B1 : Stores the sum of all the values in the cells of row j. Initially set to

NULL.

• B2 : Stores the sum of all the values in the cells of column k. Initially set to

NULL.

• (R′, C ′) : Variables store temporary row and column numbers.

6.3.2 Example

Let us consider N = 16 and a random permutation P(0:15) = ( 5 14 11 12 9 2 8 1 13 6 0

10 3 4 15 7 ). Since the switch size is 16 × 16, there is a single sub-matrix for stage

0 with a size of 8 × 8. For stage 1 there are two submatrices of size 4 × 4, stage 2
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Algorithm 11 : Algorithm Matrix
INPUT: Permutation P0:N−1

OUTPUT: Column matrix.
1: for k = 0 to 2logN − 2 do
2: for j = 0 to N

2
− 1 do

3: Tag[j, k] ←NULL
4: end for
5: end for
6: i ← 0
7: CALL ROUTING(i)

Function 12 : ROUTING(i)
1: Flag[j] ← NULL
2: Flag[k] ← NULL
3: if i > (N − 1) then
4: Exit
5: else
6: repeat
7: if Flag[j] = Flag[k] = NULL then
8: Tag [j, k] ← 0
9: Flag[j] = Flag[k] ← 0

10: end if
11: if Flag[j] = Flag[k] = 0 then
12: Tag [j, k] ← 1
13: Flag[j] = Flag[k] ← 1
14: end if
15: if Flag[j] = Flag[k] = 1 then
16: Tag [j, k] ← 0
17: Flag[j] = Flag[k] ← 0
18: end if
19: if Flag[j]

⊕
Flag[k] = 0 then

20: CONFLICT at Tag [j, k]
21: R′ ← j
22: C ′ ← k
23: Exit Loop
24: end if
25: i ← i + 1
26: Flag[j] = Flag[k] ← NULL
27: until (i > (N − 1))
28: end if
29: Flag[j] ← B1

30: Flag[k] ← B2

31: CALL CONFLICTROW(R′, C ′, B1, i) & CONFLICTCOLUMN
(R′, C ′, B2, i)
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has submatrices of size 2× 2, Fig 6.4 shows the sub-matrices and the execution of

the algorithm. According to the given permutation, input 0, which in underlying

hardware is, SE0
0,0, requests connecting path to output switching element, SE2

6,5

in actual hardware. To generate routing tag for this request, Set Tag[0, 2] ← 0 in

sub-matrix for stage 0, which means in actual implementation input 0 will exit

from out put 0 of switching element SE0
0 to go to the next stage, this sets SE0

0 in

straight through state. Similarly for input set Tag[0, 7] ← 1, as 0 or 1 can be used

only once in a row or column, and row 0 already has a 0. Continue this process till

a conflict aries at row 5 of the stage 0 sub-matrix. Row 5 corresponds to input 10

and 11 in the given permutation requesting output port 0 and 10 respectively. The

conflict aries as a result of having a 1 at Tag[5,0], and a 0 at Tag[1,5], which satis-

fies the condition B1

⊕
B2 = 0 in algorithm Matrix. In this conflicting state of the

sub-matrix, the algorithm goes through rearrangements of cell values forming a

circuit. Cells involved in the circuit are identified as Tag[5,0], Tag[3,0], Tag[3,4],

Tag[2,4] and Tag[2,1]. To resolve the conflict, cell values involved in the circuit

have been rearranged. After resolving the conflict, the algorithm starts with in-

put 12, and continue the process to generate a column matrix for stage 0 routing

tags for the given permutation.

At stage 1 this algorithm is applied in two sub-matrices that represent two

subnetworks and hence the generates the routing tag column matrix for stage 1.

Similarly algorithm Matrix is applied to 4 sub-matrices in generate in stage 2 and

routing tags column matrix is generated.

6.4 Simulation Results

This section gathers simulation results from various size of networks. This sec-

tion also discuss the reconfiguration cost of generating conflict free routing tags,

which is column matrix for each switching stages.
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Function 13 : CONFLICTROW(R′, C ′, B1, i)

1: Tag[R′, C ′] ← B1 (Complement of B1)
2: Flag[R′] ← B1

3: Find column k′ 6= C ′ at row R′ where Tag[R′, k′] = B1

4: Tag[R′, k′] = B1

5: Flag[C ′] ← B1

6: C ′ ← j′

7: Find row r′ 6= R′ at column C ′ where Tag[r′, C ′] = B1

8: Tag[r′, C ′] ← B1

9: Flag[R′] ← B1

10: R′ ← r′

11: Find row r′ 6= R′ for any other B1

12: if no other B1 then
13: i ← i + 1
14: ROUTING(i)
15: else
16: R′ ← r′

17: Goto 1
18: end if

Function 14 : CONFLICTCOLUMN (R′, C ′, B2, i)

1: Tag[R′, C ′] ← B2 (Complement of B2)
2: Flag[C ′] ← B2

3: Find row r′ 6= R′ at column C ′ where CELL[r′, C ′] = B2

4: Tag[r′, C ′] = B2

5: Flag[R′] ← B2

6: R′ ← r′

7: Find column k′ 6= C ′ at row R′ where CELL[R′, k′] = B2

8: Tag[R′, k′] ← B2

9: Flag[R′] ← B2

10: C ′ ← k′

11: Find column k′ 6= C ′ for any other B2

12: if no other B2 then
13: i ← i + 1
14: ROUTING(i)
15: else
16: C ′ ← k′

17: Goto 1
18: end if
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Figure 6.4: Sub-matrices status after execution of the algorithm.

6.4.1 The Routing Tag and Its Validity

This method allows a submatrix to have only one 0 and one 1 in each row and

each column. The method explained in Section 6.3.1 creates 2i sub-matrices at

each stage where 0 ≤ i ≤ (logN − 2). The values in the sub-matrices created

for stage i, 0 ≤ i ≤ (logN − 2), represents routing tags for the inputs to the

switching elements at that stage. Once a sub-matrix is populated with routing

tags for all the input-output requests it represents in a stage, these tags are used

to set up the switching elements in the stage of the underlying hardware without

any blocking. A sub-matrix is balanced when it has no conflicts, i.e there is no

duplication of values in the same row or column. Since the state inside a sub-

matrix is balanced, so the concatenated matrix having values taken from all the

sub-matrices and having (logN−2) columns and (N−1) rows will always create a

balanced matrix. In the concatenated matrix, column 0 corresponds to the values
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Figure 6.5: Balanced matrices.

taken from the sub-matrix for stage 0, column 1 from the stage 1 and so on. Each

row will have two values for two inputs of switching elements pointing to the

row number.The values at position (i, j), where 0 ≤ i ≤ (N − 1) and 0 ≤ j ≤

(logN − 2), correspond to the routing tag for input i at stage j.

6.4.2 Example

For a 16 × 16 network the proposed method is used to generate the routing tags

for randomly generated permutation . The generated permutation is P(0:15) =

( 1 9 2 5 15 10 7 8 13 0 6 3 11 12 4 14 ). Fig 6.5 shows three column vectors gen-
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Figure 6.6: Routing tags and status matrix for a given permutation

erated from sub-matrices between stage 0 and 2. The rows of vector C0 contain

the values used to set the switching elements at stage 0. Similarly, C1 and C2

dictate the settings of switching elements at stages 1 and 2 respectively. All the

column vectors are balanced. The matrix C is constructed by concatenating C0,

C1 and C2. Matrix C is also a balanced matrix. Each row of matrix C gives the

routing tags for the corresponding switching element input. A concatenation of

(logN −1) balanced vector will give rise to a N × (logN −1) balanced matrix. The

binary output matrix CO itself is a balanced matrix since it is one-to-one request

permutation. So C · CO = CT will create a balanced state in the network which is

the condition for a conflict free routing, even though the combined matrix is not

balanced. The sign · indicates a concatenation.

To further verify the correctness of the proposed method, for a random per-

mutation generated routing tags are tested using a tag validator. This validator

takes the generated routing tags and then it works in the reverse direction to gen-

erate the original permutation. First it generates the status matrix of the switching

elements in the switch after a conflict free routing. If the simulator is successful in

generating the status matrix, the next step is to generate the original permutation

129



Matrix Based Routing Algorithm

for the given routing tags. The generated status matrix is then used to generate

the original permutation. If the permutation matches the original permutation, it

proves the correctness of the proposed method. Fig 6.6 shows the routing tags,

the status matrix for these tags and the generated permutation which matches the

original permutation.

6.4.3 Reconfiguration Cost

The reconfiguration cost inside a sub-matrix to unblock a blocked state can be de-

fined as the required number of cell value rearrangements to make a sub-matrix

balanced in the event of a conflict. It is important to know the reconfiguration

cost for various sizes of networks. Using only row-first rearrangement process

may not always be able to select the smallest length circuit for rearrangement. To

investigate the circuit length for a column-first rearrangement also and compare

the result with row-first. If these two rearrangement processes provide two dif-

ferent length of the circuit, then the smallest one is selected for rearrangement.

A counter stores the required circuit lengths using CONFLICTROW and CON-

FLICTCOLUMN, and selects the smallest circuit where cell values need to be

altered.Simulations for networks of various sizes from N = 8 to N = 1024 have

been executed to determine the reconfiguration cost. Since the reconfiguration

cost is directly proportional to the request setup time, it is desirable to keep it

to as minimum as possible. Fig 6.7 shows the results of Algorithm 12 using the

two rearrangement process Algorithm 13 and Algorithm 14 after selecting the

smallest circuit for rearrangement.

The execution time is an important aspect of an algorithm’s performance. The

execution time of the proposed algorithm compared with that of the looping al-

gorithm in Fig. 6.8. The performance difference between the two methods is in

the range of fraction of milliseconds. For larger values of N , such as N = 1024,

the difference in their execution time is significant. This difference is due to the
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Figure 6.7: Reconfiguration cost.

Figure 6.8: Execution time for Looping and Matrix based algorithm.
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Figure 6.9: Reconfiguration cost per input for different sizes of network.

fact that the inner stages of the network are collections of smaller subnetworks,

and as a result the proposed method takes less time to generate routing tags for

the inner stages. On the other hand, in the looping algorithm decision making is

uniform and hence it takes longer to setup. Fig. 6.9 shows reconfiguration cost

per input for different sizes of network. It shows reconfiguration cost increases

approximately logogrammatically.

6.5 Complexity Analysis

This section studies the time complexities for both serial and parallel implemen-

tation of the algorithm.

Before going into the detail of complexity analysis, it is first required to show

that this method can work for partial permutations,i.e for request sets where not

all the input output pairs have active requests. To do so lets assume a permutation

P0:15 = (5 7 1 x 2 x 13 10 x 11 9 12 15 0 4 8), where x indicate the inactive requests.

Fig 6.5 shows the matrix status for stage 0 for the given partial permutation P . As

it can be seen that the only conflict occurs for request 15 → 8, and to resolve the

conflict it requires three cells to rearrange their binary values. This shows that the
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method can determine routing tags for partial permutation. This is an important

feature because most of the Beneš networks routing algorithms only work if all

inputs have an output request.

Figure 6.10: Matrix status for permutation P0:15 = (5 7 1 x 2 x 13 10 x 11 9 12 15 0 4 8)

To do the overall complexity analysis of the algorithm it is required to calcu-

late the complexity of each functions that are involved in the algorithm. Functions

that are involved in routing are:

• ROUTING(): This is the main function that controls the routing algorithm.

Routing runs for N times for each stage in the network for each N inputs.

• CONFLICTROW(): In a situation of conflicting row in a sub-matrix, this

function rearranges the value of the cells in a circuit. In worst case this

function needs to change N
2

cells for a conflict.

• CONFLICTCOLUMN(): In a situation of conflicting column, this function

changes N
2

cell values in worst case.

Determining the tag for each input in ROUTING() takes O(1) time so for N in-

put it is O(N) at every stage. Once there is any conflict in ROUTING(), execution

of the loop ends and it calls two functions CONFLICTROW() and CONFLICT-

COLUMN(). These two functions overcomes the conflict by selecting the smallest
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circuit. In a worse case situation minimum length of the circuit will be N
2

, hence

these functions will have a time complexity of O(logN). Function ROUTING()

runs for O(log N) stages of the network for each request. This gives an overall

time complexity of the algorithm in O(N logN).

Required execution time can be reduced if parallel implementation is applied.

To make the algorithm work in parallel, minor modification is required in the

algorithm proposed in Section 6.3.1. In Section 6.3.1 algorithm, each conflict is

resolved when they occur in the execution. This makes the algorithm inadequate

for full parallel implementation. So the proposed modification is to do the conflict

resolution after setting the switching elements in the stage and then rearrange the

setting of the conflicting switching elements. This is done by continuing popu-

lating the matrix representing each subnetwork with binary values avoiding col-

umn conflicts(even if this may cause row conflict). This modification eliminates

the need of frequent conflict resolution that may occur. Having N processing el-

ements this algorithm can set up switching elements in each stage with a time

complexity of O(1). As the length of the circuit is N
2

, and length of maximum

cell search will be N
2

. So to search the cells will take O(logN) time with searching

algorithm [196]. Depth of the network is in O(logN), hence overall complexity of

the algorithm will be O(log2N) in a completely connected parallel structure with

N processors. This is the minimum complexity for processing Beneš network

routing in parallel [133, 146, 197] using O(N) processing elements.

The proposed method can also work for m ≤ N requests. Hence for uni-

processor system the overall complexity will be O(mlogN) where m = ρN . I will

consider the case where m < N . This corresponds to a network with a large

number of idle inputs. The complexities of an efficient algorithm will scale in

proportional to m. Also for completely connected parallel machine, for m ac-

tive requests only m processors are needed rather than N . With only m active

requests in the network, maximum length of a circuit will be m
2

, hence m pro-

cessors are enough to break a circuit and rearrange the cell values in each stage.
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With m active requests in the network, maximum length of a circuit will be bm
2
c,

which gives a search time of O(logm). So with m active requests and completely

connected network with m processors parallel time complexity of the algorithm

is O(logN.logm), which is the minimum upper bound than any other algorithm

reported in the literature for unicast m active requests.

The method of rearranging cell values is similar to that of graph 2 coloring.

Each cell can be considered as a vertex and two neighbour vertices are one cell in

the same row and one cell in the same column. Edges connecting the vertices to

that vertex will have two different colore. This is similar to the routing algorithm

condition of having no duplicate binary values in the same row or column. As

the modified algorithm continues to populate matrix cell with binary(even with

possibilities of row conflict), at the end of the populating process, circuits are

identified. This process will take O(logN) time with a searching algorithm. Then

similar to the graph 2 coloring cells in the circuits are assigned binary values such

that it overcomes the conflict. Using a PRAM computer with N processors and

N nodes graph 2 coloring can be done in logN time [150, 198]. At each stage the

routing algorithm spend O(logN) time to find conflict free routing tags. So with

PRAM machine with N processors and O(logN) stages the proposed algorithm

can be executed in O(log2N) time to determine conflict free routing tags. Similar

arguments can be made for m < N active request pairs, and show that the time

complexity of the algorithm will be O(logm.logN).

O(log2m + logN) in [134] is the best reported complexity in the literature for

Beneš networks using partial permutations in parallel domain. The complexity of

the algorithm proposed in this chapter is less than that of the best case complexity

reported in [134] for a range of values of ρ. Let f(N) = O(logm.logN) and g(N) =

O(log2m + logN). Let’s find the value of ρ for which:
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f(N) = g(N)

⇔ logm.logN = (log2m + logN)

⇔ log(ρN).logN = (log2(ρN) + logN

⇔ b(a + b) = (a + b)2 + b [where a = logρ , b = logN ]

⇔ a2 + ab + b = 0 (6.1)

Eqn. 6.1 has roots:

a =
−b ±

√
b2 − 4b

2
(6.2)

Substituting for a and b in Eqn. 6.2, the crossover point for ρ:

ρ = 2
1
2
[(log2N−4logN)

1
2 −logN ] (6.3)

Determining dme and dlogme using Eqn. 6.3 gives the minimum value for

which the proposed algorithm in this chapter outperforms the algorithm in [134].

For large N , ρ approaches to 0.5.

6.6 Routing in Optical Domain

This section will overview the application of matrix based routing algorithm for

the switching in optical domain along with the time complexities of the algorithm

after the necessary modifications.

Routing in optical domain is much more critical than in electrical domain be-

cause of the noticeable crosstalk effect. Crosstalk occurs when two waveguides

transmits part of their signal power to one another. For example, lets assume

that one switching element is set to a cross state and two active inputs carnying
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signals A and B are in its upper and lower inputs respectively. In a crosstalk situ-

ation certain amount of signal power from A will be coupled to output of B and

output of A will have some signal power of B. When output signal is affected

by the crosstalks taken place in the switching element, it is termed as first order

crosstalk [199, 200], in this thesis the keyword crosstalk will indicate first order

crosstalk.

In order to overcome the crosstalk effect three approaches are in place, space

dilation, time dilation and wavelength dilation. In space dilation approach, concur-

rent switching of two different signals are avoided through a single switching

element [201–203]. In other words only one input is active in each switching ele-

ments in the network at a time. Which requires increase in the number of switch-

ing elements, in general this is done by adding multiple plane of the network.

In time dilation approach input permutation is divided into two half and one

half is routed at a time to avoid crosstalk [181, 204]. Clearly hardware complexi-

ties grows for space dilation and time complexity for time dilation approach. In

wavelength dilation, different wavelengths are used for active switching inputs

are wavelength converters are used in the switching elements [205]. In this chap-

ter, focus will be on the time dilation and space dilation approaches of routing.

Any permutation can be break into two separate permutation by using the

concept of semi permutation described in [121]. It has been shown in [123, 206]

that for an optical Beneš networks, each semi permutation can be realized in one

pass. Graph 2 coloring based approach for generating semi permutation has been

presented in [198]. In that approach it has been ensured that two signals entering

an output or exiting from an input switching element have different colors. Hence

signals with same colors forms a semi permutation. And using time dilation

approach each permutation is routed through the network, hence it takes two

pass to route a complete permutation using time dilation approach.

Using matrix based routing algorithm proposed in this chapter, semi permu-

tation can be generated for an N × N optical Beneš routing in time dilation ap-
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proach. It has been mentioned in Section 6.3.1, that there can not be any repeti-

tion of binary values in the same row or column when generation routing tags

for input output requests. This method works in stage by stage fashion, i.e after

generating routing tags for stage k, the algorithm goes on to generate tags for

stage k + 1 and so on. Also any conflict in the cell value is resolved using conflict

resolution method once initial value of the routing tags are put in to the matrix

cells. After the conflict resolution, each value in a matrix cell indicates routing

tags for input and output stage for an input output request. It has been shown

in Section 6.5 that with O(N) processors in completely connected parallel com-

puter it takes O(logN) time to generate routing tags for each stage. Two routing

tags at input or output stage switching element will be complement of each other

when there is no conflict in the stage. These two values can be consider as two

colors with the two requests entering or exiting to/from any switching element.

Once the matrix for each stage are configured, two binary values will be used to

generate the semi permutation. Requests having same binary value as routing

tag forms a semi permutation. So request with routing tag 0 will be one set of

semi permutation and another set comprises the requests having 1 as routing tag.

Fig 6.6 shows a matrix for stage 0 for permutation P0:7 = (0 7 3 5 1 4 2 6). From

the matrix two semi permutation will be P1 =
(

0 2 5 7
0 3 4 6

)
and P2 =

(
1 3 4 6
7 5 1 2

)
.

As it is shown in previous section that generating routing tags using matrix

based routing method takes (N logN) serial time and O(log2N) parallel time for

O(N) active inputs having O(logN) depth network with O(N) completely con-

nected processors, hence generating semi permutation for all the stages in the

network will have similar time complexities in both parallel and serial execution.

The matrix decomposition serves two purpose in routing, one it helps generating

the semi permutations and second it also provides the routing tags for each in-

put at each stage. Once the semi permutations are in place, using time dilation

approach, in two passes any N ! permutations can be routed in the network.

Using space dilation in Beneš networks any permutation can be realized in a
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Figure 6.11: Routing tag matrix for stage 0.

single pass by using multiple plans of the network. Lets assume two semi per-

mutations are P1 and P2, each of these two permutations are feed into two plans

of the space dilated Beneš network where crosstalk free routing is carried out.

These networks contain two copies of the same network, hence compromising

hardware complexities for saving execution time. The structure of the network

requires little modifications than regular Beneš networks. Outermost stages of

these networks have spelters and combiners. In the input stage a total of N 1 × 2

spelters are there to feed the input request at the appropriate plan of the network.

Similarly at output stage the network has a total of N 2 × 1 combiners that com-

bines the output coming from two plans. Having two separate plans for routing

allows crosstalk free routing in optical domain using semi permutation from the

partial permutation at each stage. Fig 6.6 shows a space dilated optical Beneš net-

work. The time complexity of the routing algorithm in optical domain remains

the same as in the electrical domain.
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Figure 6.12: Space dilated Optical Beneš network.

6.7 Networks with Large Switching Elements

This section investigates possible modifications to classic topology of symmetric

rearrangeable networks built with 2 × 2 switching elements, also such as suing

larger switching elements. The classic topology will be called as Topology A in

rest of this chapter.

6.7.1 Reducing Network Depth

Fig 3.3 shows a Topology A network of size N = 16. This network can be reduced

in depth by using 4 × 4 switching elements in each stage, to obtain a topology B

network. This reduces the total number of stages in the network without increas-

ing crosspoints count.

The depth of the networks for where logN is even can be reduced more than

others. Networks for which logN is odd, will be called Topology C networks.

Table 6.1 shows the network depth using Topologies A, B and C. In the table,

Topology B shows a considerable decrease in the network depth compared to
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Figure 6.13: A 16 × 16 symmetric network built with 4 × 4 switching elements

the other two topologies. In Topology B, where logN is even (such as N =

16, 64, 256 and 1024) network depth is reduced to less than half that of Topol-

ogy A. Fig. 6.13shows structure of a 16 × 16 symmetric rearrangeable network

using Topology B. The link patterns at stages 0 and 1 of Fig. 6.13 can be denoted

as i → b i
4
c+ 4i mod4, where i is the input number. Networks belonging to Topol-

ogy C, use two different link patterns. In the outermost stages, they have the

same link patterns as Topology A, and in other stages they use the link pattern of

Topology B.

The standard routing algorithms used for Topology A networks will not work

for Topologies B and C. This is because, switching elements larger than 2 × 2

can no longer be controlled by binary bits and require more complex decision

making. For Topology C networks, where the outer stages are built with 2 ×

2 switching elements and the inner stages are made of 4 × 4 elements, routing

through these network requires two different algorithms. One routes in 2 × 2

stages of switching and the other applies for stages built with 4 × 4 switching

elements. An alternative would be to use the looping algorithm, as the operating
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Table 6.1: Comparison of network depths.

N Topology A Topology B Topology C
8 5 x 3

16 7 3 x
32 9 x 5
64 11 5 x

128 13 x 7
256 15 7 x
512 17 x 9

1024 19 9 x

principle of the algorithm allows it to work for networks with multiple switch

sizes. An other alternative would be to use the algorithm proposed in Section 6.3,

which gives better performance for large Topology A networks than does to the

looping algorithm.

In the case of a heterogenous network, switching stages are built with different

sized switching elements and generally the middle stage should be built with

switching elements larger than in other stages. If the total number of inputs of

the network is N , then N can be given as N =
n∏

i=1

Pi, where {Pi} is the set of

prime factors of N and n is the total factors of N and Pi ≥ Pi−1. This network

can be built with a total of (2n − 1) stages, where stages i = 1 to n use Pi × Pi

switching elements, and where the switching elements sizes in stages (n− i) and

(n+ i) are the same for i = 1 to n−1. The number of switching elements per stage

is N
Pi

, in stages i and (2n − i), and each switching element has a crosspoint count

of P 2
i , 1 ≤ i ≤ n. Hence the overall crosspoint count per input for the network

can be given as 2
n−1∑
i=1

Pi + Pn.

Table 6.2 show an example of a network of size N = 120, built with heteroge-

nous switching elements. In the table it can be seen that smaller middle stage

switching elements(≤ 10) give the minimum crosspoint count. Longer switching

element sizes than 2 × 2 are considered below:
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Table 6.2: Crosspoint count for networks with heterogenous switching elements

factors, N = 120 crosspoints per input
2,2,2,3,5 2(3 × 2 + 3) + 5 = 23
2,3,4,5 2(2 + 3 + 4) + 5 = 23
4,5,6 2(4 + 5) + 6 = 24
8,15 2 × 8 + 15 = 31

2,5,12 2(2 + 5) + 12 = 26
10,12 2 × 10 + 12 = 32

2,2,5,6 2(2 + 2 + 5) + 6 = 24
2,2,3,10 2(2 + 2 + 3) + 10 = 24
2,2,2,15 2(2 + 2 + 5) + 15 = 27

3,5,8 2(3 + 5) + 8 = 24
2,5,12 2(2 + 5) + 12 = 26
2,3,20 2(2 + 3) + 20 = 30
2,2,30 2(2 + 2) + 30 = 38
2,60 2 × 2 + 60 = 64
3,40 2 × 3 + 40 = 46
5,24 2 × 5 + 24 = 34
4,30 2 × 4 + 30 = 38
6,20 2 × 6 + 20 = 32

6.8 Networks with 3 × 3 Switching Elements

This section considers networks that can be built using 3 × 3 switching elements.

Obviously binary control does not apply in these networks, nor can widely pop-

ular the looping algorithm. One reason for the looping algorithm not being ap-

plicable in these networks is that it works for only networks that have an even

number of middle switches. Networks built with 3 × 3 switching elements have

an odd number of switches in the middle stage and hence the looping algorithm

is not applicable. The routing algorithm proposed in Section 6.3.1 has been ex-

tended below so that it can work for such networks. Fig. 6.14 shows a 27×27 sym-

metric rearrangeable network built with five stages of 3 × 3 switching elements.

Networks build with 3 × 3 switching elements have a total of (2M − 1) stages

where M is the number of prime factors of N [73]. The overall crosspoint count

is then 3N(2M − 1).
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Figure 6.14: A 27 × 27 symmetric network build with 3 × 3 switching elements

These networks have two major advantages over networks built with 2 × 2

switching elements, one being that they have fewer stages and another that they

reduce the overall crosspoint count. Tables 6.3 and 6.4 show the number of cross-

points for networks built with 2 × 2 and 3 × 3 switching elements respectively.

In general the number of crosspoints required is reduced by a factor of approxi-

mately log2
logk

when a switch is built with k×k switching elements rather than 2×2.

This assumes that all switch inputs are used, i.e N = klogkN .

Table 6.3: Crosspoint for networks using 2 × 2 switching elements

N total stages overall crosspoints crosspoints per input
8 5 80 10

16 7 224 14
32 9 576 18
64 11 1408 22

128 13 3328 26
256 15 7680 30
512 17 17408 34

1024 19 38912 38

A 3× 3 switching element has more possible states than a 2× 2 element. It has

6 different active states where all the inputs are active, and one idle state which
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Table 6.4: Crosspoint count for networks for 3 × 3 switching elements

N total stages overall crosspoints crosspoints per input
9 3 81 9

27 5 405 15
81 7 1701 21

243 9 6561 27
729 11 24057 33

2187 13 85293 30
6561 15 295245 45

Figure 6.15: Different states of a 3 × 3 switching elements

means all the inputs are idle. There can be other active states in a switching ele-

ment when a fraction of its inputs are active and rest are idle. In this discussion

only switching element states with all inputs active and one idle state will be

taken into consideration. The control inputs can be denoted as (H, M, L) where

the letters indicate the upper,middle and lower output ports respectively.This

control inputs decides the connecting output port for the input port. Control in-

puts connect input to an output port following the rule in Eqn 6.4, where I0 I1, I2

are the input ports to a switching element and O0 O1, O2 are its output ports.

Fig. 6.15 shows various active states of a 3 × 3 switching element.

I0, I1, I2 =


O0, if control input H

O1, if control input M

O2, if control input L

(6.4)
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6.9 Routing Algorithm

The routing method of section 6.3 requires major modifications so as to adapt it

to networks using 3 × 3 switching elements. Network stages are represented by

a set of sub-matrices. Each row and column representing 3 inputs and outputs

respectively of the underlaying hardware. Each stage is represented by 3k matri-

ces, where k is the stage number and 0 ≤ k ≤ (M − 2). Each matrix is populated

using the control input values (H, M, L). These values must be chosen so that

there is no duplication of values in any row or column. This ensures nonblocking

routing in the actual hardware.

Since there are three choices rather than two in these networks, an order must

be specified to apply in populating the cells. Populating each cells of sub-matrix

is carried out below following the rule in Eqn 6.5

Tag[j, k] =



H, if{Row[j] ∪ Column[k] /∈ H}

M, if{Row[j] ∪ Column[k] /∈ M}

L, if{Row[j] ∪ Column[k] /∈ L}

Where j = bi/3c , k = bP (i)/3c and 0 ≤ i ≤ (N − 1)

(6.5)

In case of a conflict between two cell values between row[j] and column[k], the

algorithm rearranges some of the cell values to overcome the conflict. Two dif-

ferent cell value rearrangements have been carried out to determine the smallest

circuit length. Eqn 6.6 shows the rule for rearranging the values in the row and

Eqn 6.7 shows the rule for rearranging the values in the column first. In these

equations j = bi/3c and k = bP (i)/3c. Depending on the smallest number of

rearrangements cell values are changed. This process is similar to that detailed in

Algorithm 13 and Algorithm 14.
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Tag[j, k] = {x|x = Row[j] ∩ {H,M,L}} (6.6)

Tag[j, k] = {x|x = Column[k] ∩ {H,M,L}} (6.7)

To further illustrate the method assume that a permutation P0:26 = (0 3 17 24 26

6 13 10 7 20 2 15 16 22 14 12 23 25 18 21 5 8 19 9 11 4 1) is to be routed. Fig 6.16

shows the execution of the algorithm for this permutation. Cells with a (∗) sign

indicate rearrangements, where the initial cell values have been changed to re-

solve a conflict.

Figure 6.16: Execution of algorithm
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Figure 6.17: The Routing tags obtained for the permutation P0:26

6.10 Simulation Results

This section provides simulation results for various values of N , where the metric

used is reconfiguration cost.

Fig 6.17 shows the routing tags for the permutation used in Section 6.9. Fig. 6.18

shows the reconfiguration cost for the worst case rearrangement. Fig. 6.19 shows

the reconfiguration cost per input for various values of N . This figure shows a

gradual increase in the reconfiguration cost with increasing network size. The

reconfiguration cost is higher than a network built with 2×2 switching elements.

This illustrates the fact that finding conflict free routing paths for networks built

with large switching elements require complex decision making.

6.11 Summary

This chapter proposes a routing algorithm that can provide zero probability of

blocking in symmetric rearrangeable networks. A simple matrix decomposition
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Figure 6.18: Maximum reconfiguration cost for different sizes of network

Figure 6.19: Reconfiguration cost per input for different size of networks

is used to map the actual network into a mathematical format. Two different re-

arrangement methods have been proposed and simulated. The result shows con-

siderable reductions in the number of rearrangements. The method has almost

similar execution time to that of the looping algorithm for small networks but for

larger networks the proposed method has lower execution time than the looping

algorithm. Parallel version of the algorithm and it time complexities have been

described in detail. A proposal of using this method for optical domain switching

has been described.
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This chapter also discussed the issues of designing symmetric rearrangeable

networks built with large and heterogenous switching elements. It is shown that

networks built with 2 × 2 switching elements can be reduced in their depth by

substituting 4× 4 switching elements. Networks built with heterogenous switch-

ing elements show that a middle stage built with switching elements size ≤ 10

gives a lower crosspoint count per input than other alternatives. The analysis has

been limited to networks built with 2× 2, 3× 3 and 4× 4 switching elements. The

extension to switching element sizes of grater size is not worthwhile, under the

assumption that the implementation cost of an switching element is proportional

to the square of the number of inputs. More complex modules of switch cost may

justify the use of larger switching element sizes, although routing is much more

complex in such case. This can be seen from the execution time for networks built

with 3×3 switching elements. A network built with 3×3 switching elements gives

the network designer a choice between long execution time and smaller network

depth with limited hardware cost.

Major findings of this chapter are listed below:

• Proposed method dose not uses recursive method as in the looping algo-

rithm, which is the base for all available routing methods reported in the

literature [132, 137, 146, 150, 207].

• This method can work for partial permutation, in other words where some

of the input remain inactive. Without major modifications algorithms such

as the looping can not work for partial permutation and algorithm such

as [128, 135, 146, 150] can only work with full permutations.

• It has parallel time complexity that matches other parallel methods in Ta-

ble 3.2 for N active inputs. For partial permutations it has a time complex-

ity of O(logN.logm) in compared to O(log2m + logN) in [134]. Presented

method can be used to generate semi permutations and used in optical do-

main. With the offered time complexity, this method is of particular interest
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in large scale optical switch routing for today’s high performance commu-

nication networks.

• Minor modifications in the switching element setting scheme allows this

method to be applicable for network having odd number of middle stage

switching element and non binary decision making. Conventional routing

methods such the general looping algorithm or algorithms such as [128,

132, 137, 146, 150, 207]designed for networks built with 2 × 2 switching

elements can not work on these modified networks as decision making on

these methods are controlled by binary bits.

• In serial processing, proposed method gives theoretical time complexity for

N pair of request that is equal to all the other available routing method and

which is the minimum that can be achieved for Beneš network in any single

processor system. Simulation results also show that for large network it has

better execution time than the looping algorithm.

151



CHAPTER 7

CONCLUSION AND FUTURE

WORK

Switching technologies have changed much over time. Core switching net-

works and methods for routing through these networks play an important

role in current communication networks. A special class of communication net-

works has been considered in this thesis. These are called symmetric rearrange-

able networks. These networks are suggested for use in future communication

networks; especially in the optical domain, system on chip (SoC), network on

chip (NOC) and DSL applications.

7.1 Contributions

The overall contributions of this thesis are summarised below:

• A new design for implementing multistage symmetric repackable networks

of minimum cost;

• A new design of a hybrid routing algorithm for symmetric rearrangeable
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networks;

• A new algorithm for symmetric rearrangeable networks with zero proba-

bility of blocking routing;

• A new deign for symmetric rearrangeable networks built with large switch-

ing elements than 2 × 2.

It is not desirable to break the existing communication links in the process of

finding an alternative path for a blocked request. To address this issue, this thesis

proposed a repackable topology for rearrangeable networks. These repackable

networks will identify the target paths that need to be rearranged and will trans-

fer them to a bypass link before breaking their existing communication paths.

This thesis proposes the minimum bypass links, possible number of link required

to achieve a repackable network.

A hybrid routing algorithm has been proposed for symmetric rearrangeable

networks. The hybrid method uses the looping algorithm in the outermost part

of the network. In the inner part of the network, the routing decision is made log-

ically based on the status of the switching element the signal is passing through.

The execution time of this new method is superior to other popular methods.

Zero blocking probability cannot be achieved with this method, but the blocking

rate is much better for existing suboptimal other blocking algorithms. Mathemat-

ical time complexity shows that worst case time complexity of this algorithm is

bounded by the limit set in the literature.

Deterministic methods suffers from the drawbacks of poor scalability and

high execution time. In this thesis I proposed and implemented a new deter-

ministic routing method that makes the routing decision faster than the looping

algorithm for bigger networks, and gives similar performance to the looping al-

gorithm for smaller networks. This algorithm has also been extended for use in

networks built with bigger switching elements. This method can work for par-

tial permutations without the need for dummy requests. Time complexity of this
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method is bounded by the limit set in the literature for full permutation for both

serial and parallel processing domain. For partial permutation it has complexi-

ties better that other comparable methods. This method can also be used in the

optical domain with networks having planar topologies and uses semi permuta-

tions.

Symmetric rearrangeable network built with large switching elements have

also been considered in this research. It has been shown that networks built with

2 × 2 switching elements can be reduced in depth by using 4 × 4 switching el-

ements. This process does not affect overall crosspoint count. Symmetric rear-

rangeable networks built with 3 × 3 switching elements have been also studied

in this work. Since binary decision making is no longer valid for these networks,

with increase in the size of the switching elements decision making gets more

and more complex. This is due to the fact that with increase in inputs-outputs in

a switching element possible options of routing also increases. Hence takes more

time to make a valid decision.

7.2 Future Work

The research findings presented in this thesis may be extended in a number of

ways, some of which are discussed below. In the hybrid routing algorithm, a

possible extension is to support group addressing. This would make it viable

to generate a new permutation if a request is blocked. The new permutation

would assign the blocked port to a new output in the same group. Once a new

permutation has been identified another attempt can be made to route the new

permutation. Group addressing can be of relevant interest in systems where an

interconnect is used to share resources among processing elements. It will then

be possible to assign an unused resource to a processing element if no route to

the initially assigned resource is available. This would provide an improvement

in the overall blocking performance at the expense of an addition overhead. An-
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other modification can be to implement some of the hybrid routing steps in par-

allel. Obviously in that case major modifications in the path search process of

the algorithm would be required, to minimise the interactions between parallel

routing procedures.

Since decision making in networks with large switching elements is quite

complex, the use of suboptimal routing methods in these networks should be

studied. The hybrid algorithm proposed in this thesis can be applied in such net-

works. In the future, building a switch using large switching elements may cost

considerably less than the square-law model of switch cost indicates, and efficient

methods of routing for such networks will be required.

It would be an interesting challenge to apply the methods proposed in this

thesis to some real world networks. As it is outside the scope of this thesis, only

results from simulation have been presented in this thesis. The destination of

requests modelled in the thesis assumed on equal probability of selecting output

ports, but simulation based on, permutation patterns captured from real world

traffic would allow the network and its routing algorithm to be adapted to real

applications. Any prospect of some collaborative research where there is a chance

to apply these methods in real hardware would be of great interest.
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[149] Hasan Çam. Rearrangeability of (2n− 1)-stage shuffle-exchange networks.

SIAM Journal on Computing., 32(3):557–585, 2003.
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