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I n  the name of God, Most Gracious, Most Merciful 

@ GOD is the light of the heavens and the earth. The allegory of 

His light is that of a concave mirror behind a lamp that is placed 

inside a glass container. The glass container is like a bright, 

pearl-like star. The fuel thereof is supplied from a blessed oil- 

producing tree that is neither eastern, nor western. I t s  oil is 

almost self-radiating; needs no fire to ignite it. Light upon light. 

GOD guides to  His light whoever wills (to be guided). GOD thus 

cites the parables for the people. GOD is fully aware of all 

things. [35] 

Holy Quran, Chapter - 24, Light (Al-Nur), Verse 35. 
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Abstract 

Depending on the size and geometry, laser-microfabricated structures in transparent 

materials have applications in telecommunications, microfluidics, micro-sensors, data 

storage, glass cutting and decorative marking applications. The relations of Nd:YV04 

and C02 laser system parameter settings to the dimensions and morphology of 

microfabricated structures were examined in this work. Laser system parameters 

investigated included power, P, pulse repetition frequency, PRF, number of pulses, N, 

and scanning speed, U. Output dimensions measured included equivalent voxel 

diameter as well as microchannel width, depth and surface roughness. 

A 3D microfabrication system was developed using the Nd:YV04 laser (2.5 W, 1.064 

pm, 80 ns) to fabricate microstructures inside polycarbonate samples. Microstructure 

voxels ranged from 48 to 181 pm in diameter. Tight focusing was also achieved with 

this system using a microscope objective lens to produce smaller voxels ranging from 5 

to 10 pm in soda-lime glass, fused silica and sapphire samples. 

The C02 laser (1.5 kW, 10.6 pm, minimum pulse width of 26 ps) was used to fabricate 

microchannels in soda-lime glass samples. The cross-sectional shapes of the 

microchannels varied between v-shape grooves, u-shaped groves and superficial ablated 

regions. Microchannels dimensions also varied with widths ranging from 81 to 365 pm, 

depths ranging from 3 to 379 pm and surface roughness between 2 to 13 pm being 

produced depending on the process settings. The microchannel dimensions were studied 

in terms of the laser processing parameters using the response surface methodology 

(RSM) with the design of experiments technique (DOE). The collected results were used 

to study the effect of the process parameters on the volumetric and mass ablation rates. 

Moreover, a thermal mathematical model of the process was also developed in order to 

aid understanding of the process and to allow channel topology prediction a priory to 

actual fabrication. 
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Chapter 1 

Literature Review 



I .I Introduction 

LASER stands for Light Arnpl2Jication by Stimulated Emission of Radiation [ I ] .  Since 

their invention, lasers have gained a wide range of application in the engineering, 

biomedical, telecommunication and industrial fields [2, 3, 41. The first laser, a ruby 

Iaser, was reported in 1960 by T.H. Maiman [5] .  Four years after that, some 

publications appeared reporting laser-induced damage in transparent materials using 

ruby lasers. Some of the first publications were those of Guiliano and Chiao et. al. [6, 

71. However, Chiao et. al. reported that this phenomenon was first reported by M. 

~ercher*. These initial workers reported the generation of thin, long streaks of 

ionisations and damages due to focusing intense laser beams inside optical materials. 

Whereas, low intensity laser beams pass through transparent materials without causing 

any observable effects, at sufficiently high laser intensities absorption, refractive index 

changes, removal of the material from the surface, production of internal voids, melting, 

vaporisation and even violent shattering may be induced [8]. 

Micromachining or microfabrication can be most easily defined as a machining process 

which forms structures that can be measured on a micrometer scale. Microfabrication 

can be applied to metals and other materials as well as transparent materials. However, 

throughout this thesis, the use of the microfabrication term refers to transparent material 

unless otherwise is stated. The terms microfabrication and micromachining will be used 

interchangeably in this thesis as they imply the same effect. In recent years, the 

structural alterations produced in transparent materials by ultrashort laser pulses have 

been used for micromachining [9, 101. The availability of laser pulses with femtosecond 

duration allows materials to be subjected to higher laser intensities than ever before, 

opening the door to the study of lasedmaterial interactions in a new regime [l l] .  

Despite this long history, much still remains to be learned about the interaction of high- 

intensity laser pulses with transparent materials. 

Microfabrication is achieved by tightly focusing a laser beam on the surface or 

underneath the surface of a target material causing localised heating, melting and the 

subsequent ablation of the martial in the focal region [12-151. Due to the tight 

focusability of lasers, the scale of the induced damage is generally in the micrometer 

range. Internal focusing allows the fabrication (void forming) of micro-scale volume 

elements (voxels) inside the bulk of the transparent material [I 51 which may be used in 

applications such as novelty markings [16] and optical data storage [17, 181. The 

internal fabricated structures may also be continuous such as the fabrication of internal 

* M. Hercher, Journal of Optical Society of America, Vol. 54, pp. 563, 1964. 
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microchannels or waveguides [lo]. Since the microfabricated zone is either re-solidified 

material or void, it will have a refractive index different from the surrounding material. 

This r efractive inde x c hange is induc ed b y the deposition o f e nergy a t  that s pecific 

point. The fabricated structures are permanent due to the photo modification of the 

optical, mechanical and chemical properties at the focal point [15]. On the other hand, 

when the laser is focused on the surface, the micro-structurally altered zones are usually 

ablated zones. The ablated shapes may be controlled by scanning the laser beam or the 

sample to produce either continuous or isolated structures such a s  microchannels or 

pixellated coded images respectively [19,20]. 

1.2 Efficiency of lasers for microfabrication 

The unique properties of lasers are directivity, monochromaticity coherence and high 

power irradiances or intensities [21, 221. Moreover, Q-switched laser pulses be 

produced which have high power, energy or fluence peaks [I]. Q-switching is achieved 

by storing the energy during the population inversion (pumping) of the lasing material's 

atoms until it reaches a certain level and then releasing it very quickly. The generation 

of these pulses using different methods was illustrated by a number of workers [I, 231. 

Q-switched or pulsed laser beam is more efficient for ablation due to the high energies 

that can be delivered in the short pulse durations [24]. This leads to precise and confined 

energy deposition in the focal region. Furthermore, transparent materials can only be 

efficiently ablated using pulsed laser beams because they produce high peak intensities 

within short time durations [24]. Many microfabrication or micromachining applications 

in scientific research and industry have been developed around lasers in the last few 

decades. Laser systems used for machining include C02, Nd:YV04, Nd:YAG, (ArF) 

excirner lasers and Ti:sapphire 119,25281. 

The name and objective of microfabrication implies the necessity of using a machining 

tool that is smaller or at least comparable to the desired structures' scale. To accomplish 

that, two of the most significant laser beam attributes are the wavelength and pulse 

duration are controlled as they both contribute to ablation scale and precision [15, 291. 

Focusability is a direct function of the laser emission wavelength [26]. In this field, the 

lasers used have wavelengths that range between few hundreds of nanometres such as 

(ArF) excimer laser 193 nm or the third (355 nrn) and fourth (266 nm) harmonics of 

Nd:YV04 or Nd:YAG lasers (1064 nm) [25, 30, 311. Lasers with wavelengths of a few 

micrometers such as C02 lasers 10.6 pm are also used for microfabrication [19, 321. 

Proper focusing of laser beams can lead to an effective focal spot size that is 



comparable to the emission wavelength [15]. If tight focusing is employed via high NA 

objectives lenses, then the focal spot can be downsized to fractions of t  he emission 

wavelength [15, 331. The latter fact means that spot sizes of submicron or micron sizes 

can be achieved, which contributes to precision machining. Another important factor is 

the laser pulse duration. 

The development of ultra-short pulse duration lasers has also contributed to the 

enhanced machining precision [29]. In this case, the absorption or diffusion timescales 

over which the thermal energy is deposited or transferred to the target materials are very 

small, resulting in confined and localised ablation with minimal or no he at affected 

zones 134, 351. The short pulse duration advantage may be enhanced by having a laser 

system that can deliver the pulses at a high repetition rate, which can ensure a uniform 

heat deposition and reduce the amount of microcracking [29]. There are other properties 

of laser beams that make them very efficient for microfabrication. These are discussed 

below: 

- Absorption properties of transparent materials: Transparent or dielectric materials 

absorb laser emission in nonlinear processes [ l l ] .  These nonlinear absorption 

mechanisms rely on the promotion or growth of free electrons in the focal region [36]. 

A high intensity pulsed laser beam can provide a high intensity of photons that can be 

non-linearly absorbed by the transparent material leading to its breakdown and 

consequent ablation [3 71. 

- Internal focusing: The breakdown threshold intensity or fluence is distributed within 

a small confined volume from the focal spot [18]. This means that if the laser beam is 

focused inside a material that is transparent to the emission wavelength then the 

breakdown can take place in the bulk of the material without affecting the surface 

[381. 

- Universal machining: Virtually any transparent material can be processed by laser 

irradiation and requires 1 ess sophisticated equipment compared to other techniques 

such as photolithography, ion-implantation or chemical etching techniques [9, 39-41]. 

Photolithographic processes are sophisticated and require photosensitive materials that 

are sensitive to certain wavelengths and usually require extra steps to obtain the 

required structure [9, 421. I n  UV photosensitive micromachining, for e xarnple, the 

transparent material has to be sensitive to UV radiation [9,40,42,43]. In this manner, 

lasers offer a cheaper and faster alternative for microfabrication applications [2]. 



- Direct writing: Laser microfabrication of transparent materials does not usually 

require further steps to produce the structures. This makes the process faster and 

cheaper compared to other techniques that require chemical etching for instance [2, 5, 

44, 451. 

- Absence of physical contact: Laser microfabrication does not involve physical 

contact b etween the t ool and the m aterial. T his 1 eads t o m ore p recise and c leaner 

machining without mechanical forces between the sample and tool that can cause 

residual stresses, related post machining defects and eliminates tool wear as in 

traditional machining [26,29,46,47]. 

- Dimensional accuracy: Using computers or microprocessors to control lasers has 

lead to a high accuracy of heat deposition into the target material [29,45,48]. 

- Intricate structures: Scanning the laser beam in the material enables the fabrication 

of intricate structures in 2D or 3D. These structures can be fabricated on the surface or 

in bulk samples [3,29]. 

Microfabrication takes place when the laser irradiation causes the material to heat up, 

melt and vaporise or break down. There are several mechanisms which are likely to play 

a role in this process. These include the processing parameters, focusing, material 

properties and doping [39]. The study of laser-induced breakdown phenomenon in 

transparent materials is of particular importance to understanding the mechanisms 

taking place when transparent materials are to be micromachined. It is also important to 

know the scales of the laser beam intensities or parameters that will induce breakdown. 

Interestingly, high power lasers can be self destructive because crystals, mirrors, and 

other optical components show degradation when exposed to high laser irradiances over 

time [37, 491. This fact is of practical design and economic importance to both laser 

manufacturers and users. The following discussion tackles the mechanisms leading to 

breakdown inside section 1.3 or on the surface section 1.4 of transparent materials. 

1.3 Breakdown mechanisms for internal microfabrication 

Laser-induced breakdown can be defined as the generation of a practically totally 

ionised gas and excited electrons (plasma). This plasma can be observed as a glow or a 

flash or a bright spark in the focal region 16, 8, 361. The laser energy absorbed by the 

excited electrons can be released in radiative and nonradiative fashions [36, 501. For 

that emitted in a nonradiative fashion, the energy can be stored in the bulk material as 

thermal energy, which gives rise to a sharp temperature increase within the breakdown 



region. Previous research has shown average measured plasma temperatures in the 

range 5,000 to 20,000 "C, which is enough to cause damage in most dielectric materials 

[26, 49, 511. The extent of the damage varied from tiny pits and bubbles to large 

fractures 16,521. 

There are various explanations of the laser-induced breakdown mechanisms in 

transparent materials [49]. A number of the breakdown mechanisms illustrated by 

Ready were hypersonic waves, intraband absorption, absorption at defects, high 

temperatures-microplasmas, superposition of stress waves, avalanche and multiphoton 

absorption [37, 491. However, the most commonly quoted dielectric materials 

breakdown mechanisms in the literature are avalanche ionisation, multiphoton 

ionisation, or the combination of both [11, 26, 37, 531. These absorption mechanisms 

are based on the generation and growth of free electrons. Dielectric materials absorb 

energy via mechanisms that are different from those for metals or conductors [5 11. This 

is because, in dielectrics, there are no mobile electrons in the conduction band and it is 

separated from the valence band by a band gap, see appendix A for a brief summary of 

the band theory of solids [54]. The energy deposited by these mechanisms promotes 

electrons from the valence band to the conduction band and consequently induces 

breakdown and material damage in the dielectric material [26]. The following 

subsections summarise the principles of avalanche and multiphoton ionisation. 

I .3.1 Avalanche ionisation 

This mechanism is also called cascade or impact ionisation [51, 551. Avalanche 

ionisation involves absorption of laser radiation by electrons when they collide with 

neutrons [36]. An electron already in the conduction band of the material linearly 

absorbs several laser photons sequentially, moving to higher energy states in the 

conduction band. In order to conserve both energy and momentum, the electron must 

transfer momentum by absorbing or emitting a phonon when it absorbs a laser photon. 

To cause ionisation, the minimum required electron energy is expressed by nhf 2 E,  , 

where n is the smallest number of photons which satisfies the relation, h is Planck's 

constant, f is the frequency corresponding to the laser emission wavelength and E, is the 

band gap energy [22, 361 After the sequential absorption of n photons, if the electron's 

energy exceeds the conduction band minimum by more than the band gap energy, then 

the electron can collisionally ionise another electron from the valence band [ l l ] .  The 

impact or cascade ionisation can be expressed through the following reaction 

e- +M-2e- +M' (1.1) 
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where, e- is the electron and M is a neutral molecule or atom. The reaction expressed in 

equation 1.1 will lead to cascade breakdown and the electron concentration will increase 

exponentially with time [36]. Avalanche ionisation therefore requires two necessary 

conditions, namely 

(1) That there exists an initial conduction band electron in the focal volume, and 

(2) That the electrons acquire energy greater than the band gap of the dielectric solid. 

As mentioned earlier, avalanche ionisation requires some "seed" electrons in the 

conduction band of the material [8, 37, 491. These initial electrons are provided either 

by thermally excited carriers or easily ionised impurity or defect states [ l l ,  381. These 

impurities or defect states have electrons in the conduction band or smaller band gap 

energies than the dielectric material itself [36]. These impurities may become ionised at 

low laser intensities. For example glasses, as dielectric transparent materials, contain Al, 

Ca, Mg and Na molecules, which will provide seed electrons upon partial ionisation 

[361. 

I .3.2 Multiphoton ionisation 

Photoionisation (PI) refers to direct excitation of an electron by the laser field. A single 

photon of visible light does not have enough energy to excite an electron in a 

transparent material from the valence to the conduction band. Hence, multiple photons 

are required to excite the electron [37]. Depending on the laser frequency and intensity, 

there are two different regimes of photoionisation, namely, multiphoton ionisation 

(MPI) regime and tunnelling ionisation regime [ l  11. Multiphoton ionisation takes place 

at high laser frequencies but still below that required for single photon absorption [ l l ] .  

MPI involves a nonlinear ionisation that occurs due to the simultaneous absorption of 

several photons by an atom or molecule [ l l ,  361. This simultaneous absorption is 

different from the sequential absorption in avalanche ionisation. MPI is described by the 

following reaction 

nhf + M h e - + M +  (1 -2) 

For the electron in equation 1.2 to be promoted from the valence to the conduction band 

by this simultaneous multiphoton absorption, it must absorb enough photons so that the 

number of photons absorbed, n, times the photon energy, hf; is equal to or greater than 

the band gap E, of the material as is necessary for avalanche ionisation [ l l ,  361. 



Multiphoton ionisation can directly photoexcite carriers that can provide seed electrons 

for avalanche ionisation [ l  11 . 

To summarise, breakdown occurs when the mechanisms described above deposit 

sufficient energy into transparent materials. High temperatures and pressures result and 

hence the material is ejected from the focal volume leaving permanent damage or a void 

surrounded by denser material [52]. The absorption can take place via avalanche, 

multiphoton ionisation or the mixture or both. Avalanche ionisation takes place when an 

electron already in the conduction band, as shown in figure 1.1 (b), absorbs photons 

linearly. Linear absorption is possible in this case since the electron is no longer 

hindered by the band gap [38]. When such an electron absorbs sufficient energy 

nhf 2 E,, where n is the number of photons absorbed sequentially, it can then use the 

excess energy to ionise another electron via direct collision, also known as impact 

ionisation, see figure 1.1 (c) [l 1 , 561. The resulting two electrons in the conduction band 

can then continue the process of linear absorption and impact ionisation to achieve an 

exponential growth of free electrons. The seed electrons for avalanche ionisation can 

also be provided by multiphoton ionisation at sufficiently high laser intensities. The 

electron in figure 1.1 (a) simultaneously absorbs the energy from five photons to 

overcome the band gap. Once an electron is promoted to the conduction band, it serves 

as a seed electron to the avalanche ionisation [38,56]. 

- 

multiphoton 
absorption absorption 

(a) (b) (c) 

Figure 1.1 : Schematic of breakdown mechanisms, (a) multiphoton absorption, (b) free 

carrier absorption and (c) impact ionisation, adapted from [56]. 

So far, the processes were explained in terms of the laser emission frequency 

(corresponding to laser wavelength and photon energy), the material band gap, and the 

impurities in the material. These parameters will decide which process is most likely to 



take place. The laser pulse width has a significant effect on the dominant breakdown 

mechanism as well, which is explained in the following sections. 

1.3.3 Damage mechanisms - nanosecond to picosecond pulses 

For pulse durations longer than a few tens of picoseconds, energy is transferred from the 

laser-excited electrons to the lattice within the time scale of the pulse duration. This 

energy is carried out of the focal volume by thermal diffusion. Damage occurs when the 

temperature of the material in the irradiated region becomes high enough for the 

material to melt or fracture [28, 571. Energy is deposited into the material by the laser 

pulse and is transported out of the irradiated region by thermal diffusion, thus it is the 

relative rate o f energy deposition and thermal diffusion that de termines the damage 

threshold [1 1,401. 

For damage caused by pulses longer than a few tens of picoseconds, the source of the 

initial conduction-band electrons that seed the avalanche ionisation is very important [8, 

53, 571. Avalanche ionisation is very efficient for such pulses because the long pulse 

duration allows more time for exponential growth of the electron density. As avalanche 

ionisation is so efficient, the laser intensity required to produce damage is not high 

enough to directly photoionise electrons [40], so either thermally excited electrons or 

impurity and defect states provide the initial seed electrons for the avalanche [8, 571. A 

high concentration of easily ionised impurity electrons lowers the threshold for optical 

damage compared to that of the pure material, making determination of the intrinsic 

breakdown threshold difficult [36, 37, 571. The dependence of the breakdown threshold 

on the presence of impurity electrons in the conduction band also makes the threshold 

for optical breakdown and damage more probabilistic or non-deterministic [8, 40, 531. 

Typical impurity generated concentrations of free electrons in the conduction band of a 

transparent solid are about lo8 cm" [ l l ] .  A laser beam that has a wavelength of 1.064 

pm and focused to a 10 pm diameter spot inside the material has a Rayleigh range, 

effective depth of focus, of about *74 pm. Further details on the Rayleigh range 

calculations are presented in section 2.2.5. A typical cylindrical focal volume may be 

assumed and calculated as about cm3. On average there is therefore about one 

impurity electron in the conduction band of the focal volume [I I]. As the seed electrons 

are so critical for the breakdown process with long pulses, small fluctuations in the 

number of seed electrons in the focal volume strongly affects the breakdown process. 

For a constant laser energy that is near the threshold, some laser shots produce damage 

while others do not, depending on how many seed electrons are in the focal volume of 



each laser shot [ l l ] .  Bass et. al. suggested that breakdown of transparent materials due 

to avalanche ionisation is a probabilistic nature and modelled the process statistically 

1581. 

I .3.4 Damage mechanisms - sub-picosecond pulses 

For pulses shorter than a few picoseconds, the mechanism for optical damage is simpler 

than for longer laser pulses. Absorption occurs on a time scale that is short compared to 

the time scale for energy transfer to the lattice, decoupling the absorption and lattice 

heating processes [57]. Electrons in the conduction band are heated by the laser pulse 

much faster than they can cool by phonon emission. The electron density grows through 

avalanche ionisation until the plasma frequency approaches the frequency of the 

incident laser radiation (the critical plasma density) [57]. This high density plasma 

strongly absorbs laser energy by free-carrier absorption. Only after the laser pulse is 

gone is energy transferred from the electrons to the lattice. This shock-like deposition of 

energy, on a time scale much shorter than the thermal diffusion time, leads to ablation 

of material on the surface or permanent structural change in the bulk. 

For sub-picosecond laser pulses, PI or MPI plays an important role in the generation of 

conduction band electrons. PI or MPI by the leading edge of the laser pulse provides the 

seed electrons for avalanche ionisation during the rest of the pulse [40, 571. This self- 

seeded avalanche makes short-pulse breakdown less dependent on defects in the 

material than long-pulse breakdown and therefore the threshold for short-pulse damage 

is deterministic [28]. For very short laser pulses, PI or MPI can dominate avalanche 

ionisation and produce a sufficient plasma density to cause damage by itself [ l l ,  571. 

Damage produced by pulses in the femtosecond range is far more regular from shot to 

shot and more confined than with longer pulses [39]. As short pulses require less energy 

than longer pulses to reach the intensity necessary to produce optical breakdown, they 

deposit less energy in the material. Less energy deposition leads to more precise 

ablation or bulk material modification. The deterministic breakdown, damage near 

threshold and controllable material alteration make femtosecond lasers an ideal tool for 

micromachining [28,40]. 

Both avalanche ionisation and MPI require high laser irradiances, usually in excess of 

lo8 w/cm2 18, 591. However, breakdown of solids has been observed at irradiances as 

low as lo6 w/cm2 [36]. If the solid is transparent to the laser radiation, an apparently 

low breakdown irradiance may be due to a nonlinear phenomenon called self-focusing 

that causes the beam, above a given threshold laser power, to come to a tighter focus 



than o ne would e xpect from the 1 aws o f o ptics us ing the inde x o f r efiaction o f t he 

medium [8, 36, 491. Self focusing is a reduction of the laser beam diameter below the 

value predicted from the optical properties of the unirradiated material. It can result 

from any process that leads to an increase in the refractive index with increasing the 

laser intensity and/or material temperature. As a result, the damage will take place at 

lower laser intensities due to the substantial concentration of light. Moreover, the 

damage threshold intensities will vary with the thickness of the material in the 

propagation direction [8]. 

1.4 Surface breakdown mechanisms 

Surface breakdown mechanisms' nature and thresholds differ slightly from those 

described earlier for internal breakdown. When a high power laser pulse is focused on 

the surface of a target material, the laser intensity in the focal spot can lead to rapid 

local heating, intense evaporation and degradation of the material. If the laser intensity 

is high enough to cause ablation, then the ablated material compresses the surrounding 

gas and leads to the formation of a shock wave [36, 501. For long pulses, the incident 

laser then interacts with the partially ionised material vapour and the condensed material 

clusters embedded therein, which both affect the efficiency and quality of the ablation 

[50]. Similarly as for the case of internal microfabrication, the interaction between a 

laser beam and the target is a complicated process and is dependant on many 

characteristics of both the laser beam and the material [37, 491. Numerous factors affect 

ablation, including the laser pulse properties, such as pulse width, spatial and temporal 

fluctuations of the pulse, and power fluctuations [50, 601. The mechanical, physical and 

chemical properties of the sample also influence the ablation process [47,49, 501. As in 

the case of internal breakdown, there is also in this case, a debate on the responsible 

breakdown mechanisms and they have been addressed by many researchers in the field 

[37,49, 501. When the laser pulse duration is in the order of microseconds or longer and 

the intensity is less than approximately lo6 w/cm2, vaporisation is likely the dominant 

process influencing the material removal fiom the target [50]. As surface processing of 

glass is presented in this thesis using a C02 laser, the following discussion will 

concentrate on the reported interaction between glasses and the emission wavelength of 

C02 laser (10.6 ym). 

Kozhukharov et. al. [61] reported that in the IR spectral region, the light absorption by 

glasses is increased due to the oscillating modes of the glass network [61]. The laser 



beam is first absorbed by the glass network then the light is transformed into heat 

energy. The surface of the glass is heated by thermal conduction until it reaches the 

softening point, melts and then evaporates. The authors add that this phenomenon 

happens in a short duration of time (150 - 180 ns) and because the thermal conductivity 

of glasses is low, the ablated zones are confined and localised [61]. Buerhop et. al. also 

stated that the Si-0 bonds in glasses have a potential ionisation energy of 4.6 eV which 

cannot be broken by the photon energy of a C02 laser (approximately 0.1 eV) [47]. 

However, glasses absorb strongly at this wavelength due to the vibrational modes of the 

Si-0 bonds [47, 621. These vibrational mode according to Buerhop et. al, are converted 

to thermal energy by excitation of the lattice vibrations [47]. Siiman et. al. reported that 

soda-lime glass for, example, which serves as a base matrix for more complex glasses, 

has a high concentration of impurities, e.g. Fe3+ [63]. These impurities shift the 

ionisation potential of glasses to lower photon energies (i.e. higher wavelengths) [63]. 

Other authors that worked on glasses found that laser-glass interactions were often 

enhanced by the presence of defects that absorb strongly at the laser wavelength [la,  

581. To the last statement, they recommended that the deliberate introduction of defects 

by mechanical treatments, energetic particles or radiation to obtain stronger or more 

reproducible laser interactions [18, 581. Evidently, the effects of defects, impurities or 

the constituents of glasses other than Si20 cannot be avoided as will be explained in the 

following theory. 

Radziemski et. al. stated that in the case of transparent material breakdown, MPI is only 

important at short wavelengths (1 < lpm) due to the photon energies associated with 

these wavelengths [36]. This result of Radziemski et. al. agrees with these fiom other 

workers [la, 631. Furthermore, MPI is a more dominant mechanism of the laser-induced 

damage only for photon energies greater than one-half of the bandgap energy [53]. The 

simultaneous absorption of 100 photons from a C02 laser (hv = 0.1 eV) would be 

required to ionise most gases and this is highly improbable [36]. Similarly, ionisation 

and breakdown of most dielectric materials would require about half of that amount of 

photons. The problem with initial electrons becomes more significant at longer 

wavelengths as MPI can not provide any electrons for the avalanche ionisation to take 

place. Experiments conducted in air using 10.6 pm COz lasers revealed that air 

breakdown was probably initiated by aerosols. At such long wavelengths, if the target 

material is a transparent solid that is absorbing or has microscopic absorption sites in the 

surface, a mechanism other than MPI and avalanche ionisation is likely to take place 

[361 



Absorption o f 1 aser r adiation a t  impurity s ites c auses it s v aporisation t hus dr iving a 

shock into the surrounding air. Absorption of laser radiation by electrons in the vapour 

or behind the shock leads to heating of the vapour or shocked air. This leads to a 

thermal generation of more electrons and concurrently to a higher absorption rate. This 

process is called thermal runaway. As mentioned earlier, the partial ionisation of Na, 

Ca, Mg and A1 that are constituents of many glasses creates enough electrons in the 

vapour that a thermal runaway may occur [36]. 

The combination of the heat absorption and conduction due to the lattice vibrational 

modes and this latter mechanism of thermal runaway are considered in this study as they 

describe the process in depth and from physical perspectives that are comparable to the 

photoionisation theories explained earlier for bulk damage. Furthermore, this 

explanation involves the laser-induced plasma effects which could not be neglected in 

this study. 

In summary, laser-induced breakdown thresholds on the surface of glass are 

substantially lower than those for the bulk breakdown [8, 49, 501. This is mainly due to 

multiple reflections of the laser beam at absorptive defects, inclusions, imperfection, 

scratches, cracks or pores in the surface [8, 591. MPI is very unlikely to take place at 

large wavelengths such as that of C02 lasers. Breakdown in this range rather depends on 

partial ionisation of alkaline oxides and vibrational modes in the glass network that 

create enough electrons to induce a thermal runaway [36,61]. 

I .4.1 Laser-induced plasma and shockwave 

Plasma is initiated at the target's surface, whose temperature can exceed lo4 K, during 

the ablative interaction [50]. The breakdown temperatures in the case of C02 laser have 

been found to be lower than their low wavelength counterpart lasers [50]. Wood et. al. 

reported that the plasma generated on the surface of optical materials in air or the 

surrounding gas protects the sample by absorbing the incident laser power [8]. Based on 

the incident laser intensity, three different schemes of laser absorption waves are 

induced on the surface of the target material [36, 501. The three schemes are: 

1- Laser supported combustion waves (LSC) 

2- Laser supported detonation waves (LSD) 

3- Laser supported radiation waves (LSR) 

The differences between these schemes originate from the different mechanisms that 

lead to the propagation of the waves' absorbing fronts into the cool transparent 



atmosphere [36]. The general configuration of the absorption wave is shown in figure 

1.2. The shock and absorption region waves are shown propagating away from the 

target surface, whereas the plasma behind the wave is expanding radially [36, 501. 

Based on the intensity range used in the experimental work presented later in this thesis, 

the induced laser absorption wave is of the first type, namely LSC. The characteristic 

details of the LSC wave are explained in section 5.3.2 where a thermal mathematical 

model is developed for the process. 
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Figure 1.2: Schematic of the laser-induced plasma and shockwave [36]. 

1.5 Parameters affecting the microfabrication process 

The microfabrication process, whether it takes place internally or on the surface, is 

highly dependant on various process parameters. Changes in the experimental 

parameters or conditions result in significant differences in the induced process and 

microfabricated structures. The previous discussion considered the effects of the 

fundamental parameters such as the emission wavelength, pulse width, material and the 

process purpose (internal or surface processing) on the atomic or electronic scale of the 

phenomena. 

The work presented later in this thesis examines the effects of the laser processing 

parameters on the ablated region dimensions. This section focuses on the macroscopic 

scale of the microfabrication process. The reported process parameters in the literature 

are introduced, defined and their general effect trends are presented. It should be noted 

that the definitions and the values of the coming parameters may differ slightly from 

one research group to the other depending on the technique used. For example the focal 
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spot diameter for a certain laser beam may be measured using techniques such as the 

knife-edge scans [64] or calculated from the equations of laser beam propagation [65]. 

With both methods, the measurements are acceptable and yet potentially different, 

which affects other parameters such as the laser intensity and fluence. The units given to 

each parameter in this discussion are the most commonly used in the research field. 

The laser processing parameters can be divided into two main categories, based on 

which parameters can be directly controlled by the laser system's operator. The first 

category includes direct process parameters such as laser power, pulse repetition 

frequency and number of pulses. The direct parameters are interrelated in a manner that 

determines the values of the parameters in the second category. The second category 

includes the indirect or calculated parameters such as laser intensity, pulse energy and 

fluence. The following discussion will illustrate the effect of the process control 

parameters, as depicted from the literature, on the measured process responses, such as 

the damage nature, scale and accuracy. 

1.5.1 Direct process parameters 

Laser power (P - W): The average power of the laser beam whether it is operating in 

the continuous mode CW or the pulsed mode affects the nature and scale of the resultant 

structures [66]. Miura et. al. investigated the effect of changing the average laser power 

on the cross-sectional area of waveguides fabricated inside various glass samples [67]. 

The authors found that the increase in power was directly proportional to the increase 

the cross-sectional area of the waveguides. 

Pulse repetition frequency (PRF - Hz): The rate at which the laser pulses (usually Q- 

switched) are delivered to the sample greatly affects the morphology and the scale of the 

ablated zone [ l l ,  351. The pulse energy is inversely proportional to PRF. Low PRF 

settings tend to produce high pulse energies and hence incubate stresses due to thermal 

cycling and thermal shocks [35]. The result is that the material cracks and flakes on a 

microscopic scale [35]. If the pulses arrive at the focal volume at rates faster than the 

diffusion timescales of the material then accumulation of heat occurs within the focal 

region [l 1,391. Accordingly, the use of high PRF Q-switched pulses may ensure a more 

uniform deposition and accumulation of heat [l 1, 391. These faster pulses are usually of 

lower energy and may not induce breakdown in the material. Due to its relation to the 

pulse energy, the PRF is usually inversely proportional to the size of the induced 

structural change. However, attention must be paid to the number of pulse delivered 



with a certain PRF. The effect of Q-switched pulses' PRF should not be confused with 

train-pulse bursts. Some advanced setups employ high frequency bursts of low energy 

pulses [68, 691. This technique ensures the accumulation of heat in the irradiated 

regions and therefore controls the size of the ablated structures and eliminates the 

cracking problem. 

Number of pulses (N): The number of incident laser pulses on the target material 

affects the scale of depth and width of the ablated regions [70]. The number of pulses is 

usually linked with the PRF effect discussed earlier. Controlling the number of pulses at 

a given PRF value can determine whether heat accumulation or diffusion will take 

place. Furthermore, b y adjusting the num ber o f 1 aser p ulses, the a mount o f t hermal 

energy deposited per unit area or volume can be controlled with great precision [12, 13, 

39, 71-82]. 

Pulse width (z - s): The time within which the laser pulse is active affects the precision 

and shape of the ablated zones [83, 841. As the pulse width decreases, the heat affected 

zone becomes smaller or does not form. In the femtosecond range, the minimum 

induced features are not limited by the focal spot size, they become smaller than that 

[26]. This is due to the infinitely small time scale for heat diffusion [70]. A critical 

advantage of using ultrashort pulses relative to longer pulses is based on the fact that the 

electrons can acquire significant energy from the pulse before transferring the energy to 

the surrounding lattice, which can result in highly localised laser-induced breakdown 

191. 

Emission wavelength (A - pm): The laser wavelength is directly proportional to the 

smallest achievable focal spot size. In order to achieve higher ablation precision, smaller 

wavelengths must be used [26, 701. The wavelength was considered as a process 

parameter in the works of McGinty et. al. [25]. The authors recommended using shorter 

wavelengths for better quality of the induced structure. This was a direct result of 

smaller focal spot size and hence smaller heat affected zones. However this latter 

advantage would compromise the efficiency of material removal rate [25]. 

Focusing method: The tighter the beam is focused the lower the energy required for 

inducing the damage [85]. Optical microscope objectives are used for focusing the laser 

pulses inside the bulk of the transparent materials. The advantage of using microscope 



objectives is that they tightly focus the laser beam to a spot size that is comparable to 

the laser's wavelength [15]. A wide range of numerical aperture values (NA from 0.45 

to 1.4) of microscope objectives were used by various authors [11, 71-82, 85-99]. 

Scanning speed (U - m d s ) :  The scanning speed is usually a process parameter if the 

process involves the motion of the sample or laser beam. This is the case in applications 

such as surface texturing [64], waveguide fabrication [97] or microchannel I 

microtrenches fabrication [19, 25, 32, 1001. The speed, from these previous studies was 

found to be inversely proportional to the size of the induced structures (i.e. bump 

heights, width and depth of the microchannels). This a direct result of the lower time 

allowed for the material to absorb more laser energy at relatively high speed. The 

concept of feed rate relevant to the microchannel fabrication process will be discussed 

in section 4.9.4. 

Number of passes: Some workers examined passing the laser beam along the same 

path to ablate the material fiom the focal region based on a layer-ablative manner [19, 

25, 1001. This technique is proposed to reduce the induced defects associated with 

excessive heat, since less heat is delivered to the material per pass [19]. 

Material type: The nature of the ablation process is strongly dependant on the type of 

material [25, 701. Some of the important material properties that affect the process are 

the band gap (ionisation potential), absorptivity, reflectivity, transmittance, percentage 

of im purities and t herrnal p roperties. T he m icrofabrication e xperiments have us ually 

been carried out on sheets of transparent materials. Among the materials reported in the 

literature are hi gh s ilica, s oda-lime glass, fused s ilica, s ilica glasses, aluminosilicate 

glasses, germanosilicate glasses, borosilicate glasses, polystyrene (PS), polycarbonate 

(PC), polymethylmethacrylate (PMMA), fluorozirconate, borate, sapphire, diamond, 

and many other transparent materials from the literature search. 

1.5.2 Calculated process parameters 

Pulse energy (Ep - J): The pulse, Ep, energy is defined as the value of the average laser 

power, P,  divided by the pulse repetition frequency, PRF: 

E, =- 
PRF 



The pulse energy can also be measured using some detectors such as calorimeters and it 

can be related to the size of the resultant features as a process control parameter [42, 64, 

1011. Some researchers identified the breakdown thresholds in terms of the pulse energy 

[75, 80, 81,931. 

Focal spot size (D - pm): Matsuoka et. al. studied the effect of spot size on the depth of 

ablation in borosilicate glass [30]. They found that the focal spot size was directly 

proportional to the depth of ablation. The focal spot size of the laser beam after exiting 

the focusing lens can be calculated. When a laser beam is focused by a lens, the focused 

spot size can be calculated accurately if the output mode is single mode such as the 

Gaussian TEMoo mode [21]. The focused spot size, D, for a Gaussian beam [65], shown 

in figure 1.3, can be calculated to a good approximation by 

where w is the beam radius at the lens inlet, f is the focal length of the lens, and 2w, is 

the spot diameter at the focus see figure 1.3. Further Gaussian laser beam propagation 

equations are presented and used in sections 2.2.5 to 2.2.9. 

Figure 1.3: Spot size of a focused Gaussian laser beam - TEMoo mode, 

redrawn after [65]. 

Laser intensity (I - ~ l c m ~ ) :  The laser intensity strongly affects the scale, breakdown 

threshold and nature of the breakdown mechanism [70]. The laser intensity is given by 

where w, is the focal spot radius. The breakdown thresholds were expressed in terms of 

the laser beam intensity in some works [47]. Generally, the intensity along with the 



material properties gives an indication on the expected rise in temperature in the focal 

region and consequently indicates the machineability of the material [102]. 

Pulse and accumulated fluence (Fp / FACC - JIC~') :  The energy intensitylflux 

delivered by a single laser pulse at the focal spot is defined as the fluence and is 

measured in ~ / c m ~  [13, 831. The fluence is calculated from 

where Ep is the pulse energy and w, is the focal spot radius. Some researchers based 

their studies on the peaklmaximum fluence, which is given by F,, = 2 F' 183, 103, 

1041. The accumulated fluence is the total energy deposited by a number of pulses, N, 

and can consequently be calculated from 

Herman et. al. studied the effect of the fluence on the micromachining etch rates of 

fused silica [35]. The same group reported in other publications that accumulated 

fluence of the laser energy inside the transparent material seems to control the 

magnitude of refractive index change [12, 131. They reported that lower fluences 

produced better surface morphologies (i.e. less microcracks or swelling) [35]. 

Generally, the fluence is taken as the measure for breakdown threshold and is directly 

proportional to the size growth of the induced structures [48, 83, 97, 1031. Its 

relationship to the ablation size growth is sometimes linear [97] or non-linear [30, 1031. 

1.5.3 Measured responses 

Voxel size (internal microfabrication - pm): The induced volume elements (ablated or 

affected region) are usually called voxels [15]. Some researchers have studied the sizes 

and the shapes of the resultant voxels in terms of the direct and calculated laser 

processing parameters [ l  1 , 7 1-8 11. 

Channel dimensions (surface microfabrication - pm): The fabrication of 

microchannels is a typical application in this research field. Some studies were 

concerned with the dimensions (width and depth) of these microchannels as functions of 



the laser processing parameters. Matsuoka et. al. studied the ablation depth as a 

function of pulse fluence and spot size [30]. McGinty et. al. studied the depth, width and 

volume of the ablated channels in terms of the number and energy of pulses, PRF, speed 

and number of laser passes [loo]. 

Structural morphology: The geometry and morphology of the induced structures can 

be studied fiom different perspectives. These studies usually lead to judgements on the 

quality of the structures based on certain criteria. For example spherically shaped voxels 

may be desired for optical data storage. On the other hand uneven or star-like shapes of 

the voxels are better for novelty applications due to the enhanced scattering of light 

[105]. Other morphological observations may involve surface roughness, amount of 

microcracks and s hapes o f t he s tructures [ 481. T he s urface r oughness and s ide w all 

angles of microchannels cross-sections were studied by McGinty et. al. as a function of 

the control process parameters [loo]. Morphology studies can provide useful 

information on the physical principles underlying the process. 

Ablated volume (V - pm3): Depending on the scale and geometry, the ablated zone 

volume could be measured or calculated. Using this measured quantity, the volumetric 

ablation rate can be measured per laser pulse, energy or length units. It can be beneficial 

in some studies such as the process efficiency and cost [35]. McGinty et. al. investigated 

the ablated volume of microchannels fabricated in polymers short wavelength laser 

under different conditions 1251. 

Ablated mass (M - kg): The mass of the material ablated from the irradiated zones can 

be measured based on the calculation or the measurement of the ablated volume and the 

material's density. This quantity can also lead to the calculation of mass ablation rates 

in a similar manner to the volume ablation rates [35]. 

Heat affected zone (HAZ - pm): This can be defined by the regions of altered 

microstructure due to the heat diffusion in the material during or after heat deposition by 

laser pulses. It is strongly affected by the laser emission parameters and the material 

properties. A rough estimate can be obtained from the diffusion length scale 

L, = @, where a (m2/s) is the thermal difhsivity of the material and r (s) is the 

pulse width [36, 1021. It can be seen from this scale that when the pulse width is very 

small (e.g. femtosecond) the heat affected zone will be very small or negligible [83]. 
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Moreover, a = k l  p.C,, where k (W/m.OC) is the thermal conductivity, p (kg/m3) is the 

density and Cp (J/kg.OC) is the heat capacity of the material [102]. Therefore, metals 

will have relatively lager heat affected zones because they have larger thermal 

conductivities. 

1.5.4 Self-focusing effects 

Self-focusing is discussed here as it may affect the results of microfabrication. A laser 

beam propagating through a transparent material induces an increase in the refractive 

index by an amount proportional to the laser intensity [106]. The refractive index 

change becomes non-linear at a critical power value which causes a catastrophic beam 

collapse [55]. Gaeta et. al. studied and modelled the self-focusing phenomena in fused 

silica [107]. The authors found that the dynamics of the process depended on the 

focusing method. For the case of a beam loosely focused, the pulse underwent 

catastrophic collapse which was halted by multiphoton absorption and plasma 

formation. As a result, the plasma density did not reach the critical density at any point 

in the material, indicating that material damage would not occur. When the beam was 

tightly focused into the medium, the self-focusing dynamics were governed by multi- 

photon absorption and plasma formation. In this case, they found that the peak intensity 

remained high for relatively long propagation distances and that at various points in the 

material the plasma density exceeded the critical density which resulted in damage. 

The following two sections focus on internal and surface laser microfabrication systems 

and applications for transparent materials. 

1.6 Internal microfabrication 
1.6.1 Range of microfabrication lasers 

Various types of lasers have been used for microfabrication in transparent materials. In 

the literature, it can be seen that lasers with different emission capabilities or 

characteristics were used. The laser emission wavelengths range from ultraviolet to 

infrared, the pulse widths range from nanosecond to femtosecond and the pulse 

repetition frequencies range fiom a few Hz to MHz. One of the simplest laser systems 

reported in the literature for use in microfabrication was an ArF (Argon Fluoride) 

excimer laser which had a 0.8 cm beam diameter, a pulse repetition frequency of 100 

Hz, and a pulse width of 23 ns [99]. One the other hand, advanced lasers compared to 

the latter one, such as an ultrafast and a short wavelength Fz (Fluoride) laser, were also 



used [12, 131. The following is a brief list of some laser types that have been used by 

some research groups: 

1 - ArF Excimer laser [lo81 

2- Nd:YAG laser [I051 

3- Nd:YV04 laser [25,45, 1091 

4- Ti:Sapphire laser [18] 

5- Fluoride F2 laser [12] 

6- C02 laser [19,32,61, 841 

The systems can vary in sophistication from one configuration to another. The most 

basic experimental set up for internal microfabrication was cited by Schaffer et. al. and 

is shown in figure 1.4 [86]. The laser pulses are focused inside the transparent material 

using a microscope or an objective lens. The focused laser beam serves as a point source 

of heat that can be moved through the bulk of a material to produce voxels or structural 

changes by the mechanisms explained earlier. Moreover, the direct laser parameters 

discussed earlier can be controlled in such a way that different processing settings can 

be delivered to the material. 

Figure 1.4: A basic microfabrication experimental set up, after [87]. 

Figure 1.5 shows another simple microfabrication system [85]. In this case, a train of 

femtosecond pulses fkom a laser oscillator was focused by a microscope objective into a 

thin glass sample. The bright blue spark was due to recombination of the electrons that 

were nonlinearly ionised by the pulses. Permanent structural changes were produced in 

the material at the laser focus. 



Figure 1.5 : Oscillator-only micromachining in action [85]. 

More sophisticated microfabrication systems have been constructed by the same 

research group [ l l ,  39, 52, 71-82, 86, 871. The system shown in figure 1.6 includes a 

dark-field scattering setup to determine the energy breakdown thresholds [l I]. 
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Figure 1.6: Dark-field scattering setup for determining the energy threshold for bulk 

damage using a low-NA objective for focusing femtosecond laser pulses [ l  11. 

Another configuration is the (in situ) CCD observation system [14, 17, 88, 89, 981. As 

shown in figure 1.7, a Ti:sapphire laser was used for data storage application, and a 

phase contrast microscope configuration was used for data readout. The laser was 

focused at a point in a non-doped lithium niobate (LiNb03) crystal. A computer 

controlled 3 axis stage was used to control the position of the crystal. 3D binary data 

was recorded in the sample at a wavelength of 762 nrn and a pulse width of 130 fs using 

an objective lens with a numerical aperture of 0.85. A Zernike phase-contrast 

configuration was used for reading. This detected the refractive index change caused by 

laser emission using an objective lens having a numerical aperture of 0.75. A CCD 

camera was used to capture the read out images [88]. 
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Figure 1.7: Data recording-and-readout system [88]. 

I .6.2 Applications 

The technique of locally altering the structure of bulk transparent materials can be 

utilised for various applications. In the literature, the production of waveguides and 

other optical devices fabricated in three dimensions using the refractive index changes 

produced by microfabrication were reported [9, 14, 71, 85, 86, 1 10, 1 1 11. Figure 1.8 

shows sample waveguides produced by Hirao et. al. using a femtosecond Ti:sapphire 

laser [ I l l ] .  The direct writing of single and multi-mode optical waveguides 197, 110, 

112, 1131, waveguide splitters [9, 851 and waveguide amplifiers [39] have also been 

preformed. According to researchers in the field, the most interesting feature of laser 

microfabrication is the ability to produce three-dimensional structures in transparent 

materials [9, 1 101. Three-dimensional binary data storage using the same technique was 

reported by previous workers [17, 18, 52, 72, 77, 78, 82, 85, 88-90, 94-96]. Three- 

dimensional waveguide splitters have been fabricated by drawing three intersecting 

waveguides inside a transparent material [85, 1131. As the three waveguides did not all 

lie in the same plane, it would be very difficult to fabricate such a splitter using 

conventional, photolithographic or ion-implantation techniques [39,113]. Microchannels 

and microelectromechanical systems (MEMS) were successfully fabricated using the 
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laser microfabrication technique in various transparent materials [I 4, 191. Qin et. al. 

reported the fabrication of 3D microchannels in quartz samples using a two step 

process, firstly irradiating the sample to create internal defect sites in the form of 

microcracks and later the sample was irradiated along the same pattern to create smooth 

microchannels [48]. Kamata et. al. reported the design and fabrication of an optical 

vibration sensor using a Ti:sapphire femtosecond laser by fabricating internal 

waveguides in three soda-lime glass pieces [I 141. The glass pieces were aligned 

together so that the three waveguides formed a single through-waveguide. The middle 

piece was positioned on a suspended beam; hence the losses in light transmission were 

related to mechanical vibrations of the middle piece[l14]. 
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Figure 1.8: Waveguides fabricated using a Ti:Sapphire laser (810 nm) at 120 fs, 

200 kHz mode locked pulses, and an average power of 975 mW [I 111. 

1.6.3 Inspection methods 

The purpose of post-microfabrication inspection is to determine the scale and nature of 

the effects of the laser irradiation at the focal spot inside the material. This can help a lot 

in understanding the nature of the microfabrication process. Furthermore, it can also 



determine the breakdown thresholds. The laser-induced effects can be detected as 

structural differences between the microfabricated regions and the surrounding material 

matrix. Different microscopic inspection and testing methods are used in this field. The 

simplest technique for defect measurement is to use an optical microscope [9, 391. The 

image shown in figure 1.9 was taken with an optical microscope from the works of 

Schaffer et. al. [39]. The structures were produced with multiple 5 nJ, 30 fs laser pulses 

from a 25 MHz oscillator focused with a 1.4 NA objective lens. The laser pulses were 

incident perpendicular to the plane of the image, and the number of pulses incident on 

the sample increased, by factors of 10, from 1 o2 on the left to 1 o5 on the right [39]. 

Figure 1.9: Optical microscope image of microfabricated 

structures in Corning 02 1 1 glass [3 91. 
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Figure 1.10: Void arrays: near surface (a) and (c) transmission 

microscopy; 15 pm deeper (b) and (d) confocal reflection microscopy [92]. 



Confocal laser scanning microscope (LSM) was also used for voxel examination [14]. 

Transmission and confocal reflection microscopy have also been used for the same 

purpose [92]. Results of this latter work are shown in figure 1.10 where multilayered 

arrays of voids were created in doped PMMA polymer. The first layer indicating the 

letter A, figure 1.10 (a) and (b) was recorded near the surface and the second layer 

indicating the letter B, figure 1.10 (c) and (d) was recorded with a separation of 15 pm 

in the depth direction. 

The work done by Mazur's research group of Harvard University utilised a different 

inspection technique [ll, 71-82, 85-87]. The image of the fused silica sample shown in 

figure 1.1 1 (a) was taken by an optical microscope using transmitted light [82]. Later the 

sample was polished until the surface level revealed the internally recorded structures. 

Then a 30 nrn gold coat was applied and the sample was viewed under a scanning 

electron microscope (SEM), which is shown in figure 1 . l  l(b). SEM was also used many 

other researchers for voxel examination such as [83]. Atomic force microscopy (AFM) 

was also reported by some other workers [82]. 
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Figure 1.1 1 : Binary data pattern stored in fused silica, (a) an optical microscope image 

and (b) a higher magnification SEM image [82]. 

Schaffer et. al. reported cleaving the sample after filling it with voxels instead of 

polishing to reveal the internally recorded structures [85]. Davis et. al. also used 

cleaving, and measured the refractive index change at the microfabricated regions with 

a microellipsometer [lo]. Differential interference microscopy (DIC) was also reported 

as a measurement technique for the microfabricated structures 117,391. 



I .6.4 Use of short-wavelength lasers in industry 

The results of the microfabrication process differ when it is applied in industrial 

systems. When the application deals with fabricating 3D graphic designs, the spot size 

becomes larger, on the order of hundreds of microns with larger focal depths [16]. The 

morphology of the microfabricated voxels in this case takes the form of irregular star- 

shapes. These shapes, as the one shown in figure 1.12, are better for viewing with the 

naked eye due to the large voxel size and refraction of light by the randomlylstar-like 

shaped voxels. 

Figure 1.12: A 3D novelty shape marked inside BK7 [16]. 

There are a number of well established and growing companies in the field of 

intravolume glass laser marking as it is commercially referred to. A company based in 

Lithuania, EKSMA Co., produces compact systems for intravolume glass laser marking 

[16]. They employ Nd:YAG lasers and a typical system comes with control software 

that enables the user to control the marking quality and positioning inside the 

transparent samples. The specifications of one of their systems are listed in table 1.1. 



Table 1.1: Specifications of a laser marking system (EKSMA Co.) [ I  61 

Some manufacturers developed systems that are capable of producing high precision 

Size of marking field 

intravolurne ablation. Figure 1.13 shows Y-branch holes produced by Nakaya et. al. of 

100~100~1OOrnm 

Namiki Precision Jewels Co. Ltd. and cited by Washio [112]. The work involved laser 

processing of glass using a high repetition rate femtosecond laser and chemical etching 

Mark size quality 

Positioning accuracy 

Average marking speed 

Input file formats 

The size of the marking 

transparent samples 

Type of laser 

to produce micro holes with smooth surfaces, having mean roughness Ra of 4.5 nrn. 

Adjustable from 100 - 200 pm in xy direction, 

200 - 400 pm in z direction. (for BK7 glass). 

Up to f 15 pm. 

Up to 300 voxels/s. 

dxf, 3ds, bmp, pcx 

Maximum size 40Ox400x200 rnm, one surface of 

the object must be plain and polished, absorption 

less than 0.01 cm-' @ 532 nm. 

Nd:YAG, diode pumped, air cooled 

- 

Figure 1.13 : Y-branch holes produced by femtosecond laser and chemical etching [112]. 

Similarly, Leong reported that femtosecond lasers can be used for etching inside glass 

[110]. According to the author, femtosecond laser etching is a more flexible method 

than using UV lasers which require UV-sensitive glass for photosensitisation. This 

micromachining method of transparent materials has very little heat effects, as 



illustrated in figure 1.14, where the material is etched away rather than ablated. With 

capabilities far surpassing conventional laser ablation, complex 3D micro-features can 

be manufactured [I 101. 

Figure 1.14: Schematic of femtosecond laser etching [110]. 

Various laser fabricated optical devices covering the range from simple straight 

waveguides to more sophisticated arrays of interferometric devices have been reported 

by many industries [110]. Figure 1.15 shows a helical waveguide created inside glass. 

The process can be automated and controlled precisely to provide more complex and 

multilayered designs compared to conventional lithographic techniques. These designs 

include rapid prototyped micro-optical and microfluidic components [110]. 

Figure 1.15 : Helical waveguide [110]. 

1.6.5 Alternative focusing method in commercial systems 

During the course of study, a visit was arranged to Crystalix Europe in Dublin [115]. 

According to Mr. E. Saridja, the technical coordinator, the beam focusing in their 

systems was achieved using mirrors to intersect laser beams inside the glass work piece. 



The focal spot was at the intersection of the two beams. This method gave larger focal 

depth and overcame the effective focal depth (Rayleigh range) problems faced when 

using long focal length lenses. The employed mirror control system was sophisticated 

but enabled repeatable and a controllable intravolume markings. Figure 1.16 shows a 

schematic depiction of their system which worked as follows. The laser beam was 

generated from the laser head (1) with the required emission parameters. Then the beam 

expander/collimator (2) controlled the beam diameter according to the desired voxel 

size. The expanded/collimated beam (3) was then passed through a beam splitter (4) that 

split the beam into two beams; each carried half of the power of the original beam. Each 

beam was then reflected by the mirrors (5 and 6) to intersect inside the glass work piece 

(7) to create a voxel. For safety reasons a transparent (to the human eye) safety shield 

(8) covered the work piece table. The moving part of the system was enclosed in the 

dashed lines. The system employed an Nd:YAG laser and was capable of processing 

high resolution (30,000 pixels) 3D images inside crystal cubes ranging up to ( 5 x 5 ~ 5  

inch) within approximately 4 minutes. 

8 
I 

i I 

. I I 
! I 
I 
I 
1.-.-,,.,--.-.,.,.-.j L 

3 D Pbs itio nin g 
Stage Work Piece 

Table (Fked)  

Figure 1.16: Schematic of Crystalix laser marking system configuration [115]. 

The 3D geometry data for the image to be produced was obtained using a Computed 

Tomography (CT) scanner and camera. The software controlling the laser marking 

system combined the tomography data and the digital image of the 3D geometry, which 

were then merged in the image processing software. 



1.7 Surface microfabrication 

1.7.1 Using short wavelength lasers 

The fabrication of microchannels and MEMS has been the centre of active industrial 

and academic research activities over the past 50 years [116]. Henry et. al. reported a 

number of techniques for fabricating microchannels such as mask lithography, injection 

moulding, embossing and direct laser ablation [117]. The authors compared 

microchannels fabricated using a chemical imprinting method and laser ablation by an 

excimer 1 aser. T hey found that the chemically modified c hannels h ad better s urface 

quality than the laser ablated ones. However, this chemical process was more 

complicated and required a printed mask and a number of steps. 

Most of the studied surface laser ablation applications of dielectric and transparent 

materials were based on the use of short wavelength and short pulse width lasers. One 

of the previous works related to microchannel fabrication was reported by Sauvain et. 

al. [44]. In their work, the channels were produced on the surface of BK7 glass using a 

Nd:YAG laser and were then etched using a 12% HF solution for 15 minutes [44]. 

Surface ablation of borosilicate glass (140 pm thick) was carried out by Matsuoka et. al. 

using a Q-switched Nd:YAG laser [30]. In particular, they fabricated rectangular 

through holes of approximately (200x400 pm) that could be used in flat panel displays 

[30]. Microchannels were fabricated in the surface of polymers and glasses using 

different short wavelength nanosecond and femtosecond pulsed lasers as an alternative 

to conventional methods [45, 116, 118-1201. Yung et. al. studied the effect of 

defocusing on the kerfs' shapes of the microchannels, deeper channels were produced 

when the laser was focused underneath the surface [I 161. 

Pervolaraki et. al. investigated laser surface ablation and microchannel fabrication using 

nanosecond Nd:YV04 laser (1064 and 532 nrn) in polyimide, gold foils and silicon. The 

investigated laser parameters were pulse repetition frequency, fluence, and scanning 

speed. It was found that with the second harmonic (532 nrn) and using high PRF, low 

fluence and high scanning speeds produced the best features of polyimide 

microchannels in terms of surface quality and amount of microcracks [log]. 

McGinty et. al. reported the fabrication of microtrenches or microchannels on the 

surface of polystyrene (PS), polycarbonate (PC) and polymethylmethacrylate (PMMA). 

The authors used excimer (193 nm), Nd:YAG and Nd:W04 (266 and 355 nm) lasers. 

The effects of the laser processing parameters (pulse energy, scan speed, pulse 

repetition frequency and the number of passes) on the geometry (sidewall angles), 

surface roughness and ablation rates were studied using a statistical design of 



experiments. The process was assessed and a prediction equation was obtained from the 

statistical analysis that can predict the resulting channel dimensions in terms of the 

process parameters [25, 1001. 

I .7.2 Surface microfabrication using COz lasers 

Little research has been conducted with long wavelength lasers especially C02, to 

examine microfabrication in transparent materials. This could be due to the fact that 

C02 lasers are not as precise microfabrication tool as picosecond and femtosecond short 

wavelength lasers. Probably one of the major draw backs of C02 laser processing is the 

induced microcracks in glasses. 

Figure 1.1 7: SEM micrographs of TEA C02 laser-irradiated soda-lime glass at: 

(a) 15 J/cm2and (b) 10 J/cm2. Scale = 200 pm [84]. 

Allcock et. al. studied the induced microcracks in 1.5 mm thick soda-lime glass upon 

irradiation with a pulsed 28 W C02 laser [84]. The laser beam was focused to a 0.8 mm 

spot size producing a maximum fluence of 18 J/cm2. Above a certain minimum fluence, 



all glass samples suffered surface cracking and this happened at least 120 ms after the 

exposure to the laser beam. They found that the size of the generated islands in the 

exposure zone was dependant on the fluence as shown in figure 1.17. The cracked 

islands remained attached to the surface even though the generated shock wave was 

measured to travel at a maximum speed of 1014 rnls and a minimum speed of 552 d s .  

The authors attributed the crack formation to the residual stresses caused by thermal 

cycling in the glass. Moreover, loss of sodium and other gases during the exposure to 

the laser irradiation adds to the mechanism of crack formation. According to the 

authors, soda-lime glass contains dissolved gases which are liberated at around 1000 "C. 

These gases are typically 50% H20, 33% SOa 12% Oz and 3% C02. The escape of such 

gases during irradiation causes the formation of blow holes in the surface which could 

also assist the formation of microcracks. 

Kozhukharov et. al. also studied the rnicrocrack formation in potassium-boron silicate 

glass due irradiation by C02 laser [61]. Their study was of a qualitative nature and did 

not provide a scientific explanation to any mechanisms. The authors suggested, similar 

to the explanation of Allcock et. al., that microcracks such as the one shown in figure 

1.18 were due to the radial thermal tension caused by high temperature gradients. 

Figure 1.18: A 0.8 um microcrack induced in glass by COz irradiation [61]. 

Other workers have also reported that the source of microcracks was the thermal 

stresses resulting from high temperature gradients [47, 481. These thermal stresses have 



been described to have the following nature: o K a. E. 6 T , where CT is the stress, a 

is the thermal expansion coefficient, E is Young's modulus and 6T is the temperature 

gradient [47, 841. If the induced tensile stress exceeded the fracture limit, cracks will be 

initiated at the surface. B uerhop et. a 1. observed that soda-lime g lass fractured after 

being irradiated for 40 s with a 10 W C02 laser beam that had an intensity of 60 w/cm2, 

which is much lower than the minimum lo6 w/cm2 breakdown threshold given earlier 

by Radziemski et. al. [36,47]. 

There are a number of advantages that may attract the use of C02 lasers in 

microfabricating or ablating the surface of transparent materials. Firstly, the C02 laser 

radiation is strongly absorbed by many transparent materials with Si - 0 bonds [47, 61, 

102, 121, 1221. Consequently, induced damage or ablation may be produced at 

relatively low laser intensities with C02 lasers [37,50]. The second advantage is that the 

cost of using short wavelength lasers, plasma etching or wet chemical etching is higher 

than using a C02 laser for micromachining transparent dielectrics [19, 1231. The next 

subsections illustrate some microfabrication results obtained with COz laser 

microfabrication on the surface of transparent materials by both the research and the 

industrial communities. 

1.7.3 Use of COs laser in research 

When a C02 laser is focused on the surface or within a transparent material, it can be 

used in fabricating microchannels, MEMS [19,32], light waveguides [124], data storage 

[42], surface texturing [42, 641 and glass marking for manufacturing or novelty 

purposes [20]. C02 lasers have been used by Kuo et. al. [42] and Bennett et. al. [64] for 

surface texturing by creating laser bumps on the surface of glass and ceramic substrates. 

Bennett et. al. studied the relation between the pulse energy and the bump heights under 

different conditions of chemical strengthening, annealing of glass and the number of 

pulses. The bumps dimensions (height and width) had a non-linear increasing 

relationship with the pulse energies [74]. Sysoev et. al. [124] produced elliptical cross- 

section waveguides by heating quartz using the intersection of two and four C02 laser 

beams. Depending on the intersection method, different levels of ellipticity of the 

waveguides were achieved. They found that the use of a pulsed C02 laser provided 

faster heating and produced more controlled shapes than using CW C02 laser beams 

[124]. Wang et. al. [19] used a 1.4 W C02 laser focused to about a 100 pm spot size to 

fabricate microchannels and microfluidic devices on the surface of PMMA. They 



scanned the laser beam along the same path a number of times to avoid overheating of 

the samples. The produced channels ranged between 300 to 350 pm in width and the 

number of scans was used to control the aspect ratios. 

Even though silicon absorbs more efficiently at short wavelengths and is almost 

transparent at a 10.6 pm, Chung et. al. used a C02 laser for micromachining the surface 

of silicon by placing the silicon substrate on top of a glass sheet [123]. The authors have 

only simply explained that the glass sheet has increased the absorption of silicon at the 

COz laser emission wavelength. 

Post-irradiation chemical etching of glass or transparent materials was reported earlier 

by some authors and shown to be a high quality surface finishing technique [110, 1121. 

Schaffer et. al. explained that microfabrication could be used to induce therrnally-driven 

chemical changes inside the bulk of a sample [39]. The solubility of the material could 

be thereby thermally changed. It w as s uggested that free-standing three-dimensional 

structures could be fabricated by this route [39]. Juodkazis et. al. reported successful use 

of etching in PMMA after irradiating it with femtosecond laser pulses [14]. The etching 

was done using a water solution of methyl-iso-butyl-ketone (MIBK) 1:20 by volume 

under ultrasonic shake for 5 minutes. The result was the development of internally 

recorded microchannels by wet etching. 

Zhao et. al. reported that they used a CW 9.95 W C02 laser focused to a diameter of 28 

pm to create micro-grooves on the surface of fused silica glass (Coming HPFS 7980) 

[32]. The samples were rotated at different speeds using a spindle in fiont of the laser 

beam. Speed was the only variable in the study from the standpoint of laser fabrication. 

However, they later wet etched the samples using a buffered hydrofluoric acid (BHF) 

and different etching times. The widths and depths of the grooves ranged between (15.2 

- 23.2 pm) and (0.053 - 4.072 pm) respectively. The heat affected zones had new 

physical and chemical properties that allowed wet etching to remove the altered material 

fiom these zones. Wet chemical etching as a subsequent step to the laser irradiation 

forms a possible approach to enhance the quality of surface processed by C02 lasers. 

However, it adds complication and safety hazards to the process. Furthermore, the 

microfabrication process then becomes a non-direct machining process. 

I .7.4 Use of COz lasers in industry 

Georgi et. al. of Jenoptik Automatisierungstechnik GmbH discussed the latest 

developments in industrial processing of g lass us ing lasers [46]. They de veloped a n  

Elementary Volume Ablation (EVA) system using a low power CO2 laser that could be 



applied in bio-medical, microfluidic and semiconductor technologies. The C02  laser 

was modulated by an optical system to produce a pulsed beam in the kHz range. 2D and 

3D cutting, structuring, drilling and ablating of the glass was possible to acceptable 

levels of accuracy and avoiding cracking or molten glass warps. They reported that 

layers of 5 to 20 pm were ablated from the glass surface per pass of the beam. Their 

motive was that C02  lasers are cheaper to buy than excimer or Nd:YAG lasers. Figure 

1.19 from their publication shows structures ablated on the surface of glass [46]. 

Figure 1.19: Structures ablated in the surface of glass using COz laser [46]. 
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Figure 1.20: Glass cut edge with a C02  laser, water aerosol 

and cooling technique, improved after [46]. 

Geissler of Schott Spezialglas GmbH presented glass cutting by C02 laser to be 

efficient since it emits radiation of 10.6 pm [125]. The laser energy is directly absorbed 



at the glass surface. The laser power was converted into heat with penetration depths of 

50 pm [125]. This method is particularly appropriate for cutting glasses approximately 

up to 2 rnrn thick. The typical fields of application include electronic, display and 

biotechnology assay fabrication [125]. Both authors described the laser cutting process 

[46, 1251. The cutting was technically achieved by heating the glass using the laser 

beam along the cut line and afterwards applying defined cooling using a cooling agent 

(water aerosol) [46]. Due to the quick heating followed by the fast cooling, tensions 

induced within the glass resulted in a vertical and smooth fracture along the cutting line 

without any edge chips or microcracks [125]. Figure 1.20 shows a glass cut edge 

produced using this technique with a COz laser taken from [46]. 

Synard Inc., USA offer a range of low power C02 lasers specially designed for surface 

processing or marking of dielectric materials such as polycarbonate, glass, quartz and 

stones [126]. Among the marking applications they reported are marking data matrix 

codes on CRT glass, shown in figure 1.21 (a), marking intricate designs on glass, shown 

in figure 1.2 1 (b), and marking glass to resemble sand blasting, shown in figure 1.22. 

On this latter application, the company reported that by selecting the proper laser 

marking parameters, the laser marks can resemble those made by sand blasting on plain 

soda lime and tempered glass. Lasers offer distinct advantages over sand blasting, 

eliminating airborne dust particles as well as the need for restrictive masks where C02 

lasers mark glasses by micro-fracturing the surface of the material. 

Figure 1.21: Glass marking with C02 laser (a) a close-up of a 2.26 cm2 2D code marked 

on CRT monitor glass with 25 W in 2.6 seconds, and (b) a design marked on glass using 

20 W, a 125 mrn focal length lens and a scanning speed of 114 cndmin [20]. 



(a) @) 1 
Figure 1.22: Surface marking of glass using a 10 W C02 laser at a speed of 76 cmls, (a) 

general image view and (b) an extreme close-up of text marking shows that the line 

width of the mark is 252 pm, with a crack depth penetration of 5 1 pm [20]. 

I .8 Transparent materials for this study 

The study of laser microfabrication of polycarbonate and soda-lime glass is presented in 

this thesis. The structure, physical, thermal and optical properties were of concern as 

these influenced the interaction of the materials with the laser irradiation. The following 

discussion presents the properties of both materials. 

I .8.1 Polycarbonate 

Polycarbonate is an amorphous thermoplastic, which means that it softens repeatedly 

when heated and hardens when cooled. Thermoplastics melt at relatively high 

temperatures and as they cool below a glass transition temperature they may become 

brittle. However, polycarbonate does not. become as brittle as many other thermoplastics 

below the glass transition temperature. Polycarbonate consists of monomeric units 

forming chains that have rigid segments and flexible joints. The chains are directly 

attached to each other by weak Van der Waal forces. At any temperature above absolute 

zero, segments of the chains are in continual motion, coiling, uncoiling and twisting 

[127]. Polycarbonate's chemical formula is Cl6HI4o3 and the bonding structure of a 

polycarbonate unit is shown in figure 1.23 [128]. 



Figure 1.23 : The bonding structure of polycarbonate, after [25, 1281. 

It was of particular importance in this thesis work to investigate the strength of the 

bonds of the constituents of polycarbonate. This was useful in understanding the laser- 

material interaction and the ionisation potentials of polycarbonate using the photon 

energy associated with the laser emission wavelength. The ionisation potential is 

defined as the least amount of energy, expressed in electron volts (eV), necessary to 

remove an electron from a free unexcited atom (or additional electron from an ionised 

atom) [129]. The ionisation potential or the dissociation energy controls the threshold 

breakdown energy of the material [ loll .  Table 1.2 lists the types of bonds existing in 

the polycarbonate molecule and the corresponding potential ionisation energy needed to 

break each bond [25]. 

The photon energy associated with a laser is estimated from EpH = hJ; where h is 

Planck's constant (4.1356~10-l5 eV.s) and f is the frequency of the laser emission 

related to the wavelength 1 through, f = c/1, where c (3x10~ m/s) is the speed of light 

[54]. Using the above relations, EpH at 1.064 pm (wavelength of Nd:YV04 laser) is 

approximately equal to 1.17 eV. Theoretically, it may seem from these values that 

multiphoton absorption and ionisation is the mechanism taking place in breaking the 

bonds of polycarbonate, as breaking the weakest bond C - C requires the absorption of 

about three photons. However, as was indicated earlier, the process is dependent on 

other parameters such as the laser pulse width and impurities in the material [ l  11. 

Table 1.2: Dissociation energies of polycarbonate bonds [25]. 



Moreover, Radziemski et. al. stated multiphoton ionisation becomes less significant at 

large wavelengths (greater than -10 pm) [36]. Another observation is that breaking the 

bonds in table 1.2 will always produce carbon molecules which may take different 

forms. However, the discussion of these is beyond the scope of this study. 

Conditions such as the molecular weight or heating rates may vary during the 

manufacturing of polymers. This makes the determination of the polymeric materials' 

properties, especially the thermal properties, difficult and dependent on the 

manufacturing process [ 1301. Therefore, the properties of polycarbonate were gathered 

from different s ources while trying t o 1 ook for c onsistencies o f t he r ecorded v alues 

among the sources. Table 1.3 lists the optical and thermal properties of polycarbonate. 

Table 1.3: The thermal and optical properties of polycarbonate. 

1.8.2 Soda-lime glass 

Pure silica glass consists of Si04 tetrahedra that share its four corner oxygen ions with 

neighbours. These tetrahedras form part of a continuous random network, as shown in 

figure 1.24. 
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Figure 1.24: Random network of pure silica glass [62]. 

In soda-silica glass, the addition of monovalent ions such as Na20 disrupts the 

continuity of the network [62]. These are usually called network modifiers because they 

make the network more complex so that when the components cool from liquid to solid, 

it is more difficult for the atoms to arrange themselves in suitable configurations for 

crystallisation to occur [133]. 

Figure 1.25: Two-dimensional analogue of soda-lime glass, after [62, 1331. 
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The added sodium ions occupy some of the spaces in the network near non-bridging 

oxygen ions so as to preserve local electrical neutrality. For each monovalent metal ion 

introduced, one of the links in the network is broken and two non-bridging oxygen ions 

are produced, see figure 1.25. Soda-lime glass is the most common glass type based on 

soda-lime silicate (sodium calcium silicate) system shown in figure 1.25. This type of 

glass is cheap, chemically durable, and relatively easy to melt and form. The 

composition of soda-lime glass varies slightly depending on the manufacturer [62]. The 

typical composition of soda-lime glass is (73%Si02 - 15%Na20 - 7%Ca0 - 4%Mg0 - 

l%A1203) and it has a corning number of 0800 and a Kimble (Owens-Illinois) number 

of R-6 [134]. Some of its many applications are containers, windows, lamps, lenses, 

tableware, data storage disks, printed circuit substrates, photographic plates, substrates, 

wafers and optical windows [62, 134, 1351. Table 1.4 lists the most commonly quoted 

properties of soda-lime glass. 

Table 1.4: The thermal and optical properties of soda-lime glass. 
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The properties in table 1.4 were taken from a number references. The thermal properties 

of lime soda glass were mainly taken from Bansal et. al. [134], as those values were 

obtained based on scientific experimentation and are regularly referred to by other 

workers [136, 1371. 

In pure silica the photon energies needed to ionise the Si-0-Si bond are in the range of 

10 eV. However, ionisation occurs at lower photon energies in soda-lime glass than in 

fused s ilica [ 631. P hotoionisation in t ypical a lkali-silicate g lasses, s uch a s s oda-lime 

glass is affected by the dissociation energy of the alkali oxides [ lol l  and requires 

photons to have an energy greater than -6 eV, which corresponds to a wavelength (h < 

2 10 nm) [63]. However, nonlinear MPI may take place at larger laser wavelengths using 

high power intensity pulses leading to the breakdown of alkali-silicate glass [63]. 

Similar to the calculations performed earlier for polycarbonate show that, EpH at 10.6 

pm wavelength is approximately 0.117 eV. This photon energy is much less than 6 eV 

and MPI for this case would require the absorption of about 50 photons simultaneously, 

which is highly improbable according to [36]. It is more probable that the seed electrons 

for breakdown are provided by ionisation of the alkali oxides bonds which require less 

energy for ionisation [36]. 

I .9 Study focus and objectives 

I .9.1 Literature summary 

The mechanisms, findings and applications explained above are based on the induced 

structural changes and ablation of dielectric materials due to the nonlinear laser- 

deposition of energy. Research carried out to date in this field has been able to utilise 

and characterise the effects of microfabrication using a wide range of laser systems and 

inspection techniques. There have been many studies on the physics of the breakdown 

phenomena. However, a general process map or theory is not firmly established yet [ l l ,  

14, 391. The large number of process variables in the reported experimental work has 

made it difficult to compare the reported experimental findings with each other and with 

a particular damage theory [8, 531. Moreover, the determination of the actual damage 

thresholds as a function of material and laser properties with proposed damage theories 

is not complete 1531. A lot of application research has been carried out using short 

wavelength lasers. 

Research on the use of C02 lasers for the microfabrication of transparent materials was 

limited. However, some industries have been able to utilise them and demonstrate their 



potential in the field [20, 46, 1251. The cost effectiveness of C02 laser systems was 

fkequently emphasised by the groups who used them. This indicates the competence and 

the potential of such laser systems in producing parts at lower prices. Furthermore, since 

C02 lasers are well known industrially and they require less sophisticated setups, their 

productivity can be readily increased to match industrial levels. 

I .9.2 Hypothesis 

It was hypothesised at the start of this work that the direct writing of voxels inside 

polycarbonate, soda lime glass, fused silica and sapphire was possible with a Nd:YV04 

laser. It was also hypothesised that it was possible to directly write microchannels on 

soda lime glass with a C02 laser system. It was further hypothesised that a thermal 

model could be developed to allow microchannel topology prediction from the C02 

laser microfabrication process. Hence the work, in this thesis, is divided into two main 

parts which are briefly sumrnarised as follows. 

The first laser system was a Nd:YV04 laser, which emits at a wavelength of 1.064 pm 

and has a maximum average power of 2.5 W with a characteristic 80 ns pulse width. 

This system was designed and integrated from a number of hardware parts and its 

control software was developed for three-dimensional microfabrication by focusing the 

laser beam using an achromat lens inside polycarbonate samples. The process was 

studied based on the laser emission parameters effects on the resulting structural 

dimension and morphology inside polycarbonate. The process control parameters were 

taken as the laser beam's average power, the pulse repetition frequency and the number 

of pulses delivered to the sample. Moreover, the laser beam was tightly focused using 

an oil-immersion microscope objective lens for microfabrication in fused-silica, soda- 

lime glass and sapphire samples. The breakdown thresholds were obtained for the 

experimented materials with the respective focusing techniques. 

The second and main part of the study was done using a C02 laser system. This laser 

emits at a wavelength of 10.6 pm, has a maximum average power of 1500 W with a 

maximum pulse repetition frequency of 5000 Hz and controllable pulse width (26 ps - 

minimum). This system was used to fabricate microchannels on the surface of soda-lime 

glass sheets. Similarly, the effects of the process control parameters on the resulting 

microchannels dimensions and morphologies were studied. The process control 

parameters were taken as the average laser power, the pulse repetition frequency and the 

translational speed of the samples. Moreover, the defocusing of the laser beam (i.e. the 

focal point position relative to the sample's surface) was also investigated during the 



initial stages of the study. The conducted experiments and the analysis of the results 

were performed using the design of experiments technique. In addition, the process was 

also mathematically modelled to enhance the understanding of the process by the means 

of three-dimensional transient temperature distributions in the samples due to heat 

deposition from a pulsed point source. 

As this field is still evolving, researchers usually use different terminologies or 

parameters when reporting the induced changes in the material such as breakdown, 

ablated zone size or morphology. This causes a lot of confusion as the laser intensity, 

for instance, on its own does not explicitly include the pulse energy and fluence and 

vice versa. Accordingly, this study follows a systematic method in studying the relation 

between morphology and scale and the processing parameters. The breakdown 

threshold could still be referred to using the laser intensity, for instance, but the other 

process parameters such as the emission wavelength, laser beam mode, focusing 

technique, laser power, pulse repetition frequency, pulse duration, number of pulses, 

sample's translation speed, etc. must be carefully reported. 

I .9.3 Aims of the study 

The aims of this study can be surnmarised as follows: 

1- To build and integrate the parts of a Nd:YV04 laser system. This included building 

a positioning stage to facilitate three-dimensional microfabrication. 

2- To build the software for generating build files from computer aided designs, as well 

as controlling and monitoring the laser irradiation and the three-dimensional 

positioning stage. 

3- To study the laser process parameters' effects on internal microfabricated structures 

in polycarbonate samples. 

4- To use a C02 laser for fabricating microchannels on the surface of soda-lime glass 

sheets. 

5- To study this process using a design of experiments, in order to investigate the 

effects of the laser processing parameters on the resulting microchannels' 

dimensions and shapes. 

6- To thermally model the process using an analytical method, in order to simulate the 

effects of the process parameters. This was proposed to be helpfkl in understanding 

the morphologies of the channels. 



I .9.4 Thesis outline 

It was deemed, for effective reading, that some theoretical concepts be discussed at the 

relevant locations in the thesis and not in this chapter. This was mainly because these 

concepts were not fundamentals of the process under investigation. For instance, the 

theory behind the stepper motors was illustrated in the hardware setup chapter. 

Furthermore, there is a substantial number of theoretical definitions and extra details of 

the work presented in the appendices. 

Each chapter in this thesis ends with a brief summary outlining the achievements and 

findings that were established. The hardware and software setups used for conducting 

the experimental work are presented in chapter 2. Since the work carried out in this 

study was obtained from two distinct laser systems and process, there are two 

experimental work and results chapters. Chapter 3 presents the experimental work and 

results obtained from internal microfabrication in transparent materials using the 

Nd:YV04 laser system. Chapter 4 presents the experimental work and results achieved 

from microchannel fabrication on soda-lime glass using the COz laser system. Chapter 5 

presents the thermal m athematical m ode1 de veloped for  s imulating the t hermal field 

generated during the microchannel fabrication process. Chapter 6 presents an overall 

discussion of the study and concludes with highlighting the most important findings and 

recommendations for fiture research work. 



Chapter 2 

Hardware and Software Setup 



Part I: Hardware Setup 

2.1 Introduction 

This chapter discusses the hardware and software setups used in the course of this study. 

The first part of this chapter discusses the Nd:YV04 laser hardware setup developed for 

the internal microfabrication in transparent materials. Moreover, the COz laser system 

utilised for microchannels fabrication on the surface of glass sheets is presented. The 

control and CAD manipulation software codes are then explained in the second part of 

the chapter. The chapter is intended to present the necessary knowledge of the laser 

systems used in this work. A substantial amount of detailed illustrations can be found in 

designated appendices that are referred to in respective locations. 

2.2 Nd:YV04 laser system 

A laser system was developed for three dimensional internal fabrication in transparent 

materials. The system was developed around a Spectra Physics T-series (T20 - V80 - 

106Q) Nd:YV04 laser. From the early stages of the system design, it was clear that a 

table to hold the system parts was a necessity. The design of the table was such that a 

maximum work piece size of 90 by 90 by 90 rnrn could be accommodated. 

Figure 2.1 : The complete laser system components. 
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This required the modification of the stepper motor frame sizes. The table was 

fabricated from 6 mrn thick aluminium sheet. This rig table size was designed to 

accommodate the optical components, motor drivers and provide adequate work space. 

The rig cover was fabricated from sheet and structural aluminium components. Figure 

2.1 shows the integrated laser system components built as part of this study. 

2.2.1 Process layout 

The process layout is shown in figure 2.2, the CAD designs were developed and 

processed using a controlling PC. The PC was also used to automatically control the 

process. The control of the laser emission was established via RS232 communication 

between the PC and the Nd:YV04 laser's power supply. The laser's power supply 

transmitted the emission parameters to the laser head and hence to the external optics. 

To facilitate 3D fabrication, the PC was used to control a 3D positioning stage. The 

positioning stage was composed of 3 orthogonal slide way frames (x, y and z), that were 

actuated via three stepper motors. The stepper motors were controlled via 3 motor 

drivers. 

Figure 2.2: Process flow chart for the developed microfabrication system. 



The motors drivers were controlled using a PC1 6036E series National Instruments 

interfacing card that transmitted positioning control signals to the 3 stepper motor 

drivers. The PC1 card was also used to control the frequency and the number of laser 

pulses triggered at the target material. Laser emission and 3D positioning were carried 
I 

out in synchronised cycles in order to only irradiate the desired locations within the 

transparent material. The following sections of this chapter include the details and the 

hnction of the different system parts indicated in figure 2.2. 

2.2.2 The laser system specifications 

Yttrium-vanadate (YV04) is a crystal doped with neodymium, grown by the 

Czochralski (CZ) technique [139]. The YV04 bar can have up to 3% of neodymium 

doping. Based on the technical data available in laser handbooks, Nd:YV04 lasers are 

rare earth ion lasers that are made for small and efficient applications, they have less 

temperature control requirements. One major advantage of Nd:YV04 lasers is the ability 

to retain short pulse output even at very high repetition rate frequency (PRF). W04 

lasers are diode-pumped with two or four diode bars and can produce an output power 

of about 35 W at 1064 nm. Table 2.1 presents a reference summary of the Nd:YV04 

laser characteristics [I 39, 1401. 

Table 2.1: Summary of Nd:YV04 laser characteristics from literature [I391 

The laser used for this part of the study was the Spectra Physics T-Series laser and is 

shown in figure 2.3. This is a diode-pumped, fibre coupled, solid-state 1 aser system 

incorporating a proprietary coupling technology to a high power laser diode bar. The V- 

style laser heads use Neodymium doped Yttrium Vanadium Oxide (Nd:YV04) as the 

active, or lasing medium. Vanadate has a high absorption coefficient, high gain, and 

short upper state lifetime making it attractive for high power and short pulse operation. 

* most common wavelength 



IBM Ireland bought a quantity of these T-Series lasers from Spectra Physics for use as 

laser-texturing tools, some of which were donated to Dublin City University. 

The Nd:YV04 laser was first used in the 1960's for laser rods in lamp-pumped solid 

state resonators. A major drawback of Vanadate in those days was its fragility, making 

it difficult to manufacture long rods. It was virtually abandoned as a commercial laser 

medium. However, the advent of diode pumped solid-state laser technology in the 

1980's enabled the use of small laser crystals [141]. 

afety 
witch 

-e optic 
able 

ser head 
I 

s&b'ah' !! .I 

'tl *I 
' inte 

, , 
/' 

. 

I1 
I 

Analooue 
CO 

F 

... . 
I .,. . ..1 

- ,  "P. , - 1 

Figure 2.3: Spectra Physics laser power supply used in this work. 

Originally, the T-Series system was controlled through an RS232 serial port using a 

simple DOS based program. Alternatively, control could be established using analogue 

and TTL signals. These signals can be sent to an analogue control port on the power 

supply [I 4 11. 

Diode pumped laser design 

Spectra Physics T-series laser systems are solid-state lasers, which are pumped by high 

power fibre coupled laser diode bars. This proprietary coupling technology, called 

 bar^^, is unique to the T-Series products.  bar^^ designs maintain the high 

efficiency of an end pumped configuration and maintains excellent mode properties 

without thermal aberration [14 11. Laser diodes combine very high brightness, high 

efficiency, monochromaticity and compact size in a near-ideal source for pumping 

solid-state lasers. These sources have replaced arc lamps as light pumps, and they have 

provided new capabilities such as narrower single-frequency emission and much shorter 



Q-switched and mode-locked pulses as shown in figure 2.4. The pump source emission 

spectrum of a laser diode is very narrow and almost monochromatic compared to 

krypton arc lamp and a black body sources. Krypton arc flash lamps are used in 

alternative laser systems [14 11. 
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Figure 2.4: Monochromaticity of the emission spectra using a laser diode compared 

with krypton arc lamp and a black body source [141]. 

Model nomenclature explanation 

The model numbers for the T-Series laser systems are descriptive, and give fundamental 

performance information for the system. The following example describes the coding of 

the laser type used in this work. 

T20 - V80 - 1064 

Power Supply - Laser Head - Output Emission 

T20: the letter 'T' designates the 'Total' thermal management system incorporated into 

the power supply. The numbers designate the total available diode pump power in that 

supply. The number '20' designate that the laser can supply up to 20 Watts, with the 

addition of a second laser diode bar to the supply. 

V80: the letter 'V' designates the resonator design of the laser head that is a folded v- 

shaped cavity with a single pump input. The digits 80 designate the pulse width, which 

has a nominal value of 80 ns at 1 10 kHz pulse repetition frequency PRF. 

106Q: the number ' 106' represents the output wavelength that is equal to 1064 nm. The 

letter 'Q' indicates that the laser head is Q-switched [141]. Table 2.2 contains the 

performance characteristics of the laser as given in the catalogue. 



Table 2.2: The Nd:YV04 laser characteristics [ 14 11. 

2.2.3 Controlling PC interface 

The PC is a Dell with a P4 processor and Windows XP as the operating system. The 

computer included the control codes of the laser power supply as well as the control 

codes of the other system parts. The control of the laser operation was achieved through 

the serial communication port RS232 on the PC. The design of the serial 

communication cable is illustrated in appendix B.1.1. The laser power supply was 

connected to the PC via the RS232 communication cable and to the laser head by three 

cables: 

a) The laser head data cable (for laser head and gate control), 

b) The RF frequency cable (for laser pulse frequency), and 

c) The fiber optic cable, which carries the pumped diode light from the laser power 

supply to the laser head. 

The PC and the laser power supply were also interfaced via the NI PC1 6036E series 

card for controlling the frequency and number of the Q-switched laser pulses. 

Beam characteristics 

Operation procedure 

The following are the steps that should be followed for proper operation of the laser 

system. 

1- The rig's cover doors must be closed. 

2- Switch on the laser power supply and monitor any warming up messages appearing 

on the LCD display on the front panel of the laser power supply. 

3- Warming takes around 15 minutes then the following message displays 

BOOT COMPLETE 

LASER DIODE OFF 

POWER MODE READY 

Wavelength 

Pulse width, 1 10 kHz 
Average power, 1 10 kHz 
Maximum PRF 
Spatial mode 

1064 nrn 
0 

80 ns 
<2.5 Watt 

1 MHz max 
TEMoo 

Propagation characteristics 
Polarisatioi~ 
Beam diameter at waist 
Beam divergence, half angle 

>loo: 1, vertical 
0.6 mm + 10% 

<1.3 mrad 



4- Run the LabVIEW control code and set the required emission parameters. 

5- If the settings include a change in the diode temperature, a minimum 5 minutes 

settling time must be allowed to reach the desired temperature. 

6- When the diode temperature reaches the required value, the laser diode can be 

turned ON. 

7- Emission will not start until the positioning code is run; as the purpose was to 

irradiate specific 3D locations in the samples. When the positioning and laser firing 

control software has finished building the part the emission will stop. However, the 

laser diode is still ON, so it must be switched OFF from the control code. 

Q-Switching 

The Q-switch operation required two TTL logic signals (the Q-switch frequency and the 

Q-switch trigger). The two signals listed in table 2.3 were fed from the PC1 6036E card 

into the control port on the laser power supply. 

Table 2.3: Q-Switching pin connections. 

The general purpose counter GPCTRO on board the PC1 6036E card was used to supply 

the frequency that drove the Q-switching and also the pulses to the stepper motors for 

motion control. An advantage of this was that the laser emission was only triggered 

after the required position (to be microfabricated) was reached. Another advantage of 

using this single pulse control was that it was possible to generate a finite number of Q- , 

switching pulses [142]. This was necessary for laser beam fluence control on each spot I 

as discussed in section 3.2.2. 

Signal function 

Q-switching frequency 
signal. TTL (internal pull up 
to +5V) 
Q-switching triggering 
(ONIOFF) . TTL (internal pull 
up to +5V) 

Analogue Port Pin 

17 (External Q-Switch Gate) 

2 1 (External Q-S witch Trigger) 

24 (Digital Reference Ground) 
P 

PC1 60633 Pin 

2 (GPCTRO - OUT) 

1 6 (DI06) 

9 (DGND) 
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Figure 2.5: Q-Switch pulses generation diagram. 

The software control of the Q-switching process is shown in figure 2.5. The Q- 

switching control required the following: 

1- The internal pulse repetition frequency P R F  of the laser power supply was set to 0 

via RS232 communication. This was necessary for the microprocessor to enable the 

external trigger. This was performed when the laser emission settings were chosen 

from the LabVIEW laser control code. 

2- The laser head's gate was then set to ON. This was also performed from the 

LabVIEW laser control code settings. 

3- The laser diode was then switched on (controlled from the LabVIEW code via the 

RS232 cable). This is shown in by the signal at the top of figure 2.5. 

4- The laser emission was started by sending a high TTL signal from D106 to the Q- 

switch trigger pin. This is described by the second signal in figure 2.5. 

5- The Q-switching frequency was then set to the desired value, supplied through 

GPCTRO. This is described by the pulse train in the third signal from top in figure 

2.5. 

The resulting Q-switched laser pulses are represented by the signal at the bottom of 

figure 2.5. It can be seen that, as long as the laser diode is on, the pulses were only 

triggered when the states of both the Q-switch trigger and the Q-switch frequency were 

high. 

2.2.4 The laser external optics 

The optical components were placed in one straight line orthogonally to the laser beam. 

They were located on an optics plate elevated by 13.5 cm from the rig's table so that the 



laser beam passes through the centre of the sample displacement capability along the z- 

axis stepper motor. The optics plate is shown in figure 2.6. The pumped laser light was 

delivered to the laser head by a fiber optic cable. The external optics used in the system, 

are explained below according to the propagation path of the laser beam. 

Laser head 

The laser head is a V-style that is designed for applications requiring short to moderate 

pulse durations at high PRF with superior pulse-to-pulse stability. The laser head is 

conductively cooled through a base plate. Ambient temperatures must be kept within 18 

- 35°C [141]. 
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Figure 2.6: Optics plate top and side view. 

Beam expander 

The laser beam then passes through a variable 3X beam expander, which permitted 

adjustments of the laser beam diameter at the focusing lens entrance [143]. For the 

initial stages of experimental work, one beam expander was used. However, when a 

(IOOX / NA 1.25) microscope objective lens was used at a later stage of this study, two 

beam expanders were utilised, which produced a total expansion magnitude capability 

of 9X. 



2.2.5 Focusing methods 

Two methods were employed for focusing the laser beam into the target material. The 

first method utilised an achromat lens triplet that had a focal depth of, f = 25.6 mm. This 

method was used for 3D microfabrication in polycarbonate, since it produced a 

relatively large depth of field. The lens was mounted on a fine-adjustable x-y-z 

translating stage. Fine adjustment was needed to centre the beam on the lens and 

achieve optimum focus of the laser beam [143]. The second method utilised a 

microscope objective lens that had a numerical aperture, NA = 1.25, which was used 

with immersion oil. This method was used for tight focusing of the laser beam to enable 

2D fabrication ins ide thin glass s lideslsheets. T he r elative p ositioning o f t  he o ptical 

components and the focal region parameters calculations of both focusing methods are 

presented in the following sections. 

Optics relative positioning 

Gaussian laser beam spreading phenomenon takes place when a laser beam is focused, 

expanded or propagated freely through air. Figure 2.7 shows how the laser beam has a 

curvature along its propagation direction, z. The beam radius along the propagation line 

can be calculated as a function of the distance z, and is given by, 

Where w, is the initial beam radius at the focus or at the output of the beam expander, 

and A. is the emission wavelength. 

The Rayleigh range, ZR, can be defined as the distance over which the beam radius 

spreads by a factor of , see figure 2.7. The Rayleigh range is important in 

determining the relative positioning of optical components to ensure proper propagation 

of the laser beam with minimum losses and is given by [65], 
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Figure 2.7: Rayleigh range of the laser beam propagation [65],  

beam expander  
I- 

It can be verified from equation 2.1 that, the beam radius obtained at z = ZR reduces 

tow = I/? wo. The relative positioning in this study of the optical components was 

1 

tt;(-+J = f l11. '~ 

I 

based on the calculations of the Rayleigh range of the laser beam using equations 2.1 

and 2.2. The following sections describe the calculations of the beam dimensions 

throughout t he p ropagation from e xiting 1 aser h ead t ill b eing focused i n the s ample 

using two different methods. Each of the methods described below was utilised for a 

specific part of the experimental work. 

I ~ ' ( z ~ )  = f l!~~ 
I 

2.2.6 Achromat lens focusing 

Figure 2.8 shows the optical components setup using the achromat lens focusing 

method. Table 2.4 lists the values of the beam propagation parameters as well as the 

optical components specifications. The shaded cells in table 2.4 indicate the values of 

the parameters used for the optical components and their relative separation. The other 

cells show the maximum spreading of the laser beam based on the Gaussian beam 

propagation. The 2X expansion capability of the beam expander was used with the 

achromat lens focusing method. It can be seen fi-om table 2.4 that the chosen values for 

2, and Z2 are smaller than the maximum calculated Rayleigh range values ZIR and ZZR 

respectively. The separation between the components was based on the spreading of the 

beam calculations and they were positioned within the acceptable ranges of the beam 

propagation. 
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Figure 2.8: Optical components setup for the achromat lens focusing. 

Table 2.4: Beam propagation parameters for achromat lens configuration. 

focal al 

2.2.7 Practical spot size calculations 

This section presents the determination of the spot size experimentally and comparing it 

the analysis from the OEM's laser beam specifications. A variable-contrast, resin-coated 

and monochrome photographic paper (JESSOPE) was used to measure the expanded 

beam's size. As mentioned previously, the beam was expanded by a factor of two using 

the tuneable 3X beam expander. The measured beam expansion at a distance of 115 rnm 

from the beam expander was 1.36 rnrn as can be seen in figure 2.9. This measurement 

agrees with the calculated beam diameter value 2w = 1.37 rnm listed at Z2 in table 2.4. 

The expanded beam diameter, defined based on the l/e2 definition [65],  which is about 



86.5% of the beam width, indicate that the beam diameter should be 1.18 mm. The 

beam's diameter according to the OEM specifications is 0.6 rnrn 4~10% as it exits the 

laser head [141]. Based on the 1 1  0% tolerance of beam diameter, the expanded beam 

diameter ranged between 1.32 and 1 .O8 mm, On average, the resulting beam diameter 

was 1.2 mm. This experimental value of the beam's diameter is in good agreement with 

the specifications of the laser system and the beam expander. 

Figure 2.9: Beam size on photographic paper at 115 mm from the expander. 

The laser emission wavelength was 1064 nm. Based on the experimental measurement 

of the beam diameter, the beam waist radius, w,, at the focus is given by equation 1.4. 

and this gives the area affected by the focused beam by: 

On the other hand, the beam waist radius based on the OEM's average expanded beam 

diameter is given by 

Af - 1064x10-~ x 25.6x103 
wo=- - = 14.45 pm, 

n.w 1 . 2 ~ 1 0 ~  
n x  

2 



and this gives the area affected by the focused beam by: 

A = n.wo2 = n x (14.45)~ = 655.97 pm2. 

From the above comparison, there was effectively no difference between the 

experimental and theoretical values of the beam waist at the focus. Thus, the theoretical 

values of the expanded beam and focal size (1.2 mm and 14.45 pm respectively) were 

used in the experimental intensity and energy fluence calculations performed section 

3.2.2. 

2.2.8 Spherical aberration calculations 

A simple lens with a spherical surface does not bring parallel light rays entering it at 

different distances from its centre (or axis) to precisely the same focal point, as shown 

in figure 2.10. This spreading out of the focus is called spherical aberration, and for a 

Gaussian beam TEMoo can be calculated from the following relation 1651: 

0.067 x f .  
S.A. = 

(f I#)' 

wheref/#is the f-number of the lens is the ratio between the focal depth and the lens 

diameter at the inlet [102]. In this case the laser beam does not fill the lens diameter, so 

the f-number is then taken to be the focal ratiof/D (the ratio between the focal depth and 

the diameter of the laser beam at the inlet of the lens). 

The parameters of focusing the laser beam using the achromat lens were: 

1- Focal depth f = 25.6 mm. 

2- Beam diameter = 1.2 mm. 

3- Focal ratio f / D  = f / #  = 21.33 

0.067 x 25.6 
S.A. = = 1.77x104mm= 0.177 pm. 

(21.33)' 



Figure 2.10: Spherical aberration in a basic lens, after [65]. 

2.2.9 Microscope objective lens focusing 

In addition to the achromat lens focusing method used to carry out the experiments for 

voxels dimensional analysis, an objective lens was used to tightly focus the laser beam 

inside thin glass samples. The objective lens was used to achieve high intensities at the 

focus with which materials with higher melting points could be machined, such as soda 

lime glass, fused silica and sapphire. As shown in figure 2.1 1, an objective lens with a 

numerical aperture, NA = 1.25 and a magnification of XlOO was used with immersion 

oil to focus the laser beam inside a microscope slide (fused silica, 2 mrn thick). 

Figure 2.11 : Laser beam focusing using an objective lens. 
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The refractive index, n, is related to NA by, NA = n.sin8, where 6' is the half-angle of 

the maximum cone of light that can enter or exit the lens [65, 1441. The refractive index 

of air is 1 (nai, = l), while the typical refractive index of immersion oil is 1.6 (nail = 1.6) 

[144, 1451. Based on these facts and the relation between NA and n [144], the use of 

immersion oil with the lens increases the efficiency of laser beam collection by 

increasing the refractive index and hence NA to a value as high as 1.6 [145]. An 

additional advantage of using oil is that it produces a better matching to the refractive 

index of the sample, which is known to reduce emission losses [144]. 

The relative positioning of the optical components in this case can be determined using 

the same law of Gaussian beam propagation explained earlier. However, in the light of 

the objective lens beam collection characteristics, there are slight differences with 

regards to the focusing of the beam using an objective lens. The f-number (f/@ of the 

lens is given by [65, 1451, 

The f-number was defined in equation 2.3. Combining both equations 2.3 and 2.4, the 

following is obtained, 

where w is the beam radius at the lens inlet and in this case, w = f .  NA. When this 

value is used in equation 1.4, it gives a focal spot radius of, 

The focal spot diameter has a size limit of D = 0.61 AINA [144, 1451, which agrees 

with the derivation of equation 2.6 performed above. The optical resolution limit was 

also given by D = 0.5 AINA [34]. This relation shows that the higher NA the smaller 

the spot size and the closer it becomes to the emission wavelength [34, 1441. Figure 

2.12 shows the optical components and arrangement used with objective lens focusing. 

The two beam expanders were set to their maximum 3X beam expansion. 
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Figure 2.12: Optical components parameters of the new setup. 

Table 2.5 lists the values of the beam propagation parameters as well as the optical 

components specifications. The shaded cells in the table indicate the values of the 

parameters used for the optical components and their relative separation. The other cells 

show the maximum spreading of the laser beam based on the Gaussian beam 

propagation. It can be seen fiom table 2.5 that the chosen values for 4, 2 2  and are Z3 

smaller than the maximum calculated Rayleigh range values ZIR, Z2R and ZJR 

respectively. The separation between the components was based on the spreading of the 

beam calculations and they were positioned within the acceptable ranges of the beam 

propagation. The beam diameter at the input of the objective lens was taken to be equal 

to the orifice of the lens since the orifice diameter was smaller than the expanded beam 

diameter. 



Table 2.5: Beam propagation parameters for objective lens configuration. 

Equation 2.5 was used to estimate the depth of the focus inside the material shown in 

figure 2.12 and table 2.5. Equation 2.6 was used to calculate the focal spot size in this 

part of the study. 

2.2.10 3D positioning stage 

Building a controllable 3D positioning stage was necessary for fabricating 3D shapes in 

transparent m aterials. 3 D fabrication c an b e a chieved b y s canning t he focused 1 aser 

beam inside the transparent material. Three (2-Phase-1.8"/step, VEXTA PH268-21M2) 

stepper motors were chosen to be the actuators of the 3D positioning stage due to their 

accuracy and relatively easy control requirements. The 3D positioning stage consisted 

of three stepper motors and associated stages placed orthogonally to one another a s  

shown in figure 2.13. 



tor 
'ers 

Figure 2.13 : The 3D positioning stage built for this work. 

The control block diagram of the stepper motors is shown in figure 2.14. Each motor 

was framed and coupled to a lead screw that converted the rotational motion into a 

linear motion. 

VDC Supply 

Figure 2.14: Stepper motor control block diagram. 

LabVIE NI 6036E - 3 Motor Drivers 

A stepper motor is different from other motor types in the way it can be operated. To 

operate an AC or DC motor in the simplest case it is usually connected to a voltage 

supply. However, stepper motors require more than a voltage supply. They need an 

electronic digital pulse signal to move the motor shaft in steps. Physically, more than 

the electric pulse is needed, an electronic circuit, usually called the motor driver, is 

necessary to make the communication between the control signals and the motor 

windings. Each pulse in the signal will make the shaft to turn by one step; this is called 

the step angle. By sending a continuous pulse train to the stepper motor, it runs 

- 
3 Stepper 
Motors 



continuously as if it was a DC or an AC motor. Stepper motors are used for precise 

position control by controlling the number of pulses. The step number S of a stepper 

motor can be defined as the number of steps required for the motor's shaft to rotate by 

360" [146]. The step angle 0, is a manufacture characteristic of the motor and is related 

to the step number by: 

The stepper motors used in this work had 13, = 1.8"/step, the step number based on 

equation 2.7 is then S = 200 steps. This means that the number of steps required to 

complete one shaft revolution is 200 steps. Figure 2.15 shows the basic mechanical 

setup of the stepper motor motion frame. As mentioned earlier, the rotational motion is 

converted into linear motion by the means of a lead screw and a follower. The linear 

displacement D caused by the lead screw is related to the number of pulses of the 

electric control signal by the relation: 

where, p is the lead screw pitch and N is the number of pulses sent to the stepper motor. 

Lead Screw 

Figure 2.15: A basic set up of a stepper motor system. 

It is clear from equation 2.8 that one complete rotation (N = S = 200) will produce a 

linear displacement equal to the pitch of the lead screw. The lead screws used in this 

work had a pitch, p = %" = 6.35 mm. The rotational speed w (revls) of the stepper motor 

is related to the electric signal's frequency f (Hz) by: 



The linear speed V (mmls) caused by the lead screw is related to the frequency f by: 

The positioning resolution of the stepper motor is the smallest linear distance that the 

stepper motor 1 lead screw setup can achieve. It is clear from equation 2.8 that this 

displacement is a result of one single pulse. Displacement accuracy DAC can be 

expressed as: 

With the specifications demonstrated above, the stepper motors gave a positioning 

accuracy DAC = 6.351200 = 3 1.75 pm. However, advances in the electronics technology 

made it possible to hrther increase the stepper motor's positioning resolution [147]. 

The step number can be increased using the motor driver board; this technique is called 

(microstepping) [147]. The motor driver basically works on regulating the level of the 

current running in the stepper motor winding. This in turn increases the number of steps 

required for one full revolution. The motor driver used with the positioning system in 

this work was an Intelligent Motion Systems, Inc. motor driver board (IM483) [147]. 

This driver can be set to microstep resolutions as high as 51,200 microsteplrev (i.e. 256 

microstepsl conventional step). The microstep number in this work was set to 5 1,200 

microsteps/rev. It can be seen from equation 2.1 1 that the positioning resolution was 

thereby increased as a result to DAC = 6.35/51,200 = 0.124 pm. 

PC with 
IM483 

Connector 

Figure 2.16: Schematic connection of a stepper motor to the control PC. 

National InstrumentsTM has a range of interfacing boards, the PC1 6036E interfacing 

board [I421 and the SCB-68 external connector [I481 were used as the means of 

communication between the control PC and the motor drivers and hence the stepper 

motors. Each motor was connected to the PC in the same manner as shown in figure 

67 



2.16. The motor driver received 3 signals from the PC through the PC1 6036E and SCB- 

68 connector. Those signals were: 

1- Frequency: a 5 VDC square signal from a counter on the PC1 6036E device. The 

frequency of this signal determined the positioning speed and the number of pulses 

determined the amount of displacement. 

2- Enable: a 5 VDC digital logic signal; it toggled the status of the motor between ON 

and OFF modes. 

3- Direction: a 5 VDC digital logic signal; it toggled the direction of rotation between 

CW and CCW. 

B V-JC' I 

PC% 6036 E-Gerd Stepput water 
Sde Side 

Figure 2.17: Stepper motor driver, (a) Pins configuration and 

(b) one motor's connection. 

The workspace of the 3D positioning stage was designed to be 90 by 90 by 90 rnrn. The 

windings of each motor were wired to the IMS483 and figure 2.17 shows the pin 

connection configuration of the x axis driver and how it was connected to the motor. 

The control signals came from the PC1 6036E card as shown in figure 2.17. The pulse 

source was shared among the 3 motors. In order to control the positioning, each motor 



was operated while the other two were disabled. Table 2.6 lists the pin connections 

between all the motor drivers and the PC1 6036E card. 

Table 2.6: Motor driver - PC1 6036 E pin connections 

2.3 C02 laser system hardware and specifications 

The second part of the study was based on the use of a C02 laser. C02 lasers are very 

versatile and practical [66, 1261 and produce an output in far infrared region (over 

10,000 nm). A wide range of C02 lasers are available, which produce power outputs 

ranging from low-power (Watt ranges) to high-power lasers (kW ranges) used in 

material processing applications [126, 1491. Carbon dioxide lasers are available in 

pulsed and 1 or CW outputs. Table 2.7 provides a quick reference summary of the C02 

laser characteristics from the literature [22]. 

Table 2.7: Summary of COz laser characteristics from literature [22] 

Motor driver pin 

P1:2 

P1:3 

P1:4 

In this study, a Rofin DC-015 diffusion-cooled C02 slab laser system was used to 

fabricate microchannels on the surface of soda lime glass sheets. The optical resonator 

of the laser, shown in figure 2.18, is formed by t he front and rear mirrors and two 

parallel RF-electrodes. Excitation of the laser gas takes place in the RF field between 

the water-cooled electrodes. The heat generated in the gas is dissipated by the water- 

cooled (diffusion-cooled) electrodes. Thus, the conventional gas circulation systems 

X motor 

CPCTR 0 

DIO 0 

+5 V, Fused 

* most common wavelength 

Description 

Pulse source 

Direction 

Opto supply 

Enablemisable P1:5 DIO 1 

Y motor 

CPCTR 0 

DIO 2 

+5 V, Fused 

DIO 3 

Z motor 

CPCTR 0 

DIO 4 

+5 V, Fused 
---- 

DIO 5 



involving roots blowers or turbines are not required. A beam shaping module is 

integrated into the laser head and produces a high quality round symmetrical beam. The 

resonator design produces a 45" linearly polarized beam [149]. 

Figure 2.18: The C02 laser resonator configuration [149]. 

1. Laser beam 
2. Beam shaping unit 
3. Output mirror 
4. Cooling water 
5. RF excitation 
6. Cooling water 
7. Rear mirror 
8. RF excited discharge 
9. Waveguiding electrodes 

The laser beam mode is TEMoo and has a quality factor K > 0.9, giving M' value of 

1.1 1. The M' is a dimensionless beam propagation parameter and it is equal to 1 for a 

perfect Gaussian beam [65]. The beam diameter was 20 rnm at the laser output, 

diverging to 25 mm at 10 m distance. The focussed spot size and depth of focus depend 

on the focal length of the lens used. The laser beam is usually equal to 22 mm at the 

inlet of the focusing lens [150]. The focused spot diameter can be calculated from the 

real beam propagation equation [65]. 

I 

Equation 2.12 is similar to the equations used in the calculations performed in section 

2.2.7 except for the multiplication by the M' factor. Using the numerical values of the 

parameters in equation 2.12, the beam diameter at the focus becomes, 

10.6x10-~ x127xl.11 
Do = = 0.09 rnm = 45 pm. 

7r x 22 

The calculations agree with an excel file received from the Rofin technical support. The 

excel file allowed calculation of spot diameter and the depth of focus L5% = 0.32 mm, 

which is the depth of focus at 5% of focus diameter expansion. Figure 2.19 shows the 

laser system components. This laser system was a laser cutting machine that came with 



a CNC motion system and it was used without any modifications. Table 2.8 lists the 

laser system and laser beam specifications. 

Table 2.8: C02 laser system specifications [149-15 11. 

2.3.1 Controlling the COz laser system 

The C O2 1 aser o peration w as c ontrolled from t he c ontrol c onsole p rovided w ith t he 

system. This console allowed the control of the laser beam's power, pulse repetition 

frequency and the translation speed by keying in their numerical values. The PRF of the 

laser pulses was controlled by dividing the principal frequency of the laser's master 

clock. The C02 laser system has a characteristic principal frequency of 4 MHz, which is 

modulated to set the value of the pulse repetition frequency PRF. There are two 

dimensionless parameters (from the control console) that can be used to accomplish 

this, namely, the period and the divide. The PRF is then given by PRF = Fhnd / @eriod 

x divide), where Ffind is the principal frequency of the laser. The period parameter is the 

period of the resulting pulses and the divide parameter is a factor used to divide Ffiad 

and also controls the duty cycle of the pulse. For example if a divide of 40 was used, 

then the principal frequency clock will be divided to become 4 MHz / 40 = 100 kHz. 

This clock feeds the period clock, and if the period clock is 1000 then the output laser 

pulses frequency becomes, 100 kHz / 1000 = 100 Hz [152]. Alternatively, the laser 

system can be controlled using the main power supply; however that operation would 

not be synchronised with the motion control system [153]. It is worth mentioning here 

that once the control console is used, it overrides the setting on the main laser control 

unit. 

Laser systc~n specifications 
Wavelength 
Average power capacity 
Operation mode 
PRF range 
Pulse width range 

10.6 pm 
1500 W 

CW / Pulsed 
2 - 5000 Hz 

26 ps - 125 rns 
Laser h e m  specifications 

Spatial mode 
Beam quality factor, K 
Beam propagation parameter$ Ad2 

T'Moo 
> 0.9 
1.11 
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Figure 2.19: The C02 laser system used in this study. 

2.3.2 The motion control system 

The laser system came with a MTI 0505 Scientific motion system [153]. The motion 

system, shown in figure 2.19, consisted of a machining table that provided XY cutting 

area 1 envelope of 50 cm x 50cm. The motion resolution provided via the optical rotary 

encoders was 1.25 pm. The XY positioning speed ranged from 1 m d m i n  to 5 mlrnin, 

and the acceleration at the beginning of the motion could be as high as 2 d s 2 .  The 

control console is a full colour touch screen TFT display, which was used for the 

simultaneous control of the motion system and the laser power supply. The laser beam 

was focused onto the moving samples by a high pressure 5" FL lens which was a part of 

a nozzle assembly. The nozzle assembly was guided by vertical linear variable 

displacement transducers (LVDT) and provided 150 rnrn of vertical height or focal 

position adjustments [I 531. 



Part II: Software Setup 

2.4 Introduction 

The Nd:W04 laser system designed and built in this work was similar in operation to a 

rapid prototyping machine. This involved the design and development of both the 

hardware set up and control software. This part of the chapter presents the developed 

control software for the Nd:YV04 laser system. The steps required to produce a 3D 

design in a transparent material using the developed system are as follows: 

1 3D image design using any design software package, such as AutoCAD. 

2 Exporting the 3D design as a stereolithography (STL) file, this is the common 

format to rapid prototyping (RP) systems. 

3 Manipulating the 3D STL file to produce a 3D sliced build file. 

4 Controlling the position of the work piece in 3D based on the data in the build file. 

5 Operating the laser system for laser emission at suitable powerifrequency ratings 

necessary to cause micro-fabrication in the transparent material. 

Steps 4 and 5 were operated in a synchronised cyclic manner. Each of these steps will 

be discussed in detail in the sections below. Figure 2.20 shows the flow of the entire 

production process. 

Figure 2.20: Flow chart of the system's production process. 
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The software control of the system can be divided into three main parts: CAD 

manipulation, sample position control, and laser control. LabVIEW was utilised in 

developing the three parts. 

2.5 CAD manipulation codes 

The part to be produced was designed in a CAD software. AutoCAD and Microstation 

were used as the CAD design environments for this work. The design must be a 

solid/surface object in order to be convertible to STL format that relates to 

"stereolithography" which is the method of layered manufacturing invented by 3D 

SystemsTM. STL is the file format used by rapid prototyping systems that allows 

translating the CAD model data into a file format that could be interpreted by rapid 

prototyping machinery, and thus physical prototype can be created [155]. After the 

model design is completed it can be exported to an STL file using the STLOUT 

command in AutoCAD. 

2.5.1 STL file format 

It is important to discuss the format of STL files as a ground for understanding the 

mathematical and numerical representation of the model. STL employs a method of 

representing the surfaces of a CAD model as a closed volume mesh comprised of 

triangles [156], this method is called "tessellation", see figure 2.21 for a sample 

tessellated model. Each triangle is referred to as a "facet" that is defined by 3 vertices 

and a normal vector to the facet surface. These facets' data are used by a slicing 

algorithm to determine the cross sections of the 3D shape to be built [157]. There are 

two important requirements to ensure proper processing of an STL file. First, triangle 

vertex ordering is used to identify interior or exterior surfaces. An order is assigned to 

each vertex, where a clockwise vertex ordering indicates an interior surface. The right- 

hand rule states that the vertices of each facet must be ordered so that when the fingers 

of the right hand pass from point one through point two to point three, the thumb will 

point away from the solid object [158]. This rule is illustrated in figure 2.22. The second 

rule is the vertex-to-vertex rule. Each triangle must share two vertices with each of its 

adjacent triangles. In other words, a vertex of one triangle cannot lie on the side of 

another [159, 1601 as illustrated in figure 2.23. 



Figure 2.2 1 : A sample tessellated solid model [156]. 

Figure 2.22: Right-hand rule, (a) illustrates an exterior surface and 

(b) an interior surface. 

Incorrect Coaec t  

Figure 2.23: The vertex-to-vertex rule. The left figure shows a violation of the rule and 

a correct configuration is shown on the right. 



The object represented must also be located in the positive x, y and z portion of 3D 

space. In other words, all vertex coordinates must be positive-definite (non-negative and 

non-zero) numbers. The STL file does not contain any scale information; the 

coordinates are in arbitrary units. Typically, an STL file is saved with the extension 

"STL," case-insensitive. ASCII and Binary STL files are the two types of STL files that 

are commonly used. Both types store 3D facets and their normals. ASCII STL files have 

one advantage in that they are easy to read with most text editors. Binary STL files, on 

the other hand, are more compact and faster for the computer to read [159]. The design 

of this system was based on the ASCII STL format. These two formats are described 

separately in what follows. 

2.5.2 STL ASCII format 

The ASCII STL format has the following syntax: 

solid name 

(facet normal ni nj rzk 

outer loop 

vertex vl, vl, vl, 

vertex v2, v2, v2, 

vertex v3, v3, v3, 

endloop 

endfacet 

endsolid name 

Bold face indicates a keyword; these must appear in lower case. Note that there is a 

space in "facet normal" and in "outer loop," while there is no space in any of the 

keywords beginning with "end." Indentation must be with spaces; tabs are not allowed. 

The notation, "{. . .I+," means that the contents of the brace brackets can be repeated one 

or more times. Symbols in italics are variables which are to be replaced with user- 

specified values. The numerical data in the facet normal and vertex lines are float 

numbers, for example, (1.1 x1 om3). A facet normal coordinate may have a leading minus 

sign; a vertex coordinate may not 11571. An ASCII STL sample file of a triangle (three 

vertices) is shown as follows. 



solid test 

facet normal -0.006623 

outer loop 

vertex 25.624990 

vertex 24.960028 

vertex 25.595644 

endloop 

endfacet 

facet normal -0.002423 

outer loop 

vertex 25.624990 

vertex 25.61 31 10 

vertex 24.960028 

endloop 

endfacet 

facet normal 0.0241 05 -0.241428 0.9701 19 

outer loop 

vertex 24.942366 50.173779 17.896738 

vertex 24.960028 50.800739 17.740273 

vertex 25.6131 10 50.155865 17.884531 

endloop 

endfacet 

endsolid test 

Notes: 

- The length of the normal vector is 1 

- The vertices follow the right hand rule 

- The numbers are float values 

2.5.3 STL binary format 

The binary format uses the lEEE integer and floating point numerical representation. 

The syntax for a binary STL file is as follows: 



Bytes Data type Description 

80 ASCII Header No data significance 

4 unsigned long integer Number of facets in file 

float 
float 
float 

float 
float 
float 

float 
float 
float 

float 
float 
float 

unsigned integer 

i for normal 

x for vertex 1 
Y 
z 

x for vertex 2 
Y 
z 

x for vertex 3 
Y 

Attribute byte count / 

The notation, "(. . .)+," means that the contents of the brace brackets can be repeated one 

or more times. The attribute syntax is an optional element in the STL, which may be 

used to specify a certain colour or tool to be used for fabricating that a specific vertex 

[157]. The attribute syntax was not documented in the formal specification above. 

2.5.4 Read STL code 

Having studied the STL format and the meaning of the data that it contains, now we can 

explain the method used to produce a build file from the STL file format. The technique 

is known as the "slicing method" [158]. Our build file is going to be significantly 

different from other build files commonly employed in stereolithography. The reason 

behind this is that our aim is to optically store the model, in the form of voxels, inside 

the transparent substrate. However, in other RP processes the aim is to produce a part or 

a prototype that has the same geometry and dimensions of the CAD model, i.e. 

physically separated from the substrate. This usually requires additional parts in the 

build file, such as model placement, orientation and support generation and assignment 

of build and recoat attributes [158]. The build file generated in this work was mainly 

based on the slicing of the tessellated model, i.e. the STL file. The following section 

discusses the algorithm used for slicing and the LabVIEW code developed to achieve 

that. 



Figure 2.24: CAD file manipulation code flow chart. 

The CAD manipulation code is composed of a group of codes. Each code performs a 

specified function, all leading to one goal that is to produce a build file. The program's 

flow chart is illustrated in figure 2.24.The function of this code was to read the STL file 

and filter out the necessary data needed for the slicing to be performed on the design. It 

saves the filtered data in a text file. Filtering the necessary data is essential because it 

provided the data for the slicing process. For slicing, only the coordinates of the three 

vertices that define each facet (triangle) on the surface are needed. The rest of data 

contained in the STL file was filtered, which also reduced the size of the file. The input 

and output variables used in this program are shown in figure 2.25. The illustration of 

using the code and how it works can be found in appendix B.2.1. 
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Figure 2.25: Read STL code front panel. 

Figure 2.26 (a) shows the unprocessed STL format with the extra details. Figure 2.26 

(b) shows the text file format output after processing the STL file. ARer this stage the 

program deals with this text file, called "source file" hereafter. 



Figure 2.26: STL file filtering: (a) Original 4 facets vertex information, and 

(b) Reduced text file showing the same facet vertex information. 

2.5.5 Slice settings code 

In this code the user defines the slicing parameters that are going to be used in 

processing the design. The front panel of this code is shown in figure 2.27. The 

parameters are the direction of slice and the layer spacing. The process parameters and 

the XYZ data taken from the source file are fed into another two sub-codes. The actual 

slicing is done in the Planes.vi and 1ntersection.vi sub-codes. Appendix B.2.2 illustrates 

how to use this code and how it works. 

I 

solid sphere 
facet normal -0.13 -0.13 -0.98 
outer loop 
vertex 1.50000 1.50000 0.00000 
vertex 1.50000 1.11177 0.05111 
vertex 1.11177 1.50000 0.05111 

endloop 
endfacet 
facet normal 0.13 0.13 -0.98 

outer loop 
vertex 1.50000 1.50000 0.00000 
vertex 1.50000 1.88823 0.051 11 

, vertex 1.88823 1.50000 0.051 11 
endloop 

endfacet 
facet normal -0.13 0.13 -0.98 
outer loop 
vertex 1.11177 1.50000 0.05111 
vertex 1.50000 1.88823 0.051 11 
vertex 1.50000 1.50000 0.00000 

1.50000 1.50000 0.00000 
I 1.50000 1.111770.05111 

1.1 1177 1.50000 0.051 11 
end 
1.50000 1.50000 0.00000 
1.50000 1.88823 0.05 11 1 
1 .88823 1.50000 0.051 11 
end 
1.11177 1.50000 0.05111 

I 

1.50000 1.88823 0.05 11 1 
1.50000 1.50000 0.00000 
end 
1.88823 1.50000 0.051 11 
1.50000 1.11177 0.05111 
1.50000 1.50000 0.00000 
end 
.. . . . 
. . .. .. 
eo f 

1 endloop 
endfacet 
facet normal 0.13 -0.13 -0.98 

outer loop 
vertex 1.88823 1.50000 0.051 11 
vertex 1.50000 1.1 1 177 0.05 1 1 1 
vertex 1.50000 1.50000 0.00000 

endloop 
endfacet 
facet 

.. a. a. 

*. .. .. 
endsolid 

(a) (b) 
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Figure 2.27: Slice Settings code front panel. 

2.5.6 Planes code 

This code takes its inputs from the slice settings code. The inputs are (X values, Y 

values, Z values and Layer Spacing). This code develops the CAD envelope (maximum 

and minimum XYZ-coordinates), According to the CAD envelope and the layer spacing 

it will generate 3 sets of slicing planes (X Planes, Y Planes and Z Planes). This code is 

self executing; it needs no instructions from the user. See figure 2.28 for the front panel 

and diagram of the code. The slicing planes are then used in the Slicing code. The 

details of how this code works can be found in appendix B.2.3. 

Planes Code 

me, 

Id 1 1 1 . 1  

Figure 2.28: Planes code front panel. 



2.5.7 Slicing code 

The slicing can be described as passing an array of planes through the designed part or 

CAD geometry. Those planes are parallel and have constant increments in values in one 

of the major axes direction, for example z planes, see figure 2.29. The intersections of 

each plane with the tessellated (faceted) surface of the part will form planar contours, 

see figure 2.30. These planar contours are the basis of any RP or stereolithographic 

manufacturing process. 

Array of Slicing 
- - - - Planes \ 

I 

Z axis 
- .- 

Tessellated .-- 2 .  - -  . .. . '..*-- . - 
8- - - - .  ./ 

--+-> -, Design 

- 

Figure 2.29: Slicing concept using Z planes. 
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Figure 2.3 0: Single plane slice (planar contour). 



Appendix B.2.4 illustrates the mathematical background necessary for understanding 

the line-plane intersection in 3D space. This concept of line-plane intersection 

illustrated in the theory of appendix B.2.4 was used in the Slicing code developed in this 

work. This code launches automatically after the Slicing Settings and the Planes codes 

terminate, taking inputs from both: 

Facets Data: (X, Y and Z values) taken from the Slicing Setting code. 

Slicing Direction: (X, Y and Z Direction) taken from the Slicing Setting code. 

Slicing Planes: (X, Y and Z Planes) taken from the Planes code. 

Mark Spacing: usually equals 2 x (Layer Spacing) taken from the Planes code. This 

parameter is a numerical value. The layer spacing is entered by the user in the Slice 

Settings.vi code, see figure 2.27. This is the spacing between planes taken through the 

CAD file of the object. The points where a plane intersects a facet on the surface of 

the object are used as positions within the physical part for voxel fabrication. If the 

plane cuts a face at an angle such that the distance between these points is larger than 

the Layer Spacing, the software segments this distance to produce a more 

homogeneous distribution of voxels within the object. The segments separation is set 

by the Mark Spacing parameter. 

Build File Path: defines the path and name of the build file, a default value saves the 

build file on the desktop, typically, with the name (data'txt). 

The slicing code has two main sub-codes, namely, Segment code and Filter code. 

Appendix B.2.5 contains the illustration of how the slicing code and its sub-codes work. 

Figure 2.3 1 shows the difference brought by segmenting the distances between point- 

pairs resulting from the slicing plane intersection with one facet. 

Figure 2.3 1 : Significance of segmentation, (a) slicing without segmentation and (b) 

slicing with segmentation. 
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Repeated intersection points are generated after slicing, due to the edge-to-edge 

characteristic of the STL file format shown in figure 2.32. The repeated points are 

filtered by the Filter sub-code. 

- Edges 
Repeated shared by 
intersection two facets 
points 

?.I Slicing 
I - I - - -  . - -  

,:;, --- - - 
plancs 

*'J --- 

Figure 2.32: Filtering the repeated intersection points is necessary. 

After the segmentation and the filtering of the points is done, the resulting set of points 

belonging to the slicing plane form a planar contour as shown in figure 2.33. 

0 I.. .. 

Figure 2.33: Sample planar contour of a sphere. 



The combination of the generated planar contours gives the fully sliced 3D CAD design, 

which can be written to a build text file. As shown in figure 2.34, each planar contour 

data points are grouped together and a line reading "PLANE" designates the end of the 

planar contour data points. The complete sliced sphere geometry treated in this 

illustration is shown in figure 2.35. The flow chart of the slicing code is shown in figure 

lSt Planar 
Contour 

2nd Planar 
Contour 

File Edit Format View Help 
- 

1.500000 1 499848 0.000020 
1.499048 1.500000 0.000020 
1.500000 1 500152 0.000020 
1.5001 52 1.500000 0.000020 
PLANE 
1.500000 1.347929 0.020020 
1.461066 1.386863 0.020020 
1.404497 1.443431 0.020020 
1.347929 1.500000 0.020020 
1.500000 1.652071 0.020020 
1.556569 1.595503 0.020020 
1.61 3137 1.538934 0.020020 
1.652071 1.500000 0.020020 
1.404497 1.556569 0.020020 
1.461066 1.613137 0,020020 
1.613137 1.461066 0.020020 
1.556569 1.404497 0.020020 
PLANE 
1.500000 1.196009 0.040020 
1.422263 1.273726 0.040020 
1.365715 1.330294 0.040020 
1.309146 1.386863 0.040020 

I 

1.252578 1.443431 0.040020 
1 .I96009 1.500000 0.040020 
1.500000 1.803991 0.040020 
1.556569 1.747422 0.040020 

, 1.613137 1 690854 0.040020 
I 1.669706 1.634285 0.040020 v 

Figure 5.34: Part of the sphere build file. 

Figure 2.35: Full plot of the sphere. 
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Figure 2.36: Flow chart of the Slicing Code. 

2.6 Position control code 

After the CAD design has been manipulated and converted from STL format into a 

build file, the next step is to build the part. This requires the control of the laser 

emission and the 3D position of the work piece, as shown in figure 2.20. In this section 

the position control code is discussed. Stepper motors were utilised for moving the 

sample on the 3D positioning stage. The code that controls the positioning stage was 

developed in this work using LabVIEW. The mathematical relations discussed in 



section 2.2.10 were used in the control code of the 3D positioning stage. The position 

can be controlled using equation 2.8. Equation 2.9 was used to calculate the suitable 

frequency for driving the stepper motor which corresponded to a suitable linear speed. 

Figure 2.37 shows the front panel and diagram of the position control code. Illustrations 

of how to use this code and how it works are found in appendix B.2.6. 
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Figure 2.37: Position control code front panel. 

Upon running the code, it will start the positioning process immediately reading the x, y 

and z coordinates from the build file. Figure 2.38 shows the flow chart of the 

positioning code. More details on the outputs of the codes and the pin connections from 

the PC1 6036E board to the stepper motor drivers can be found in appendix B.2.6. 



displacement pulses 

displacement pulses 

Figure 2.38: Flow chart of the positioning code. 

2.7 Laser control codes 

The operation of the Nd:YV04 laser was originally done using the T-Remote control or 

the T-Soft control program supplied by the OEM. Both methods did not provide a 

proper comprehensive control of the laser. For example, Q-switching was not possible 

using these methods. The development of a new code for controlling the laser operation 

was necessary. Serial communication with the T-Series laser power supply unit was 

possible and as explained in section 2.2.3, all the operation parameters can be controlled 

via RS232. This was the basis of the control method used with the system. This section 

presents the serial communication syntax set by the OEM, and based on this syntax the 

control code developed in LabVIEW. 

2.7.1 RS232 communication codes 

Commands to the T-Series power supply consist of strings of ASCII characters. Each 

command is terminated by a semicolon. Multiple commands can be issued in a single 

string. Full discussion of the communication syntax can be found in appendix B.1.2. 

The first step in developing the control code was to test all the read and write 



commands. For that purpose, a simple serial port read-write LabVIEW code was 

developed. Important characteristics of the serial data communication were discovered 

in this stage: 

Serial Port Configuration: this is necessary for the communication to properly take 

place. As specified in the laser catalogue, the default settings are: 

9600 Baud. 

No Parity Bits. 

8 Data Bits. 

1 Stop Bit. 

Data Flow Control is request to send and clear to send (RTSICTS). This is further 

explained in appendix B. 1.1. 

Figure 2.39 shows the serial port configuration VI (Virtual Instrument). Note: 

"ASRL1::INSTR" designated the configurations to COMl port on the PC. The same 

configurations are used throughout the control code. 

Figure 2.3 9: Serial port configuration in LabVIEW. 

Data Overflow: one major problem in serial communication. Data is transmitted from 

the laser power supply to the PC in series (i.e. rows of bytes). Due to delays in the 

RS232 communication buffers, the beginning and end of the received string is shifted as 

shown in figure 2.40. This problem is most evident in a read string and was solved in 

the following ways: 

1- Clearinglresetting the communication buffer when communication is no longer 

needed (i.e. the termination of the sub-codes and/or the main code). 

2- Adding software controlled time delays to counter-balance this buffer delay. 

Various experiments revealed the value of this delay (Td = 100 ms in each loop). 



3- Searching the received string for specific characters that mark the data received, for 

example as character (A) marks the current reading, whereas character (P) marks the 

power reading. This solution can be used when the contents of the received string 

are previously known. This solution was used in the main code that monitors the 

operation parameters such as the Diode Current (Cl), Power (P), Temperature (TI) 

and PRF (Q). 

?P; ?C1; ?TI; ?Q; The command string 

- 
0.00W;O.OOA;25.01C;OHz; f-- 1" loop received string 

OHz;O.0OW;O.OOA;25.O1C; t-- 2nd loop received string 

3rd loop received string 

4~ loop received string 

Figure 2.40: Received data overflow in the serial port buffer. 

Write Commands: the commands that set the operating parameters such as (diode 

temperature, diode current and diode ONIOFF) have to be sent once, instead of 

continuously sending them. The memory in the laser power supply unit will save these 

settings. This will also help to reduce the possibility of overflow to occur. 

NOTE: the read and write strings contain the data in a specific format set by the 

manufacturer. The strings data is converted in the code so as to make it look familiar to 

the user. For example: 

C1:1154; will set the diode current to (1 1.54 A). 

MO; will set the diode pump regulation mode to (Current Mode). 

GI; will gate the Q-switch to (ON) 

The user deals with the syntax in brackets, while the string conversion is performed 

behind the scene. The command syntax was tested thoroughly and the desired 

commands for control were selected. These commands will be listed in the respective 

locations they were used in the code. The control code consists of 3 main sub-codes 

(Laser calibration, Settings before operation and Laser control). The following 

discussion explains the use and the working principle of each part. In order to operate 

the laser, the control code is first run. 



2.7.2 Initial settings code 

This code runs automatically when the Laser Control.vi code is run. The front panel of 

this code appears in the middle of the screen, as shown in figure 2.41. This code reads 

the initial values of the operation parameters from the laser power supply unit. Table 2.9 

contains a list of the parameters and the corresponding string commands sent to the 

serial port. 

E~le Edit m e r a t e  1001s Browse g ~ n d o w ~ g e l ~  

<wren (A) I 
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Figure 2.41: Initial settings code front panel displayed on stand up. 

Table 2.9: Initial settings parameters and string commands. 

All the readings are concatenated into a string that is written to a text file. This file is 

used later in the "Setting before operation" code, and it can be a useful parameter 

reference after the use of the laser. The naming of the initial settings files follows a 

certain format (CLB Hour-Minute Day-Month-Year.txt), for example the file (CLB 19- 

92 

Displayed value 
Current Mode or 
Power Mode 

Gate Status OFF or ON 
PRF Frequency ?Q; 0- 1000000Hz 0- 1000000Hz 
Temperature ?TI; 14 .9640 .00~  14.90-4O.OOC 

0.00-37.80A 
S u p i m e  
-- 

?SUP; 0-8000 0-8000 

Received string 
0 or 1 

Parameter 
Operation Mode 

Sent command 
?M; 



15 20-07-04.txt) was created at 7:15pm on 20-July-2004. A sample initial settings file is 

shown in figure 2.42. The code terminates and the front panel closes automatically. 

File Edit Format View Help 
- .- - - -  -- - 

Power Mode 
ON 
OH2 
14.90C 
14.90A 

Figure 2.42: Sample initial settings file. 

2.7.3 Settings before operation code 

After the calibration code panel closes, the operator is back at the front panel of the 

Laser Control.vi code. The code now is running and displaying the current, power and 

temperature levels of the laser diode as shown in figure 2.43 the laser emission 

parameters can be changed by clicking on the Settings before operation button. 
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Figure 2.43: Laser Control code front panel. 

When this button is clicked the front panel of the Settings code will appear in the middle 

of t  he s creen as s hown in f igure 2.44. Listed on the 1 eft a re the init ial p arameters' 



readings taken by the initial settings code. The initial values are read from the initial 

settings text file created previously. On the right are the same parameters if the operator 

wishes to make any changes in their values. Note that there are no initial values for the 

diode current and power, because the diode is usually off when the program is first run. 

The EXIT button must be clicked after the operator is done with setting the parameters' 

values. The new settings are sent in a single string to the laser power supply unit via the 

serial port and the front panel closes. The calibration code procedure in serial port 

communication and parameter conversion is followed in this code. 

Figure 2.44: Front panel of the Settings Before Operation code. 

Table 2.10 contains a list of the control parameters and the string commands sent to the 

serial port. 

Table 2.1 0: Settings parameters and string commands. 



2.7.4 Laser control code 

The laser control code is the main code that contains the Initial Settings and Settings 

codes. However, these codes should be executed before the laser emission takes place. 

The front panel of the Laser Control.vi code shown in figure 2.43 contains monitoring 

displays and control button, which indicate the following: 

Monitoring Displays: 

1 - Laser diode current graph and digital display. 

2- Laser diode power graph and digital display. 

3- Laser diode temperature scale and digital display. 

4- Laser emission Pulse Rate Frequency PRF digital display. 

Control Buttons: 

1- Settings Before Operation. This opens the setting code front panel as explained 

previously. 

2- Laser ONIOFF. This switches the laser emission ON or OFF. 

3- EMERGENCY. For emergency stop, it stops the emission and terminates the 

program all at once. 

4- STOP. For normal stop of the program after the operator switches the laser diode 

off. 

Table 2.1 1 contains the list of the displayed parameters in the Laser Control code and 

the corresponding string commands sent to the serial port. 

Table 2.11: Laser Control parameters and string commands. 

2.7.5 Laser switch code 

The Laser ONIOFF button when clicked will open the front panel of Diode Switch code 

shown in figure 2.45. This is a small code that asks the operator to confirm the action of 

switching ON or OFF the laser diode. It also sends the command to the serial port only 

once, this reduced the command load on the serial port buffer. Once the operator clicked 

the confirm button, the command was sent and the front panel closed. The laser 



emission then started at the pre-specified settings. Figure 2.46 shows the front panel of 

the laser control code after the laser emission was turned on. 

I LASER [N PANE 

- - - 

Figure 2.45: The front panel of the Diode Switch code displayed on stand up. 
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Figure 2.46: The front panel of the Laser Control code while laser diode is ON. 



Summary 

The development of the hardware and software of the N d : W 0 4  laser system were 

demonstrated. The two different focusing techniques and related calculation were also 

presented in this chapter. This system was used for internal microfabrication and 3D 

CAD fabrication in transparent materials as wiIl be presented in chapter 3. Moreover, 

the C02 laser system specification and hardware were illustrated. This system wilI be 

used for fabricating rnicrochanneI on the surface of soda-lime glass samples as will be 

demonstrated in chapter 4. 



Chapter 3 

Nd:YV04 Laser Experiments 



3.1 Introduction 

Three different experiments were carried out on the Nd:YV04 laser system. The 

objective of the first experiment was to understand and analyse the microfabrication 

process and its control parameters. The second and third experiments verified the three 

dimensional positioning and the laser control from the software and the hardware 

perspectives. The main objective of the second and third experiments was the 

dimensional analysis of the three dimensional CAD microfabrication process. 

3.2 Microfabrication experiments 

These experiments were carried out to draw a relation between the laser beam 

parameters and the morphology of the microfabricated voxels inside polycarbonate 

samples. 

3.2.1 The equipment used 

1- The laser system developed and explained in section 2.2. 

2- Polycarbonate samples of 5mm thickness. 

3- Optical microscope for inspection (Me F2 universal camera microscope made by 

Beuhler Omnimet Enterprise [I611 with a quantitative image analyser [162]). 

4- Polishing apparatus to facilitate side inspection. 

5- Control PC and LabVLEW control codes explained in sections 2.5 to 2.7. 

3.2.2 Pulse energy and fluence calculations 

The Nd:YV04 laser had a characteristic pulse width of 80 ns [ 1411. The following 

equations were used to calculate the pulse energy at different average laser powers and 

pulse repetition frequencies PRF [22]. 

Duty cycle = Pulse width x PRF (3.1) 

Peak power = Average power / Duty cycle (3.2) 

Pulse energy = Peak power x Pulse width (3.3) 

To c alculate the p ulse e nergy us ing t hese e quations t he v alues o f P RF and average 

power were needed. In fact, these two parameters were used as process control 

parameters in the design of experiments. Laser fluence can be defined as the laser pulse 

energy deposited per unit area, and it is measured in ( ~ / c m ~ )  [83]. The accumulated 

fluence due to a number of laser pulses, N, is therefore given by: 



where, Ep is the pulse energy and A is the focal spot area. The evaluation of the above 

equations can be tedious if one has to perform them for each sample produced. So, a 

LabVIEW code was developed to evaluate them. The front panel of this code is shown 

in figure 3.1. The code simply employs the equations used for focal spot area and pulse 

energy calculations to calculate the accumulated fluence value (~icm'). 

Pulse Flrrence Calctlla tions 

'ocal ares (mkron2) 

Figure 3.1 : Front panel of the fluence calculations code. 

3.2.3 Experiment design 

At the beginning of this work, screening experiments were conducted based on 

literature readings and trial and error. The objective of these experiments was to select 

the process control parameters. The minimum laser power that could be generated was 

0.1 W. The breakdown threshold in polycarbonate was observed using a minimum P = 

0.15 W and maximum PRF = 5000 Hz. Increasing the PRF value reduced the pulse 

energy and no breakdown was observed after 5000 Hz. Laser power values higher than 

0.5 W were noticed to cause burning of the samples. 



The laser control variables of this experiment were then chosen to be PRF, the average 

laser power P since they set the pulse energy value. The number of pulses, N, triggered 

on each voxel location was selected as a control parameter based on its expected effect 

from t he a ccumulated f luence expression in e quation 3.4. T he a im o f t he de sign o f 

experiment was to examine changes in the average voxel size as these three parameters 

changed. Moreover, to draw a relation between these control parameters and the 

morphology of the microfabricated voxels. In order to achieve this, rows of voxels were 

fabricated inside polycarbonate sheets of 5 mm thickness. Each row consisted of 40 

voxels separated by 200 pm and fabricated with the same parameter settings. Table 3.1 

lists the parameter combinations that were examined. Each cell in the table refers to the 

parameters at which each row of voxels was fabricated, indicating the number of pulses 

triggered at each frequency and power setting. 

Table 3.1: Microfabrication experiment parameters. 

3.2.4 Fabrication of samples 

One polycarbonate sheet was used for each power rating. This meant that each sample 

contained 15 rows. However, three rows were used for each group. Each group shared 

the same PRF value. Figure 3.2 shows the contents of the samples. Each row within a 

group separated from the others by 500 pm. Each group was separated from the others 

by 2 mrn. This range of separation made the microscopic inspection task easier, because 

three rows could be captured in one image. 

3.2.5 Experimental procedure 

1 - The laser system was switched ON and it was checked that the laser diode was OFF. 

2- The polycarbonate sheet workpiece was mounted in the workpiece clamp. 

3- The laser control code was run and the laser parameters were set to produce the 

desired average power. The laser diode was then turned ON. 

4- The positioning code was run with the build file to fabricate a row of voxels. 

5- After the completion of the building process, the laser diode was switched OFF. 



6- The positioning code was then run to produce the separation between the rows. 
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Figure 3.2: Illustration of a sample's subsets and microfabricated voxels' settings. 

7- Steps 3 to 6 were repeated until a group of 3 rows was fabricated. The number of 

laser pulses was set for each row separately. 

8- The laser diode was turned OFF. The positioning code was run again to make the 

separation between groups. 

9- Steps 3 to 8 were repeated with a new PRF value for each group until all the rows 

on the workpiece were fabricated. 

10- The laser diode was switched OFF. A new polycarbonate sheet was mounted and the 

same procedure was followed. Four separate wokpieces were required to produce 

voxels with the four chosen P settings, 0.2, 0.3, 0.4 and 0.5 W, see table 3.1. 

3.2.6 Inspection of the samples 

The inspection was performed under an optical microscope using a 5X objective lens. 

The voxel diameters, as viewed from the top / laser firing direction, were measured 

under the microscope taking the most clearly edge defined voxels fabricated in each 

row. In the case of voxels having star-like shapes, the diameter was defined in a 

subjective manner, as the flakes were a result of propagating thermal stresses/cracks. 

Hence, they could not be considered in the voxel size measurement. As shown in figure 



3.3(a), a circle was located at the centre the star. The diameter of the circle was defined 

by the closest non-affected material matrix based on the refractive index/colour 

difference. In the case of the circular or confined shaped voxels, the diameter was 

defined by a circle that covers the heat affected zone as the one shown in figure 3.3(b). 

Both voxels in figure 3.3 were cloned on the bottom of the figure for clear visualisation. 

At least the average of 5 voxels was calculated, and the average of a maximum 8 voxels 

was calculated in some cases. Some of the voxels in the sample images had a kzzy  

shape; this is due to the focusing limitations of the microscope objective lens, keeping 

in mind that the voxels have a 3D shape. The star-like shaped voxels produced in this 

study provided better visualisation with the naked eye under the room light. 

Figure 3.3: Voxel diameter definition, (a) star-shaped voxel, and (b) circular voxel. 

Tables 3.2 - 3.6 include the images of the voxels microfabricated using P = 0.2 W, with 

the corresponding operation parameters. The rest of the results and images are included 

in appendix C.1. The fluence and the accumulated fluence were also calculated and 

listed. In table 3.2, taking the sample image as the starting point from the left, the next 

column shows the number of pulses for the row of voxels in the sample image. The 

calculated fluence per pulse is the third column, the accumulated fluence in the fourth 

and the average voxel diameter is listed in the last column to the right, all corresponding 

to the row of voxels in the image. 



Table 3.3: Microfabrication results at P = 0.2W, PRF = 2000 Hz and Ep = 100 pJ. 

Microscopic image 
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Table 3.2: Microfabrication results at P = 0.2W, PRF = 1000 Hz and Ep = 200pJ. 
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Table 3.5: Microfabrication results at P = 0.2W, PRF= 4000 Hz and Ep = 50 pJ. 
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Table 3.4: Microfabrication results at P = 0.2W, PRF = 3000 Hz and Ep =66.67pJ. 
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Table 3.6: Microfabrication results at P = 0.2W, PRF = 5000 Hz and Ep = 40p.J. 

Microscopic image 

3.2.7 Microfabricated voxel morphology analysis 

In terms of the voxel morphology, the laser pulses tended to have an explosive or a 

hammering effect on the material at low frequencies [68, 1631. This was evident from 

the star-like shapes of the voxels at low PRF values ranging from 1000 to 2000 Hz. The 

time separation between successive laser pulses allowed the material around the focus to 

cool down before the thermal energy can be deposited into the surrounding area. This 

also caused the loss of the seed electrons necessary for avalanche ionization to take 

place. 

At higher frequencies, the process seemed to result more confined and uniform voxel 

shapes suggesting faster thermal energy deposition into the material surrounding the 

focus. If we consider one voxel, as shown in figure 3.4 (a), this voxel was 

microfabricated using P = 0.2 W, PRF = 1000 Hz, and 1000 pulses. The voxel in figure 

3.4 (b) was fabricated using P = 0.2 W, PRF = 3000 Hz and 3000 pulses (both voxels 

were cloned on the right in these figures for clear visualisation). The control parameters' 

settings in both cases, lead to an accumulated fluence of 30487.32 ~ l c m ~ .  Despite having 

the same accumulated fluence, the sizes and morphologies of the two voxels are 

evidently different. In the first case, where a low PRF was used, a hammering effect of 

the laser deposition produced the star-like shape of the voxel. Whereas, in the second 

case the shape was circular and more confined, suggesting a uniform heat deposition 



mechanism. From this observation, the accumulated fluence could not have been the 

only process control parameter affecting the process. Therefore, it is not sufficiently 

accurate to only quote the accumulated fluence value when carrying out such analysis. It 

is also necessary to quote the laser processing parameters such as the average laser 

power, pulse repetition frequency, pulse width and the number of pulses. 

(a) (b) 

Figure 3.4: Microfabricated voxel morphology, (a) star-like voxel at low P R F  effect, 

(b)spherical shape voxel at higher PRF. 

Heat deposition melts the material at the focal region. After solidification the material 

around the voxel is denser giving it a higher refractive index. In figure 3.4 (b), the 

refractive index change was gradual; the black circle (having a radius of 26.8 pm) 

represents the maximum refractive index change at the middle of the voxel. The ring 

(having a thickness of 21 pm) and surrounding the centre has a lighter colour that 

gradually fades into the matrix colour representing a gradual refractive index change as 

we move away from the centre [163, 1641. 

At the beginning of this chapter, calculations were presented of the beam diameter at the 

focus. The diameter at the focus was found equal to (2~14.45 = 28.9 pm). However, the 

minimum average voxel diameter obtained in this work was 47.5 p.m. This was 

expected due to the effect of incubation and the use of many pulses to create each voxel. 

The amount of accumulated fluence deposited into the material exceeded by the order of 

thousands the amount expected from a single pulse. 

3.2.8 Microfabricated voxel size analysis 

Figures 3.5 - 3.8 show the effect of the accumulated fluence on the voxel diameter at 

the preset PRF values using the average laser powers of 0.2, 0.3, 0.4, 0.5 W 

respectively. As can be observed from the curves, the accumulated fluence has a 

proportionally increasing effect on the voxel diameter. 

Similar accumulated fluence values can be obtained using different combinations of 

pulse energies and number of pulses, see equation 3.4. For each power value presented 



in figures from 3.5 to 3.8, a range of accumulated fluence was obtained. For a specific 

accumulate fluence in one of these figures, the graphs represent the same amount of 

thermal energy deposited into the material but at different rates. The PRF values of 

1000, 2000, 3000, 4000 and 5000 Hz controlled the rate at which the energy was 

deposited into the focus and transferred to the surrounding regions. Increasing PRF 

resulted in an increase in the average voxel diameter indicating a direct proportionally 

increasing relationship between the PRF and the voxel size. The jumps in average voxel 

size among the curves in these figures indicate that the pulse energy also has an effect 

on the voxel diameter. Moreover, the pulse energy is dependent on the average power 

and PRF. This means that the same fluence delivered to the voxel using different pulse 

energies might induce different voxel diameters. It has also been observed in the 

previous section that this can affect the shape of the voxel. This observation further 

supports that the accumulated fluence is not the only parameter affecting the process. 
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Figure 3.5: PRF effect on voxel size at P = 0.2 W. 
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Figure 3.6: P R F  effect on voxel size at P = 0.3 W. 
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Figure 3.7: PRF effect on voxel size at P = 0.4 W. 
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Figure 3.8: PRF effect on voxel size at P = 0.5 W.  

Another result can be drawn from the experimental data, which is the relation between 

the average voxel diameter and the number of laser pulses. Figure 3.9 displays the effect 

of increasing the number of pulses on the average voxel diameter fabricated at different 

power values that were investigated in this work. The voxels seem to have a strong 

direct relationship with the number pulses. However, the relation seems to saturate or 

become weaker as the trend lines that best describe the results data were logarithmic. 

This indicated that the voxels have reached a limit of size growth. This limit depends on 

the focusing lens, the heat dissipation properties of the material or a non-linearity in the 

relation between the heat deposition and the voxel growth. It can also be observed from 

the figure that increasing the average power caused an increase in the average voxel 

diameter. This can be readily observed from the separation between the curves that 

describe each power rating results, starting from P = 0.2 W at the bottom and ending at 

P = 0.5 at the top of the figure. 
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Figure 3.9: Number of pulses effect on voxel diameter at different power values. 

3.2.9 Side view microscopic inspection 

Figure 3.10 shows the side views of 3 voxels microfabricated inside a polycarbonate 

sample (thickness = 10 rnm). The voxels were produced using: 

P = 0.3 W, 

PRF = 4000 Hz, and 

No. of pulses, N = 4000. 

To reveal the voxel images from the side face of the sample; it took approximately 2 

hours to hand polish one sample using the following polishing steps: 

1- P1200 Sic. 

2- 6 micron diamond. 

3- 3 micron diamond. 

4- 1 micron diamond. 

5- 0.005 micron colidal silicon (Alumina). 



Figure 3.10: Side images of microfabricated voxels, 

laser b c m  propagation was Irom the boltom of the image. 

The lengths of the thrce voxels of image 3.10 fion~ left to right were 735, GG5 and 708 

pm respectively and the average lengtl~ was 703 pm. Tlre fact that il~ese voxeIs were 

fabricated along a line was not due to spl~erical aherratjons. The expected spherical 

abel~ation as cafculated in scction 2.2.8 was equal to 0.177 p. The effective focal 

range of lascr ii~tei~sity above the material bl-eakdown threshold was along this line. 

Similar to tl're calculzttions performed in section 2.2.6, calculations of the effective or the 

Rayleigh range or the focal depth, showed that the efkct ive depth of foc~ts Zn is equal to 

825 kun. T11c ZR can be calculated from the CoIIowirlg rclation [65],  

where, I\!, i s  the beam r n d i ~ s  at the Focus, and A is the emissiori wavelengh. h 

LnbVlEW code was buill to perform these calculations along wit11 side view beam 

profile and intensity calc~~lations. The front pallel of this code is shown iiz figui-c 3.1 1. 

The Rayleish range is measured, equaIly, about 111e focal spot, so that the total Rayleig1.1 

range is approxirnatcly equal to h825 prn and is shewn for this cnse in bottom-right plot 



of figure 3.1 1 (red-coloured). This value is about twice the length of the structures in 

figure 3.10 indicating that self-focusing could have taken place. When focused inside a 

transparent material and upon the start of breakdown, the beam is further focused to a 

sillaller range due to self-focusing effect [S]. Coarse focusing was noticed to produce 

longer structures fiom the side views and tighter beam focusing produced shorter side 

view lengths. Moreover, the laser power was noticed to enlarge the length of the 

structures due to high laser intensities achieved in the material depth. 
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Figure 3.1 1 : Front panel of the intensity profile calculatioils code. 

3.2.10 General discussions on the microfabrication experiment 

Accunlulated fluence cannot be considered as the control parameter of the process. 

However, it can be treated as the common control parameter [12, 131 along with the 

other coiltrol parameters that were investigated in this study. The voxels microfabricated 

at low frequencies talce star-lilte shapes. This shape gives better and appealing 

visualisation to the nalted eye. The voxels will illuminate under the room light due to 

the light refractio~llscatterii~g ca~~sed  by the large refractive index change, which inaltes 

them better for 3D novelty or inarlting applications. 



Cracks around the microfabricated voxels at high powers are due to high thermal 

stresses or high rates of heating and cooling [68, 351. The high energy pulse has an 

effect of thermal shock on the lattice around the focus resulting in random cracking. 

Although not as good for novelty purposes, it was found that more uniformly spherical 

voids were achieved at medium powers and PRF values. If tight focusing, short pulse 

width and high frequency laser are used, the effect will be localised and of very short 

time duration. This could allow a more confined voxel shape and size to be produced 

[ I  1, 541. Higher average power ratings were seen to result in sample burning. The 

process has a nonlinear nature which depends on the initiating of or seed electrons that 

cause the excitation of other electrons. If the seed electrons do not exist in the focal 

region then microfabrication will not take place or will give unexpected results. 

Moreover, the initiation of microfabrication might depend on impurities in the material 

that will break their bonds faster causing the successive melting of the material. Further 

research is needed in this field to understand the nature of the process, especially the 

tlueshold values for breakdown in different transparent materials subjected to laser 

pulses. This is necessary in order to model and control the process. 

3.3 Dimensional analysis experiments 

The aim of this experiment was to verify the function of the 3D positioning system. To 

investigate the positioning accuracy in 2D, inicroscopic images were obtained in the 

microfabrication experiment for set positional displacements. Figure 3.12 shows the 

image of a row of voxels microfabricated using P = 0.2 W at PRF = 4000 Hz. The 

voxels were expected to be spaced by 200 pm. The short vertical lines represent the 

expected centre location of each voxel. As can be observed from the image, the middle 

voxel is shifted to the left by approximately 10 ym. The rest of the voxels were quite 

accurately spaced by 200 pn. 

I 1 

Figure 3.12: Spatial resolution of microfabricated voxels. 

The positioning system has a resolution of 0.124 ym as derived in section 2.2.10. The 

expected error can then be estimated. The number of pulses required to achieve a 
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displacement of 200 pm is 200 / 0.124 = 1612.90 pulses that is rounded to 1613 pulses. 

Using 1613 pulses the displacement achieved should be 1613~0.124 = 200.012 pm. So 

the expected error can be in the range of 10.012 pm. It is clear from figure 3.12 that the 

positioning error is not expected. This error corresponds to 10 1 0.124 = 81 pulses 

approximately. This error may be a result of an error from the counter controlling the 

stepper inotor drivers. The positioniilg control code calculates the number of pulses 

required to achieve a particular displacement. The number of pulses was sent to the 

counter on board the PC1 6036E card. 

To fi~rther study the positioning error, voxels were produced in a polycarbonate sample 

at repeated fixed displacements along the y and the z-directions to investigate the 

ail~ount of deviations from the expected displacements using a positioning speed of 20 

p ~ ~ / s .  The laser power used was P = 0.5 W, P R F  = 5000 Hz and the number of pulses at 

each voxel position, N = 5000. The positioning stage was dictated to translate in the y 

and z-directions using a build file that is included in appendix C.4 As can be seen in 

figure 3.13, the sample was translated, forward and backward, in the y-direction at 100 

lim, 400 pm and 500 p.m. In the z-direction it was translated by 1000 pm. 

Six identical rows of voxels were produced inside the polycarbonate sample and the 

averages of the displacements were talcen. Consequently, the average positioning errors 

and perceiltage errors were calculated as shown in tables 3.7 and 3.8. In the y-direction, 

a illaximum average percentage error of 7.92 % occurred at the displacements of 400 

p m  However, in the z-direction the average percentage error occurred was 4.29 %. The 

ei-ror nature from tables 3.7 and 3.8, is systematic. This can be a direct result of 

mecha~lical friction in the stepper motor lead screw and bearings. The addition of a 

position transducer would most likely reduce the amount of error and/or make it more 

uilifoi-m for all ranges of displacements. The actual microscopic images of the ei-ror 

detection samples are included in appendix (2.3. 



Figure 3.13: Contents of the error checking sample. 







3.4 Three dimensional CAD microfabrication 

This experiment is carried out to verify the function of the CAD manipulation code and 

the 3D positioning system. The DCU logo was developed in 3D and exported as STL 

file fonnat. The STL file was then sliced using the code developed and explained in 

sections 2.5 to 2.7. Figure 3.14 shows the steps followed to perform the slicing on the 

object and get a build file. 

Figure 3.14: Steps leading to the final 3D sliced object (a) CAD design, (b) one planar 

contour and (c) fi~lly sliced design. 

One planar contour was picked up for this experiment. This plane contained 1046 

coordinates (i.e. voxels). A build file containing these single plane coordinates was used 

to fabricate this shape in a polycarbonate sheet. The result is consistent with the 

expected shape and details. Figure 3.15 shows the image of the DCU logo fabricated 

inside a 10 mm thick polycarbonate sample. 



Figure 3.15 : DCU logo fabricated inside polycarbonate. 

3.5 Microfabrication with microscope objective lens 

As presented in section 2.2.9, an objective lens of NA = 1.25 was also used to focus the 

laser beam in transparent samples. The focal calculated spot size was approximately 1 

pm. This tight focal spot size enabled microfabrication of materials that could not be 

microfabricated with the achromat lens focusing method. Voxels were produced in 

soda-lime glass, fused silica and sapphire samples. The aim of the study at this stage 

was to fabricate microchannels or waveguides that could be used in biomedical or 

telecommunication applications. However, this objective could not be met with the 

cwrent laser system as will be presented in the overall discussion in section 3.6. 

Therefore, only some of the results obtained from this focusing technique are briefly 

presented in this section. 

Figure 3.16 shows the voxels produced in a 2 mm thick soda-lime glass sheet using P = 

0.15 W and PRF = 1000 Hz. These settings produced a pulse energy of 150 pJ, which 

corresponded to the breakdown threshold energy in soda-lime glass. The laser intensity 

was I = 19.1 x 1 o6 w/cm2 and the pulse fluence was Fp = 1.9 1 x 1 o4 ~ / c m ~ .  Interestingly, 

these settings produced the same breakdown threshold for fused silica. The voxels in 

figure 3.16 had approximate diameters of 5-10 pm and the number of pulses did not 

seem to have a noticeable effect on their size. One voxel produced using the same 

settings is shown in figure 3.17. The size of this voxel is many times smaller than the 

ones produced by commercial novelty 3D microfabrication systems (100 - 200 pm) 

[16]. It was also observed that the formation of these voxels was repeatable from shot to 

shot. This is due to the relatively higher intensity and energy fluence in this case which 

increased the probability of initiation of breakdown per laser shot. However, they were 
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always surrounded by microcracks that had star-like shapes. The induced shuch~ral 

changes by nanosecond laser micromadlining always include microcracks or shock- 

induced shearing phenomena as reported in [35, 681. Microcracking may also be 

explained in terms o f  the lass OT excited pholons, as the time separation between 

successive llanosecond pulses is l~igl~er than the lime needed for t i le photons l o  converl 

their absorbed energy into heat [50], I-Ience the focal region will have its heat coi~ducted 

or diffused away before the second pulse arrives to excite more electrons, photons and 

generate lieai. This causes a shoclcing cffect in the focal region. Moreover. m&ybe the 

ionisation potential of the dissociated molecules by the first pulse is lligher and 

therefore t lx  growth or sucl~ s~ructurcs is terminated. 

Figure 3.16: Voxels produced inside a 2 mm thiclc soda-Iime glass shcet. 

Figure 3.1 7: Or~c voxels produced using 200 pulses inside a 2 mm thick soda-lime glass 

sheet. 



Figure 3.1 8 shows a smaller version of the DCU logo presented in figure 3.15 earlier. 

The logo was fabricated using 1000 data points from a CAD file using P = 2 W ,  PRF = 

18  kHz, and 100 pulses triggered at each data point. The positioning speed was 200 

pinls. The sample was illuminated with a flash light to reveal the internal produced 

voxels, which could not be readily seen with naked eye. 

Figure 3.18: DCU logo microfabricated inside a 2 mrn thick soda-lime glass sheet. 

Attempts have been carried out to produce microchannels or waveguides inside a 2 mm 

thick fused silica microscope slide. The processing parameters were P = 2.5 W, PRF = 

20000 Hz, and translational speed = 12 pmls with a positioning resolution of 0.124 pm. 

The sample was scanned along a fixed path in front of the laser beam a number of times 

to produce the microchannels. The sample was illuminated with a flash light to reveal 

the internal produced structures. As shown in figure 3.19, the upper waveguide has a 

width about 34 pm and was produced using one scan. The lower waveguide has a width 

of 55 pin and was produced using 7 scans along the same path. 



Figure 3.19: Two waveguides fabricated in a 2 mm thick fused silica sheet. 

Figure 3.20 shows the side view of the upper waveguide in figure 3.19. The incident 

laser beam was focused from the top of the image. It can be seen that the waveguide 

was fabricated at an approximate distance of 220 pm underneath the sample's surface. 

However, the calculated focal depth in table 2.5 of section 2.2.9 was 1.8 mm. This 

suggests that the immersion oil enhanced the laser beam collection. Moreover, self- 

focusing can also reduce the focal depth inside transparent materials. 

? view 
vaguide 

Figure 3.20: Side view of the upper waveguide in figure 3.1 9. 

Figure 3.21 shows the microscopic images of the same waveguides presented in figure 

3.19. The morphology of these waveguides was not regular as can be seen from the 

fi  g ~ ~ r  e . 



Figre 3.21 : Microscopic image of the two waveg~rides from figure 3.19, 

Pigire 3.22 (a) and (b) show the irnagcs of voxels produced on the surface and inside a 

szlppliire sample respectively. The processing parameters were P = 2.5 W. PRF = 

10,000 T-lz, and N = I00 pulses. The resulting pulse energy was Ep = 250 pJ. The laser 

intensity was calculated as J = 3 . 2 ~  10"/cm2 and the pulse fluence was Fp = 3 . 2 ~  10' 

.I/cnl2. 1t was observed that the fluence breakdown threshold in the case of sapphire was 

about two times higher 111an that for soda-lime and fused silica. Mol-cover, the 

breakdown was not stable from shot to shot (i.e. some voxeIs were 11o.t fabricated). The 

tnorpl~ologies obtained from the sapphire experiment showed less cracks surroundirlg 

the actual voxel. Table 3.9 summarises the breakdown thresholds and laser processing 

parameters uscd to produce them in the experimented transparent inaterials in this 

chapter. 

Figure 3.2 1 : Voxels in sapphire, (a) on the surface and (b) insicle the sample, 
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Table 3.9: Breakdown thresholds summary for tested materials. 

3.6 Overall Discussions 

The experiments carried out on the system were aimed to verify its function and 

suitability for internal microfabrication in transparent materials. The microfabrication 

experiinei~ts performed on the polycarbonate samples showed a potential in the system 

to f~~r ther  expand the scope of the project in the future. The system despite the 

'positioning errors mentioned earlier, is capable of inducing internal optical damage in 

polycarbonate. 

The acluoinat focusing method employed gave a high Rayleigh range which distributed 

the laser pulse energy along the propagation direction and produced high aspect ratio 

sti~~ctures. This result may be beneficial for some applications such as internal 

microchaiu~el fabrication. Some experiments were carried out to fabricate channels in 

polycarboilate samples. However, they were not successful as the inaterial was 

cai-bonised in the focal regioils and could not be chen~ically etched away after laser 

processing. Details on these inicrochai~nel fabrication trials can be found in appendix 

C.5. If a special polyineric inaterial is used with adequate post-laser chemical etching 

then cleaner channel cavities may be produced. The developed system was efficient for 

fabricating 3D shapes in polycarbonate as the fractured focal regions offered an 

eidlai~ced visibility under rooill light due to reflection of light from the thennally altered 

voxels. 

The acculnulated flueilce was related, as a common coiltrol factor of the process, to the 

microfabricated voxel diameter. The size of the voxel tends to increase with the increase 

of the accumulated fluence. However, similar accumulated fluence can be achieved 

using different combinations of pulse energies (i.e. average laser power and PRF 

values) and number of pulses. This indicates that accumulated fluence could not be 

coilsidered as the process coiltrol parameter on its own. Similarly, the pulse energy, 

laser illtensity or power caiulot be, individually, taken as parailleters iilduciilg 
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breakdown or affecting the process outcomes. In order to have an accurate explanation 

of the process, it is necessary to bear in mind and record the values of all the process 

parameters, as it is their combined affect that determines or helps explaining the results. 

The microfabricated structures contained cracking due to the relatively wide pulse 

widths as introduced in the literature chapter. Moreover, these pulses also had relatively 

high energies and low pulse repetition frequencies. These limits were system related and 

could not be rectified with the current system setup. Therefore, the fabrication of 

structures of high precision was not possible. 

Summary 

The developed Nd:YV04 laser system showed a potential in decorative markings in 

polycarbonate and possibly with designed polymers it may be possible to fabricate 

iilteinal microchannels or waveguides. The effects of the process parameters on the 

produced voxel shapes and sizes were assessed. Microscope objective lens focusing has 

enabled microfabrication of smaller voxel sizes in materials with higher melting points. 

Experimented materials included soda-lime glass, fused silica and sapphire. 



Chapter 4 

C02  Laser Experiments 



4.1 Introduction 

In this chapter the results from experiments conducted with the COz laser and the 

procedures carried out to achieve those results are discussed. The objective of this part 

of the study was to fabricate inicrocl~annels on the surface of commercial soda lime 

glass sheets. The chapter starts by discussing the equipment used, the experimental 

proced~lres and the investigatioil techniques. In section 4.4 the design of microchannel 

fabrication experiments is discussed. Statistical variance analysis (ANOVA) of the 

results obtained from the design of experiments is explained. Mathematical models for 

width, depth and surface rouglmess were derived from the statistical analysis using 

response surface methodologies (RSM) are then presented. 

4.2 Equipment and materials used 

The equipment and materials used in this experimental work are listed below. 

1- The C02 laser system presented in section 2.3, 

2- Optical microscope and camera iinaging system (Me F2 universal camera 

nlicroscope made by Beuhler Onmilnet Enterprise [I611 with a quantitative iinage 

analyses [i62]). The widths of the channels were measured ~lnder a confocal optical 

nlicroscope and Buhler image analysis system which was calibrated to 0.1 micron, 

3- Scaillling electroil microscope (LEO440 stereo scan [165]), 

4- 111-house built laser surface profile scanning system and gold scan coater (Pirani 501 

SIX sputter coatei-, BOC Edwards [166]), and 

5- Soda lime glass sheets (two milliinetres thick). 

4.3 Screening experiment 

In any attempt to study a process systematically and precisely using the design of 

experiinents teclmiques, screening experiments are often conducted [167, 1681. 

Screeiling experiinents were cassied out with the C02  laser system in order to 

understand the process and to decide on the process control paranleters, the ranges of 

the control parameters and the response parameters that could be measured. The method 

followed for the screening experiments was to randomly test combinations of laser 

emission parameters, which iilcluded maximum and lninimu~n settings where 

appropriate. This trial and error method was repeated with appropriate optical 

lnicroscope inspection of the samples until the significant control parameters and their 

ranges were decided. Figure 4.1 shows a schematic of the process control parameters. 

The inail1 laser einission parameters used as the control parameters for this study were, 
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1 - Tlie average powcl- of the laser beam, P (W), 

2- Tlze pulse repetition frequency of the laser beanl, lrXF (Hz), and 

3 - The translation speed of the glass sample, U (rndmin). 

The effect of focal depth, Qf {mm) which is the distance between tlrc lslscr spot foc11s 

plane and the sample's surface was also examined. Qf was taken to be negative wl~en 

111e lascr spat focus plslite Iay underneath the surface. After initial screening experiments 

with this parameter it was fixed a1 Df = 0 mm for the morc refined dcsign of 

experiments. Microchannels were also produced using D f  = -2 and 2 mm. 

PRF (Hz) 

Of (mml 

L 
IJ: (mrn:mtn) 

Figure 4.1 : Process control parameters, laser beam power, P, 

pulse repetition frequency, PXF, translation speed, U, and focus depth, Df 

As stated earlier, another objective or  the screening experiments was to pick the 

rcsponse pc?~.amciers. These were the microchannels' dimei~sionaI parameters to be 

studied as a direct effect of changing one or more control parameters. Figure 4.2 slxows 

a scl~ema~ic of a ty pica1 ~nicrocha~llicl illustrating the response parameters. 

Figme 4.2: Microchannel scl~ernatic indicating response plz~-l'ameters rneas~~red : 

the channel's widlh, depth and roughness. 



The inicrochannels' response parameters chosen and measured were the channel's width 

(pin), depth (pm) and roughness (pin) along its main longitudinal axis. As a result of 

the screening experiments, the ranges of the process control parameter to be 

investigated were decided and are listed in table 4.1. The limits of these parameters that 

the system is capable of are also shown in this table. 

Table 4.1: Control parameters ranges. 

Parameter System capability range Process range investigated in detail 

4.4 Design of experiments 

Based on the results and control parameters ranges chosen from the screening 

experiments a three-level, 3", factorial design of experiments was produced. The 

nuinber of control parameters, n, was equal to 3 for this work. The PRF was controlled 

by fixing the period factor to 500 and changing the divide as explained in the section 

2.3.1. The divide was varied between 20 and 50. As a result the PRF was 

experimentally varied between 400 and 160 Hz respectively. The centre value of the 

PRF in this design of experiments corresponded to the centre value of the divide 35, 

\vhich produced a PRF = 228 Hz. This PRF centre value was not equal to the arithmetic 

average (160+400)/2 = 280 Hz of the minimum and maximum PRF. This was talten into 

consideration in the statistical analysis of the results using the software tool. Table 4.2 

shows the levels of the control parameters and the corresponding coding of these. 

Table 4.2: Control parameters levels and their corresponding DOE coding. 

Parameter Actual Coded 

Table 4.3 contains the list of experiments conducted. The list covers all the possible 

combinatioils of the control parameters. For repeatability analysis, five extra 

experiinents were repeated at the centre points of the investigated ranges, so that the 
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total number of experiments conducted was 33 + 5 = 32. These five extra experiments 

were repetitions of the conditions for experiment numberlchannel number 14 and are 

listed in table 4.3 as experiment numberslchannel numbers 28 to 32. The run order, 

shown in the second column of the table is a software randomly generated sequence of 

execution to minimise systematic eirors. This random run order was used to fabricate 

the channels, however, the upcoming discussioil of the channels will refer to the 

ilumbering sequence in the left-most column. 

4.5 Experimental procedure 

The procedure of carrying out the experiments is listed below. 

1- The soda lime sheet was mounted on the translation bed of the C02  laser using 

sellotape. 

2- A reference point near the bottom left comer of the glass sheet was set. This was the 

starting position of the first channel. 

3- The processing parameters from the nu1 order row in table 4.3 were input. 

4- To initiate laser cutting, the laser beam and the translation bed were siinultaneously 

and a~~toinatically switched on by the motion system's PLC to fabricate a 15 mm 

long cliannel. 

5 -  The sample was brought back to the reference point and then displaced to a new 

reference point. This was done by moving the translation bed by a 10 im distance 

in the direction perpendicular to the channel's axis. 

6- Steps 3 to 5 were repeated until all the parameters' combinations in table 4.3 were 

processed. 

7- Using a water proof marker, the samples' names, date and channel number were 

carefully marked. 

8- The glass sheet was cut to smaller sizes of approximately 1 0 0 ~  100 inm (in order to 

fit in the inspection device chambers). Cutting was done with the channel side down 

on compliant paper by spraying a small amount of lubricatioil oil (WD-40) on the 

back surface of the sheet and scribing using a glass cutting tool (Silberschnitt) and a 

lnetallic rule. Cutting was done on the back surface so as to not cause cracking along 

the channels and to prevent oil contamination inside the channels. 

9- The samples were cleaned using water to remove all the dust and debris on the 

surface. 



10- The samples' images, straight down on the channel, were taken the using the optical 

inicroscope and some of the samples were examined using the scanning electron 

microscope. 

1 1 - The cl~annels were then scanned using the laser surface profile scanning system. The 

systein has a laser scanning head and hence gold coating was necessary for each 

sainple for about 500 seconds. 

12- The channel parameters were then measured for each channel using the LabVIEW 

GUI of the scaiming system. This system captured the three dimeilsioilal profile of 

the chailllels. 

13-The ineasured data were entered in Excel spreadsheet files, to carry out the 

statistical analysis and modelling of the process. 

Table 4.3: Design of experiments. 

Ordered 
Expt. NO. 

1 
2 

Run 

2 5 
16 

P (w) 
18 
2 4 ,  160 100 

PRF (Hz) 

160 

U 
(mm,min) 

100 



4.6 Optical microscope inspection 

The optical microscope was used first to estimate the widths of the channels. Figure 4.3 

shows a microscopic image of microchannel 10 and the remaining channels' 

microscope images are included in appendix D.1. Channel quality from these images 

was judged based on the amount of microcraclts around the channel. The microcracks 

are a result of thermal stress due to the steep gradients of temperatures combined with 

the low conductivity of glasses. The quality of the channels was not a response 

parameter in the response surface study, however, it was observed for recommendations 

on the best parameters settings at which channels could be produced in the future. 

Figure 4.3 : Microscopic image of microchannel 10. 

4.7 Scanning electron microscope 

Scanning electron microscope was used to study the structural changes in the material 

regions surrounding some of the microchannels. This inspection helped in judging the 

quality of the channels similar to the case of optical microscope imaging. Figure 4.4 

shows an SEM image of microchannel 19. The laser scan direction in the image was 

fi-om right to left. The channel shape consisted of repeating helical features along the 

channel axis. The source of these features will be discussed in details in chapter 6. The 

image shows some microcracks or peeling structures around the ablated channel, which 

was a result of thermal stress. A build up zone can be identified by the raised edges 

around the channel boundaries. 



Figure 4.4: SEM image of microchannel 19. 

4.8 Laser profileometer inspection 

The laser scanning profileometer system was used as the main inspection method. The 

scanner enabled the measurement of the three channel dimensional parameters. The 

laser profileometer, shown in figure 4.5, is a non-contact profile inspection system that 

was developed by another research study in DCU [169]. 

ead 

Figure 4.5: The 3D laser profileometer. 

4.8.1 Length measured from each channel 

A fixed length was scanned from each channel, which was calculated based on the 

inaximuin translation speed combined with the minimum PRF values used in the 

experiments. The calculation of this distance is depicted in figure 4.6, which shows an 

array of disks, each representing a glass volumetric element affectedlablated due to one 

laser pulse. 
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Pulsed beam 
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Figure 4.6: Schematic of the length covered by a laser pulse; effect of PRF and U, 

The periodic nature of the laser source suggests that the channel dimensions and 

geometry will repeat along the axis of ablation, so that scanning and ailalysing the area 

covered by one laser pulse should capture most of the channel dimensional data. In this 

work a distance covering at least one pulse ablated region was scanned from the 

channels fabricated. The calculation of the distance covered by one laser pulse is 

analogous to the calculation of the feed of the conventional mechanical machining 

processes, as will be treated in section 4.9.4. The minimum PRF value of 160 Hz gave a 

pulse d~~ration, tf = l1PRF = 6.25~10-3 s. When this was used with the maximum 

trallslatiollal speed examined, U = 500 mmlmin = 8.333 mmls, the distance covered by 

the laser beam during the pulse time was maximum and given by Df= tf x U = 52.08 

~~inlpulse. Based on the calculations above, a length of 48.75 pm was scanned off each 

chailnel, except for channels 19, 20 and 21, where 58.5 pm was scanned off these 

channels. The reason for this, was that these were the only channels fabricated using the 

minim~lm PRF and maximum Uresulting in the 52.08 pm as per the calculation above. 

4.8.2 Profile scanning procedure and software 

The fi-ont panel of the profile scailning code is shown in figure 4.7. This code was used 

to control tlze motion of two stepper inotors which moved the sample in the x and y- 

directions underneath the scanner in a raster scanning pattern. The stepper nlotors 

displaced the glass sheet sainple to designated coordinates dictated by the ilumber of 

stepping pulses. The minimum resolution obtained fiom one pulse with this system was 

0.039 Linl [169]. In this study, 50 pulses were used to translate the glass sainple to each 

locatioil at which a z-axis (height) data point was recorded. This displacement value was 

inserted in the "number of pulses9' coiltrol dialogue box as can be seen in f i g ~ ~ r e  4.7. The 

resultailt lateral resolution from this setting was 0 .039~50 = 1.95 pm in both x and y- 



directions, The resolution md the area scanned settings were also chosen wit11 time of 

scan in mind. Each scan took approximately one hour to complete and the number of 

scans performed in this study was 86 scans (54 scans for the screening expwiments, 27 

Tor tlze refincd DOE, nnrl5 for the repeatability in the DOE). 

The microchannels were mounted on the scanner bed underneat11 t l~e laser head such 

that the cl~anncl's main axis was parallel to the x-axis as shown in figure 4.8. Once tlie 

control program, shown in figure 4.7 was run, llle 3D scanncr systenl automatically 

scanned the cl~annel. 

~ b w  OF passe 

pause at Sw~tch Over b s )  
:!in 

Output Flte Path: 
I ~ , ~ ~ , ~ ~ ~ , , n a * - ~ ~ r ~ ; \ ~ - ~ ~ p ~  I \ c I - I ~ , ~ Y ~  jd 1 1 

Figure 4.7: 3D profile scanner controller code front panel, 

Pigrre 4.8 shows a schematic of tlie top view of a sample chantiel's scan with the 

f ocalions of points at whicll topographic data were recorded. For illustrative purpose, 

figure 4.8 is an exczn~ple of a channel's scan over an 11x1 1 r-aster scan pattcm. The 

figure shows a scan area including 11 X I  1 data points, whereas, in reality the scanned 

alaa included 25x300 data points. The scan was started at the location indicated in 

figure 4.8. where a data point was taken, Illen the y-motor automatically displaced the 

sample by 1.95 yrn in the negative y-direction arid stopped for 500 ms aIEowing ail-rother 

data poi111 to be taken. This was repealed until the full width o f  the chaimel was 

scanned. The number of points $0 be displaced in the y-direction was controlled Trom 



the "scan increments Y-axis" field on the front panel shown in figure 4.7. At the end of 

one scan path in the y-axis, the y-motor was automatically disabled and the x-axis motor 

displaced the sample in the x-direction by 1.95 pm where another data point was taken 

and the y-motor was again enabled. The number of individual displacement increments 

in the x-axis was controlled by "scan increments X-axis" field in figure 4.7, which was 

kept equal to 1 to conserve an equal scan resolution in both directions. The y-motor then 

a~~toinatically repeated the same scanning procedure in the reverse direction, see figure 

4.8. This procedure was repeated ~ ~ n t i l  the number of passes across the x-axis was equal 

to the "n~lmber of passes" field on the front panel of figure 4.7. The number of passes 

controlled the length of the channel to be scanned in the x-direction, which was 

calculated earlier to be either 48.75 or 58.5 pm. These distances were covered using 

48.7511.95 = 25 passes and 58.511.95 = 30 passes respectively, which were the values 

used for the scans performed in this study. On the other hand, the number of scan 

increinents in the y-direction was changed each time to suit the channel's width being 

measulred. In figure 4.7, the number of scan increments in the y-direction is set to 300 

increments; this is equal to a displacement of 585 pm in the y-direction. 

Figure 4.8: Schematic of top view of sample channel scan with data points illustrated. 
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The dialogue boxes shown in figure 4.7 controlled the resolution and displacement of 

the sample in both x and y-direction, while the scanning laser head allowed the height 

illeasureinents as voltages to be recorded at each location. These voltage readings were 

written to a text file in the form of a ID-array at the end of each scan across the 
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chamel's width. The readings of the successive scans across the channels were 

appended to the same file, so that at the end of the scan, the file contained a 2D-array. 

This 2D array contained the data representing the 3D profile of the channel. It should be 

noted at this stage that the output height readings were registered as voltages that had 

three significant figures after the decimal point. The sensitivity of the laser head was 

500 p m N  [169, 1701, which meant that the height voltage data had to be multiplied by 

500 in order to convert them to pm units. The resolution of the z-axis or the laser head 

was 0.25 pm as given in the specification sheet. However, the voltage readings obtained 

where given to an accuracy of three significant figures after the decimal point. This 

meant that the smallest voltage value of 0.001 V gave a measurement resolution of 

0.001 x500 = 0.5 pm, which was in turn the smallest detectible height reading this study. 

The isometric view of a sample channel is presented in figure 4.9. This figure shows 

that the voltage reading, black-coloured, on the z-axis were multiplied by 500 pm/V to 

convert them to the red-coloured pin readings. The original x and y - axes readings, 

black-colomed, in figure 4.9 are the scan counts or increments in both directions as 

explained earlier. The adjacent axes reading, red-coloured, are converted to pm after 

multiplying by 1.95 pmlincrement. 

Figure 4.9: A sample channel before aspect ratio correction. 

The true aspect of the channel can not be seen from figure 4.9 as the range of the z and 

y-axes scale are not the same. In order to be able to visualise and compare the channels, 



the z and y-axes ranges were set to (0-585 pm) for all the 3D channel scans. The 

isoil~etric view of the same channel with the corrected aspect is shown in figure 4.10 

note that both the y and z - axes have the same displacement scaling and length. 

Figure 4.10: Sample channel with corrected aspect ratio. 

The heights or the voltage readings represented the relative heights of the surface 

profile. The "relative" tenn here means that all heights were measured with respect to 

the miniinum height scanned on a particular surface. Consequently, to measure heights, 

the difference between the minimum height and the heights at all points was calculated. 

This issue and the measurement of distances in the lateral directions are dealt with in 

greater detail in section 4.8.4. It should only be clarified here that, on the z-axes 

readouts, the minimum displacement value was set as zero. The scanning and image 

illodification procedure illustrated in this section was perfoimed on the scans of all the 

cha~mels produced for this work. The only parameter that was changed was the scan 

increinents in the y-axis to acconlmodate different channel widths. 

4.8.3 Measurements and calculations of the channel parameters 

Figure 4.1 1 indicates the three parameters that were measured from a sample channel. 

ICnowing the x, y and z-axes data in the 3D plot, the distance between any two points 

can was calculated by multiplying by the appropriate calibration factor as explained 

earliei-. 



Figure 4.1 1: Microchannel parameters measurements, scan of CH 14. 

4.8.4 Channel width measurement 

The point pair, between which the width was measured, was picked using the cursors 

and by loolting at all views of the channel. This was necessary because sometimes the 

chailnel axis was slightly tilted or irregular. Moreover, in some channel scans, the build 

~p zone was higher than the unprocessed glass surface. In a couple cases, channels 16 

and 25, where the 3D scan could not provide accurate judgement of the channel's width, 

the measurement was assisted by the aid of the microscopic images. The microscopic 

images of the channels are shown in appendix D. 1. 

Generally, the unprocessed glass surface was first found by moving the cursors in the z- 

direction when viewing the scanned surface edge in the direction of the x-axis, 

examples are shown in figures (b) of appendix D.2. Then the channel's isometric view 

was examined and the cursors moved again in the x and y-direction only until the 

locations defining the highest points on opposite edges of the channel were found. This 

pair of points was recorded and the displacement between them was recorded as the 

channel width. This procedure was repeated for three different locations along the 

channel axis and the average was calculated. Appendix D.3 shows the three width 

measurements and the average channel widths found from this work. Figure 4.12 shows 

the front panel of the LabVIEW code developed for the measurement of both the width 

and depth of the channels. 



Figure 4.12: Front panel of the width and depth measurement code. 

Figure 4.13 shows a sample channel 3D surface viewed in the width measurement 

window. As can be seen from the figure there is a cursor defining the unprocessed glass 

smface level, called "Top level" and has dashed coordinate lines. The surface is 

represented by the darkened XY plane in the figure. Three pairs of cursor co-ordinates 

were used to define and measure the channel's geometry. 

Each cursor in figure 4.13 has a flag which contains the three coordinate readouts, x, y, 

and z respectively. Looking at the y-coordinates of the first pair of cursors at the back of 

the channel plot (x = O), the distance between them is (198-61)x1.95 = 267.15 pm. This 

calculation was repeated for the remaining two pairs and the average was taken as 

ilientioned earlier. Each pair of cursors had the same x-coordinate, as can be seen in 

figure 4.13. This allowed easy comparison of co-ordinate pairs and introduced 

negligible error in the width measurement. 



Figure 4.13 : Sample channel width measurement procedure. 

Figuse 4.14 shows the top view of this sample channel. The cursor flags are clearer from 

this view and it can also be noted that the channel's axis is slightly tilted with respect to 

the scan direction. To accommodate this tilt during measurements the y-coordinates of 

the cursor pairs are not equal. It can be seen, in figure 4.14, that the cursors are 

distributed along the darkened surface intersection with the 3D scan surface. 
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Figure 4.14: Top view of a sample channel width measurement procedure. 
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Figure 4.15 shows the front view of the same channel without changing the cursor's 

locations. The flags for the pairs of cursors are not visible in figure 4.15. This shows 

that the width measurements were talten at the level of the unprocessed glass surface, 

which was at approximately 3.13 mV in this example. 

Figure 4.1 5: Front view of a sample channel's width measurement. 

Tluoughout this procedure, the channel top view was checked to ascertain that the 

cursor pairs actually represented logicallfair measurements as was the case of the top 

view of the channel in figure 4.14. The cursor pairs' locations were estimated from the 

isometric and front views; however, it was necessary to refine the locations of the cursor 

pairs from the top view, where the darkened surface indicated an accurate illustration of 

the channel's width. This method was the same for the measurements taken from all the 

chamlels. 

4.8.5 Channel depth measurement 

The depth measuremeilts were taken using the same GUI shown in figure 4.12. The 

procedure was similar in nature to the channel width measurement; however, the 

distances were measured in this case between 3 cursors that lied on the top level plane 

and three other cursors at the bottom of the channel and distributed along the channel's 

axis. The "Top level" cursor here was, normally, kept at the same coordinates as for the 

width measurement procedure. However, in some cases, such as channels 3, 6 and 12, it 

was slightly varied to correspond with the average surface height depending on the 



severity of the build up zone. Figure 4.16 shows the isometric view of the sample 

channel from the previous two figures but with the depth measurement cursors in place. 

The z-coordinates of each pair of cursors were compared and multiplied by the 

coilversion factor. For instance, the cursor pair at the back of the channel (x = 0) gave a 

depth equal to (3.101-2.815)x.500 = 143 pm. 

Figure 4.16: Sample cl~annel depth measurement procedure. 

Figure 4.17 is another isometric view of this sample channel, in which the cursor pairs 

are illustrated in a clearer manner. Each pair of cursors in figure 4.17 had the same x- 

coordinate as illustrated for the width measurement procedure. Three depth 

~neasurements were obtained from this procedure and the average was calculated. The 

illeasureinents of the three depth ineasurelnents and the average channel depths are 

listed in appendix D.4. 
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Figure 4.17: Auxiliary view of a sample channel's depth measurement procedure 

In a similar manner to the width measurement, the side view of the channel was checked 

to make sure that the thee  cursors in the centre of the channel lied at the bottom of the 

chaimel. Figure 4.18 shows the side view of the same sample channel of figure 4.17. It 

can be seen that the three cursors are located at the bottom the channel. 
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Figure 4.1 8: Side view of a sample channel's depth measurement procedure. 
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4.8.6 Surface roughness measurement 

The channel surface roughness was measured using a LabVIEW code that was 

developed for a previous study on surface defect detection using the laser triangulation 

method [171]. This code was modified to suite the application sought here. The 

roughness was measured along three lines parallel to the x-axis. Two lines were taken 

along the centres of the sides of the channels and the third along the bottom of the 

chanllels. Figure 4.19 sl~ows a sample channel with one of these lines parallel to the x- 

axis. The y-coordinate of this line, equal to 93 here, was used in the other part of the 

code shown in figure 4.20. This code extracts the profile along this line, which is the 

f ~ ~ l l  length of the channel, and computes a number of surface quality parameters. The 

calculated surface quality parameters are the average roughness Rn, the RMS roughness 

Ry, the lcurtosis Rku and the skewness Rslc [172]. These parameters are defined in 

Appendix D.6. These are shown in the fields on the right of figure 4.20. Only the value 

of Ra was taken as the surface quality measure in this study. The three Ra values, for 

these profiles indicated, were taken and the average was calculated for each channel. 

The results for Rn measurements and the remaining above mentioned surface quality 

meas~~rements are shown in appendix D.5. 

Figure 4.19: Roughness measurement code showing a profile line. 
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Figure 4.20: Roughness measurement code showing the roughness profile. 

Based on the procedures described above three measurements and the average of the 

respoilse parameters (width, depth and Ra) were obtained from the three dimensional 

profile scans. Initially, the statistical analysis of variance (ANOVA) of the results was 

call-ied out using the three ineasurelnents for each response parameter. The statistical 

analysis of variance was also done using the average values of these response 

pal-ameters. The magnitudes, trends, mathematical models and the statistical measures 

obtained in both cases were very close. Hence, for efficient and concise presentation, 

the ANOVA of the average measurements was used and presented in this study. Table 

4.4 contains the average responses fi-om the channels fabricated at Df = 0 mm. 



Table 4.4: Microchannel experiments results. 

4.8.7 Other measurements 

The aspect ratio of the channels (deptwwidth), channel shape and some quality factors 

were also calculated and included in appendix D.7. The same measurements were 

perfonned on the channels fabricated at Df = -2 mm and Df = 2 rnrn. These 

measurements, channel images and 3D profiles are included in appendices D.8.1 and 

D.8.2 respectively. These appendices also include a brief discussion on the reasons that 

prevented the inclusioil of these results in the statistical analysis of results. 



4.9 Statistical analysis of results 

The data obtained from the analysis carried out on the scanned channels was used in a 

design of experiments analysis software and RSM was applied to the experimental data 

using the State-Ease Inc., Design-Expert V 7.0.0 statistical analysis software. 

4.9.1 Design-Expert software and regression method 

The Design-Expert software was used to carry out the analysis of variance, ANOVA, 

for testing the adequacy of the developed models. The statistical significance of the 

inodels and each of the inodel terms in the regression equation (model equation) were 

exaillined using the sequential F-test, lack-of-fit test. The Prob.>F (i.e. the p-value) of 

the inodel or the terms was computed by the software utilising the ANOVA technique. 

If the p-value does not exceed the level of significance (e.g. a = 0.05) then the model is 

considered adequate within a confidence interval of (1 - a). Similarly, if the p-value for 

the laclc-of-fit test exceeds the significance level and then the model may be considered 

to adequately fit the data [173]. The significance value in this study was talcell to be (a = 

0.05) so that the developed inodels had a confidence interval of 95%. 

The testing for the significance of the model terms and consequeiltly their inclusion in 

the illode1 equation was performed in the software using a stepwise regression method. 

This regression method develops a model that includes the possible model terms or their 

co~nbinations one by one based on their conelation with the response parameter. The 

correlatioils of all the possible model terms are calculated first. The tenn with the 

highest correlation to the response is added. The regression coefficient of this term is 

tested (if it is high it senlains in the model equation, otherwise it is eliminated). 

Assuming that this term was significant and included in the equation, the model 

equation is now adjusted to the effect this tenn and the correlations of the remaining 

tesins are calculated again in accordance with this latter adjustment. The teiln with the 

highest con-elation among the remaining terms is now treated the same way as the first 

tei-111. The search for significant tei-nls continues in this manner until all the remaining 

tel-ins have insignificant coefficients or all the tenns are included. However, during this 

process, the software regression procedure inay look back and eliminate a teiln that was 

included at earlier stages depending on the changes in the correlations after each step. 

Hence, this teiln selection method is named (stepwise regression) [173]. 

The discussion and analysis in sections 4.9.2 to 4.9.4 were established around some 

statistical ineasureslte~ms that are explained in appendix D.9. As illustrated earlier, for 



the width, depth and Ra models, the step-wise regression method was utilised with all 

the possible combinations of the control parameters except for the terms with cubic 

coinbinations because the evaluation of the results from the software indicated that the 

cubic tenns were aliased for the ranges of the data obtained. The telms selected via the 

step-wise regression method lead to eliminating the insignificant model terms 

automatically. Eventually, the developed model equations only contained terms that had 

sig~~ificant effects on the responses. 

Three nlodels for the channel width, depth and Rn were developed. The fitness of the 

third model, however, was not high as will be explained in section 4.9.4. A general 

summary of the response values is listed in table 4.5 

Table 4.5: General result notes. 

4.9.2 Width model results 

Modellirzg and arzalysis of variance for width 

Table 4.6 shows the calculated ANOVA results with the significance for the width 

nlodel and each of the para~netric terms in the model. The F value is a test for 

comparing model1te1-m variance with residual variance. If the variances are close to each 

other, the ratio will be close to one and it is less likely that the tenn has a significant 

effect on the response. If the p-value is greater than 0.10 then the term is generally 

regarded as not significant. In table 4.6, the only not significant terms was the lack of 

fit, which is a good indicator [173]. The predicted R-squared and the adjusted R-squared 

should be within 0.20 of each other. Otherwise there may be a problenl with either the 

data or the model. Adequate precision ratios greater than 4 indicate adequate model 

discrimination [173]. 

Table 4.6 shows, at the bottom, the adequacy measures R ~ ,  adjusted R~ and predicted 

R'. All the adequacy measures are close to 1, and in reasonable agreement indicating an 

adequate model [167, 1741. The adequate precision, shown at the bottom of the table 

too, is greater than 4 indicating adequate model discrimination. Furthennore, this 

indicates that the model is capable of navigating the design space [I 731. The R~ value of 

about 0.998 indicates that about 99.8% of the variability in the data is explained by the 
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inodel. This fact combined with the satisfactory residual analysis further indicates that 

the model is a very good fit to the data and that the channel width, within the 

investigated range of parameters, can be predicted. 

Table 4.6: ANOVA results of the width model. 

Equation 4.1 shows the process model calculated fi-om the experimental results within 

the investigated ranges of parameters. 

Width = 929.1719-35.375~ P - 2 . 1 8 4 5 5 ~  PRF -0 .45144~  U +0.034057x P x  PRF t 

+0.053512x P X  u -0 .00167~  PRF x u + 0.714387~ P 2  + 0.001768~ P R F ~  + 
+ 5 . 5 4 ~ 1 0 - ~  x ~ x P R F x ~ - O . O 0 1 3 4 x P ~  X U  

Using the model's equation can only give predictions of the width as a result of using 

any combinations of control parameters within the investigated range of process 

parameters (185 P  530 W ,  1605 PRF 5400 Hz and 1005 U 5500 mmlmin). Table 4.7 

shows the actual versus predicted value of the investigated combinations of the control 

parameters in this design of experiments. The right-most column lists the residual 

values. 



Table 4.7: Actual vs predicted and the residual from the width model. 

Graplzical reszilts for widtlz 

Figure 4.21,  shows that the collected data points were scattered along tlie trend line 

relating the predicted and the actual values. This observation agrees that the model has a 

good fitness value. 
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Figure 4.21 : Actual versus predicted width values. 

Figure 4.22, shows a cubic representation of the investigated levels of the control 

parameters along with the measured and predicted width values by the model. The 

actual measurements are indicated by italic numbers within square bracltets, for instance 

(811. In agreement with the good fitness of the model shown in figure 4.21, it can be 

seen in the cubic representation that predicted values are in accord with the actual 

measurements. 

Figure 4.22: Cubic representation of the design points and the experimental 

and width model results. 

15 1 

Width (pm) 
C B ~ J  i 3 ~  

/ a1.36 299.11 f l  

/ ' .  

~ 2 7 1  / /' /' 
322.76 

: 6.3'021 .-.-...... 
302.00 

P271 

"...............-.....*.---.-...--. 

/*  

/'Sped: U (rnmimin) 

/ 
PRF-: 160.00 314.57 364.45 U-: 100.00 

'-: 18.00 Powers P (w) P+: 30.00 



Figure 4.23 shows the perturbation plot of the channel width data at the experimented 

inid values of the control parameters. The perturbation plot enables the comparison of 

the effects of all the control parameters at a particular point in the design range. The 

response is plotted by changing only one parameter over its range while holding of the 

other parameters constant. This tool is very useful in observing the interactive effects of 

parameters on the response [173]. The x-axis of the plot shows the relative positions of 

the chosen levels of the parameters to the coded scale. The slopes of the curves show 

how each parameter affects the response. In figure 4.23, the point selected in the design 

range was the central point (process parameters for microchannel 14) at P = 24 W, PRF 

= 228 Hz and U = 300 inmlmin. 

The figure indicates that the power P has the strongest direct proportional effect on the 

width, while the PRF has an inversely proportional effect which is slightly smaller that 

the effect of P. The combination of these two effects is a direct result of the fact that 

both parameters set the value of the pulse energy = P I PRF, which in turn controls the 

ainount of heat delivered to the glass sheets. The lines describing the effects of the 

parameters on the width are curved due to the quadratic terms in the model. 

The speed, as expected too, has an inverse relationship with the width. High translation 

speeds, within the range investigated, produced relatively narrower channel widths. This 

is related to the fact that more heat diffused into the material at lower speeds. Changing 

the set point chosen earlier did not change the nature of the parameters' effects; it only 

affected the steepness of the slopes (i.e. the relative effect strengths of the parameters). 

For example, the effect of speed, shown in figure 4.23, becomes larger when P = 18 W 

and PRF = 400 Hz were chosen. 

The combination of parameters settings is vast and hence, the graphical representations 

(pei-tui-bation plots, contours and 3D plots) in the forthcoming discussion were all based 

on the same reference point (P  = 24 W, PRF = 228 Hz, and U = 300 mmlmin), which 

represents the mid point of the experinlented parameter ranges. 



Figure 4.23: Perturbation plot of the process control variables' effects on the width. 
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Table 4.8 lists the relative effects of the model parameters on the response in a 

n~unerical representation, called the "Coefficient Estimate". The coefficient estimate is a 

regression coefficient representing the expected change in response per unit change in a 

certain design factor when all remaining factors are held constant. This numerical 

representation also shows the interaction of the parameters' effect on the response. For 

instance, it can be seen that PxPRF has the strongest interaction effect on the response. 

The interesting effects of the parameters on the response are illustrated later in this 

section by the means of contour and 3D surface plots. 
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Table 4.8: Relative effects of the process model parameters on width. 
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The following figures 4.24 - 4.29, show the combined effects of two parameters, at a 

time, on the width. These figures show the effect of changing the two selected 

parameters on the response, while the third parameter is held constant. As explained for 

the perturbation concept, the third parameter could be changed, however, it was again 

held at the same value chosen for the perturbation figure. The red spheres on these 

graphs indicate the design points (i.e. the investigated combinations of control 

parameters). It can be noticed, particularly on the 3D plots, that these spheres are 

located very close to the surfaces, which meant that the model fits the data points to a 

good extent. These figures, do not present effects that are different from the ones shown 

earlier in the perturbation figure. However, they offer a visual aid to the selection of 

desired ranges of the parameters by observing their effects in terms of the numerical 

values of the response. Furthermore, they are useful in the process of optimising the 

ranges processing parameters to meet certain response criterion for example. Based on 

these facts, and to avoid redundancy, the comments made on each figure will be brief, 

as well as the discussions of the results from the depth and Ra models. Figure 4.24 the 

contour plot of the effect of P and PRF on the channel width. Each contour curve 

represents the combinations of the two parameters that will predict a constant channel 

width value. This width value is viewed inside the box located at the middle of each 

contour curve. It can also be seen from the contour plot that P has a direct proportional 

effect on the predicted width, while PRF has an inverse proportional effect. 

Width (bun) 1 

Figure 4.24: P and PRF conto~~r showing the interactive effect on the width. 



Figure 4.25 holds the same data as figure 4.24, except that it has the P and PRF values 

on the lateral axes and the predicted width on the vertical axis. An extra advantage of 

the 3D plot is that it is easier to visualise how the effect of one of the parameters 

changes by changing the value of the other parameter. For example, consider the effect 

of PRF at P = 30 W, which is the curve lying on the PRF-Width plane at the back of the 

plot. When this is compare to the PRF effect at P = 18 W represented by the curve lying 

on the PRF-Width plane on the front of the plot, it can be seen the PRF effect is 

stronger in the latter case. These observations are possible to make from the contour 

plot, however, they are not as straight forward. 

Figure 4.25: 3D view of the interactive effect of P and PRF on width. 

Figures 4.26 and 4.27 show that both P and U have a direct proportional effect on the 

width. However, P has stronger effect than U. This means that variations in P will 

results in larger changes in the width than the ones resulting from even large changes in 

U. 
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Figure 4-26: P and U contour sllowitzg the interactive effect on the width. 

Figure 4.27: 3D view of the interactive effect of P and U on width. 

Figures 4.28 and 4.29 show that both PRF and U have inversely proportional effects on 

the width. Similarly, PRF has stronger effect on the response than U exhibits. 
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Figure 4.28: PRF and U contour showing the interactive effect on the width. 

Figure 4.29: 3D view of the interactive effect of P R F  and U on width. 

4.9.3 Depth model results 

Mocleling and analysis of variance for depth 

For the depth model, the step-wise regression method was also utilised with all the 

possible combinations of the control parameter except for the terms with cubic 

coinbinations because the evaluation of the results from the software indicated that the 

cubic terms were aliased for the ranges of the data obtained. The terms selected along 



with the step-wise regression method lead to eliminating the insignificant model terms 

a~~toinatically [173]. Table 4.9 shows the calculated ANOVA results with the 

significance for the depth model and each of the terms in the model. 

Table 4.9: ANOVA analysis of depth model 

In table 4.9, the PxPRF term is not significant as can be seen from its p-value that is 

larger than 0.1, however this term was automatically added to support the hierarchy of 

the model. The step-wise regression method detected that this model term was not 

significant but it was required by other significant model terms, in this case, these 

dependant terms were PxPRFxU and P X P R F ~ .  The other non-significant term was the 

lack of fit, which is a good indicator. The table also shows that the adequacy measures 

R2, adjusted R2 and predicted R~ are all close to 1, and in reasonable agreement 

indicating an adequate model [167, 1741. The adequacy precision is greater than 4 

indicating adequate model discrimination. Furthermore, this indicates that the model is 

capable of navigating the design space [173]. The R2 value of about 0.994 indicates that 

about 99.4% of the variability in the data is explained by the model. This fact combined 

wit11 the satisfactory residual analysis further indicates that the model is a very good fit 

to tlle data and that the channel depth, within the investigated range of parameters, can 

be predicted. Equation 4.2 shows the process model calculated from the experimental 

results within the investigated ranges of parameters. 



Deptlz = 794.4823 - 16.715 x P - 4.95908 x PRF - 0.95849 x U + 0.133888 x P x PRF + 
+ 0.01502 x P x  U + 0.00327 x PRF x U + 0.298387 x p 2  + 0.006283 x P R F ~  + 
+0.000244xU2 -0 .00011~ P x  PRFxU-0 .00019~  P x p R F 2  

Using the model's equation can only give predictions of the depth as a result of using 

ally combinations of control parameters within the investigated range of process 

parameters (1 8 1  P 130 W ,  1605 PRF 1400 Hz and 1005 U 1500 d m i n ) .  Table 4.10 

shows the actual versus predicted values of the investigated combinations of the control 

parameters in this design of experiments. The right-most column lists the residual 

values. 

Table 4.10: Actual versus predicted of the design points. 



Grflplricrrl rtsuffs for rlepfJt 

Figure 4.30, shows ihnt the collected data points were scattered along the trend line 

relating 111e predicted and the actual valucs. This observation means that the model has a 

good fitness value. 
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Figure 4.30: A c t ~ ~ a l  versus predicted scattering of  the data points. 

FEgtll~ 4.31, shows a cubic representation of the investigated Icvels of the control 

parsunelers along wit11 the measwed and predicted depth values by thc modcl. The 

actual rneast~rernents are indicated by italic figures within square brackets. The 

predicted and actual values on the design points shown in the cubic representation are in 

agreerrlent. ii~dicating that the model is accurate, 



Figure 4.3 1 : Cubic representation of the design points and the experimental 

and depth model results. 
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The perturbation of the process parameters in figure 4.32 was obtained at the same point 

location (P = 24 W, PRF = 228 Hz, and U = 300 mmlmin). The figure shows that P has 

a direct proportional effect and it had the strongest effect on the depth. The second 

strongest effect was due to PRF, which has an inverse proportional effect on the depth. 

Similar to their effect on the width, the combination of these two effects is a direct 

result of the pulse energy = P / PRF. The speed U had an inverse effect on the depth. 

PRFi-: 400.00 23.70 

Figure 4.32: Perturbation plot of the process control variables' effects on the depth. 
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Table 4.11 lists the relative effects of the model parameters on the response in a 

ilurnerical representation. It can be seen that P R ~  and PxU have the strongest 

ii~teraction effects on the depth. The interesting effect of the parameters on the response 

will be illustrated by the means of contour and 3D surface plots. 

Table 4.11 : Relative effects of the process model parameters on depth. 

The following figures 4.33 - 4.38, show the combined effects of two parameters, at a 

time, on the depth. The red spheres on these graphs indicate the design points, and their 

locations on the 3D plots mean that the model fits to a good extent the data points. 

Figure 4.33 the contour plot of the effect of P and PRF on the channel depth. It can be 

seen from the contour plot that P has a direct proportional effect on the predicted depth, 

while PRF has an inverse proportional effect. 
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Figure 4.33: P and PRF contour showing the interactive effect on the depth. 

The 3D plot in figure 4.34 shows that as P is increase the channel depth increases. The 

opposite effect is induced by changing the value of PRF. The deepest channel depths 

were produced when using high P in combination with low PRF settings, while holding 

U constant, in this case at its mid-range = 300 mmlmin. 

Figure 4.34: 3D view of the interactive effect of P and PRF on depth. 



Figures 4.35 and 4.36 show that P has a direct proportional effect on the depth, while U 

has an inversely proportional effect. However, P has stronger effect that U. In a similar 

to their effect on the width, small changes in P will affect the depth in a magnitude lager 

than changes induced by changes in U. 
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Figure 4.35: P and U conto~~r showing the interactive effect on the depth. 

Figure 4.36: 3D view of the interactive effect of P and U on depth. 



Figures 4.37 and 4.38 show that both PRF and U have inversely proportional effects on 

the depth. Similarly, PRF, as can be seen from the slopes of the contour lines and the 

3D surface, has a stronger effect on the depth than U exhibits. 

Figure 4.37: PRF and U contour showing the interactive effect on the depth. 

Figure 4.38: 3D view of the interactive effect of PRF and U on depth. 

4.9.4 Ra model results 

When attempting to model a certain process using statistical means, such as ANOVA, 

process related knowledge is very essential. This is important because statistical figures 

165 



and measures alone cannot, without process knowledge, be used to make process- 

related judgments. Additionally, results obtained from statistical procedure on scientific 

or engineering contexts do not always produce logical conclusions. The surface 

roughness, as opposed to channel width and depth, is relatively harder to anticipate in 

tenns of the process parameters. In other words, the discussion of the width and depth 

statistical results was based on the amounts or rates of heat deposited into the material. 

The later were easy to visualise in terms of P ,  PRF and U, as combinations of the three 

parameters can lead to educated estimates of parameters such as pulse energies, inateiial 

reinoval rates or respective irradiation times. Hence, a discussion of this process's 

surface roughness, the proposed process parameters to affect the roughiless and 

estimating calculations of the rouglmess are introduced in this section. Following this 

discussion, the experimental roughness results will be presented and discussed. 

Maclzilzi~zg-irzduced surface rouglz~zess 

Laser fabrication of the channels, performed in this study, is considered a machining 

process and the laser beam, to a certain extent, can be treated as a convei~tional 

lnachining tool. This treatments takes into consideration the unique properties of laser 

macl~ining, most important of which in this context, is the fact that there is no physical 

coiltact between the laser beam and the material being machined. 

The chamlel making process involves a moving sample and a stationary laser beam. The 

laser beam is, pulsed so it can be treated as a single-point tool that is rotating1 

reciprocating aroundlalong its axis while stationary relative to the trailslation direction 

of the sample. Milling and drilling using single-point tools are, hypotl~etical, examples 

of such a machining process. Besides the depth of cut, tool geometry and material, the 

coillbiilatioil of the sainple's speed and the feed of the machining tool are the most 

important factors contributing to the surface finish quality [175]. It is also worth 

meiltioning that there is no optimal co~nbinational setting of the sample speed and the 

feed. Different coinbiilatioils of speed and feed can produce similar effects on the 

surface roughness and suitable settings call be obtained froin experiinentatioil or 

specific tables [170, 1761. 

Feed is the amount of material processedlremoved for each revolution or per pass of the 

tool over the sample. Feed is measured in units of lengthlrevolution, lengtldpass, 

lengtldtooth, lengthhime, or other appropriate unit for the particular process [176]. In 



accord with the process parameters under investigation, the feed's unit will be recorded 

in ~~mlpulse. The feed has been used in the calculations of the scan length of the 

channels based on figure 4.6. The same expression used for the feed at that stage will be 

employed in this discussion. The feed,J in (prnlpulse) is given by, 

The ideal (theoretical) surface roughness from a specific process is a function of only 

feed and tool geometry. It represents the best possible finish which can be obtained for a 

given tool shape and feed. It can be achieved only if the built-up-edge, chatter and 

inaccuracies in the machine tool movements are eliminated co~npletely [175]. For a 

shai-p tool without nose radius, the maximum height of unevenness, RMAX, shown in 

figure 4.39, is given by, 
L- 

J 
R,wx = cot a + cot p 

where f is the feed, 

a is the nlajor cutting edge angle, and 

,O is the working minor cutting edge angle. 

Where the laser beam is treated to be uniform and of Gaussian distribution, the angles a! 

and p become virtually equal. Using this assumption and substituting equation 4.3 in 

equation 4.4, the expression for RMAX becomes, 

Equation 4.5 can be used to define the best average surface roughness, Ra, using this 

expression, 



Figure 4.39: Idealised model of surface roughness, after [175]. 

Equation 4.6 shows that, ideally, the smface roughness depends on the sample's speed, 

pulse repetition frequency and the focused laser beam geometry. The latter parameter is 

usually assumed to be constant, however, the first two parameters were considered as 

changing process parameters in this study. Based on equation 4.6, U is directly 

proportional and P R F  is inversely proportional to the roughness. Investigation of figure 

4.6 shows that both parameters affect the stretching and compaction of the disks 

representing laser irradiated regions. As mentioned earlier, the combination of both 

parameters sets the expected surface finish quality. Generally speaking, however, 

increasing speed and fixing P R F  increases the roughness. On the other hand, increasing 

PRF and fixing U decreases the surface roughness. It is worth mentioning with practical 

conventional cutting tools, Rn becomes proportional t op .  This still preserves the effects 

of the involved process parameters, but yet it accounts for the radius of the tool corner 

[175]. As mentioned earlier, the depth of cut is another parameter that may affect the 

illachined surface roughness. Keeping in mind that laser processing is a non-contact 

process; the depth of cut may not have as a significant effect on the rougluless as it does 

in conveiltional machining processes. An analogous parameter to the conventional depth 

of cut inay be possible to develop for this process. The depth of cut using laser may 

depend on the pulse energy, pulse width, material properties, and laser emitting 

wavelength. This parameter's effect will however be indirect on the surface roughness, 

beca~~se it is involved in an interaction with the combination of U and PRF. However, 

for simplicity, it is proposed that higher pulse energies will contribute to high surface 

roughness. 

Modelling and analysis of variance for Ra 

Table 4.12 shows the ANOVA results obtained from the channels Ra measurements. 

The step-wise regression method was also utilised, in this case, with all the possible 

combinations of the contsol parameter except for the terms with cubic combinations 



because the evaluation of the results from the software indicated that the cubic terms 

were aliased for the ranges of the data obtained. 

Table 4.12: ANOVA analysis of Ra model 

It can be seen from the p-values in table 4.12 that three main process parameters are 

considered not significant. They were added to the model terms in the regression 

procedure to support the hierarchy of the model. In other words, there were other 

significant parameters that depended on them. The significant parameters in table 4.12 

were PxPRF and p. This could be possible for the range of the processing parameters 

used in the study. The lack of fitness, however, was significant as can be seen from its 

p-value. This meant that the model is not able of predicting the design points. 

Furthermore, the adequacy measures R ~ ,  adjusted R2 and predicted R2 are not close to 1. 

The adjusted R~ and predicted R2 are not in agreement, and the difference between them 

is larger than 0.2, which meant that there may be a problem with the data [173]. An 

explanation of the behaviour of the collected data and the proposed reason and the 

possible solutions to overcome it will be presented later in this section. 

Gruplzical results for the Ru 

Figure 4.40 shows the distribution of the actual versus model-predicted Rn values. It can 

be seen that the data points are scattered around the trend line suggesting the poor 

fitness of the model. 



Figure 4.40: Actual versus predicted scattering of the data points. 

Predicted vs. Actual 

.- 

Figure 4.41 shows the effects of the process parameters on Ra. The figure shows that P 

has a non-linear effect on Ra, it is inversely proportional to Ra at low values of PRF and 

U, while it has the opposite effect at high values of PRF and U within the investigated 

range of parameters. Most importantly, are the effects of PRF and U, which can be seen 

from the figure to contradict with the expected behaviour from equation 4.6. According 

to the model, PRF is directly proportional to Ra while U is inversely proportional. 

Moreover, from the graphical analysis tools in the software, at high P values, both PRF 

and U have an inversely proportional effect on Ra. This latter effect is shown in figure 

4.42. 
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Figure 4.42: Perturbation plot of the process control variables' effects 

on Ra at high P values. 
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Table 4.13 lists the relative effects of the model parameters on the response in a 

numerical representation. It can be seen that PxPRF and P* have the strongest 

interaction effects on the depth; these were the only significant terms in the model. 

Interestingly, PRF and U have stronger effects than P. However, again their effects 
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coi~tradict with expectations from engineering knowledge. Due to the lack of fitness in 

the model, only the interactive effect of PRF and U will be presented in this section. 

Table 4.13: Relative effects of the process model parameters on Ra 

Figure 4.43 shows the 3D surface representing the effects of PRF and U on the Ra as 

predicted by the statistical model at the mid-range of P. It can be seen from the figure 

that at high U values increasing PRF causes increases in Ra. On the other hand, 

illcreasing PRF at low values of U decreases Ra. Similarly, the effect of U changed 

from directly proportional to inversely proportional by changing PRF from high to low 

values. As briefly mentioned earlier, this behaviour of the two parameters changes when 

the level of P changes. 

Figure 4.43: 3D view of the interactive effect of PRF and U on Ra. 



Figure 4.44 is the 3D surface of PRF and U effect as P is fixed at its lowest value. 

When P is low, PRF has an inversely proportional effect on Ra at all values of U. 

Similarly, U affect Ra in a similar manner, however, its effect becomes weak as PRF is 

increased. Figure 4.45 on the other hand, shows the effects of PRF and U on Ra at high 

values of P. According to figure 4.45, PRF is directly proportional to Ra at all values of 

U. On the contrary, U has an inversely proportional effect on Ra at all values of PRF. 

Figure 4.44: 3D view of the interactive effect of PRF and U on Ra at low P. 

Figure 4.45: 3D view of the interactive effect of PRF and U on Ra at high P. 
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Looking at the results in table 4.14, the repeated experiments Ch 14, 28 - 32, the Ra 

values are consistent and in agreement. However, based on the discussion of figures 

4.43 to 4.45 and by looking at the remaining Ra values in table 4.14 does not lead to 

general variance trend. For insets with constant U and PRF, the power did not seem to 

have a certain effect on Ra. Trends sought here could be a combination of linear or 

curved, directly or inversely proportional. Similarly, trying to detect the effects of U or 

P R F  independently, did not lead to any uniform or regular trend. The data scatter in 

table 4.14 takes more or less a random shape that does not follow the changes in the 

process parameters. This very fact, made the task of statistically modelling the Ra 

results very difficult. 

Table 4.14: Actual versus predicted of the design points. 

PRF Actual Predicted 
Value Value Residual 

7 5.53764 1.46236 
pp 

7 16 24 160 1 100 6 5.481502 0.518498 



The software suggested that transformation of the signal might improve the modelling 

task. This suggestion was performed by modelling the Rq, which is the RMS roughness 

instead of the Rn. This had no effect on the resulting model significance, which 

indicated that the transformation was not the solution to this problem. 

Reasorzs for lack offit of Ra ntodel 

The magnitudes of the Ra ineasureinents were small in comparison with the fabricating 

laser beam's radius at the focus, which was approximately 45 pm. This fact made it 

vei-y difficult to observe any regular variance within the investigated range of the 

process control parameters. If the fabricating laser beam's geometry is small in 

comparison with tlie fabricated channels geometry, it might be possible to ~nalte 

observations and coiiclusions on Rn. Furthennore, the statistical model here tends to fit 

data that disagrees with the expected behaviour of Ra's relation to process parameters, 

particularly PRF and U. This theoretical behaviour is supported by simulation results 

that will be explained in section 6.4.2, which agree with the theory explained earlier and 

lead to equation 4.6. 

Sc~ggestio~zs 

The range of the processing parameters can be narrowed down to modify the Rn model 

and inalte it able to fit the collected data and represent Rn with good accuracy. Within a 

nai-rower range of the same processing parameters, a regular variance could be 

obsewed. Rn values recorded in this study fell within a range of (2- 1 3 pm), with a mean 

value of 4.41 pm, a median of 5 pm and a mode of 7.50 pm. Consequently, the Rn 

values observed with the ranges investigated are acceptable for fluids that have 

relatively large particles sizes. Based on the results achieved in this section, the Rn 

values were used to make judgments on the quality of the channels produced. 

Coinnlents on the quality of the channels based on Rn values and other qualitative 

paraineters are listed in appendix D.7. 

Summary 

Microchaimels of widths that range between (81 to 365 ym), depths that range between 

(3 to 379 pm) and Rn that range between (2 to 13 pm) were fabricated on the surface of 

soda-lime glass sheets. The microchannels had a range of acceptable cross-sectional 

shapes. The process control paraineters were taken as the laser power, P, pulse 

repetition frequency, PRF and the translational speed, U. The process was statistically 



lnodelIed in terms of tl~ese control parameters. It was found that the w j d t l ~  and depth of 

the channels were directfy proportional to P. On tlte other hand, the widill and depth of 

the cl~annels were inversely proportional to PRF and U. The mathematical models for 

width and depth may be used to predict the dimensions o f  the channels before 

p~*oduction. The process may also be optimised for producing microchannels of desired 

rIin~ensions and proba13ly more intricate sl~apes (e.g. curved or circular channels). The 

surface rougl~i~ess, Ra, data of the channels did not enable a good fit to the statistical 

morlel. The reasons for that wwe discussed in section 4.9.4. Tlte mathematical model 

developed in the next chapter and the discussions of clrapter 6 will emphasise the 

tl~eoretical concepts of the expected Ra trends as a funciion of the process control 

parameters. 



Chapter 5 

Thermal Mathematical Model 



5.1 Introduction 

In addition to the experimental results illustrated in chapter 4, a thermal mathematical 

inodel has been developed and used to simulate the microchannels fabrication process 

using the same C02  laser processing parameters discussed in the experimental work 

chapter. The 3D cl~annel geometrical siinulations obtained from this inatheinatical 

model enabled the measurement of the same response parameters obtained from the 

experiinental analysis, namely, the width, depth and surface roughness. Accordingly, a 

coinparison between the experimental and simulation results could be established. 

Although this comparison is not entirely accurate due to limitations in the mathematical 

inodel itself, inorphological aspects and relative dimensional contrast could be drawn. 

Of particular importance the trends of the expected surface roughness due to the 

periodic nature of the laser source is compared to the Rn statistical model obtained in 

section 4.9.4. This is of particular importance due to the lack of fit of the derived Ra 

model. 

By nature, mathematical models are rigid to some extent, since they tend to express a 

phenoinena or a process in a single equation or a set of simultaneous equations. The 

flexibility of a model is vital as it can give room for nonlinearities in the process under 

ii~vestigation. On the other hand, the formulation and use of a theimal matheinatical 

11.1odel is an attractive inetl~od for simulation since it can save a lot of computation 

efforts. Nevertheless, it is prone to a lot of assumptions that can introduce some 

inisjudgeinents of reality. 

The first sections of this chapter describe the problem under investigation and cite the 

possible methods of modelling it. Later sections describe the modelling steps such as the 

assumptions, boundary and initial conditions. Based on the general heat conduction 

equation and the assumptions, the analytical solution is then foimulated. Furthermore, 

the coinputer programs developed for siinulatiilg the process are then described and the 

results obtained are presented. 

5.2 Explanation of the mathematical model 

The temperature distribution in a solid due to absorption of laser radiation is a functioil 

of both spatial and time coordinates, T(x,y,z,t). The sample solid can be in motion 

relative to a fixed laser beam and has temperature dependant properties. If the heat is 

only transported in the solid by conduction (no radiation or convection) then the heat 

cond~~ction equation can be expressed in a coordinate system fixed with the laser beam 

[I 77, 1781. The general heat conduction equation in this case is given by, 



p(T)c,, (T) aT(xy " zy - v[~(T)  VT(X, y, Z, r)] + at 

where p(T) in (kg/m3) is the mass density, c,(T) in (J/kg°C) is the specific heat 

capacity at constant pressure and k(T) in (W/m."C) is the heat conductivity of the 

material. U in (mls) is a constant translational velocity of the sample. Q(x, y, z, t) is the 

heat supplied per unit time per unit volume (w/m3) [177, 1781. If the material properties 

were temperature independent (i.e. constants) then the heat conduction equation 

becon~es, 

T@,y,z, t) can be simply denoted by T keeping in mind that it depends on space and time 

dimensions. The gradients in equation 5.1 can be expressed as partial derivatives of the 

temperature with respect to space to maintain the unit balance on both sides of the 

equation. Furthermore, if the sample is translated with a constant velocity along the x 

direction, as shown in figure 5.1, then the third term on the left side of the equation is 

differentiated with respect to x [178]. Equation 5.1 then becomes, 

Figure 5.1 : Heat point source in the surface of the workpiece. 

I11 the case of heat flowing through a solid without heat generation within that solid; the 

heat conduction equation will reduce to the heat conduction equation for a 

hoinogeneous isotropic solid [178,179]. The equation can then be expressed as, 



if the equation is divided by pc, and rearranged, then it can be written as, 

where, a (m2/s) is the thermal diffusivity of the material equal to k/p c,. 

Solving equation 5.2 gives a transient heat or temperature distribution in the medium in 

the form T(x,y,z,t). However, the solution is not unique to all cases and depends on a 

number of assuinptions, initial coilditions and boundary conditions. The assuinptions 

nlade for the upcoming solution are: 

1- The initial temperature is equal to the ambient temperature T(x,y,z, 0) = To. 

2- The medium is a slab of two parallel planes and heat enters from one plane at z = 0. 

This solution is a heat conduction one, it requires that there is no heat losses by any 

dT 
means from the medium at its two planes, i.e. - = 0 .  

dz 

3- There are no phase changes in tlie medium. Although such a solution does not 

explicitly include the latent heat effects, it is still useful in estimating the penetration 

of the melting isotherms under the conditions of melting via conduction [102]. 

Moreover, the originator of this fundamental model recommended that this model is 

a reasonable method of tackling the problem [180]. Details of communications with 

the author can be found in appendix E. 1. 

4- The medium is a semi-infinite solid, meaning that the temperature variations in the 

region of interest do not affect the temperatures in regions considered to be far a 

way from it, such as the bottolll plane. The significance of this assumption has been 

experimentally verified, during the screening expeiiments stage, by applying the 

same conditions on different thicknesses (2  mm to 6rnm) and obtaining the same 

result. 

Siinilar ass~~mptions were made by Buerhop et. al. [47]. Based on these assumptions, 

eq~~ation 5.2 can be solved for a time-dependent heat source (i.e. pulsed laser beam). 

The incident laser beam modelled as a time-dependent point heat source at (0,0,0). The 



solution of equation 5.2 given by [I791 and based on the mathematical models described 

by [I781 for slabs of harmonic temperatures. 

where, P(t) is the time dependent power input. 

w is the fundamental frequency of the power input = 2nPRF. 

r is the radial distance from the power source = d w . ,  

The derivation of equation 5.3 is illustrated in appendix E.2. The square root taken in 

equation 5.3 must be the one with a positive real part. A pulsed laser power input as the 

one shown in figure 5.2 was used in the model. This power source has a period to = 

11PRF and is given in the interval -% to 5 t < % to by 

Itl<% z 

% z <Itl<%to 

otherwise 

where, Po (W) is the average power and z (s) is the pulse width. Pot,lz is the peak power 

of the laser pulse, and Pot,/2z is the arithmetic mean of the jumps in the pulse function, 

necessary for the mathematical formulation of the Fourier series describing the power 

f~ulction [18 11. 

Figure 5.2: The pulsed power input given by equation 5.4. 

As mentioned earlier, the power function can be described in terms of a Fourier series of 

the form 
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AII inlegation error was discovered at the stagc o T calculaling the parameter n,, [ I  791. 

This error was discovered during re-deriving the Fourier series rcprescntation or the 

power signal based on standard formulae [ 1 8 I]. The corrected equatioi~s we1-e agreed by 

the author in personal ccornmutlication [ISO]. Waving calculated a,, the power f~inction 

of dle heat source in the fonn of Fourier series becomes, 
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Substituting equation 5.5 inlo equation 5.3 gives 
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where, 

8n a 
Si=- is Simon's number [ 1791 that characterises a periodic solution with period to t0u2 
and was substituted in equation 5.3. When taking the real parts of the exponential and 

the square root, the equation gives 
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where Sa = 
n2si2 - 

Equations 5.6 consists of thee  terms, the first term is the initial temperature, To. The 

second tern1 is an exponential term that dictates the magnitude of the temperature at a 

specific location. The third term is the Fourier series, which controls the harmonics of 

the teinperahlre variations at each location. Investigating the limits of equation 5.6, the 

following can be observed: 

1- The temperature approaches the initial condition, To, as r the radial distance, 

approaches infinity in all directions. This is evident from the exponential functions 

in the second and third terms. As r becomes significantly high, the indices of the 

exponents are dominated by negative large numbers, which in turn gives them a 

value that approaches zero. Moreover, in the second and third terms r appears in the 

denominator of the constant coefficient to the left of the exponential and the series. 

This means that this magnitude will also approach zero as r approaches infinity. 

2- Similarly, the same terms can be investigated with paying attention to the effect of 

very small r. It can be noted that the temperature approaches a very high value as r 

becomes very small; this takes place at the initial stages of the pulse. This 

temperature will be equal to infinity if r is zero, in other words at a location (0,0,0). 

This was avoided in accordance with advice received from Dowden [180]. The 

temperatures were simulated in this work at a minimum radial distance calculated 

from (0,0,1) pin. The significance of this obseivation is that the maxiinurn 

temperatures appear at the centre of the point heat soul-ce and at the initial stages of 

the pulse time. 

These observations satisfy the initial conditions and assumptions stated at the beginning 

of the solution. It can be observed from equation 5.6 that the variable parameters can be 

restricted to Po, to, z and U, with such a restriction, equation 5.6 was used to calculate 



the teinperature distribution in the glass sheets, T(x, y, z, t), based on the process 

pal-ameters, power, PRF, pulse width and speed. Other methods of obtaining solutions 

similar to equation 5.6 are given using Fourier series, complementary error functions 

and using Laplace transforms in [178]. 

5.3 Process considerations 

5.3.1 Material under experiments 

As llleiltioned in the experimental chapter, sheets of lime-soda glass were used in this 

part of the study. The properties and stiucture of soda-lime glass were presented in the 

literature chapter. For convenience, table 5.1 lists the properties of soda-lime glass 

relevant to this chapter. 

Table 5.1: Thermal properties of soda-lime glass. 

5.3.2 Laser-material interaction 

Based on the laser intensity range used in this work (0.3 - 0.5 M W I C ~ ~ ) ,  the plasma 

formed is a laser-supported combustion plasma (LSC). During the initial stages of the 

pulse, LSC plasma starts to form, shielding up to 90 % the incident power from the 

target [36]. However, as the plasma begins to expand radially, the coupled energy 

increases to 50 % [36, 501. The radiative losses in this plasma scheme are typically 15 to 

20 % of the incident power. There is a significant amount of energy consumed to raise 

the glass to its melting and consequently to its vaporisation temperature. These amounts 

of energies are called the latent heat of ineltiilg and vaporisation, respectively. Simple 

calculatioils can show the amount of energy needed to raise the focal voluine to the 

vaporisation temperature. The anloullt of heat required to reach the vaporisatioil 

teinperature, TI,, equals Cp.(Tl, - To) = 870.(3427 - 22) = 2,962,350 Jlkg. The anlouilt of 

heat required to raise the teinperature of the vapour to approximately 10 times the 

vaporisation temperature, T,, was also calculated. This allowed an approximation of the 

energy required to ablate the material in order to fonn the channel, as per the procedure 

followed by other worlcers [36]. This energy was calculated as C,.(T, - T,J = 870.(34270 

- 3427) = 26,833,410 Jkg.  This approximates the energy required for ablation without 
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the need for knowledge of the latent heat energies. The scale length of diffusion was 

obtained from, L, = J a . z  , where a and t are the thermal diffusivity and the laser pulse 

width [36]. The average pulse width used in this work was 1.53125 ms, so that LD = 27. 

32 pm was the average depth affected by the heat wave diffused per a single pulse. The 

volumetric mass affected by the heat wave can be calculated from, nz = p.n.u2 .L, , 

where r is the laser beam radius. The average heated mass, rn, was equal to 4.345~10-lo 

kg. This Inass was multiplied by the two energy values calculated above, which gave the 

amouilt of energies required to bring this irradiated volume to its vaporisation 

temperature and then to being ablated. These were 1.287 mJ for heating the voluine to 

its vaporisation temperature and 11.659 mJ for ablation. 

In this study the laser beam's power, P ,  was varied between 18 and 30 W, and the pulse 

repetition frequency, PRF, was varied between 160 and 400 Hz, this resulted in 

lninirnu~n and maximum pulse energies of 45 and 187.5 mJ respectively. Table 5.2 lists 

the lnininlum and maximum pulse energies produced in this study and the minimum 

percentages of these needed for breakdown. 

Table 5.2: Energy percentages needed for breakdown. 

Experimental energy (mJ) % For heating % For ablating % Total 

4 5 28.77 
- 

187.5 0.69 6.22 6.91 

The bi-ealtdown thresllold energy, E,,,, was observed at 45 mJ, which colresponded to a 

fl~~ellce, I;;, = E,,, /n . r2= 707.55 ~ / c r n ~ .  A channel that was used to identify the 

brealtdown threshold in this work is sllown in figure 5.3 (a). The surface cracks ill this 

figure were produced using P = 18 W, PRF = 400 Hz and U = 8.333 mmls, which 

coi-responds to the first row in table 5.2 and to channel 25 from table 4.4. The stluctural 

changes in this image suggest that about 29 % of the incident power was necessary to 

initiate ablation; the remainder of the power was shielded by the induced plasma. At 

higher fluences, wider and deeper structural changes, as shown in figure 5.3 (b), were 

produced. This channel was produced using P = 30 W, PRF = 160 Hz and U = 8.333 

mmls. These settings correspond to the second row in table 5.2 and channel 21 from 

table 4.4. The larger dimensions in the channel in figure 5.3 (b) suggest that more than 

about 7 % of the energy was coupled to the sample. The longer pulse duration from the 



processing parameters to produce the channel in figure 5.3 (b) would be expected to 

allow tiine for the heat to diffuse and further energy to be coupled to the target [36, 501. 

Figure 5.3 : SEM image of (a) minimum fluence channel 25, and 

(b) maximum fluence channel 2 1. 

Based on the total percentages in table 5.2, plasma shielding theory, radiative losses 

associated with the LSC plasma scheme, and simulation trial and error procedures on 

experimental data, an average 25 % of the incident beam's power was calculated as 

being delivered to the sample. This 25 % of the incident power was used for solving the 

thermal mathematical model. Based on the pulse energy range shown in table 5.2, the 

mathematical model would in some cases, over-estimate or under-estimate the channel 

dimensions. This would not affect the predicted channel shape; however, it has 

implicitly reduced the complexity of analysis compared to taking phase changes into 

account in the mathematical model [102, 1821. 

5.4 Process simulation 

All the sin~ulated results and graphics were achieved using a number of LabVIEW 

software codes built for this part of the study. To solve equation 5.6, the laser power 

source was assumed to be stationary at the coordinate (0,0,0) at all instances of tiine and 

the sample was translated in the x direction at a constant velocity U [179]. Three main 

LabVIEW codes were developed, the first code simulates planar thermal isotherms, tbe 

second code, based on the first one, simulates the three-dimensional geometries of the 

cl~ai~nels and the third code simulates thermal histories, for prolonged time durations, at 

specified coordinates as the sample translates past the laser beam. The discussion of 

these simulation codes is given in the following sections. 



5.4.1 Planar isotherms 

This code is discussed in greater depth as the other simulation codes in this chapter are 

based on it. A planar isotherm is a numerical / graphical display of the temperature 

distribution on one plane of the sample. Since the sample was translated in the x- 

direction, the x-coordinate or the variable x in equation 5.6 depended on the time, t. 

Consequently, for temperature distribution in any z-plane in the sample, only the time 

and the y- coordinates were needed to solve equation 5.6. Hence, a 2D mesh in time and 

space (t,y) was constructed. The size of the mesh was defined by two parameters, the 

first being the pulse duration, to = lIPRF, which ensures the calculation of the 

temperature distribution due to a full laser pulse. The second element was a sufficiently 

large value of the y-coordinate to cover half of the expected heat affected zone's width 

(i.e. half the channel's width). Only half the channel was modelled due to the syrninetry 

of the solution and the increased speed of computation. The grid size of the y-mesh was 

variable according to the grids' location with respect to the heat source. This was 

necessary, due to the nonlinear relation between the temperature and the space 

coordinates from the exponential terms in equation 5.6. Higher temperature gradients 

were expected as one move towards the heat source, and so smaller mesh elements were 

needed to show such changes. In other words, as we moved towards the point heat 

source in the y-direction, equation 5.6 had to be solved at closer points. Figure 5.4 

shows the mesh generated for a length of 200 pm and a mesh element size of 1 pm. 

Note that the closer one moves towards y = 0, the smaller the element size becomes. 

Figure 5.5 shows the mesh generated for the time direction where t = 1IPRF. As can be 

seen, the element size of the time / x-axis mesh was of a regular element size, as there 

were no steep temperature gradients in the x-direction that needed extra elements to 

show their effects. 
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Figure 5.4: Mesh elements generated for the Y-axis. 

Time / X-axis Ir 

Figure 5.5: Mesh elements generated for the X-axis 

Figure 5.6 shows a schematic of the mesh generated to simulate one pulse isotherm on a 

sample. Although the figure is presenting results that are discussed later, it is helpful in 



visualising the need for changing elements sizes in the mesh. It can be seen from figure 

5.6 that the mesh elements sizes changes in the y-direction, while a constant mesh 

eleineilt size was maintained in the x-direction. It can also be noted that the temperature 

distrib~~tion through half of the area can be simulated since the solution is syininetrical 

about the y-axis. 

Figure 5.6: Schematic of the mesh generated for simulating planar isotherms. 

This code starts by allowi~lg the user to select the material subjected to the laser 

irradiation. A pop up window appears with a list of materials along with their properties 

that were previously saved in a text file in a tabulated format. Figure 5.7 shows the 

inaterial selection code. Once the desired inaterial was selected and the b ~ ~ t t o n  at the 

bottom of the front panel in figure 5.7 cliclted, the window closes and the user is back at 

the illail1 front panel of the simulation code shown in figure 5.8. The user can then fill 

the fields on the front pailel with the desired values to be used in the solution of 

eq~~ation 5.6. The fields are divided into two categories, nainely, the process parameters 

and the solution parameters. The process paraineters are the power, P (W), the pulse 

repetition frequency, PRF (Hz), the pulse duration, z (s), and the translational speed, Ux 

(mmls). Displayed to the right of these control parameters are the name, therinal 

conductivity and thermal diffusivity of the material obtained from the selection code. 
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Figure 5.7: Front pa11cI of the material selection code. 

The solutio~~ pameters  illeluded thc number of the terms in the Fourier series, taken to 

be equal to SO0 in all the simulations performed in this study. Ai~other solution 

parameter was the number oof pulses to focus on, i.e. l o w  many times d ~ e  solution will 

he duplicated aker the first pulse. The user can also specify the mesh size and mes11 

clcmcr~t sizes. The first mesh dimension defines ilic range of the y-axis to be simulated. 

The second mesh dimension is automatically defined by the inverse o f  the PRF value 

which is the pulse dul-ation. TIE location on the x-axis was specified and kept at I pin 

Ihrougl~out the simuIations in this work to make sure illat the ternperatr~rc will r~ot tend 

to infinity. Moreover, the truncation temperature above which the tentpcratrlres were 

given the same value was specified. The level of  the isotherm plane was specified from 

the value of z, which can be el~ai~ged to investigate the temperature distribution on 

various cleptl~s of the  sanlple. Tl~c user can cl~oose the values to be clisplayed on the x- 

axis, eithei- time or displaceme~~l values. The user can also speci ry the text file n m e  to 

whicl~ the simulation data will be written. Finally, the button at the bottom "Run 

Analysis" is clicked to start: the simulation. Tlze progress of the process can he 

monitot.ed from the blue coloured bar at the bottom-right of tlre front panel. 
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Figure 5.8: Front panel of the planar isotherm simulation code. 

Once the analysis started, two sub-codes calculated the mesh elements as explained 

earlier and based on the user inputs from the front panel. Since the solution is symmetric 

about the y-axis, the planar isothernls were simulated for half of the y-range mesh 

dimension, which saved half of the execution time. The solution was independent of the 

mesh size, since equation 5.6 was solved at each point in the mesh. Since the sol~~tion 

was casried out in a two dimensional space (y, t / x), the code consisted of two main 

loops, each iterating on the mesh elements. The first value from the array containiilg the 

y-mesh value was taken in the first loop. The second loop was an inset of the first loop 

and it iterated through the array elements of the t-mesh. Equation 5.6 was solved inside 

the iilner loop and the temperature value along with the (y, t / x) coordinates were 

written to a text file. The iiuler loop teimiilated when all the t / x array values were 

examined, then the outer loop took the next value from the y-mesh array and the same 

sequence was repeated until all the values in the y-mesh array were examined. 

Figure 5.9 shows the predicted isotherms of three laser pulses at plane z = 1 ym and x = 

1 11111. The laser processing parameters used were, P = 24 W, PRF = 228 Hz, z = 



1.53125 ins, and U =  5 mrnfs. The mesh was generated for t = (0 to to) = (0 to 11228 s) 

and y = (0 to 400 pin) These setting are similar to the settings used to produce channel 

14 in the experimental study. The resulting isotherm was reflected about the x-axis to 

give the full temperature distribution. The solution is also periodic in time, so that 

solving for, to, seconds was sufficient and the results were repeated for the proceeding 

pulses. As explained earlier, the temperature tends to a very high value as r approaches 

0 or its smallest examined value, so the temperatures were truncated at a sufficiently 

high value, for example 20,000 "C. As shown in figure 5.9, the readings of the x-axis 

call be represented by time (red-coloured) as well as length readings (black-coloured). 

Both readings can be interpreted to have to the same meaning, however, for 

convenience, the x-axis readings will be represented by length readouts (m or pm). The 

laser ablation direction is taken from x = 0 to x = a value corresponding to the pulse 

termination time, in this case, x = (1/228)~5000 = 4 . 3 8 6 ~ 1 0 - ~ ~ 5 0 0 0  = 21.92 pm. This 

value can be seen on both time and length readouts of the x-axis in figure 5.9. 

Figure 5.9: Channel 14: 3D isotherm of one pulse at z = 0 



Fig~~re  5.10: Channel 14: Top view of isotherm of one pulse at z = 0 
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The cursor in figure 5.9 was located in such a way to show the evaporation isotherm at 

temnperat~u-e = 3500 "C. This is an important isotherm and was used in predicting the 3D 

geometry of the channels explained in the next section. Figure 5.10 shows the top view 

of the same isotherm of figure 5.9. The ablation direction in figure 5.10 was taken from 

left to right and the symmetry of the solution can be observed from the cursors lying on 

the evaporation isotherms. The temperature legend in figure 5.10 shows the temperature 

values in terms of colour gradients. Temperatures increase for points closer to y = 0, i.e. 

closer to the point heat source. 

I 

Figure 5.1 1 : 3D isotherms of three pulses of channel 14. 
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Figure 5.12: Top view of thee  pulses isotherms of channel 14. 

As has been mentioned earlier, the solution derived from equation 5.6 is periodic in 

time. Figure 5.1 1 and 5.12 show the isotherms of t hee  pulses calculated for the same 

processing parameters of channel 14. The isotherm of figure 5.9 has been produced 

three times and is shown in the isotherms in figures 5.1 1 and 5.12. 

Similarly figure 5.13 (a) and (b) show the isotherms of 10 and 20 pulses, respectively, 

produced by the same parameters. Interestingly, the harmonic effects produced by each 

pulse seem to have a curved shape. Those shapes were observed in this work to be 

coilcaved against the direction of ablation. The latter observation is discussed in 

comparison with some microscopic images of the experimental channels in section 6.3 

of discussion chapter. 
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Figuse 5.13 : Channel 14 isotherms of (a) 10 pulses and (b) 20 pulses 
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5.4.2 Channel 3D geometry 

The 3D geometry prediction is based on the prediction of the planar isotherms explained 

earlier. Instead of solving for a single z-plane, the simulation procedure was repeated 

for all z-planes until the maximum values of temperature per each isotherm fell below a 

set vaporisatioil value. This temperature value was taken to be the vaporisation 

temperature T,,. There is a vaporisatioil isotherm in each plane, as shown in figure 5.9 

and 5.10, as long as the maximum temperature in that plane is inore than _T,. All the 

coordinates, in the plane, corresponding temperature values greater than T,, represent 

locatioils of the ablated material. So the data points with temperatures closest to T,, were 

extracted to produce the channel surface data. This procedure was repeated for z values 

railging between z = 0 and z = depth of channel. The later value of z was decided, 

mai~ually and by trial and error, when the maximum temperature in that plane was less 

than T,,. A code was built to iterate though the range of z planes calculating the 

isotherms, in each iteration, and writing the data points corresponding the processed 

location to a text file. The solutioil took a long time, hence again half of the channel 

width was simulated and the solution was reflected about the y-axis when the 3D 

channel geometry was viewed. On average it took around 3 hours to simulate one pulse 

induced 3D geometry from each channel settings. 

Figure 5.14: Mesh elements generated for the Z-axis. 

The temperature had steep gradients as one moved closer towards the depth of the 

channel. Hence, a mesh code similar to the y-mesh code was used. Figure 5.14 shows 
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11ow the grid size will become smaller when the value of z becomes larger. In the case 

sl~awj-l in figure 5.14, a mesh size of 100 pm was used with a mesh element size of E 

pm. The mesh elemen1 size was reduced to fractions of 1 pm as we rnoved closer to 

maximum z value. The sign of these elements was inverted afler they were used in t11e 

sirnulati011 code to satisfy the requirements o f  equation 5.6 of points lying undenzeath 

the sanlpIe5 surface. 

The Front panel of the 3D channel geometry code is sl~own in figure 5-15. It looks 

similar. to the isotherm simulation code. There is no 3131 plot viewer in this code because 

real-time viewing of the results requires more processing time and memory. The 

 runc cation temperahre can be specified before the simulation starts and it was fixed at 

3500 "C TOT all simulations. 
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Figure 5 .  F 5:  Front panel of3D simulation code. 

Usui~lly rhe sirnulatioll was ~ I I I  the first time with a large mesh dimensioi-is and clenzeni 

sizes in hot11 the y and z directions to get a quick idea on the 3D channel geometry. 

T11et1 when the width and depth aT the channel were roughly estimated from this step, 

the simula~io~z was run again with appropriate mesh diinensions and a small elements 



size. The element size was also fixed for all simulations and was equal to 1 pm. There 

are two progress bars in this code one of them shows the progress per planar isotherm 

while the other shows the overall progress. The data points were written to the text file 

during the course of simulation. Depending on the dimensions of the simulated channel, 

the resultiilg data file sizes were usually high. The minimum data file size was 27.5 MB 

for chaiulel 19 and the maximum was 122.9 MB for channel 9. 

The data files resulting from the si~nulation code shown in figure 5.15 were used by 

another code to view the 3D geometry of the channel. This viewing code, shown in 

figure 5.16, iterates through the temperature data belonging to each plane. Each planar 

data at this stage represent the ablated regions, thus picking the minimum temperature 

readings in each plane will result the boundaries of the channel in that plane. Searching 

for minimum values of temperatmes in all planes and plotting the corresponding x,y and 

z coordinates of these points resulted the 3D geometry of the channel. The simulations 

were performed for the 27 experimental settings presented in table 4.3 in section 4.5. 

The 3D geometries of the simulated channels are shown in appendix E.3. 
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Figure 5.16: Front panel of the 3D channel viewing code. 



The channel width, depth and surface roughness parameters can also be calculated from 

the predicted 3D geometries as the one shown in figure 5.16. Furthermore, another code 

was developed to change the distinctive 3D points shown in figure 5.16 to one surface 

showing the 3D geometry of the channel. This was useful in calculating the Ra values of 

the simulated 3D channel. The channel width, depth and Ra numerical data obtained 

from the simulations are listed in appendix E.4. In those cases where the measured Ra 

was equal to zero in appendix E.4, it meant that the Ra value was very small. These zero 

Ra  values were due to the very small differences in the simulated height measurements, 

which when were converted froin 3D coordinates to surface data they were detected as 

equal values. This effect was a result of the fact that the mesh element size in the z- 

direction was not small enough to detect height changes at the bottom of the simulated 

chai~nel in those cases. 

5.4.3 Thermal history 

The laser power source is assumed to be on (0,0,0) at all instances of time. The 

te~nperature changes at particular constant points in the sample may be simulated as the 

sample is translated in the x direction. The resulting temperature readings can be 

thought of as probe or thermocouple readings fixed at those locations of interest. They 

are referred to as thermal histories because they show the temperature change or times 

that usually exceed the pulse duration. Since the workpiece is translated in the x 

direction at a constant velocity, U, the x values change with time based on a Eularian 

coordinate, according to x = a + t x  U, where, a,  is the initial x location and, t ,  is the time 

elapsed since the beginning of translation [179]. Equation 5.6 can also be solved to 

predict the thermal history of specific points in the plane of interest. This can be useful 

in monitoring how the temperatures change at those points over a period of time which 

exceeds the pulse duration and enables the study the heating and cooling rates which 

can be useful in estimating the resulting lnicrostructures due to laser irradiation. F i g ~ ~ r e  

5.17 shows thei-mal histories for four points at y = 10, 150, 500 and 1000 pm. These 

thei-lnal histories are obtained fi-om the planar isothenn of figure 5.9 corresponding to 

the processing parameters of channel 14. The initial x coordinate was set so that it 

crossed the laser point source at t = 0.2 seconds. The temperatures were calculated for a 

total time of 2 seconds so at the traversing speed of 5000 pmls the y points were a 

perpendicular distance of 9000 pm behind the laser point source. 
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Figure 5.17: Thermal histories of four points on the surface of glass sheet. 

The maximum temperature at point y = 10 pm occurred at the truncated 6,000 "C. The 

inaxiinum temperatures were reached at 0.21, 0.22, 0.34 and 0.73 seconds for the points 

y = 10, 150, 500 and 1000 pin, respectively. This indicates that substailtial time 

duration is required for heat diffusion from the heat source. The temperature falls below 

3500 "C as the y value becomes more than 130-150 pm. This may also be noted from 

the isotherms in figures 5.9 and 5.10. It can also be noted that the cooling rates are 

different for the four points in figure 5.17, this may be used to estimate the resulting 

inicrostructure in those regions. 

Summary 

The microchaiu~el fabrication process was thermally modelled. The analytical thermal 

mathematical model was used in a computer program to simulate the process. The 

graphical and numerical simulation results are presented in appendix E.3 and E.4. The 

therlnal model seems to underestimate or overestimate the dimensions of the channels 

due to the embedded assumptions used to derive the model. However, the results 

presented in this chapter and the appendices show that there are similarities between 

experinlental results and simulations from the morphological perspective. In the next 

chapter, this similarity will be emphasised and used to describe the change in Rn trends 

with the process parameters. 



Chapter 6 

Discussions and Conclusions 



6.1 Introduction 

This chapter presents the discussioil of the results obtained from the experimental and 

simulation studies. The chapter starts by presenting a discussion on the experimental 

results using a different analysis from the statistical analysis that was presented in 

sectioil 4.9. This discussion is based the effects of indirect process paraineters (i.e. 

calculated parameters) on the channel dimensions as well as ablation rates. This 

discussion is intended to support the lmowledge gained in chapter 4. The subsequent 

past of the chapter establishes a coinpai-ison between the simulated and the experimental 

results. The comparison is intended to understand the morphological nature of the 

inicrochannels, support the trends of the experimental results obtained and enhance 

understanding the process parameters effects. Overall conclusions on the study and 

f~~ tu r e  work recommendations are finally drawn based on the discussions. 

6.2 lndirect process response parameters 

In chapter 4, the effects of P, P R F  and U on the width, depth and Rn of the 

microchai~nels have been covered. That analysis was beneficial from the stand point of 

fabi-ication of the channels and process modelling in terms of these parameters. Laser 

intensity, I (wlcm2), pulse energy, Ep (J), laser fluence, F ( ~ l c m ~ ) ,  and pulse fluence per 

meter, FkI (Jlcm) are indirect process parameters, which are calculated from the process 

control parameters. Moreover, ablation rates can be derived with the width and depth of 

the chailnels. These ablation rates can be treated as response paraineters and the effect 

of the indirect process parameters on thenl can be studied. The investigatioil of these 

parameters' effects is beneficial for enhancing the understanding the process, and 

estiinating the process time, cost, and efficiency. 

6.2.1 lndirect parameters' equations 

The laser intensity, pulse energy, and pulse fluence have been defined in equations 1.3 

to 1.7. The pulse fluence per meter call be calculated from, 

F M = E P l f  (6.1) 

where f is the pulse feed (mlpulse) defined in equation 4.3. It is worth noting that 

calculations of this parameter per one pulse or per the whole length of the channel will 

yield the same values. Based on that, the measurement unit for this parameter can be 

JIIII instead of J.pulse/m. This parameter gives the amount of energy delivered to each 

length unit in the direction of ablation. 

199 



As mentioned earlier, a number of ablation rates may be calculated, and may be 

categorised according to the measured quantity. In this case, the ablated quantities can 

be either volume or mass. In order to calculate the channel volume, the general shape of 

the channels' cross-sectional area was considered to be trapezoidal as shown in figure 

6.1. Tlze calculation of the cross-sectional area required the measurement of a new 

channel parameter that is the bottom width, ITB. The bottom width was measured from 

the 3D scans of the channels following the same procedure as with the top channel 

width, Wr. The values of WB are listed in table F.1. The cross-sectional area shown in 

figure 6.1 is given by, A = 0.5 d (WT + W,) where d is the depth of the channel. 

Figure 6.1 : Channel cross-sectional area shape. 

The calculated volume ablation rates were, the total ablated volume, V (pm3), the 

ablated volume per pulse Vp (CLm3/pulse), ablated volume per second Vs (pm3/s), and the 

ablated volume per Joule VJ (pm31~). Similarly, the mass ablation rates were the total 

ablated mass, M (g), the ablated mass per pulse Mp (glpulse), ablated mass per second 

Ms (gls), and the ablated mass per joule MJ (g/J). The total ablated volume can be 

calculated from: 

V = A x l  (6.2) 

where 1 is the full length of the channel. The number of pulses required to fabricate the 

f ~ ~ l l  length of the channel was, N = I x PRF / U . Hence, the ablated volume per pulse 

can be was calculated from: 

V, = V I N  

The ablated volume per second can be obtained: 



V, = V,x P R F  

The removal rate per Joule can be defined ffom the following equation: 

V, = V,IE, 

The inass ablation rates can be calculated directly from the volumetric ablation rate by 

multiplying the later parameters by the density of the material, p (g/pm3), giving the 

total ablated mass, M = p x V , ablated mass per pulse, M, = p x V,, ablated mass per 

second, M, = p x Vs , and ablated mass per Joule, M, = p x V, . 

A distinction should be made between these ablation rates as some of them refer to the 

effect of one laser pulse and others refer to the effect taken ffom the fabrication of the 

whole channel. The calculation of total ablation rates from those rates corresponding to 

single parameters would yield the same values. For instance, if the ablated mass per 

joule was to be calculated for the whole channel then it requires the division of the total 

ablated mass by the total amount of energy used, this will yield the same value obtained 

from dividing the ablated mass per pulse by the pulse energy. As a matter of fact, the 

switching between both parameters uses the multiplication and division of the number 

of pulses simultaneously. As a result of this, for volume and mass calculations, there is 

one maill overall ablation rate for each and the remaining rates are per pulse. 

Finally, the total energy, ET, used to fabricate the channel can be obtained from the 

illultiplication of the pulse energy by the number of pulses, and is given by, 

This parameter may be used in calculating the cost and efficiency of channel 

fabrication. For suinmary and convenience reasons, table 6.1 lists the indirect process 

parameters, the ablation rates, the unit used to express them in this study and their 

implication. The parameters listed in table 6.1 were calculated for the channel results 

used in the DOE. The calculations of these are shown in table F.2 and F.3. 



Table 6.1 : Indirect process parameters and ablation rates. 

The effects of the indirect process parameters on the width and the depth of the channel 

will be discussed first. Later, the effects on the ablation rates will be presented and 

discussed. However, it is important to make an important note on the nature of the 

indirect process parameters. As these parameters are from a limited set of process 

parameters P, P R F  and U, their effects have similarities. This can be observed from the 

way these parameters change in table F.2. It can be seen that the laser intensity has a 

similar trend as the fluence per length. Similarly, the pulse energy has a similar effect as 

that of the pulse fluence. According to this nature, the effects of the similar parameters 

will be investigated simultai~eously, by plotting curves with two horizontal axes, each 

representing one of the parameters. There is a substantial number of figures that have 

two horizontal axis titles presented in this chapter. In those cases, the horizontal axis 

readings are those of the lower axis title. 

6.2.2 Parameters effects on channel width and depth 

As can be seen from table F.2 the range of the laser intensity and the fluence per length 

is fixed for insets of processing parameters having a fixed P R F  and U values. Hence the 

effect of intensity and fluence per length is best seen by plotting the responses for a 
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fixed value of U and observing the effect of changing PRF. Figures 6.2 to 6.4 show the 

effect I and FM on the channel width and figures 6.5 to 6.7 show their effect on the 

channel depth. Each figure represents responses obtained at a fixed U value. It can be 

seen that the range of I and FM changes between the figures, but remains the same for 

the three PRF values plotted in each figure. 

Two important observations can be made by inspecting figures 6.2 to 6.7. Firstly, by 

looking at each curve representing a fixed P R F  value, as the intensity or the fluence per 

length increases, the width and depth increase. The second observation, by looking at 

the curves representing the PRF values in each curve, it can be seen that increasing the 

value of PRF decreases the width and depth. These comply with the parameters effects 

observations made earlier in the DOE analysis. 

- - - - -  -- - 

Channel width at different PRF 

Laser intesity, I (kWlcm2) or 
Fluence per length, Fm (Jlcm) 

Figure 6.2: I and FM effect on channel width at U = 100 mmlmin 

and different PRF values. 



Channel width at different PRF 

Laser intesity, I (kWlcm2) or 
Fluence per length, Fm (Jlcm) 

Figure 6.3: I and FM effect on channel width at U =  300 mmlmin 

and different PRF values. 

Channel width at different PRF 

Laser intesity, I (kWlcm2) or 
Fluence per length, Fm (Jlcm) 

Figure 6.4: I and FM effect on channel width at U = 500 mmlmin 

and different PRF values. 



Channel depth at different PRF 

Laser intesity, I (kWlcm2) or 
Fluence per length, Fm (Jlcm) 

Figure 6.5: I and FM effect on channel depth at U = 100 mmlmin 

and different PRF values. 

Channel depth at different PRF 

Laser intesity, I (kWlcm2) or 
Fluence per length, Fm (Jlcm) 

Figure 6.6: I and FM effect on channel depth at U =  300 mm/min 

and different PRF values. 



Channel depth at different PRF 

Laser intesity, I (kWlcm2) or 
Fluence per length, Fm (Jlcm) 

Figure 6.7: I and FM effect on channel depth at U =  500 mmlmin 

and different P R F  values. 

Another interesting relation can be studied between the pulse energy or fluence and the 

channel width and depth. The pulse energy and fluence give a fixed range for all values 

of PRF. This range repeats for each inset having the same U value as can be seen from 

tables F.l and F.2. Both parameters have the same effect and their effect can be studied 

simultaneously. Figure 6.8 shows the effect of Ep and F on the channel width and figure 

6.9 shows their effect on the channel depth. It can be seen from both figures that 

increasing Ep and F increases the width and depth for all values of U represented by the 

thee curves in each figure. If the relation between the three curves in each figure is 

studied, it can be seen that decreasing the speed causes an increase in the channel width 

and depth. These observations are in agreement with the ones obtained earlier from the 

analysis on the DOE. There are slight differences between the effects of Ep and F on 

width and depth. Firstly, the effect of U on the width seems to be less that its effect on 

the depth, as can be seen from the vertical separation between the curves in figures 6.8 

and 6.9. Moreover, the effect of Ep  and F on the width seems to be saturating or 

converging as it increases in the case of the depth. 
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Pigt~re 6.8: Ep and I; effect on channel width For different U values. 

Channel depth at different U 
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Figure 6.9: Ep and F effect on channel depth for different U values. 



6.2.3 Parameters effects on the ablation rates 

It was found that the considering the effect of Ep and F on the ablation rates provides 

broad observations as compared to studying three separate figures for the effect of I and 

FM. An individual example will be illustrated to show the effect of I and Fhf at the end 

of this section. Figure 6.10 shows the effect of changing Ep and F on the total ablated 

voluine from the channels. It can be seen that over the investigated range of Ep and F, 

the total ablated volume is directly proportional to the increase in the process 

parameters. This, in fact, was expected since increases in these parameters meant 

con-esponded to an increase in the total amount of heat input to the material. 

Ful-tl~errnore, the trend curves representing the data scatter for each U setting in figure 

6.10 shows that deceases in the speed result an increase in the ablated volume. This is a 

direct effect of larger number of pulses required to fabricate the channels at low speed 

and hence the larger amount of total energy deposited. 

Total ablated volume 

0 U = I  00 mmlmin L U =300 mmlmin 3 U =500 mmlmin 
I - Log. (U = I  00 mmlmin) - Log. (U =300 mmlmin) - Log. (U =500 rnmlmin)~ 

- - -- - - - - 

Pulse energy, Ep (J) or 
Fluence per pulse, F (kJlcm2) 

Figure 6.10: Ep and F effect on total ablated voluine at different U values. 

In terins of the total ablated mass, figure 6.1 1 shows that the effect of changing Ep and 

F on the total ablated mass. This figure shows the same effect of the process parameters 

as observed in figure 6.10. 



Total ablated mass 

o U = I  00 mmlmin o U =300 mmlmin o U =500 mmlmin I 
- Log. (U = I  00 mmlmin) -Log. (U =300 mmlmin) - -Log. (U =500 mmlmin) I 

- - -- - 

Pulse energy, Ep (J) or 
Fluence per pulse, F (kJlcm2) 

Figure 6.11 : Ep and F effect on total ablated mass at different U values. 
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Figure 6.12: Ranges of total energy deposited for different P settings. 

This very effect of U on the ablation rates can be studied by illustrating its effect on the 

total amount of heat delivered to material. The total energies are shown in table F.3, but 

it is easier to observe from figure 6.12, which shows all the possible total amounts of 



energy calculated from the experiments, plotted versus the range of P, I or FM. It can be 

seen that for higher U values the amount of energy becomes less. This is a direct result 

of the less number of pulses delivered to the material at those speed settings. 

The effects of Ep and F on the ablation rates per pulse, second or Joules might be 

misiilterpreted from the first glance. Take figure 6.13 for instance, which shows the 

effect of Ep and F on the ablated volume per pulse, V p .  It can be seen by looking at each 

trend line individually that the ablation rate increases as these process parameters are 

increased. If the three curves representing the different U values are contrasted, then it 

can be seen that high U values result in higher ablation rates. This contradicts with the 

results shown earlier and with the expected results from general engineering knowledge. 

However, this behaviour is again due to the speed effect on the feed, the number of 

pulse and the total energy deposited in to the material as shown in figure 6.12. The 

levels of the trend lines in figure 6.13 will change to become exactly the same as those 

of figure 6.10 if multiplied by the respective number of pulses. The number of pulses 

needed to fabricate each channel is listed in table F.2. Based on this, relations such as 

the ones shown in figure 6.13 are not absolute or conclusive, but relative, and cannot be 

directly compared. It can be said, from figure 6.13 that pulses delivered at higher speed 

ablated more material, but in a collective observation, the material removed from the 

cl~aimels at those settings was less according to figure 6.10. Figures like 6.13 provide 

some interesting information on comparing the different settings from the efficiency 

point of view, such as which settings provide the best ablation rates per pulse, second or 

Joule. The relations between Ep and F and the remaining volume and mass ablation rate 

measures are illustrated in figures 6.14 to 6.18 and possess the same nature of effects. 
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Figure 6.13 : Ep and F effect on ablated volume per pulse at different U values. 
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Figure 6.14: Ep and F effect on ablated volume per second at different Uvalues. 
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Figure 6.15 : Ep and F effect on ablated volume per Joule at different U values. 
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Figure 6.16: Ep and F effect on ablated mass per pulse at different U values. 
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Figure 6.17: Ep and F effect on ablated mass per second at different U values. 
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Figure 6.18: Ep and F effect on ablated mass per Joule at different U values. 

The relation with the ablation rates that can be discussed is that with the laser intensity I 

and fluence per length FM. Because each ablation rate would require three different 



figures to contrast it with I and FM, only one case will be illustrated. Figures 6.19 to 

6.22 show the effect of I and FM on the volume ablation rates calculated at a fixed U = 

100 inrnlmin. It can be seen that the nature of the effect is similar to the ones shown in 

figures 6.2 to 6.7. This is the case for the other ranges of U and for the mass ablation 

rates too. The ablation rates increase as of I or FM increase and they also increase as the 

PRF is decreased. 

Total ablated volume at U = 100 mmlmin 

90 110 130 150 170 

Laser intesity, I (kWIcm2) or 
Fluence per length, Fm (Jlcm) 
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Figure 6.19: Effect of I and FM on the total ablated volume at U = 100 &in. 

Ablated volume per pulse at U = 100 mmlmin 

Laser intesity, I (kWlcm2) or 
Fluence per length, Frn (Jlcm) 

Figure 6.20: Effect of I and FM on the ablated volume per pulse at U = 100 mmlmin. 



Ablated volume per second at U = 100 mmlmin 
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Laser intesity, I (kWlcm2) or 
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Figure 6.2 1 : Effect of I and FM on the ablated volume per second at U = 100 rnrnlmin. 
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Figure 6.22: Effect of I and FM on the ablated volume per Joule at U = 100 mdmin .  

6.3 Simulated versus experimental morphology 

This section presents the similarity found between the experimental and simulation 

results from morphological and surface nature stand points. The periodic nature of the 

pulsed laser beam source suggests that the resulting ablated regions will have a periodic 

nature. This can be seen from the simulated isotherms in figures 5.1 1 to 5.13 and the 



siinulated 3D channel profiles in appendix E.3. This periodic nature was also found in 

the SEM or 3D scans of the experiineiltal cha~mels. This nature had a particular clarity 

in chanllels that were produced using relatively higher feed rates, that is to say they 

were fabricated using high translational speed combined with low P R F  settings. 

Examples of these are channels 10 to 15 and 19 to 24, and their microscopic images are 

in appendix D. 1. 

Figure 6.23 (a) and (b) show the SEM iinage siinulated isotherm respectively for 

chaililel 21. The lengtl~ talten from the SEM iinage corresponded to 450 p n  to have 

e q ~ ~ a l  scales of the SEM image and simulation, so that a direct coinparison call be 

drawn. The direction of the laser ablation is taken from right to left in both images. It 

can be seen that the siinulatioil uilderestiinates the cllannel's width, which can also be 

ilulnerically seen in table E.3. Figure 6.23 (a) contains about 9 periodic surface features 

col~esponding to 9 laser pulses. This ilulnber of pulses and the separatioil between them 

agrees to a good extent with the simulated 8 pulses in figme 6.23 (b). Furthermore, the 

shape and the concavity direction of the surface features are similar in both images. The 

saille observation can be made 011 the results obtained froin the other chaiu~els 

inei~tioi~ed above. 

Figure 6.23: Cornparisoil of chamlel 21, (a) SEM image and (b) siinulated isotheims. 

The results obtained from channel 19, 20 and 21 are interesting since they were 

fabricated using the highest feed rate and the periodic surface features were the clearest 



from the microscopic, SEM images and 3D scans. The Rn from these channels was the 

highest amongst all simulation measurements in table E.3. A close investigation of the 

inicroscopic images of these channels shows that the separation between the successive 

features due to laser pulses was consistent. The calculated separation between the 

successive pulses from equation 4.3 was around 52 pm for all these channels. This 

agrees to a very good extent with ineasurelnents that can be made from the images and 

scans of channels 19 to 21. Figures 6.24 to 6.26 show the side views of the 3D scans of 

three pulses from each of channels 19, 20 and 21 respectively. The periodic features can 

be observed by looking the bottom of the channels. The separation between the valleys 

in figure 6.24 to 6.26 can be roughly estimated, by dividing the scanned length by 3, as 

15513 = 51.7 pm. The separation between the successive pulses from the simulated 3D 

profiles can be obtained by repeating the same profile a number of times and for this 

particular case it was equal to about 52 pm. 

Figure 6.24: Side view of three pulses from channel 19. 



Figure 6.25: Side view of three pulses from channel 20. 

X - Axis 
Figure 6.26: Side view of thee  pulses from channel 2 1. 

Fig~~res 6.27 to 6.29 show the top views of 20 simulated pulses of channels 5 ,  14 and 23 

respectively. The figures also present the microscopic image of each channel opposite to 

the simulated profiles. The scale of the simulated images was changed maintaining the 

proportions between the x and y axes. As a result, the scales of the microscopic and 

simulated images are equal for direct comparison. The lengths of the simulated channels 

were different because they had fixed P and PRF settings but different U settings. The 



simulation settings and responses of these channels are shown in tables E. 1 and E.2. In 

figures 6.27 to 6.29, the laser propagation direction was from the top to the bottom. 

Hence, the periodic features were concaved up in both the simulated and the 

inicroscopic images. Comparing the figures and the numerical results in tables E.2 and 

E.3 shows that the speed had a directly proportional effect on the surface roughness. 

The effect of P R F  on the channel morphology or Ra was also detected and presented in 

the next section. 

Figure 6.27: Channel 5 comparison (a) microscopic and (b) simulated image. 
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Figure 6.28: Channel 14 comparison (a) microscopic and (b) simulated image. 



Figure 6.29: Channel 23 compai-ison (a) microscopic and (b) simulated image. 
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6.4 Comparative process parameters' effects 

The pi-ocess parameters' effects on the simulated results can be studied in a similar 

maililer to the discussion of the experimental results in section 4.9. The effect of each 

para~netei- can be studied iildividually or a common parameter call be chosen to perform 

this investigation. The pulse energy can be treated as the common process parameter 

through which the effects of the other parameters can be investigated. The same 

responses are going to be treated in this section and at the beginning the effect of each 

parameter on the results are illustrated. Later on, the general trends of the parameters' 

effects are shown. All discussion performed in this sectioil are compared to the obtained 

experimental results. 
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6.4.1 Width and depth trends 

Figures 6.30 and 6.3 1 show the effects of P and P R F  on the channel width and depth 

respectively. The figures were talten from the simulated results at a fixed speed of 8.333 

mm/s. The results from the other two speed levels are similar in nature, but different in 

magilitude, see figures F.l and F.2. It call be seen in figures 6.30 and 6.31 that P has a 
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directly proportional effect on the width and depth. PRF on the other hand, has an 

inverse relation with the width and depth. This agrees with the experimental results 

presented in figures 6.4 and 6.7. It can also be seen from the slopes and separation 

between the curves that P has a stronger effect than PRF on the both depth and width. 

For instance, in figure 6.30, changing P from 18 to 30 W at PRF = 400 Hz caused a 

change in the width from about 180 to 235 pm. On the other hand, changing PRF from 

160 to 400 Hz at P = 18 W caused the width to reduce from about 192 to 180 pm. The 

same observation applies to other combinations of P and PRF in figures 6.30 and 6.31. 

This strength of effects also agrees with the statistical effect results obtained from the 

ANOVA results in tables 4.8 and 4.11. 

Despite the magnitude differences between the experimental and simulated results of 

the width and the depth of the channels, the trends of the parameters effects on the 

width and the depth agree with the experimental data. The differences between the 

actual and simulated results could be attributed to the assumptions imbedded in the 

thennal model. 

1 7 0 ,  - - 
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Figure 6.30: PRF and P effects on channel width at U = 500 mdmin .  
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Figure 6.3 E : P W  and P effects on channel dtptl~ at U = 500 mmlmin. 

Plotting the simulated data versus a common parameter such as the pulse cnergy enables 

tf~c investigalien of tlie effects of all the paraineters in one plot. Fignl-es 6.32 and 6.33 

show the simulated width and depth data versus the pulse energy. The figures show illat 

i~icreasing the pulse energy, which is dependant on P md IJRF, iiilcl-eases the cl~a~nnel 

width and deptl~. Increasing ihc speed, U, on the other hand, causes a decrease in the 

cha~~nel width and depth. These resuIis agree with thc experimental results presented in 

figures 6.8 a i ~ d  6.9. 
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Figure 6.32: Pulse energy effect on simulated channel width. 
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Figure 6.33: Pulse energy effect on simulated channel depth. 



6.4.2 Ra trend based on simulation results 

One of the aims of thermal modelling and simulation study was to investigate the 

change of Rn with the process parameters. The Ra predicted results from numerical 

siinulation are presented in table E.2. Investigating the trend of Rn with each parameter 

reveals the following three observations: 

1 - Rci decreases by increasing PRF for fixed values of P and Uvalues. This can be seen 

by comparing channels sharing the same P and Uvalues. For instance comparing the 

ti-ends ofRn for channel (10, 13, 16) to (11, 14, 17) and (12, 15, 18). 

2- Ra increases by increasing U for fixed values of P and PRF. This can be seen by 

comparing channels sharing the same P and PRF values. For instance comparing the 

trends of Rn of channels (1, 10, 19) to (2, 11,20) and (3, 12, 21). 

3- Ra decreases by increasing P for fixed values of PRF and U. This can be seen by 

coinpariilg channels sharing the same PRF and U values. For instance comparing the 

Rcr values of channels (1, 2, 3), (10, 1 1, 12) and (1 9, 20, 2 1) separately. 

The effects of P, PRF and U on simulated Ra are shown in figures 6.34 to 6.36. Each 

fi gme illustrates the effects of P and PRF on Ra at a fixed value of U. It can be seen that 

P and PRF are inversely propoitional Ra. It can also be seen, by coinparing the three 

figures that U has a directly proportional effect on Rn. The effect of PRF and U on Rn is 

of particular importance due to their larger effect. It can be seen from figures 6.34 to 

6.36 that their effects agree with the expected theoretical effects that were presented in 

section 4.9.4. This supported that the actual experimental results showed rather a 

random and more complicated non-regular variance and could not be simply modelled. 
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Figure 6.35: PRI; and P effects on Ra at U = 300 mmlmin. 



- -  
++ PRF = 160 Hz + PRF = 228 Hz + PRF = 400Hz -- --- - 

0.00 - -  -- - - 7- - 

15 20 25 30 

Power, P (W) 
- - - - 

Figure 6.36: PRF and P effects on Ra at U = 500 mdmin.  

The third observation above can be explained by considering the thermal deposition 

gradients. Increasing the power for fixed PRF values resulted in higher pulse energies 

delivered using the same PRF. The thermal mathematical model was based on heat 

conduction, and the resulting temperature gradients for high pulse energies were not as 

steep as they were in the case of relatively smaller pulse energies. This meant that this 

higher energy was distributed more uniformly over the length affected by each laser 

pulse. As a results the simulated ablated regions were distributed more uniformly in the 

x, y and particularly in the z direction. This effect can be seen by inspecting the 

siin~~lated 3D profiles or the numerical results from simulations of the channels noted in 

point 3 above. These can be found in appendices E.3 and E.4 respectively. 

Plottiilg the Rn simulated data versus the pulse energy enabled the general trends of Rn 

to be investigated as the process parameters are changed. Figure 6.37 shows that, in 

general, both the pulse energy and U are directly proportional to Rn. 
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Figure 6.37: Pulse energy effect on simulated channel Ra. 

6.5 General discussion 

The analysis perfonned in section 6.2 representing the ablation rates and the effects of 

the indirect process parameters agreed with the DOE data that were used to produce the 

statistical process models. These data can be used in future studies of the channel 

fabrication efficiencies. The process parameters can be looked at from different 

perspectives and can take different fonns such as the analogy among the P, I and FM. 

The results can be presented in terms of any of these parameters without affecting the 

magnitudes. However, the essence of cause and effect can be investigated differently. 

For instance, when the channel width or ablation rates are plotted versus the laser 

power, the investigator will be thinking of the process parameter used or to be used. The 

breakdown thresholds of the material can be considered by plotting the channel width or 

ablation rate versus the intensity or fluence. The same applies to the interchangeable use 

of E p  and F as the control parameters. The total energy consumed may be used to 

calculate the total cost of channel fabrication, which may be used to optimise the 

fabrication ranges along with other optimisation criteria. 

The assumptions in the mathematical model, based on the process dealt with, are 

acceptable. The understanding displayed in this work came in different forms, from 

basic engineering knowledge, to design of experiments study, and finally to process 

simulation. The three pai-ts, combined, call be used to explain this process. Despite the 



differences between the simulated and experimental results in some cases, the 

sinlulation results were useful in predicting the resulting channel profiles and the 

general trends of the response change with process parameters. 

6.6 Conclusions and future recommendations 

T11e results obtained from the Nd:YV04 laser internal nlicrofabrication experiments 

showed that the system has a potential for internal marking in decorative applications. 

The process has been studied and knowledge of the effect of the process parameters on 

the resulting size and morphology of the structures has been gained. The extension of 

this system's capabilities to precision fabrication of microchannels or waveguides is 

possible. This can be achieved by a number of different ways: 

1- Using specially doped polymers and glasses that could be chemically treated after 

irradiation with laser pulses to produce better quality structures. 

2- Using an external oscillator in order to double or triple the frequency of the laser 

beam and consequently reduce its wavelength and enhance the focusability. Another 

alternative is to use a short wavelength femtosecond or picosecond laser. This could 

lead to even higher intensities or fluences combined with lower pulse energies than 

the ones obtained with the microscope objective lens in this work. This would allow 

for higher precision microfabrication to be achieved. 

3- The laser inay also be applied in stereolithography where a photo-c~u-able resin 

solution is used instead of a solid transparent material. 

4- One or all the above stated recommendations would require enhancing the 

positioning control software and hardware setup of the system to achieve a 

positioiling accuracy comparable to the focal spot size (i.e. micrometer or below). 

The results obtained from the C02  laser fabrication experimeilts were very useful in 

deteilnining the microchannel shapes and dimensions. A great deal of knowledge has 

beell gained from the design of experiinents study. T11e effects of the process parameters 

have been assessed and the thermal lnathematical model si~nulatiolls have aided in 

uilderstailding how these parameters interact and affect the results. The simulations 

were of particular benefit in assessing the effects of the parameters on the morphologies 

of the produced channels. Future work in this regard may involve the following: 

1 -  The use of the fabricated inicrocl~annels in microelectromechailical devices 

(MEMS), optical telecolnmunication systems or micro-sensors. 



2- Narrowing the ranges of the process parameters in order l o  produce channels with 

optimrrm sl~apes and dimcnsioi~s and possibly fabricating more intricate channel 

shapes. 

3- The use of the ahlation rates rcsults in estirnatiz-rg the cost of the process and 

compare to other processes sucl~ as sanding or chemical etching, bearing in mind 

olhel- advantages of a11 the processes involved in lhe comparison such as the 

accuracy and tfle range of shapes that cat1 be prodtlccd. 

4- The study OF the depth of focus effect individualIy as a process parametel-, 

Flrrthem~ore, using the results obtained from I)f= 4-2 mrn in a future study on the 

codes or decorative markings on the surfaces of different glass types. 

5- The use of a high speed tl~ern~al imaging systen~ to help in u~tdersianding the 

breakdown mechanism in this process. This may be beneficial in assessing the  

tl-reu~~zal stresses causing the micro-cracks. 
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Appendix A - Band Theory of Solids 

A.l From energy levels to bands 

If two hydrogen atoms approach each other, the wave functions overlap, and the two 1s 

states (one for each atom) divide into two states of different energy. Figure A.la shows 

this situation for 1s and 2s states for two atoms. If six atoms come together, as in figure 

A. lb, each of the states splits into six levels. If a large number of atoms come together 

to form a solid, each of the original atomic levels becomes a band as shown in figure 

A.lc. The energy levels are so close together in each band that they seem essentially 

continuous. From the band theory perspective, solids can be classified as conductors, 

illsulators or semiconductors [54]. 

Figure A. 1 : The splitting of 1 s and 2s atomic energy levels for (a) two atoms, (b) six 

atoms and (c) many atoms forming a solid, redrawn after [54]. 

A A 

A.2 Conductors 

If the solid is a good conductor such as sodium, the highest energy band containing 

electrons is only partially filled, see figure A.2a. When a potential difference is applied 

across the material, electrons can respond by accelerating and increasing their energy, 
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since there are plenty of unoccupied states, of slightly higher energy available. Hence, a 

current flows readily and the solid is a good conductor. 

A.3 Insulators 

On the other hand, in a solid insulator material such as glasses or polymers, the highest 

band containing electrons is called the valence band, and it is completely filled. The 

next highest energy band, is called the conduction band, and it is separated from the 

valence band by a energy gap, E,, of typically 5 to 10 eV, see figure A.2b. At room 

temperature (un-excited state), almost no electrons can acquire the 5 eV needed to reach 

the conductioll band. When a potential difference is applied across the material, there 

are no available states accessible to the electrons, and no current flows. Hence, the 

material is a good insulator. 

Conductioii band 

7 _C Conductioli band 

V E g  f VaIGn& band 1 

(a> (b) (c> 

Figure A.2: Energy bands for (a) a conductor, (b) an insulator and (c) a semiconductor. 

Shading represents occupied states, after [54]. 

A.4 Semiconductors 

In pure seiniconductors such as silicon or germanium, the bands are like those for 

insulators, except that the unfilled coilduction band is separated from the filled valence 

band by a much smaller energy gap, E,, typically on the order of 1 eV, see figure A.2c. 

The pale shading at the top of the valence band indicates that at room temperature, there 

will be a few electrons that call acquire enough thermal energy to reach the conduction 

band, and so a very small current can flow when a voltage is applied. 



Appendix B - Extra Parts of Chapter 2 

B.l  PC-Laser Serial Communication 

B.l.1 RS232 cable design 

The RS232 port on the laser power supply is designed to plug directly into any LBM 

AT-style computer. The data flow is hardware controlled. Data transmissioil from the 

s ~ ~ p p l y  is held off by a low on pin 7 (RTS). The power supply expects the host computer 

to suspend transmission when the power supply asserts a low at pin 8 (CTS) [183]. 

Table B.l lists the pin connections of the RS232 cable suitable for communicatioll with 

the laser power supply. 

Table B.l:  Serial communication cable design [141]. 

B.1.2 RS 232 communication syntax 

Colmnands to the T-Series power s ~ ~ p p l y  consist of strings of ASCII characters [141]. 

Each coininand is tenninated by a semicolon. Multiple commands can be issued in a 

single string. The fonnat of the read and write commands is listed below. 

Read Command Vocabulary 

?Cn; Reads diode currents: 

n=1 for diode #I 

n=2 for diode #2 (if present) 

?H; Reads the status history assay in the system memory. 

The return string is a 17-byte string of hex data. 

?S; Reads the last system status from power supply. 

Retui-11s iluineric string from 1 to 3 bytes. 

?Tn; Reads diode temperatures: 

n=l for diode #1 

n=2 for diode #2 (if present) 

?V; Reads software serial number. A 17-character string (including tenninator) is 

transmitted to the host. 

B - 1  
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?M; One byte value between 0 and 3. reads the diode pump regulation mode. 

?P; Reads laser output power (if available). 

?Xkn; Reads diode n EEPROM information. Character k specifies information to be 

read from EEPROM. A character string is transmitted; length is information dependant, 

but includes the terminator character. The n defines diode 1 or 2, as above. 

?Xln; reads diode serial number. A 17-character string is transmitted to the host. 

?X2n; reads the diode ship date and transmits a 9-character string to the host. 

?X3n; reads the diode operating temperature and transmits a 6-character string to the 

host 

?X4n; reads the diode current limit and transmits a 6-character string to the host. 

?X5n; reads diode initial operating current and transmits a 6-character string to the host. 

?X6n; reads diode operating hours and transmits a 10-character string to the host. 

?G; Reads gate status. Replies with 0 or 1. 

?Q; Reads pulse repetition frequency (PRF) in units of Hz. 

?STB; Reads standby current. 

?SUP; Reads suppression rate. 

Write Command Vocabulary 

B1; Reboots the laser power supply without resetting communications. 

Cm:nnnn; Sets the laser diode m current to nnnn in hundredth of Amps. Internal 

circuitry balances the currents in the diodes based on the set current limits. The set 

current limits will override this command. 

Dn; Queues a diode ONIOFF event 

n=0, DIODE OFF event queued. 

n=l, DIODE ON event queued. 

Fn; changes system intolfrom a sleep mode 

n=0, system goes to sleep mode. 

n=l, system goes back to normal from sleep mode. 

Default=l . 

Pnnnn; Sets the laser power in mW. 

Tm:nnn; Sets the laser diode m temperature to nnn (n=O.l°C) 

Mn; Sets the diode pump regulation mode. 

(Diode must be OFF) 

n=0, Current feedback. 

n=l , Laser power feedback. 



n=2, Diode power feedback. 

n=3, Current feedback, Standby setting. 

Q-switch Command Vocabulary 

"C; Resets RS-232 communication buffers. "C is a key by pressing Ctrl+C, or by 

sending the Hex value - 0x03. 

Q:nnnnnnn; Sets internal PRF to nnnnnnn Hz. Valid values for PRF are from 1 to 

1,000,000. Values greater than 350, 000 yields cw operation. 

Q:O; Sets the PRF source to EXTERNAL. With no external input on the 

ANALOGUE connector, the PRF will be set to zero. 

Gn; Gates the Q-switch to ON or OFF. 

SUP:nnnn; Part of the first pulse suppression routine, which runs at the beginning of 

any gated pulse train. This command sets the suppress time in microseconds. This is the 

time to the laser pulses from a GATE ON transmission, in which the diode current is 

lowered to STANDBY level, and Q-switch pulses are held off. Valid suppress times are 

from 0 to 8000 microseconds. A value of 0 will defeat the suppress routine. 

STB:nnnn; Sets the STANDBY diode current in hundredths of Amps during the first 

pulse s~~ppression routine. Valid standby currents are from 3 amps up to the lowest 

cul-rent limit value. 

B.2 Nd:YV04 control system LabVIEW codes 

B.2.1 Read STL code 

How to use the code 

1- INPUT FILE: the name and location of the STL file on the PC. 

2- OUTPUT FILE: the required name and location of the output file. Usually is has the 

same details as the STL file; except that the extension is (.txt). 

3- CAD Software: if AutoCAD was used to generate the STL file, this button has to be 

cliclced. 

4- When the prograin is Ixn, readings should appear in the vertices indicators at the 

bottoin of the front panel. This means the prograin is running without problems. 

How the code works 

1- It reads the first 7 lines in the STL file. These lines contain the coordinates of the 

first facet, they will for example read: 

solid sphere 



facet normal -0.13 -0.1 3 -0.98 

outer loop 

vertex 1.50000 1.50000 0.00000 

vertex 1.50000 1 .I 1177 0.051 11 

vertex 1 .I 1177 1.50000 0.051 11 

endloop 

2- Tt loolts for a matched string in these lines "outer loop", this marlts the beginning of 

the facet vertices' details. Then it deletes the matched string and the preceding text. 

After that it passes the remaiiiiilg string. 

3- It loolts for another matched string "endloop" in the remaining string; this marks the 

end of the facet vertices' details. The program then deletes the match string and the text 

after this. After that it passes the remaining string. 

4- The remaining string contains 3 lines, each line begins with the word "vertex" 

followed by 3 numbers that resemble the coordinates of the vertex. The words "vei-tex" 

are also deleted so that the string only contains 3 lines of coordinate readings. 

5 -  A fourth line is added to the previous string, this line reads "end" marlting the end of 

the first facet's details. These 4 lines are written to an output text file. 

6- This ends the first iteration in the program; the second loop iteration processes the 

following 7 lines from the STL file and so on. Steps 2 to 5 are repeated in each iteration. 

7-  This algorithm is followed till the last 7 lines are processed from the STL file. In 

this last loop an extra line is added to the string in step 5, reading "eof' which marlts the 

end of file. 

The program teilninates its operation at the end of the STL file. The output text file 

colltains all the facets' details but in a reduced form. The size of the file is thus reduced 

by half and it is more easily used in the slicing program. 

B.2.2 Slice Settings code 

How to use the code 

The input and output variables used in this program are shown in figure 2.27 in chapter 

2. These include: 

1 - Intersection Direction: Defines the direction of slicing, the user can choose between 

X, Y and Z direction. 

2- Layei- Spacing: Defines the spacing between the slicing planes. The value chosen is 

usually a compromise between the best quality and a reasonable build file size. 



3- Text file path: Defines the path of the source file generated fiom the Read STL 

code. 

How the code works 

1- It takes the first facet's data from the source file, and saves the X, Y and Z 

coordinates in 3 individual arrays. 

2- Step 1 is repeated till the end of the source file. At the end we have 3 arrays (X- 

values, Y-values and Z-values). 

3- Tlle 3 arrays, the Intersection Direction and the Layer Spacing value are fed as 

inputs to the Planes code and the Slicing code. 

B.2.3 Planes code 

How the code works 

Here the procedure is explained for generating Z Planes, it is exactly the same for the 

other two directions. 

1- It finds the minimum and maximum values in the Z values arrays. The difference 

between theln defines the length in the Z direction. 

2- The length in Z direction is divided by the layer spacing; it gives the number of 

planes required. 

3- The Z Planes are generated in a loop that has the count of the number of planes 

calculated in step 2. Starting with the minimum Z value and adding the layer spacing 

every time to the preceding value and saving the value in an array until the maximum Z 

value is reached. 

B.2.4 Mathematical theory for slicing 

First let us take a closer look at the mathematical side of the slicing process, and then 

we will proceed to explain the code structure. Slicing means to mathematically locate 

the intersection lines between each facet and the slicing plane. The group of intersection 

lines that belong to that plane are called the planar contour. Each facet is defined by 3 

vertices; hence it could be represented by 3 line equations. If the slicing plane is to have 

an intersection with any facet, it means that it is intersecting two edges (lines), see 

figure B. I .  This is the basic idea used in the developed code. 



Fncc\ .. 

7 Line of 
pz + intersection 

Top view 
of plane 

P2 

' /" '/ 
Figure B. 1 : Facet-plane intersection, PI and PI are the intersection points, 

The following are the rnathernatical equations needed to define the points or 

intersection. The matl~ematical relations arc foul~d in [ 1591. 

Plane equation in 3D 

Lct us col~sicfer a random pIane in 3 D, figure B.2. To identify th is  plane we need a point 

that belongs to the plane (P) and a vector that is normal to the plane (N). 

If P,, = (+, y,,, z,), and N = Ai -I- l3j + Ck 

t11ei.r the plane equation can be writter~ as: 

n (.-,u,l + ~ ( y - 1 ' ~ ~  + c(2-d = o 

Figure B.3: Planc cquation in 3D. 

IF we consider the case o f  a plane wlzose normal is parallel to one of the major axes. Say 

n plane with N, parallel to the z axis, see figure 8.3, then: 

P = (0, 0. z,,), 

N=Oi+ 0 j - k  I k = h , a n d  



O(,Y-0) + Oh-0) I- I (2-ZJ = O 

The p bane equation will take this Corm: 

Z = Z,, 

Figure I3.3: A plane with no~mal parallel to the z axis. 

Line equation in 3D 

Two points or one point and a vector parallcl to t11e line are required to write its 

cqualian in 3D. In our case we wiIl usc two points lo write the equations. Lct us 

consider the line in figure R.4. It passes througll thc paints Po = (x,, y , ,  2,) and P I  = (x l ,  

=!). 

'I'l~c vector equation of this linc can be written as: 

P,Pt = r.v (B.3) 

where v is a vector parallel to the line and (0 5 r 5 1) is a scalar. 

Figure B.4: Line equation in 3D. 

l-lnwevet.. P,,PI = (XI - x,)i + ( y j  - y,Jj + ( Z I  - z,)k 

So I lie pzlrcl~netric equation of the I ine is written as: 

x = xo 4- (xi - xJ.1 

Jp = )'(J -I- (YI - JJJ- 1 

z ' Y ~ ~  + (Z / -Z~J . I  

1.11. i t i  this fom~: 



Note that if we substitute P ,  in equation B.5 will give / = 0. Substituting PI  in the same 

equation will give I = I .  These m the endpoints of the line. 

Intersection between a planc and w line in 3D 

T11e intersection between a plane and a line in 3D call be a single point or it can be all 

111c points of the Iine (if the line is along the plane), see figure B.5. The intersection can 

l>e Sound by simply srtbstituting the line's equation into the plane's equation, this will 

give 111e val tre or t where (0 5 I i 1). 

Figure B.5: 'tntersectiotl between a line and a plane in 3D. 

Esamplc 

This esa~nple iliustrates the theo~y above. Tl~e plane in figure B.6 passes tl~rough P = (0, 

0. -2) a11d Elas a normal vcctor parallel to Ihe z-<axis. The plane passes t11rouglz the line PI 

= (-7. 2, -3) to Pz = ( I ,  -1, 4). Find Ihe equatitio~zs of the plane and the line, and check if 

these is an ii~tersectinn between them? 

Figure 13.6: Example 

Solution: 

-l'hc plai~e has a normal N = k (parallel to z-axis) 

Using this and P = (O,0, -2) into equation 5.1, gives 



ocr-0) I- ocv-0) + 1 (2-(-2)) = 0 

z = -2 

Thc line's equation can he given by equation 13.4 

x = -3 + (1 -(-3)l.t = -3 + 4t 

1: = 2 4- (-1-21.1 = 2  - 3, 

,- = -3 -t- (4-(-3)).r = -3 +7r 

to check for intersection we substitute the line equation into the plane's cquation and 

find the ual ue eft. 

-3 +7, = -2 

t = 1/7 

Tl~c value oS f satisfies the conditio~~ (0 5 1 5 1) that means there is an intersection 

between  he plane and the line. To find the intersection point, we substitute the value of 

r into the line's ecluation. 

x = -3 4 4(1/7) = 17/7 

y=2-3(1/7)=11/7 

z = -3 + 7(1 J7) = -2 

So tlic 11oint o r  intersechon Pi (1717, 1 117, -2). 

B.2.5 Slicing code 

the code works 

It is composed of three cases to perform slicing in X, Y and Z directions. The procedure 

here is explained for slicing in the Z direction, but it is exactly the same for the olher 

two directions. 

1 - Talce the first plane f1.on1 Z Plailes array. 

2-  Take llle first three elanents fi'orn (X, Y and Z values), representi~ig the first Facet's 

verlices: 

V n (.TI, Yr, zt} 

vz (J-2, 1'3 zs) 

v, ( ~ 3 ,  .l73, s.3) 

3- Tlii-ce line eqrtations can be generated, but that is not always necessary. The 

lmssibi lily of having an intersection with the plane is checlced as follows: 

a) The plai~e's equalion is always in the form of equation B.2, (e.g. z = C, w1-lere C 

is a constaut). 



b) Check is 21 I C I ZP If true then fofm the line VIVz equation and solve for 

intersection with the plane as done in the previous example. If false then the 

equations will not be formed. 

c) Clleck is 21 I C I: Z+ If tnle then form the line VIV3 equation and solve for 

intersection with the plane as done in the previous example. If false then the 

equations will not be formed. 

d) Check is 22 I C I zj. If true then fonn the line VzV3 equation and solve for 

intersection with the plane as done in the previous example. If false then the 

equations will not be formed. 

Note: At least two lines will have intersection with the plane, or none of them. If no 

intersection is found, go back to step 2 and take 3 new vertices to be checked. 

e) Save the intersection points in a 2D array (2 rows and 3 columns). Each row 

colltaiils the (x, y, z) coordinates of one intersection point. 

Note: The z coordiilate is constant = C. 

4- Segment code: Segmentation of the distance between two intersection points is 

sonleti~nes necessary when the distance is significantly large (i.e. distance > 2 x Mark 

Spacing) then the final shape of the design will be ill- represented, see figure 2.31 (a) 

and (b) in chapter 2. The Mark Spacing was taken to be 2 x (Layer Spacing) based on 

trial and error procedure. This code is hidden and runs automatically. It takes the 

iiltersection points as an input. Its function is as follows: 

a) Calculate the distance between the intersection points. 

b) If the distance > 2 x (Mark Spacing) then the distance between the two points is 

segnlellted at a segment length = (Mark Spacing). The coordinates of the 

intermediate point(s) are calculated and retunled in a new 2D array that contains the 

original and all intermediate points. 

c) If the distance < 2 x (Mark Spacing) then return the original points without 

segmenting. 

5- After segmenting, the poiilts are saved in an array that will contaiil all the planal-- 

contour points. 

6- The loop will go back to step 2 and takes the 2"d facet's vertices. Steps 3-5 are 

repeated until all facets in the (X, Y and Z values) arrays ai-e cl~eclted for iiltersectioil 

~vith the plane. 

7- The loop ends here, with the result of all the intersection points with the 1" plane 

saved ill the ai-ray in step 5. 



8- Filter code: the tessellation technique has a basic impostant characteristic, which is 

the (edge-to-edge rule). This rule means that every facet edge can be shared with a 

single adjacent facet, see figure 2.32 in chapter 2 for illustration. This implies that the 

intersection points will be repeated, this will affect the size of the build file. The planar- 

contour array from step 7 is therefore sent as an input to another sub-code (Filter code), 

\vhich runs automatically. It simply deletes all the redundant points in the ai-ray and 

retuills it to the main program. 

9- The filtered assay entries are plotted on a 3D graph display. Figure 2.33 in chapter 2 

shows a sample planar-contour plot of a sphere. 

10- The contents of the filtered planar array are written to the build file, each line 

contaiils the x, y and z coordinates of one point. The text "PLANE" is placed below the 

last line to mark the end of the 1" planar-contour data. Figure 2.34 in chapter 2 shows a 

part of the sphere build file. 

11- The code goes back to step 1 and takes the 2"d plane from the Z Planes array. 

Steps 2-10 are repeated generating the 2'ld planar-contour and writing it to the same file 

below the previous data. This procedure is repeated until all the slicing planes are 

checked for intersections with the design. 

12- Upon completion, the full design plot is displayed on a 3D graph display, see 

figure 2.35 in chapter 2. The last line in the build file is written as "eof'. 

B.2.6 Position Control code 

How to use the code 

The external voltage supply to the stepper motors has to be switched on. The following 

are the inputs and outputs of the code: 

1 - Build File Path: the name and location of the build file previously obtained from the 

CAD manipulation code. 

2- Scale: this is an optional entry that is used to scale the build file coordinates in order 

to fabricate bigger or smaller pasts fi-om the same design. 

3- SPEED: is a control of the positioning speed in (mmls), this value will set the 

fi-eq~~ency of the signal sent to the motors. 

4- FREQUENCY: this is the P W  setting of the triggered laser pulses. 

5 -  Number of pulses: this is the number of pulses to be triggered at each point inside 

the sainple using the set frequency. 

6- ACCURACY: is an indicator of the positioning resolution in (pin), it is calculated 

from equation B.5. 



The 3 yellowish boxes in the front panel contain indicators of the positioning process in 

X, Y and Z directions respectively. Since they are exactly the same for the 3 directions, 

only the indicators of the X direction are explained here: 

7- X: displays the x-coordinate of the point being located, this reading comes froin the 

build file. 

8- Dx: displays the difference between the current and the previous x-coordinates. This 

represents the distance in millimetres that the work piece has to be displaced in the x 

direction. 

9- No of pulses X: displays the number of pulses required to achieve the displacement 

Dx. This number is calculated from equation B.2. 

10- Direction X: an LED indicator ONIOFF. It indicates the direction of displacement 

depending on the sign of Dx (positive Dx + ON, negative Dx + OFF). 

11-Enable X: an LED indicator ONIOFF. If ON it indicates that the X-motor is 

operating, OFF indicates that the motor has reached the required position. 

End Of Design: an LED indicator ONIOFF at the bottom of the front panel. If ON it 

indicates that the positioning process has finished. The status of this LED is on at the 

end of the build file. 

How the code works 

The following explains the code's execution algorithm: 

1- At the beginning, the X, Y and Z coordinates are set to (0,0,0). 

2- The 1'' line from the build file is read, it contains XI,  Y1 and Z1 (the coordinates of 

the 1" point). 

3- If the line reads "PLANE" signifying the beginning of a new planar contour. Then 

go back to step 2. 

4- Dx, Dy and Dz are calculated in the first loop they equal (XI-X, Yl-Y, Z1-Z) these 

~ ~ a l u e s  resemble the displacelnent required in the x, y and z directions respectively. 

5- The pulse frequency "F" is calculated from equation B.4. 

6- Px, Py and Pz are calculated froin equation B.2, and represent the number of pulses 

to be generated in the x, y and z directions respectively. 

T11en the program enters into a structure that contains 3 sequences, each sequence 

performs the displacement in one direction. Taking the x direction for example: 

(a) If Px is not equal to 0, the sequence will be executed. If Dx = 0 the program will 

j uinp to sequence-Y. 



(b) A TRUE-Boolean signal (Enable X) is sent to DIO 1 which is the digital port on 

PC1 6036E connected to the enable pin on the motor driver. 

(c) Depending on the sign of Dx, a Boolean signal (Direction X) is sent to DIO 0 

which is the digital port on PC1 6036E connected to the direction input on the motor 

driver. 

(d) Generate a pulse train that has Px number of pulses at F frequency on GPCTR 0, 

which is a counter output on the PC1 6036E. This pin is connected to the Step Clock 

Input pin on the motor driver. 

(e) When the pulse train reaches the required number of pulses Px, the counter will 

reset and the Enable signal will turn to FALSE. The program proceeds to sequence- 

Y. 

7- When the displacement has talten place in the 3 directions, a TRUE-Boolean is sent 

to DIO 6 which is coimected to the analogue control socltet on the laser power supply 

unit. This signal gates the Q-switching. Then a finite number of pulses are triggered at 

the current location using the setting from the number of pulses field. 

8- The current X, Y and Z coordinates are saved in a shift register. They will take the 

place of the previous coordinates in the next loop. The code loops back to step 2. 

9- This algorithm is repeated until the line read from the build file reads "eof', the 

program will terminate its operation. 

Table B.2: Positioning code output parameters and pin connections. 

Code's outputs and pin connections 

There was only one counter GPCTR 0 available on the PC1 6036E board. The 3 inotor 

drivers were connected to this counter; hence tlze motion could only be achieved in one 

direction at a time. Therefore, the EnableIDisable signal was used to malte sure that the 



pulse signal was not fed to the three drivers at the same time. Table B.2 lists the 

positioning code output parameters and their corresponding control pins on the motor 

drivers and the laser powers supply unit. 



Appendix C - Extra Parts of Chapter 3 

C.1 Experimental results from polycarbonate experiments 

The tables C. 1 - C.5 for the samples produced using the average power of 0.3 W. 

Table C.1: Microfabrication results at P = 0.3W, PRF = 1000 Hz and Ep = 300pJ. 

Microscopic image 

Table C.2: Microfi ,n results at P = 0.3W, PRF = 2000 Hz and Ep = 150pJ. 

Microscopic image 



Table C.3: Microfabrication results at P = 0.3Wy PRF = 3000 Hz and Ep = 100p.T. 

Microscopic image 

Table C.4: Microfabrication results at P = 0.3Wy FRF = 4000 Hz and Ep = 75pJ. 
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Table C.5: Microfabrication results at P = 0.3W, PRF = 5000 Hz and Ep = 60pJ. 

The tables C.6 - C.10 for the samples produced using the average power of 0.4 W. 

Table C.6: Microfabrication results at P = 0.4W, PRF = 1000 Hz and Ep = 400pJ. 

Microscopic image 

. 1 *  

Microscopic image 
Acc. 

Pluence 
(.T/cm2) 

Av. 
voxel 

Dia (l~m) 

No. of 
Pulscs 

Fluence 
(~ /c rn~)  

7- P 

" r e ! -  - 1 m 
15,000 

- 

9'15 

1R i b 

5,000 

91461 -95 10,000 132.13 



Table C.7: Microfabrication results at P = 0.4W, PRF = 2000 Hz and E, = 200pJ. 

Microscopic image 

Table C.8: Microfabrication results at P = 0.4W, PRF = 3000 Hz and E, = 133.33 pJ. 

No. of Fluence Acc. Av. 
Microscopic image 
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Table C.9: Microfabrication results at P = 0.4W, PRF = 4000 Hz and Ep = 100pJ. 

Table C.lO: Microfabrication results at P = 0.4W, PRF = 5000 Hz and E, = 80pJ. 

Av. 
vaxel 

Dir (pm) 
Microscopic image 

Microscopic image 
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The tables C. 1 1 - C. 15 for the samples produced using the average power of 0.5 W. 

Table C . l l :  Microfabrication results at P = 0.5W, PRF = 1000 Hz and E ,  = 500yJ. 

Table C.12: Microfabrication results at P = 0.5W, PRF = 2000 Hz and E, = 250yJ. 

Microscopic image 

Microscopic image 
Acc. 

Fluence 
( ~ l c m ~ )  

Av. 
voxel 

Dia (pm) 

No. of 
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Table C.13: Microfabrication results at P = 0.5W, PRF = 3000 Hz and E, = 166.67yJ. 

Microscopic image 

Table C.14: Microfabrication results at P = 0.5W, PRF = 4000 Hz and E, = 125pJ. 

Acc. 
Microscopic image Fluence 

( J / C ~ ~ )  

I Av. 
voxel 

Dia (pm) - 
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Table C.15: Microfabrication results at P = 0.5W, PRF = 5000 Hz and Ep = 100p.J. 

Microscopic image 

228654.8 18 1.4285 

C.2 Build Files of Experiments 
C.2.1 The build file used in the microfabrication experiment. 



0 4.8 0 
0 5 0 
0 5.2 0 
0 5.4 0 
0 5.6 0 
0 5.8 0 
0 6 0 
I) 6.2 0 
0 6.4 0 
0 6.6 0 
11 6.8 0 
O 7 0 
O 7.2 0 
0 7.4 0 
0 7.6 0 
0 7.8 0 
0 8 0 
O 0 0 
PLANE 
eo .T 

C.2.2 The build file to achieve 500 pm spacing between the rows in the 
microfabrication experiment. 

(1 0 0.5 
PLANE 
co f 

C.2,3 Tl~c build file to achieve 2 mrn spacing between the gl-oups in the 
r~licrofabriccliion experiments. 

0 0 2 
PLANE 
eo T 



C.3 Images and build file of the error checking experiments 

Figure C. 1 : Row 1 of the error checking sample 

Figure C.2: Row 2 of the error checking sample 



Figure C.3: Row 3 of the error checking sample 

Figure C.4: Row 4 of the error checking sample 



Figure C.5: Row 5 of the error checking sample 

-- - -- , - . . .,- - - 

C..  

Figure C.6: Row 6 of the error checking sample 



C.4 Build file of error checking experiment 
X Y z 
0 0 0 
0 0.1 0 
0 0.5 0 
0 1 0 
0 0.5 0 
0 0.1 0 
0 0 0 
0 0 1 
0 0.1 1 
0 0.5 1 
0 1 1 
0 0.5 1 
0 0.1 1 
0 0 1 
0 0 2 
0 0.1 2 
0 0.5 2 
0 1 2 
0 0.5 2 
0 0.1 2 
0 0 2 
0 0 3 
0 0.1 3 
0 0.5 3 
0 1 3 
0 0.5 3 
0 0.1 3 
0 0 3 
0 0 4 
0 0.1 4 
0 0.5 4 
0 1 4 
0 0.5 4 
0 0.1 4 
0 0 4 
0 0 5 
0 0.1 5 
0 0.5 5 
0 1 5 
0 0.5 5 
0 0.1 5 
0 0 5 
eof 



C.5 Internal microchannels in polycarbonate 

Sonle experiments were carried out to fabricate microchannels inside polycarbonate 

samples using the developed Nd:YV04 laser system. The material was carbonised 

instead of ablated as can be seen in figures C.7 to C.lO. Chemical etching in an 

~~ltrasonic bath was tried on these samples in order to reveal the internal channel 

structures. The used etching cheinical was methyl-iso-butyl-ketone (MIBK) following 

the results of Juodkazis et. al. that were presented in chapter 1 [14]. However, the 

etching caused degradation of the actual polycarbonate material without any significant 

effect on the irradiated region. At this stage, it was decided that another laser system 

should be used. 

The chaiulels in figures C.7 to C.10 were fabricated by focusing the laser beam at the 

back f the sample through its front surface using the achromat lens focusing. The 

sanlple was then translated the beam propagation direction but away from the lens so 

that the irradiated regions do not block the beam propagation. The parameters used were 

P = 1 W, PRF = 10,000 Hz with different scanning speeds quoted in the figure captions. 

Each iinage shows the microscopic images of the channel underneath the surface (left) 

and after polishing down to approximately the middle of its cross-section (right). 

Figure C.7: Channel fabricated using P = 1 W, PRF = 10 kHz and U = 6.2 p d s .  



Figure C.8: Channel fabricated using P = 1 W, PRF = 10 kHz and U = 25 ymls. 

Figui-e (2.9: Chailllel fabricated using P = 1 W, PRF = 10 kHz and U = 62 yn~ls. 

I . ,  , r - 

. - +  - 

Figure C.lO: Channel fabricated using P = I W, PRF = 10 kHz and U = 124 pmls. 



Appendix D - Extra Results from Chapter 4 

D.l Microscopic images of the channels fabricated at Df = 0 mm. 

Figure 1: Channel 1 channel 2 channel 3 

Figure 1 : channel 4 channel 5 channel 6 

Figure 1 : Channel 7 channel 8 channel 9 

I.. . .. . .. , .. 
I 

Figure 1 : Channel 10 channel 11 channel 12 

Figure 1: Channel 13 channel 14 channel 15 

Figure 1 : Channel 16 channel 17 

D -  1 

channel 18 



Figure 1 : Channel 19 
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cl1aimel20 channel 2 1 

Figure 1 : Channel 22 chailllel 23 channel 24 

- I .  

Figure 1: Chailllel25 cl~ani~el 26 channel 27 

Figure 1 : Channel 28 channel 29 channel 30 

Figure 1 : Chailllel 3 1 chani1el32 



D.2 3D profiles for microchannels at Df = 0 mm. 
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Figure 1: Channel 1, (a) isometric view and (b) front view. 
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Figure 3: Channel 3, (a) isometric view and (b) front view. 
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Figure 2: Channel 2, (a) isometric view and (b) front view. 



Figure 5 :  Channel 5 ,  (a) 
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Figure 4: Channel 4, (a) isometric view and (b) front view. 
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Figure 6: Channel 6, (a) isometric view and (b) front view. 
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Figure 9: Channel 9, (a) isometric view and (b) front view. 
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Figure 7: Channel 7, (a) isometric view and (b) front view. 
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Figure 8: Channel 8, (a) isometric view and (b) front view. 
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Figure 10: Channel 10, (a) isometric view and (b) front view. 
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Figure 1 1 : Channel 1 1, (a) isometric view and (b) front view, 
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Figure 13: Channel 13, (a) isometric view and (b) front view. 
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Figure 14: Channel 14, (a) isometric view and (b) front view. 
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Figure 15: Channel 15, (a) isometric view and (b) front view. 



Figure 16: Channel 16, (a 
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Figure 18: Channel 18, ( 
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Figure 17: Channel 17, (a) isometric view and (b) front view. 
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Figure 20: Channel 20, (a) isometric view and (b) front view. 
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Figure 21 : Channel 2 1, (a) isometric view and (b) front view. 
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Figure 23: Channel 23, (a) isometric view and (b) front view. 
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Figure 24: Channel 24, (a) isometric view and (b) front view, 
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Figure 25: Channel 25, (a) isometric view and (b) front view. 
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Figure 28: Channel 28, (a) isometric view and (b) fiont view. 
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Figure 29: Channel 29, (a) isometric view and (b) front view. 
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3 Width results for microchannels at Df = 0 mm. 
Table D.l: Width ineasurements of the cliannels. 



D.4 Depth results for microchannels at Df = 0 mm. 
Table D.2: Depth measurements of the channels. 



D.5 Ra results for microchannels at Df = 0 mm. 
Table D.3: Ra measurements of the channels. 





Table D.5: Rku measurements of the channels. 



Table D.6: Rsk measurements of the channels. 



D.6 Surface parameters definitions 

Average roughness, Ra 

It is the arithmetic average of the absolute values of the profile height deviations 

recorded within the evaluation length and measured from the mean line [17 11. As shown 

in figure 1, Ra can be digitally approximated by the sum of the absolute values of the 

profile heights Z(x) divided by the number of data points, given by 

Figure 1 : Illustration of the Ra calculation [17 11. 

Root mean square (rms) roughness, Rq 

It is the root mean square average of the profile height deviations taken within the 

evaluation length and measured from the mean line [171]. The digital approximation of 

Rq is given by 

Skewness, Rsk 

It is a measure of the asymmetry of the profile about the mean line [171], see figure 2. 

The digital approximation of Rsk is given by 

1 I N  
R S ~  = --.-zz3 .I 

l iq3 N ,,, 



I I Mean 

Figure 2: Three surface profiles with differenr Rslc [171]. 

Note: the anlpIitude density ii~nctions p(z) of the surface heights are shown on liglrt 

I<urtosls, Rlru 

12 is a measure of the peakedness of tl~c profile about tlre mean line [ 171 1, see f ig~~re 3. 

Thc digiial approximation of Rlcu is given by 

Figure 2: T11ree surface profiles wit11 different Rku [ I  7 11. 



D.7 Oualitv and shapes of microchannels fabricated at Df = 0 mm. 



D.8 Results and analysis of results obtained at Df = -2 and +2 mm. 

Investigating the n~~merical and graphical results in appendix Df = -2 mm, it can be seen 

that the process produced deep structural changes. The following can be observed: 

1 - For Df = -2 mm, the laser beam was practically focussed at the bottom surface of the 

glass sheet. This resulted in deeper channels and narrower widths than the ones 

presented for Df = 0 mm in the experimental results chapter. 

2- The channels had high aspect ratios and the cross-sectional areas were narrow V- 

shaped, which are possibly desirable in some applications such as scribing and 

cutting the glass. 

3- The width and depth data trends with Df as a control parameter in this case were 

random or not regular. Hence, statistical modelling was not possible. 

FLU-theiinore, investigating the numerical and graphical results in appendix Df = +2 min, 

it can be seen that the process produced superficial structural changes. The following 

can be observed: 

1 - Three chaimels were not fabricated because the intensity or the energy fluence of the 

laser beam was not high enough to cause ablation. The estimation of the diinensions 

of these channels would make the statistical analysis not very reliable. 

2- The aspect ratios of these channels were low and the cross-sectional areas were wide 

U-shaped, which desirable in other applications such as glass marking. 

3- The width and depth data trends with Df as a control parameter in this case were 

random or not regular. Hence, statistical modelling was not possible. 

Generally, Df as a process parameter had an effect on the dimensions and the shapes of 

the chaimels. However, modelliilg of the responses obtained for both Df = -2 and Df = 

+2 inin was not possible, neither on their own (i.e. two separate model) nor when 

combined with the results of Df = 0 inin. In general teims, inspecting the results 

obtained for all settings of Df, the following effects call be concluded: 

1 - Df has a directly proportional relationship with the width of the chailllels. 

2- Df has ail inversely proportional relationship to the depth of the channels. 

3- Df has an inversely proportional relationship to the aspect ratio of the channels. 



D.8.1 Df = -2 mm channels' 3D scans 
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Figure 1: Channel 1, (a) isometric view and (b) front view 
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Figure 3: Channel 3, (a) isometric view and (b) front view 
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Figure 5: Channel 5, (a) isometric view and (b) fiont view 
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Figure 4: Channel 4, (a) isometric view and (b) front view 
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Figure 6: Channel 6, (a) isometric view and (b) front view 
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Figure 8: Channel 8, (a) isometric view and (b) front view 
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Figure 9: Channel 9, (a) iso~netric view and (b) front view 
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Figure 11 : Channel 11, (a! isometric view and (b) frozvicw 
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Figure 10: Channel 10, (a) isometric view and (b) front view 
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Figure 12: Channel 12, (a) isometric view and (b) front view 
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Figure 14: Channel 14, (a) isometric view and (b) front view 
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Figure 15: Channel 15, (a) isometric view and (b) front view 
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Figure 16: Channel 16, (a) isometric view and (b) fiont view 
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Figure 17: Channel 17, (a) isometric view and (b) front view 
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Figure 18: Channel 18, (a) isometric view and (b) front view 
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Figure 20: Channel 20, (a) isometric view and (b) front view 
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Figure 2 1 : Channel 2 1, (a) isometric view and (b) front view 
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Figure 19: Channel 19, (a) isometric view and (b) front view 
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Figure 22: Channel 22, (a) isometric view and (b) front view 

(b) Y - Axis 

(a) 

Figure 23: Channel 23, (a) isometric view and (b) front view 
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Figure 24: Channel 24, (a) isometric view and (b) front view 



Figure 25: Channel 25, (a) isometric view and (b) front view 
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Figure 26: Channel 26, (a) isometric view and (b) front view 
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Figure 27: Channel 27, (a) isometric view and (b) front view 



Table D.8: Width measurements of the channels fabricated at Df = -2 rnrn. 







Table D.11: RQ measurements of the channels fabricated at Df = -2 mm. 



Table D.12: Rku measurements of the channels fabricated at Df = -2 rnm. 



Table D.13: Rsk measurements of the channels fabricated at Df = -2 rnm. 



Table D.14: General quality factors of the produced channels at Df = -2 mm. 
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D.8.2 Df = +2 mm channels' 3D scans 
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Figure 7: Chamel 7, not fabricated 

(a) tw Y - Axis 

(a) 

Figure 8: Channel 8, (a) isometric view and (1)) front view 

Figure 9: Chalmel9, (a) isotneh-ic vicw ancl (b) front view 
Y - Axis Ib) 

I 



(a) tbl Y - Axis 

,-J 1,l 0 ,. 

LT +# 

(a) 

Figure 10: Channel 10, (a) isometric view and (b) front view 
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Figure 12: Channel 12, (a) isometric view and (b) front view 
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Figure 13 : Channel 13, (a) isometric view and (b) front view 
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Figure 15 : Channel 15, (a) isometric view and (b) front view 



Figure 16: Channel 16, not fabricated 

Figure 18: Channel 18, (a) isometric view and (b) front view 



Figure 20: Channel 20, (a) isometric view and (b) front view 
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Figure 19: Channel 19, (a) isometric view and (b) front view 
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Figure 2 1 : Channel 2 1, (a) isometric view and (b) front view 
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Figure 24: Channel 24, (a) isometric view and (b) front view 
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Figure 23: Channel 23, (a) isometric view and (b) front view 



Figure 25: Channel 25, not fabricated 
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Figure 26: Channel 26, (a) isometric view and (b) front view 
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Figure 27: Channel 27, (a) isometric view and (b) front view 
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Table D.17: Ra measurements of the channels fabricated at Df = +2 mm. 
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Table D.19: Rku measurements of the channels fabricated at Df = +2 mm. 



Table D.20: Rsk measurements of the channels fabricated at Df = +2 mm. 
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D.9 RSM definitions 

Statistical analysis of the experimental results was performed. Response surface 

~~lethodology (RSM) is a graphical and numerical representation of a inodel that 

expresses experimental data. Such a model can be used to predict responses or outputs 

fiom different combinations of process control parameters [167]. 

The following is a summary of the statistical terms' definitions used in the ANOVA 

results in chapter 4. 

1 - The degree of freedom of each term used in the model is listed in the "df' column. 

The degree of freedom for the model is the number of model terms minus one. As for 

the each inodel term, the degree of freedom is the number of levels of the term minus 

one [172]. 

2- The modellterm mean square is an estimate of the term's variance, calculated from 

the tel-in's sum of squares divided by term's degrees of freedoin [172]. 

3- The F value is calculated by term mean square divided by residual mean square 

[ 1721. 

4- The p-value shows whether the modelltenn is significant or not. The p-value is the 

probability of getting an F Value of this size if the modellterm did not have an effect on 

the response. In general, a term that has a probability value less than 0.05, which is the 

sjgnificance tlu-eshold that sets the risk level in significancelnon-significance detection, 

would be considered a significant effect [172]. 

5-  The R-Squared is a measure of the amount of variation around the mean explained 

by the model [ 1721. 

6- The Adj R-Squared is a measure of the amount of variation around the mean 

explained by the model, adjusted for the number of terms in the inodel. The adjusted R- 

squared decreases as the number of tenns in the model increases if those additional 

tel-nls do not add value to the model [172]. 

7- The Pred R-Squared is a ineasure of the amount of variation in new data explained 

by the inodel [172]. 

8- The Adequate Precision is a signal to noise ratio. It compares the range of the 

predicted values at the design points to the average prediction error [172]. 



Appendix E - Extra Results from Chapter 5 

E.l :  E-Mail consultancies with Prof. Dowden. 

First E-mail: 

Dear Prof. Dowden, 

T am using your book (The mathematics of thermal modeling) as a reference in my PhD 
study at Dublin City Ui~iversity. I would be very glad if you would advise me on two 
issues: 

1- I am thermally modeling the process of micro-channel making on the surface of glass 
sheets using a pulsed C02  laser. I found the equations in section 4.3 quite useful. Do 
you recommend using these equations for estimating the ablated regions (since they do 
not account for phase changes)? Such an approximation was recommended by (W. W. 
Duley, Laser processing and analysis of materials, 1983, pp. 1 19). 

2- D ~ ~ r i n g  writing up, when I tried to re-calculate equation (4.17) to find the value of 
( a n )  in the Fourier series, I found a difficulty in getting the same answer provided. My 
calculatioil as per the attached document (equation.jpg) shows a difference in the 
magnitude (2PoIn.pi). I found it to be equal to (2Po.toln.pi.tow). Could you please 
advise if a different value of P(t) in the integration range was used? 

Thaidcs in advance for your precious time. 

Respectf~~lly yours, 

Ahined Issa. 

Mechanical Engineering Department, 
Dublin City University. 
Phone: 00353 1700 7674 
Fax: 00353 1700 5345 
Mobile: 00353 863 987 212 



The attached <equation.jpg> 

Reply to the first e-mail: 

Dear Ahmed, 

I've put my replies in your text: 

-----Original Message----- 
From: ahrned.issa2@mail.dcu.ie [mailto:ahmed.issa2@mail.dcu.ie] 
Sent: 31 May 2006 01:37 
To: Dowden, John M 
Subject: Query on pp. 125 of The mathematics of thermal modeling 

Dear Prof. Dowden, 

1 am usir-tg your book (The mall~emalics of thermal modeling) as a reference in m y  P1iD 
study at Dublin City University. I would be very glad if yozr would advise me on two 
issues: 

t - 1 am ihcmally modeling the process of micro-channel making on the surface a F glass 
sliects using a pulsed C02 laser. I found tlle equaliol~s in section 4.3 quite useful. Do 



you recommend using these equations for estimating the ablated regions (since they do 
not account for phase changes)? Such an approximation was recommended by (W. W. 
Duley, Laser processing and analysis of materials, 1983, pp. 119). 

>This seems a reasonable thing to do. Of course, to cover yourself in a PhD thesis, 
you will need to point out that the equations do not account for phase change. If 
you can give some indication of the error then so much the better. If you can 
actually give a solution that would be better still, though I think that it is probably 
not worth the effort. To do it analytically is likely to be hard. 

2- During writing up, when I tried to re-calculate equation (4.17) to find the value of 
( a n )  in the Fourier series, I found a difficulty in getting the same answer provided. My 
calculation as per the attached document (equation.jpg) shows a difference in the 
inagnitude (2PoIn.pi). I found it to be equal to (2Po.toIn.pi.tow). Could you please 
advise if a different value of P(t) in the integration range was used? 

>Very wise of you to check. I seem to have changed my mind while writing out this 
example, as to how I wanted to define PO, and then not made all the changes 
necessary. (Almost certainly, I began by not including the ratio tO/tau in 4.16). It 
shows how dangerous it is to change your mind half way! 

I am  glad you also noticed that n was missing next to t three times (the rhs of 4.17 
and in the integral form of an) 

This means that t01tau needs to be inserted: 
-in the final form for an following 4.17 
-before the two sums in 4.18 
-before ths sum in 4.19 - although in the last case if I had noticed it at  the time I 
would have written it as l+ l /m  at this point. 

1 don't think there are any further changes to the text but presumably figures 4.7- 
4.10 would look a bit different. 

Thanks for pointing it out. 

All good wishes - and good luck with the PhD. 

John Dowden 

..................................................................... 
Prof. J.M. Dowden 
Department of Mathematical Sciences, 
University of Essex, Colchester C 0 4  3SQ, UK. 
email: dowdj (non-Essex users should add @essex.ac.uk) 
Tel: +44 (0)1206 872958 Fax: +44 (0)1206 873043 



Second E-mail: 

Dear Prof. Dowden, 

Thank you very much for your constructive reply. I have modified equation 4.17 
according to your advice. However, I noticed that the results deviate from the initial 
assu~nption that (T ==> + infinity as r ==> 0), i.e. as we move closer to the point source. 

I have compared the results in the attached 2 pages file (comparison.doc). I would 
highly appreciate it if you could have a look at it and advise on the possible reasons of 
that. 

Kind regards, 

Ahmed Issa. 

Mecha~~ical Engineering Department, 
Dublin City University. 
Phone: 00353 1700 7674 
Fax: 00353 1700 5345 
Mobile: 00353 863 987 212 

Contents of the attachment <comparison.doc> 

Input Parameters: 

The point heat source is in the surface of the sample. Three pulses isotherms were 
plotted for each case, the original and the modified equation. 

Material 
P o 
To 
ux 
to 
T 

IC 

h 
Fourier series terms, n 

1 - The original equation: 

Lime-soda glass. 
4.8 W 
22 "C 
5 x m/s 
4.386x10-~ s 
1.535x10-~ s 
8.401x10-~ m2/s 
1.37 W/m."C 
20 

2nn t U r n  Si 
xcos -- 

to  4 a sn 1 



Figure 1 : Original equation form. Isothenns of t hee  pulses at z = 0 
(a) 3D temperature profile, (b) top view. 

NOTES: 
The temperatures here, needed to be truncated at 20,000 "C because T .) + co as y .) 0. 

The solution here satisfies the condition that temperatures will become infinite as we 
move closer to the point heat source. 

2- The inodified equation: 

The term (tolz) was added to the left of the series sum. 

,. ' 
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Figure 2: Modified equation foi-m. Isothenns of three pulses at z = 0 
(a) 3D temperature profile, (b) top view. 



NOTES: 
The magnitudes of the temperatures isotherms are, approximately, the same as in figure 
(1) with a difference in their geometry. However, the temperatures here, needed to be 
tiulcated at 0 and 20,000 "C because T + h co as y .) 0. 

It is noticed that the term (tolz) has increased the magnitude of the series sum (which 
was negative for exactly 50% of the calculated temperatures). A small value of (r) in the 
denominator to the right of the series sum (imposed by y + 0) caused a big drop in the 
temperah~re at certain points in time. This can be seen in the middle of the 3D view 
(figme 2). 

According the initial conditions and assumptions, the temperature should tend to + co as 
y tends to 0. 

Reply to the second e-mail: 

Dear Ahmed, 

I see that you are attempting to sum the series as y->O with z=0 identically. I only 
did it for z=0.1. (Much safer!!) When x o O ,  the series is absolutely convergent and 
the solution does not tend to infinity as y->O. Indeed I would not expect it to. There 
is however a problem in what you are doing. The series converges because of the 
exponential term; the exponent behaves roughly like a negative multiple of n for 
sufficiently large n. Unfortunately, this does not come into play until the value of n 
is really rather large in these circumstances. I would guess that your programme 
not only does not take enough terms but  is probably also not capable of working to 
a sufficient number of decimal places to detect the effect. Don't forget the dangers 
of rounding errors. The problem gets bigger and bigger the closer you are to x=O. 

[Compare with the formally quite different but qualitatively similar example of 1- 
1/2+1/3-114 ... which sums to ln(2). Formally this is quite different because it is not 
absolutely convergent, but if you try to sum it numerically you will have great 
difficulty getting an answer plausibly near ln(2), and there is a qualitative 
similarity with what you are attempting.] In  our example the early terms can be 
quite large but tend to cancel each other out without giving any clear indication of 
the ultimate value of the limit. It's a situation which easily leads to error. 

The presence or otherwise of the factor t0Itau makes no difference to these 
qualitative remarks. 

(Your figure 1 looks rather like my fig 4.7 but it is of course a completely different 
situation. In your case the picture should taper gradually to the right. It's not 
apparent, but that is probably because you haven't claculated any further 
downstream.) 

Good wishes, 

John Dowden 



TIii1.d e-mail: 

Dear Prof. Dowden, 

Thank you for the explanations, I t11inIc that the model now worlcs as expected. 
T was calculating tlte temperatures by changing (y) and keeping a fixed value 
o r  (x). But now the calculation starts at (x = a> and then {x = U*r + a) 
wliicli means that (r) changes will1 time. This seems to make the solution coi~verge 
eve11 at z=0. 

I would like to know if you used the same method for fig 4.7 and 4.8, or (x" 0) was 
fixed tllroughout rhe calculation? 

Mccl~anical Engineering Depal-tment, 
Dublin City University. 
Phone: 00353 1700 7674 
Fax : 00353 I 700 5345 
Mobile: 00353 863 987 212 

Reply to third e-mail: 

My figures are both far a fixed zero value of x, but I was trying to demonstrate 
something rather different from what I think interests you. 

Good wishes, 

John Dowden. 



E.2: Modelling of the point heat source 

The heat conduction equation for the problem is 

where, a (m2/s) is the thermal diffusivity of the material = k/p. c,., p (kg/ni3), c, 

(J/l<g."C), k (W/m."C) are the density, heat capacity and thermal conductivity of the 

inaterial respectively. 

If the power source can be expressed in terms of a Fourier series then the solution of 

equation (1) takes the form [I791 

where r = ,/xi + + z2 . Substitution of (2) into the (1) and using the chain rule shows 

that S must satisfy 

The appropriate solution that tends to zero as r tends to infinity in all directions is 

The square root must be the one with the real positive part. The previous steps are used 

in [I791 to prove the form similarity between the steady state (time-independent) and 

transient (time-dependent) solutions. The multiple A is dependant on the heat source. 

The following calculations are depicted from the point heat source calculations for a 

time-independent temperature model [179]. However, the conclusions are the same for 

the transient model we are after here. The form of the time-independent solution for 

temperature model is similar to equation (3) except for the exponent tenns 

LXp{E (. - r ) }  (form of time-independent solution used in calculations of A) 
I' 



A point heat source inside the sample and at the origin as shown in figure 1 is 

considered (in our case it is on the surface, this will be treated later). The source is 

resembled by a small sphere Z of radius a cantered at the origin. The calculation of the 

heat flux output should be modelled then. The energy flow into the sphere boundaries is 

equal to the energy flowing out. The only contribution to the flux is then the portion due 

to Fourier's law. 

heat flux 

convected heat - - - 
small sphere 

4 b 
surface area = 4na2 

Figure 1 : Flux of heat from a sphere representing a point heat source. 

The Fourier portions have to be summed over the surface of the sphere, which will give 

the total power flowing across the surface from 

The % multiplier is because only half of the sphere is needed if the point heat source is 

on the surface (suitable for this case). If the polar coordinate substitution x = r cos 0 is 

used then 



After differentiation, r can be set equal to a and the equation becomes 

P = ' k A  J{-$ e x p [ ~  (cos 6' - I)] + O [ : ] k  
2 z 

T11e notation O(l/n) means that these terms are only as big as l / n  if a is small and hence 

can be neglected. Also the exponent term in the equation progressively approaches zero 

as n becomes smaller and smaller. The integral becomes 

1/n2 is a constant on the surface of the half sphere. So the value of the integral is simply 

the surface area of the sphere, 47ca2 and the equation becomes 

giving, A = 1- 
27ik 

So the solution for the equation takes this fonn 

where co = 27c/to is the radial frequency of the laser pulses. Now is it is just a matter of 

talting the real parts of the exponent with the initial conditions of temperature T = To at 

t = 0 and it is also the case as t tends to infinity after the heat source is terminated. It 

should also be noted that T = To as well when r increases to infinity in all directions. 

These conditions were explained in the thesis (page 178). Equation (4) with the initial 

and boundary conditions gives 

W11ich is the same as equation (5.3) in the thermal mathematical model chapter. 



E.3 3D simulated channel profiles 
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Figure 1: simulation of channel 1, (a) isometric, (b) top and (c) from views. 

Figure 2: simulation of channel 2, (a) isometric, (b) top and (c) fiom views. 

Figure 3: simulation of channel 3, (a) isometric, (b) top and (c) from views. 
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Figure 4: simulatioll of channel 4, (a) isometric, (b) top and (c) from views. 
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Figure 5: simulation of channel 5, (a) isometric, (b) top and (c) from views. 
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Figure 6: sirnulatioil of channel 6, (a) isometric, (b) top and (c) from views. 



Y - axls (jlm) 

Figure 7: simulatioil of channel 7, (a) isometric, (b) top and (c) from views. 
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Figure 8: simulation of channel 8, (a) isometric, (b) top and (c) from views. 
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Figure 9: simulation of channel 9, (a) isometric, (b) top and (c) from views. 
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Figure 10: simulation of channel 10, (a) isometric, (b) top and (c) from views. 
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Figure 11: simulation of channel 11, (a) isometric, (b) top and (c) from views. 
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Figure 12: simulation of channel 12, (a) isometric, (b) top and (c) from views. 
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Figure 13: simulation of channel 13, (a) isometric, (b) top and (c) from views. 

Figure 14: simulation of channel 14, (a) isometric, (b) top and (c) from views. 
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Figure 15 : simulation of channel 15, (a) isometric, (b) top and (c) from views. 
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Figure 22: simulation of channel 22, (a) isometric, (b) top and (c) fi-om views. 

Figure 23: simulation of channel 23, (a) isometric, (b) top and (c) fi-om views. 

Figure 24: simulation of challnel24, (a) isometric, (b) top and (c) from views. 



- -L - *-z \,,\\\ - - 

> \, 1%. <.,, :, 

i l ,  

I 

3 - 175 .5 - - - -  
j. 

292.5 
l V " 9 , & 0  
" Z K r n P  

X - axis (pm) 

- 
0 Z - axls (pm) - 

2 

P , &  
" m c o " ,  ,zr4.4m 

-292.5 

- l-=*%'l$w.\ 
B - .. % 

A -292.5 1.- .I-{ -r- --- 1-r - - 
4 g -175.5 -58.5 [-l-I---.j ,- 

- 
w 

58.5 
3 - 175.5 

292.5 
N - -  9 P O  
N ? I . ' ~ P  

8 I\) 

X - axis (pm) 

- 
0 Z - axis lum) - 

2 e 
-292.5 

m -53.5 

- 1 - -A+% \>*.\A 
I - -. L 

A 58.5 ; 
3 - 175.5 

N 2 2 w P O  
N ? W c n A  

a N 

X - axis (pm) 
A 

n Z - axis ( ~ m )  - - e 
P N W  " a . C O L n  

D k G 2 g  

? 



E.4 Numerical results from simulations 

Table E.1: Dimensional ~arameters of simulated channels. 
PRF U Width Depth 

PP(W) I (HZ) (mmlmin) (elm> - ( ~ m >  
1 18 1 160 100 303.02 151.7 
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Appendix F - Extra Results from Chapter 6 

F.l Ablation rates results and their relation to the process parameters 





Table F.3: Voluine and mass ablation rates. 



F.2 Extra results from simrrlated parameters effects 
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Figure F.1: PRF and P effects on cl~annel width at U = 100 mmJmilz. 
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Figure F.2: PRE and P effccts on channel width at U = 300 ~mnln~in.  
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1:igire F,3: PRF and P effects on chanl~el depth at U = I00 mmlmin. 
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Figill-e F.4: PRF and P effects on channel depth at U = 300 111m/min. 


