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Abstract

Computer chess has played a crucial role in Artificial Intelligence research since 

the creation of the modem computer. It has gained this prominent position due to 

the large domain that it encompasses, including psychology, philosophy and 

computer science. The new and innovative techniques initially created for 

computer chess have often been successfully transferred to other divergent 

research areas such as theorem provers and economic models. The progress 

achieved by computers in the game of chess has been illustrated by Deep Blue’s 

famous victory over Garry Kasparov in 1997. However, further improvements 

are required if  more complex problems are to be solved.

In 1999 the Kasparov versus the World match took place over the Internet. The 

match allowed chess players from around the world to collaborate in a single 

game of chess against the then world champion, Garry Kasparov. The game was 

closely fought with Kasparov coming out on top. One of the most surprising 

aspects of the contest was the high quality of play achieved by the World team. 

The World team consisted of players with varying skill and style of play, despite 

this they achieved a level of play that was considered better than any of its 

individual members. The purpose of this research is to investigate if  

collaboration by different players can be successfully transferred to the domain 

of computer chess.



Chapter 1

Introduction

1.1 Importance of Chess in Artificial Intelligence Research

Artificial Intelligence, simply referred to as AI, is the area of research concerned 

with the creation of computational entities that exhibit intelligent behaviour. 

These entities would have the ability to perform difficult or unwanted tasks on 

our behalf. Since the inception of AI, fantastical ideas of the progress of AI have 

been made, such as the character of HAL in the film "2001: A Space Odyssey”. 

Unfortunately science fiction left reality far behind in the creation of intelligent 

entities. Progress in AI has been slow and the benefits from its progress are not 

easily distinguishable. Chess, however, is one area where significant progress has 

been made and where progress can be easily measured.

AI encompasses many different research fields including computer science, 

psychology and philosophy. Chess has been central to much AI research because 

of its crossover into all of these areas. Among the reasons for chess’s place of 

prominence in AI research are [Uiterwijk 1995]:

1. Chess has always been viewed as a game that requires intelligence to

play. For this reason chess has been of particular interest to psychologists. 

By understanding human chess play, one could also extract understanding 

of human intelligence in general. Chess also has the added benefit that it
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is a game that exists in its own little microcosm of reality. The 

consequence of this is less interference from outside influences and the 

reduction of data to be observed to the pieces on the game board and the 

rules of the game.

2. For engineers wishing to create an intelligent machine, chess is a perfect 

vehicle for their research. Because of the assumption of intelligence to 

play chess an engineer can avoid the difficult, and unresolved, 

philosophical questions associated with intelligence. The intelligence of a 

machine can be proved if  it performs a task for which intelligence is 

assumed. For this reason computer chess has been a popular endeavour 

for engineers wishing to create intelligent machines.

3. Games are suitable for AI research as their aims are generally clearly 

defined and their progress is easy to measure. Because their aims are 

clearly defined it is possible to easily tell if the program is showing signs 

of intelligence or not. The quality of play in games can be easily 

determined. In the case of poker, progress can be measured by the amount 

of money won and in chess by the number of games won, lost and drawn. 

Chess has an advantage over other games due to the presence of the ELO 

rating system [Elo 1978] in chess. The ELO rating system, created by the 

mathematician Arpad Elo, gives chess players a rating based on their 

previous matches. Based on their ELO ratings the expected result from 

two players competing against each other can be calculated. If a player 

achieves a better result than expected their rating increases, if  they
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achieve a worse result their rating decreases. The mathematical nature of 

the rating system ensures its scientific usability. The ELO rating gives a 

standard method of comparing the quality of computer chess programs 

and allows the progress of computer chess to be compared against that of 

humans.

Alan Turing, a British mathematician and pioneer in artificial intelligence, wrote 

the first computer chess program in 1950 [Turing 1950]. At the time the 

execution of his program had to be simulated using paper and pencil. The 

program only considered one move ahead into a game. The program played 

terrible chess but proved that computers could play the game of chess. In 1997 

the chess machine Deep Blue [Deep Blue URL] defeated Garry Kasparov, the 

then World Champion, in a 6 game match. This was a landmark achievement and 

one that demonstrated the progress made by both computer chess and AI.

1.2 Purpose of Research

Deep Blue’s victory over Kasparov was a great achievement but there is still a lot 

of room for improvement. Deep Blue was a massively parallel, special-purpose 

machine created for the sole purpose of playing chess. When complete, it had 

cost several million of dollars and taken over five years to create. This type of 

investment of money and time is impractical for everyday tasks. Computer chess 

has always been a benchmark for AI research rather than the final goal. Other 

similar problems such as the Japanese game Go, economic models and medical
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simulations require much more computational power than chess and advances in 

computer chess bring the solutions to these problems closer.

In most chess positions it is impractical to search all the possible games that 

could follow. Therefore, chess programs search only a number of moves forward 

into the games. The positions at the end of these searches are called terminal 

positions. An evaluation function is used to assign a score to these terminal 

positions, which estimates the value of the position for a player (see Section 2.2). 

Modem computer chess programs use the paradigm that there is a single 

evaluation function that results in “optimum play”. The purpose of this work is to 

present my research concerning the possible use o f multiple evaluation functions 

to achieve better chess play.

To set the context for this research the methods and ideas currently used in 

computer chess are presented in Chapter 2. The chapter concludes with problems 

associated with current computer chess technologies. In Chapter 3 the Kasparov 

versus the World match is presented. The match was the inspiration for this 

research and suggested that multiple players collaborating could achieve better 

play than any of its members individually. The adaptation of this conclusion for 

computer chess is presented in Chapter 4 along with the limitations imposed on 

any system by current chess technologies. The test system created to test the 

research is presented in Chapter 5. Chapter 6 describes the tests performed, the 

results and factors that influenced the results of tests. Finally in the conclusions 

section of this work, Chapter 7, the meaning of the results is discussed along with 

further research that could be performed.
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Chapter 2 

How Computers Play Chess

2.1 Viewing Chess as a Game Tree

The game of chess involves two opponents, called sides, of different colour, 

generally white and black, who battle on an 8x8 chessboard by moving their 

pieces around the board. Chess rules (Appendix A) govern how pieces can move 

around the board and capture enemy pieces. The purpose of the game is to 

capture the opponent’s king piece first. A game of chess begins with white to 

move and the board in the starting position, which is as follows (see Appendix B 

for chess notation):

White: Ral, N bl, Bel, Qdl, Kel, B fl, Ngl, Rhl, andPa2... Ph2 

Black: Ra8 , Nb8 , Bc8 , Qd8 , Ke8, Bf8, Ng8 , Rh8, and Pa7... Ph7

8 H a Ü m il s
7 1 & k A ▲A A A
6 fV'.'-v

5 1

4 * •

3 i

2 "i A £ A
1 Ï Ï . i i tà=*4 È , a

a b c d e f 9 h

Figure 2.1: Chess board in starting position.
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Turn to move is alternated between the two sides as moves are made. When a 

side has the turn to move it must make a move if  possible, a side cannot skip a 

go. If a legal move cannot be made by the side to move while its king piece is in 

check then that side loses the game. Alternatively, if  the side to move cannot 

make a legal move while its king piece is not in check then the game is declared 

a draw.

In computer chess a move by either side is called a ply. This is to differentiate 

from human chess players meaning of the word “move”, which is the 

combination of a move by each player.

From the starting position white can choose a move from 20 different 

possibilities (a2-a3... h2-h3, a2-a4... h2-h4,Nbl-a3, Nbl-c3, Ngl-f3,Ngl-h3). 

Following white’s move, regardless of the move it played, black can respond by 

playing any of 20 different moves (a7-a6... h7-h6, a7-a5... h7-h5, Nb8-a6 , Nb8- 

c6 , Ng8-f6, Ng8-h6). Therefore, after the first 2-ply of a game of chess the board 

can be in any of 400 different positions.

The first 2-ply of the game of chess can be represented using the simple tree 

structure given in Figure 2.2. This type of tree structure can be used to describe 

many types of games and is called a game tree. The nodes o f the game tree 

represent board positions and the edges, the lines connecting the various nodes, 

represent legal moves that can be played from that position. The progress of the 

game flows from the root of the tree, which is the starting position, downwards.
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Figure 2.2: Chess game tree expanded.

A node in a game tree can be expanded if the node is not a game theoretical 

terminal where the value of the game has been determined (whether the game is a
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win, loss or draw). Expanding a node will add a new level below containing the 

positions that succeed it. In Figure 2.2 each of the positions at the bottom of the 

tree could be expanded since none of them are game theoretical terminals. Their 

successors could then be expanded and so on. By fully expanding levels of the 

game tree the number of nodes in the game tree grows exponentially. This 

exponential rate of growth increases and decreases as one progresses through the 

game. At the starting position the exponential rate of growth is 20. This rate 

increases as more pieces come into play and the rate decreases as pieces are 

captured and trapped.

Chess is a game of perfect information. In a game of perfect information the full 

states of all game situations are completely visible, the game does not have any 

elements of chance. Consequently, if  one could expand the entire game tree one 

could achieve perfect play that ensures the best possible result from a given 

position.

Unfortunately, the game tree of chess is far too large to be fully expanded. The 

average length of a professional chess game is around 50 moves and the average 

exponential game tree growth is 35. The number of legal chess games has been 

estimated at around 1044, a number that exceeds the number of molecules in the 

universe [Lôpez-Ortiz 1993], The computational power needed to create the 

entire game tree of chess is far beyond what we could ever hope to achieved.

Since it is unrealistic to search the entire tree, computer chess concerns the 

examination of just a small sub-set of the game tree. From the knowledge gained
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by searching this sub-tree, a chess program attempts to choose the best move 

possible. Given this, there are two elements of the system that need to be 

determined:

1. How are the merits of the sub-tree terminals determined, if  they are not 

game-theoretical terminals?

2. How will the sub-tree be traversed whilst collecting information from the 

terminal nodes in a meaningful fashion?

2.2 Static Board Evaluation Function

Given a terminal node of a chess sub-tree we require a means of converting the 

position, represented by the node, into a form that can be easily manipulated and 

understood by a computer. Since Claude Shannon’s seminal paper [Shannon 

1950] on computer chess this has mainly been accomplished by converting the 

position into a single numeral value using a static board evaluation function. The 

score returned by the static board evaluation function represents an estimate of 

the quality of the position for a side, generally from the viewpoint of the side to 

move.

The score returned by the evaluation function has the range [-oo, +oo]. If the 

position evaluated is a game-theoretical terminal then the score is easy to 

determine; if  a WIN for the side to move then score = +oo, else if LOSS then 

score = -oo, else game is a DRAW and the score = 0. When the position being
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evaluated is a non-game-theoretical terminal then the static board evaluation 

function calculates an estimate of the quality of the board for the side to move. 

The function can only estimate the quality of the position as to calculate the 

actual quality of the position would require searching the position’s game tree to 

its game theoretical terminals, a task that is impractical for non-trivial positions.

The quality of the position, for the side to move, is determined by taking the 

quality of the position for the opposition away from the quality of the position for 

the side to move. This property captures an essence of a zero-sum game, as chess 

is, in that no quality gain strengthens both sides simultaneously. Any quality gain 

is at the expense of the opposition, by the same quality amount.

Evaluation (side to move) Quality (side to move) — Quality (opposition)

The quality of a position for a side is calculated by examining the position for 

certain chess specific features. Chess players have long realised the importance 

of certain chess features, which are known to improve the chances of winning a 

game. They can be of either a defensive, offensive, positional or tactical nature 

and have been observed by humans during the long history of chess play.

Metrics or heuristics that evaluate these features are programmed into the 

evaluation function. When a feature in a position is recognised its associated 

payoff is added to the side’s score. A payoff can be negative or positive 

depending on whether the feature increases or decreases, respectively, the side’s 

chances of winning. The payoffs assigned to chess features have generally been
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extracted from human chess knowledge although there been work on deciding 

the values based on machine learning techniques [McConnell 1995]. Some of the 

most common computer chess heuristics are:

• Material -  Material is probably the most important heuristic in an 

evaluation function as the number and type of a side’s pieces have 

generally a strong correlation with a side’s chances of winning. A 

standard weighting for the value of piece types is 1 for pawn (P), 3 for 

bishop (B), 3 for knight (N), 5 for rook (R) and 10 for queen (Q). The 

king has no material value since when it is captured the game is over.

• Pawn Structure -  Pawns play a crucial role in any chess game and 

were famously described by the great 18th century chess player 

Francois-Andre Danican Philidor [Philidor URL] as “the soul of this 

game, they alone form the attack and defense”. Passed, connected, 

isolated and doubled pawns are among the features examined for in 

pawn structure.

• Piece Mobility -  The ability of a side to influence a game by its 

movement of pieces is critical to the game of chess. If a side’s pieces 

have little mobility then the side’s capability of attacking, supporting 

and evading other pieces is decreased, hampering the side’s chances 

of winning. Mobility is especially important for bishop pieces.
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• Piece-Square Values -  The different squares of the board have

varying importance and influence over the rest of the board. Squares 

in the centre o f the board have greater importance and this is 

especially true if occupied by non-pawn pieces where the piece can 

exert their influence most. Squares at the edge of the board have 

lesser value as they are further from most of the action of the game 

and so cannot exert as much influence. The value given to the side 

that occupies a square is also dependent on the type of piece that 

occupies it. For example, a white rook at d l would have greater value 

for white because of its attaching possibilities along the d file than a 

bishop, whose attaching possibilities would be limited.

2.3 Sequential Tree Search

2.3.1 Minimax Algorithm

Given the game tree of a zero-sum game the minimax algorithm [Levy and 

Newborn 1991] will return the move that will ensure the side to move its best 

possible result. The algorithm assumes that both sides will conform to rational 

behaviour, where each side is trying to maximise its payoff. The game of chess is 

a zero-sum game. Any gain by one side is at the expense of its opponent by the 

same payoff. A side seeking to maximise its payoff is simultaneously minimising 

its opponent’s.
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Zero-Sum Game => Payoff side 1 + Payoff side 2 =  0

=> Payoff side 1 = - Payoff side 2

=> Max (Payoff side 1) = Min (Payoff side 2)

A small game tree is illustrated in Figure 2.3 with the terminal nodes evaluated 

from the perspective of the side to move at the root node. At the root node the 

side will choose the branch that will maximise the payoff. At the next level the 

other side will choose the branch that will minimise the payoff. At the next level 

the side will try to maximise the payoff and so on down through the levels. As 

side to move alternates through the levels so does the maximising and 

minimising of the payoffs. At the even levels the branches that lead to the 

successor nodes with the highest payoffs will be chosen and their payoffs 

adopted the parent node. At the odd levels the branches that lead to the successor 

nodes with the lowest payoffs will be chosen and their payoffs adopted by the 

parent node. In this fashion the evaluations from the terminal nodes are backed- 

up through the game tree to the root node.
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Figure 2.3: Game tree illustrating minimax algorithm.

At node B in Figure 2.3 the node has two successor nodes D and E with payoffs 

4 and 2 respectively. Node B resides on a MIN level of the game tree, therefore 

the branch that leads to the successor node with the minimum payoff, node E, is 

chosen by the minimax algorithm. The payoff of node E is backed-up to node B 

so the payoff of node B is now 2. Node C, also on the MIN level, follows the 

same procedure and chooses node G and adopts the payoff of 0. All the payoffs 

of the nodes in level 1 have been determined and so we progress to the next level 

up the tree. Node A is in a MAX level and the payoffs of its successor nodes, B 

and C, are 2 and 0 respectively. The highest payoff between these is 2 and so the 

move that leads to node B is chosen. The series of moves that the minimax 

algorithm determines is best play by both sides is a-b and is referred to as the 

principle continuation.
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Chess programs implement the minimax algorithm using a depth-first search 

strategy. A depth-first search strategy proceeds by resolving the deepest 

unresolved node. The flow of control in a depth-first minimax algorithm is 

illustrated in Figure 2.4.

Figure 2.4: Depth-first control strategy of mini-max algorithm.

The depth-first search strategy has many desirable properties. The memory 

requirements of a depth-first algorithm grow linearly as it moves deeper into the 

game tree. This is of critical importance when searching deep into the game tree 

as alternatives can have memory requirements that grow exponentially, such as 

breath-first search. Flow of control is very simple in depth-first search, search 

can only move from a node to either a parent or child node of that node. This
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greatly simplifies verification of any program using the depth-first search 

strategy.

2.3.2 Alpha-Beta Algorithm

The alpha-beta algorithm [Knuth and Moore 1975] was a major improvement of 

the minimax algorithm. The alpha-beta algorithm allowed branches that will not 

improve the current back-up score to be safely ignored. Reducing the number of 

branches searched, and consequently the number of positions, allows the alpha- 

beta algorithm to search deeper into the game tree than the minimax algorithm in 

the same amount of time.

Figure 2.5: Game tree illustrating alpha-beta algorithm.
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Figure 2.5 demonstrates the game tree in Figure 2.3 using the alpha-beta 

algorithm. After resolving node B and determining its value as 2, the least 

possible value of node A is 2. Node A is on a MAX level of the game tree and 

node B ’s value of 2 now needs to be exceeded if a node is to be preferred over B. 

The value of node F is 1 and therefore the maximum possible value of node C is 

1, node C is on a MIN level and will not choose a node whose value is greater 

than this value. Node A can choose a move that leads to a value of 2 or a move 

that has at most a value of 1. Since node A is on a MAX level there is no need to 

resolve the value of node C’s other successor nodes as node C will never be 

chosen over node B. An irrelevant branch to the outcome of the search has been 

ignored, called a cut-off, and only 3 of the 4 terminal nodes were determined. As 

the game trees get larger so do the size and frequency of the cut-offs.

The efficiency of the alpha-beta algorithm to achieve cut-offs is dependent upon 

the quality of move ordering at each node. If the alpha-beta algorithm searches 

successor nodes in worst to best order then no cut-offs can be achieved and its 

search tree will be the same size as the search tree of the minimax algorithm. For 

uniform trees of width W branches per node and a search depth of D ply, WD 

terminal nodes would be searched in this case. However, if  move ordering is 

perfect with the best successor nodes being searched first then sizeable cut-offs 

can be achieved, reducing the number of terminal nodes of the searched tree to 

W [D/2] + W [D/2] -  1. This tree is referred to in computer chess as the minimal 

game tree.
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2.3.3 Transposition Table

A transposition occurs when two or more different routes can reach the same 

position. Transpositions occur frequently in chess, as the moves available at a 

position are often also available for a number of plies further on so simple 

reordering of a side’s moves can result in the same position being reached 

repeatedly. Transpositions occur frequently in human chess play, especially in 

situations where there are no immediate threats.

The transposition table works in the following manner. Before a position is 

searched the transposition table is first consulted to find if  the same position had 

been searched previously. If the position is not found in the transposition table, 

the position is then searched as usual. After a position is searched, information 

such as its value and the depth to which it was searched are stored in the 

transposition table. Later if  the same position is consulted for in the transposition 

table then the saved information in the table may enable the program to forgo 

searching the position again and instead substitute the saved information in the 

table into its calculations. The time saved by not repeatedly searching the same 

positions greatly outweighs the time spent consulting the transposition table and 

allows around an extra ply of the game tree to be searched [Verhelst URL].
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2.3.4 Quiescence Search

Fixed depth game tree search suffers from being unable to consider the 

consequences of moves beyond the horizon of the search, this problem is called 

the horizon effect. A terminal position that appears good may lead to disaster just 

a couple of moves later. The accuracy of back-up scores depends on the quality 

of evaluations of terminal positions. Evaluations o f dynamic positions, where 

pieces may be captured on the next move for example, do not give an accurate 

representation of the quality of the position. Positions that are less dynamic, 

often-called stable positions, are better evaluated by evaluation functions.

Quiescence search [Beal 1990] solves the problem of the horizon effect by 

performing further searches on terminal positions. Considering the full tree of 

these terminal positions is impractical because of time constraints. Instead 

quiescence search expands the more dynamic moves of a position, often these 

moves are restricted to capture, checks, check evasions and promotion moves. 

These positions are searched until stable positions are reached, which are then 

evaluated. Quiescence search provides a more accurate representation of the 

quality of terminal positions and hence the back-up scores o f the game tree are of 

better and more accurate quality.
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2.3.5 Iterative Deepening

Simple chess programs perform single deep searches of the game tree to a certain 

depth. In matches where each side has a set amount of time to move this method 

of play is unsuitable. A search may take longer than expected causing the 

program to choose a move prematurely before searching many of the branches. 

Alternatively, the search may terminate quickly wasting the extra time the side 

was given. Iterative deepening [Korf 1985] solves these problems by calling the 

fixed depth search routine many times with increasing depth values.

The series of searches finish when either the time limit or a maximum search 

depth is reached. Therefore a series of searches may begin with a 4-ply search, 

followed by a 5-ply search, followed by a 6-ply, and so on until either of the time 

or depth conditions is reached. The repeat searches of the same positions by 

iterative deepening may appear an inefficient and wasteful use of resources, but 

the benefits it yields greatly out-weigh these concerns. The exponential rate of 

growth of the chess game tree means that the sum of the searches previous to a 

deep search is small and almost insignificant compared to the deep search itself 

and can therefore be largely ignored. The shallower searches populate the 

transposition table with position evaluations and best moves. These entries may 

be used in later deep searches to improve move ordering and hence improve cut

offs in the game tree, quickening the time taken by the deep searches. In time 

controlled games iterative deepening is very efficient. If the time limit is reached 

and the current deep search is not complete the method can return the result of 

the previous shallow full tree search.
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2.4 Problems with Current Computer Chess Techniques

2.4.1 Trade-off between Knowledge and Search

Theoretically, there exists two means o f creating a perfect chess program. The 

first is a program that could search the entire game tree of chess to its game- 

theoretical terminals. For such a program, the game of chess would become a 

trivial task of backing up the results from the terminal nodes and selecting the 

move that ensured the best possible result. However, the astronomical size of the 

chess game tree means that such a program will remain an impossibility. The 

second method of perfect chess play is the implementation of a perfect evaluation 

function. Such an evaluation function could identify the result of a position from 

perfect chess play. Given a position the evaluation function could assign the 

proper win, loss or draw value for the board. The game of chess for such a 

program would become the simple matter of evaluating the successor positions 

of the current board and choosing the move that leads to the best result. A 

hindrance to the implementation of such an evaluation function is the problem of 

chess knowledge acquisition, a topic that will be discussed later.

Since neither search nor knowledge alone can feasibly enable perfect chess play; 

a combination of both must be used. As with any two competing sound ideas 

there exists a trade-off between them, which a program must properly balance. If 

a program implements too much chess knowledge the remaining computational 

power may not enable the program to search very deep, hindering the program’s 

chances of success. Conversely, if  the evaluation function does not implement
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enough knowledge then the terminal position evaluations do not adequately 

represent the positions to allow them to be compared properly causing sub- 

optimal solutions.

Although improving either the search or the evaluation component can increase 

the playing strength of a chess program; it has been the search component that 

has received the most attention from computer chess researchers. This has been 

due to the strong correlation that exists between the strength of a chess program 

and the depth to which it searches. Previous estimates suggest that an extra ply of 

search result in an increase of 100-250 ELO points [Feldmann 1997]. These 

increases, however, have been shown to diminish as one searches deeper into the 

game tree [Junghanns et al. 1997].

The strong relation between depth and strength meant that researchers 

concentrated most of their energies implementing and optimising their programs 

for larger and faster machines. Increasing computer chess strength lay more on 

software and hardware advances, which enabled deeper searches, than the 

arduous and difficult task of knowledge engineering for the evaluation function. 

The quick and easy benefits of deeper searches hindered the development of the 

evaluation function.
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2.4.2 Problem of Knowledge Acquisition

The implementation of computer chess knowledge has been hindered not just by 

the attractive gains from deeper searches but also by the difficulties associated 

with extracting human chess knowledge. In order to properly implement human 

chess knowledge into an evaluation function, a description or system of human 

knowledge is required. Human knowledge relies on a process called intuition but 

how this process operates is unknown. It is believed by some that intuition is a 

human quality that cannot be implemented [de Groot 1965] while others believe 

that intuition is just a name given to rule based behaviour [Michie 1982]. The 

lack of a proper description of human intuition has hindered the direct integration 

of human chess knowledge into chess programs.

The presumption of intelligence to play chess makes chess a perfect vehicle for 

research by psychologists. As a consequence of understanding how humans play 

chess they gain a better understanding of intelligence in general. The work of 

psychologists into chess has exposed some of the problems of transferring human 

chess knowledge into computer programs.

From the pioneering work by the Dutch psychologist Adriaan de Groot [de Groot 

1965] it is known that human chess play relies far more on chess knowledge than 

deep searches of the game tree. De Groot found that the number and depth of 

branches searched by a grandmaster was indistinguishable from that of an 

ordinary club player. Both players examined seldom more than 100 different 

branches, even in difficult positions. The only difference between the two
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players’ searches was that the grandmaster searched the more relevant branches 

and better moves. Before becoming a grandmaster he/she will spend many years 

in chess training. Over this time the grandmaster acquires a vast quantity of chess 

knowledge that enable him/her to instantly recognise the better moves available 

at a position. The better moves appear to the grandmaster intuitively while the 

weaker moves are ignored. Because of a grandmaster’s ability to find the better 

moves, he/she can perform deeper searches on just the better lines of play as 

opposed to the full tree search method used by modem computer chess. The 

details of how a grandmaster recognises these better moves are required if 

computers are to play chess using the same method as humans.

When a chess grandmaster views a chessboard in the course of a game he/she 

groups the pieces together into different familiar patterns called chunks [Chase 

and Simon 1973]. These chunks have been previously encountered and the player 

instantly recalls the opportunities and dangers associated with them. This 

information is then used to direct the player’s search to the most relevant lines of 

play. The chunks and their information are built up over many years of chess 

training. The number of chunks and its information is estimated to be a minimum 

of 50,000, this number is “comparable to the typical language vocabularies of 

college-educated persons” [Simon and Schaeffer 1992]. Most of this information 

works on a subconscious level during chess play. This subconscious information 

plays a part in a grandmaster’s feeling of intuition in chess play but the process 

of how this information is collected, organised, accessed and evaluated is 

unknown. Because this information is mostly held on a subconscious level it is 

difficult for a grandmaster to explain all the reasons for their choice of moves.
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The chess knowledge that a grandmaster describes is often vague, interrelated 

and incomplete and difficult to convert into simple rules that could be 

implemented into a chess program.

Work has been performed on trying to incorporate the idea of chunks into move 

generation in computer chess [Sinclair 1998] [Flinter and Keane 1995]. This 

work involved the automatic extraction and storage of chunks from positions by 

chess masters along with the move chosen and the result of the game. By 

searching a database of chunks from positions that occurred in thousands of 

games, a ranked list of moves to search first is created. The lists of moves were 

hoped to create good cut-offs and hence allow deeper searches of the game tree. 

Chunking has a number of computational drawbacks, however, that make it 

currently impractical to use. The discovery and classification of chunks in a 

position is computationally complex and the delay involved when querying the 

database of chunks both make chunking impractical for current chess programs.

Despite the lack of chess knowledge, computer chess has made incredible 

progress, culminating in Deep Blue’s famous victory [Deep Blue URL] over 

Kasparov, then World Champion, in 1997. This achievement was the direct result 

of advances in chess search; Deep Blue was capable of evaluating and searching 

100-200 billion moves within three minutes. The evaluation function, however, 

returns only an estimate of the value of positions and therefore contains error. As 

modem computers reach their limit of search capability this error will need to be 

reduced, by increasing chess knowledge, if further progress is to be made in 

computer chess.
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Chapter 3 

Kasparov versus The World

The purpose of this chapter is to introduce the idea of collaboration in the game 

of chess and to give an example of it in the real world. In order to demonstrate 

chess collaboration in action, the contest ‘Garry Kasparov versus the World’ is 

reviewed, detailing the rules of the contest and the contest itself. The research 

presented in the rest of this thesis does not take the Kasparov versus the World 

contest as a model of collaboration to be recreated in computer software but 

rather uses the contest as an inspiration for the use o f collaboration in computer 

chess and to pose the hypothesis that collaborating shallower searches are as 

good or better than a single deeper search. A direct model of human chess 

collaboration is beyond what is currently possible, as will be discussed in 

Chapter 4 of this work.

3.1 Background of Contest

On June 21st 1999 Garry Kasparov made the opening move in his historic chess 

game against the ‘rest of the world’. The contest, which was organised by 

Microsoft Corporation and which was hosted on their MSN network of Internet 

services, gave players from around the world the opportunity to participate in a 

game of chess against the then world chess champion. The event attracted over 3 

million people from 79 countries, making it the largest online event at the time.
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The motivation behind Microsoft’s involvement in the game was simple. IBM’s 

Deep Blue (1996) and Deeper Blue (1997) versus Kasparov matches [Deep Blue 

URL] were a public relations bonanza for the company, receiving positive 

international coverage. Microsoft hoped their amalgamation of chess and 

computer competition would also achieve this level o f success. The Deep Blue 

matches had showed the power of computation, the Microsoft contest hoped to 

show the power of the community.

3.2 Details and Rules of Contest

The contest between Kasparov and the World consisted of just a single game of 

chess with Kasparov playing as white. Obviously a single game does not provide 

a proper examination of the sides’ playing strengths but time constraints 

prevented more than just the single game being played. Each day side to move 

alternated between the sides, giving each side 24 hours to make each of their 

moves. When concluded the contest’s single game took over 4 months to play. 

The contest was organised more for entertainment than science and so only the 

single game was ever organised.

“The World” was to be guided by four World Team Coaches who were all 

teenage chess experts. They were [Microsoft PressPass URL]:

■ Etienne Bacrot, 16, became the youngest grandmaster in history at only 14 

years old.
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“ Florin Felecan, 19, was the highest-rated American chess player under 21.

■ Irina Krush, 15, was the U.S. women’s chess champion and youngest 

member of the U.S. Olympiad team.

* Elisabeth Pahtz, 14, was ranked eighth in the World Championship of 

youngsters and was a member of the female German National Chess Team.

The World team had two main means of communicating together. The first was 

the official website of the contest. The website displayed the recommended 

moves by the World team coaches and allowed players to vote for the next move 

to be played by the World team. The second means of communication for the 

World team was the World Chess Strategy bulletin board. The bulletin board 

allowed players and coaches to discuss tactics and strategy for the game and the 

advantages/disadvantages of the different moves available to them. To preserve 

the integrity of the game Kasparov agreed not to visit the website or the bulletin 

board during the contest thus allowing the World team to freely discuss their 

tactics and strategy.

The process that the World team initiated for each of their moves was as follows. 

Kasparov’s previous move would be posted on the contest’s official website with 

the new current board position. The World team then had 24 hours to decide on 

their next move. Coaches and players would independently analysis the position. 

While analysing the position coaches and players could communicate to each 

other using the bulletin board. This allowed coaches and players to trade ideas on 

the different options available thus allowing them to influence each other’s 

opinion of the game. When satisfied the coaches then nominated the move that
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they thought the World team should play next. These were then displayed on the 

official website. Players from around the world could then vote for the 

nominated move that they preferred most. Each players’ vote had equal weight, 

meaning that a vote cast by a chess beginner had just as much influence as that of 

a master's. When voting was concluded the nominated move with the highest 

vote was played by the World team side. Kasparov then had 24 hours to make his 

move after which turn to more returned to the World team and the process began 

again.

The game of chess requires strategy and tactics, which involve sequences of 

moves being played. It may appear that the multi-player/voting system is 

inherently flawed as the possibility exists that move sequences could be cut-off 

halfway through. These cut-offs could be the result of a number of different 

camps of players, with different opinions on strategy and tactics, winning the 

vote for their recommended move at different times. However, this possible 

chaotic play could work as an advantage to the multi-player team. It can be 

assumed that the coaches and players are rational players, meaning that they 

would only recommend/vote for moves that they feel are best. When 

recommending/voting they will be aware of the different move sequences 

available to them. There is no reason for any of them to cut-off a move sequence 

unless they feel that there is a better move available. Thus move sequences 

should only be cut-off if  a majority of players feel that an advantage to the World 

team is to be gained by cutting them off. This is perfectly good chess play. This 

could be an advantage for the multi-player team as it makes it less predicable and 

harder for its opponent to anticipate.
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3.3 The Match

The game began by Kasparov making his opening move on the June 21st 1999. 

The opening sequence followed a standard variation of the Sicilian defence until 

the World’s 10th move. The World, playing as black, broke from traditional 

openings with an unusual queen move that led to an exchange of pieces and a 

complicated middle game position. Kasparov described the move as “a brand 

new idea” that put the “pressure on black”.

As the game progressed it became apparent that the high quality of play by the 

World was in a large part due to the tremendous effort of one of the World team 

coaches, Irina Krush. She became the unofficial World team leader and her 

analysis of the game and quality of work outstripped that of all the other coaches 

Her regular participation on the World Team Strategy bulletin board made her a 

favourite among the thousands of players throughout the world. Krush’s moves 

were a synthesis of her own ideas, several grandmasters’ and the ideas shared on 

the World Team Strategy bulletin board from regular chess players. Of the initial 

57 moves made by the World team, 53 of them were Krush’s recommended 

moves (the exceptions being moves 3, 6, 51 and 52).

It may appear that Krush had undue influence over the game and that the game 

could be described as merely a game between Krush and Kasparov. This view, 

however, would ignore the strong influence that the other World players had on 

the game. First of all, the World team did not always follow the moves 

recommended by Krush. Each move has the potential to transform and influence
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the rest of the game and cannot be ignored when assessing the influence of the 

World players on the game. The view also fails to appreciate the influence that 

the World players had on Krush. Krush regularly participated on the World 

Chess Strategy bulletin board where the analysis and suggestions from other 

World team players would have strongly influenced her opinions of the game and 

her choice of move. Her recommended moves were not from her sole analysis of 

the game but from a synthesis of many people’s analysis of the game combined 

with her own. If Krush had been played the game on her own, it is very unlikely 

that she would have played the same moves. Krush at the time of the contest had 

an ELO rating of 2375 and Kasparov had a rating of 2849. When the difference 

between ratings is more than 400 then the higher rated player is expected to win 

100% of the time. The Kasparov versus the World match was much closer than 

this and suggests the World team was playing better than Krush could have 

alone. Therefore I believe it unfair to reduce the Kasparov versus the World 

game as merely Kasparov versus Krush. However, the model of collaboration 

employed by Krush, using other players’ analysis to supplement her own, does 

appear to succeed and could be used as the basis for collaboration in computer 

chess.

The game proceeded as planned and was an incredible online success, however, 

from move 51 on things started to go wrong. It was black’s 51st move and most 

of the bulletin board community had decided that 51... K bl-al was the best 

move for the World team to make. Irina Krush and the Grandmaster Chess 

School also recommended this move. However, when voting was complete a 

weaker move suggested by Elisabeth Pahtz, 51... b7-b5, received the most
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number of votes and was therefore played. Microsoft had previously denied that 

“vote-stuffing”, illegal multiple votes by the same player, was possible. Yet 

following black’s controversial 51st move a bulletin board member, Jose 

Unodoes, claimed that he had “stuffed the vote” by simple entering multiple 

email addresses. Microsoft responded to this and other “vote-stuffing” claims by 

only allowing players using Microsoft Windows to vote. Players who had been 

using non-Windows OS platforms from the beginning of the game could now no 

longer participate in the contest. This was a cause of great concern and protest 

but it was only the beginning of the problems for the contest and Microsoft.

Due to email problems Krush received Kasparov’s 58th move later than expected 

and subsequently her move recommendation was expected to be delayed. The 

World Team Strategy bulletin board had determined that 58... Qf3-e4 was an 

expected loss and that 58... Qf3-f5 gave the best chances of achieving a draw. 

Two of the World Team Coaches, Pahtz and Bacrot, did not participate in the 

bulletin board and recommended 58... Qf3-e5, the weaker move. The other 

coach, Felecan, recommended the stronger move 58... Qf3-f5. The moderator of 

the game, grandmaster Danny King called 58... Qf3-e4, the weaker move, a 

“sensible option”. World Team voters that did not follow the bulletin board only 

saw that the weaker move was recommended by a 2:1 majority of the team 

coaches and that the move had been described in good terms by the game’s 

moderator.

Not wanting to delay voting for Krush’s recommendation Microsoft began the 

voting process. The website indicated that “Irina’s [Krush] move
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recommendation would appear here shortly”. What happened next is unclear. 

Krush emailed her recommendation to Microsoft but the contest’s website was 

not updated to reflect Krush’s recommendation. Had Krush’s move 

recommendation, which was for the stronger 58... Qf3-f5 move, been published 

on the website it was very likely that it would have been accepted as the move to 

play by the World, the World had previously played most Krush’s recommended 

moves. However, without the benefit of Krush’s analysis The World voted for 

the move that the bulletin board and Krush deemed to be a loss, 58... Qf3-e4. 

Maybe as a protest to Microsoft or because she felt the game was over anyway 

Krush resigned as a World Team Coach while the game was still running.

Following the tactical error of move 58 and the resignation of Krush, many of the 

World players felt the game was doomed. As protest to the incompetence of 

Microsoft’s handling of the affair, the players on the World Chess Strategy 

bulletin board organised mass voting for 59... Qel, a move that was suicidal and 

gave away a queen for free with check. When voting was concluded 66.27% of 

the votes were for the suicidal move. Anticipating the public embarrassment of 

the World team concluding the game in this manner, Microsoft disqualified all 

the votes for the move claiming allegations of “vote-stuffing”. This decision, by 

Microsoft, caused a furore of anger and public protest.

The game concluded on October 23rd 1999 with the World team resigning in the 

face of a winning position for Kasparov. What had progressed well for the 

majority of the game had ended in a storm of controversy.
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3.4 Summary

Despite the controversy that marred the end of the Kasparov versus the World 

contest, it was an online success story. The contest became one of the “largest 

gaming events in history” [MSN Kasparov URL], The game itself was far more 

exciting than anyone anticipated. A sentiment Kasparov endorsed by describing 

it as “the greatest game in the history of chess”.

Daniel King, the moderator of the contest, described the game as “a genius 

versus a committee” at its beginning. The quality of chess produced by the 

‘committee’ was one of the great surprises of the contest. The ‘committee’, 

comprising of the four expert World Team Coaches, lead by Irina Krush, and the 

World Chess Strategy bulletin board discussions from players around the world, 

produced moves of play that challenged the chess strength of Kasparov. Whether 

the World team could have beaten Kasparov if  the mistakes of moves 51 and 58 

had not occurred will never be known.

During the contest both sides were allowed the use of computer chess programs, 

a sensible decision, as banning their use would have been impossible to enforce. 

However, this questions whether the playing strength of the World team could 

have been the result of the chess programs instead of the team approach. Without 

doubt the playing strength of many of the World team players were enhanced by 

the use of chess programs. This would have slightly increased the playing 

strength of the team as players who used chess programs may have provided 

better analysis of moves that coaches and other players may have incorporated
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into their own analysis of the game and hence improving the playing strength of 

the team. However, the influence of computer chess programs on the playing 

strength of the World team should not be over-blown. Strong national masters 

will regularly beat the vast majority of chess programs, particularly the publicly 

available chess programs that World players would have used. International 

masters and grandmasters would be expected to beat chess programs 100% of the 

time under normal playing conditions. Even under blitz (all moves in 5 minutes), 

which suits chess programs more than humans, grandmasters consistently 

outperform the chess programs. The World versus the World contest was at the 

opposite side of the time spectrum with each move taking 24 hours. At the level 

of grandmaster chess play with 24 hours to make each move any advantage of 

using chess programs diminishes to almost zero. Therefore, the playing strength 

of the World team should be credited to the team’s collaboration rather than any 

use of computer chess programs.
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Chapter 4

Collaborative Computer Personalities 
in Computer Chess

As has been discussed in Chapter 2, it is impractical for computer chess 

programs to search the entire game tree of chess. Instead they search just a small 

sub-tree of the tree and use an evaluation function to estimate the values of the 

positions at the sub-tree terminals. The evaluation function assigns a value to a 

position by searching the position for positive and negative board features that 

could influence the proceeding game. The board features are assigned different 

weightings depending on their estimated importance. By changing the weightings 

of the board features different importance can be imparted on to them resulting in 

the chess program playing with a different style o f play.

For example, we will take an evaluation function from a chess program whose 

defensive board features have been heavily weighted. This defensive evaluation 

function will more highly rate defensive positions, which contain these heavily 

weighted defensive board features, than positions that do not contain the 

defensive features. The purpose of the search algorithm of a chess program is to 

decide on the next best more based on the choices of moves that each of the sides 

have. The search algorithm will choose the moves with the best payoffs for each 

of the sides. The positions with the highest payoffs will be those that were highly 

rated by the evaluation function, the positions with strong defensive features. 

Therefore the search algorithm will view the game tree from the perspective that 

both sides are playing for defensive positions. If a human tries to play for
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defensive positions they can be described as having a defensive style of play and 

so it is also with chess programs that have defensive evaluation functions. This 

correspondence between evaluation function and style of play extends to many 

different styles of play by weighting the board features in the evaluation function 

differently.

Modem computer chess is based on the paradigm that there is one evaluation 

function, or style of play, for a given position that is superior to all others. Each 

terminal position is evaluated from the perspective that only one style of play 

will follow it. This is different from the idea of only one evaluation function 

being present in a chess program. Programs may implement different board 

feature weighting schemes for different stages of a game or in the case of the M* 

algorithm [Carmel and Markovitch 1994] there m aybe separate evaluation 

functions for each side. In these cases, however, a side only evaluates a position 

using one evaluation function, or style of play for any given position.

The Kasparov versus the World contest suggested another possible model of play 

for computer chess. In the contest multiple players analysed the same positions 

each using their own individual style of play. From the analysis, four moves were 

recommended to be played next and the players in the team voted on which of 

these they preferred. The recommended move that was deemed best from the 

voting was then played. The Kasparov versus the World serves only as an 

example of a possible collaboration mechanism and will not be directly 

transferred to software for this work. The World team played exceptionally well 

and may have benefited from its ability to view and play the game from many
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different styles of play. This model of play could possibly be adapted for 

computer chess, allowing a program to view the same game tree from multiple 

styles of play and achieving better chess play.

4.1 Possible Advantages of Collaboration

At different positions in a game it may be better to play with a different style of 

play. For certain positions it may be better to play aggressively for example.

How to decide what style of play should be followed is very difficult to formalise 

and chess masters themselves would disagree on how many positions should be 

played. The choice of move and the style of play to be used very much depend 

on the personality of the player and their feelings on the game.

Modem chess programs view each terminal position from only one style of play. 

They do not consider the same position from the various styles of play that could 

follow. Because of this, tree branches that may lead to better positions may be 

ignored because they require to be appreciated from a different style of play than 

that used by the chess program. This may result in sub-optimum play. Searching 

the same game tree with multiple collaborative styles of play may enable the 

chess program to overcome this problem. It may be possible for the program to 

choose the tree branches that lead to better positions by viewing the terminal 

positions from the perspective of the style of play that should follow. The 

program would be able to choose between the various styles of play available 

during the game depending on the position.
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If an opponent can accurately anticipate one’s following moves then he/she has 

the ability to dictate the game and steer the game towards game states that are 

advantageous for him/her. The ability o f the multiple style of play program to 

choose between different styles of play may make the collaborating team much 

harder to anticipate and hence more difficult to beat.

4.2 Possible Disadvantages of Collaboration

During runtime a chess program has a set amount of resources to search and 

evaluate the game tree. A program that has multiple styles of play may not be 

able to devote as many resources to each style of play than a program with only 

one style of play. This decrease in resource allocation may result in the multiple 

styles of play not being able to search as deeply into the game tree as the single 

style of play program. Depth of search has been shown to be a major factor in a 

program’s playing strength. Therefore the possible decrease in search depth may 

be a possible disadvantage of using multiple styles of play in a chess program.

Another possible disadvantage of collaboration in computer chess is that the style 

of play that may be considered to be in the middle ground between the other 

styles of play may get too much influence on the outcome of the game. For 

example, if  in a chess program that used an aggressive style of play, a defensive 

style of play and a style o f play that was between an aggressive and a defensive 

style of play then the latter style of play could possibly dictate the play for most 

of the game. The reason for this may be that the aggressive and defensive styles
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of play are so different from each other that each would rather the recommended 

move of the middle style of play than each other’s. The middle style of play 

would become the most dominant style of play and the team would accept most 

of its recommendations. This would result in the multiple style of play program 

effectively becoming just a single style of play program with the added 

disadvantage of decreased resources allocation as discussed above.

4.3 Constructing Chess Personalities

For the remainder of this work a personality will refer to an entity with a certain 

style of chess play. So Kasparov who has an aggressive style of chess play can be 

described as an aggressive personality. While Karpov who has a positional style 

of play can be described as a positional personality [Chess Comer URL]. In 

human chess, style of play would be associated with features of the board having 

different importance to each other. For example, an aggressive player would care 

less about king safety than a defensive player would. When analysing a position 

a human player would try to steer the game towards positions that contained the 

features deemed desirable by their style of play.

In computer chess the idea of personality is located within the evaluation 

function. The evaluation function analyses positions for features that it feels will 

influence the outcome of the game that follows and assigns a score to positions 

based on the payoffs assigned to those features. So, if an evaluation function 

assigns more importance to pieces in close proximity to the opponent’s king then
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that evaluation function combined with a search function would have an 

aggressive personality.

Figure 4.1: Diagram illustrating the same game tree from the perspective of two 

different personalities using the minimax algorithm.

Figure 4.1 demonstrate the same hypothetical game tree viewed from the 

perspective of two different personalities. The evaluation functions of each of the 

personalities assign values to the terminal nodes of the game trees. Because 

different evaluation functions assign different payoffs to board features the 

values returned by the functions for the same position could be different. Using 

the minimax algorithm the principle variations (PV) of the trees are calculated 

and are indicated in bold. In the case of the diagrams, different PVs have been 

selected for each of the trees. Neither of these PVs is incorrect, both are valid
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answers for the different evaluation functions used. If the different personalities 

in Figure 4.1 are to co-operate then a method of combining and resolving their 

PVs and evaluations is required.

Crucial to this work is that while the personalities collaborate they still maintain 

their own individual style of play and that the moves played by the collaborating 

team are recommended by at least one style of play. The most obvious approach 

to combining and resolving the personalities views of the game tree is to 

normalise and average their evaluations of the game tree terminals. However, 

this method would eliminate the team’s ability to play the game with the 

personalities different styles of play. Effectively this method would take the 

personalities and average them to create just a single personality with a single of 

play. A much simpler method of getting the same result would be to just have a 

single evaluation function whose weightings are an average of those used by the 

multiple personalities. The ability for the team to play with different styles of 

play at different times would be eliminated.

4.4 Designing Multiple Personalities Solution Methods (MPSMs)

If multiple personalities are to collaborate a method of combining/analysing their 

searches is required. This task will be the responsibility of various Multiple 

Personalities Solution Methods (MPSMs), the details of which will be discussed 

in Chapter 6 of this work.
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In this work all the personalities in a collaborating team will be deemed to have 

equal chess strength. This means that none of the recommended moves by the 

personalities will be given automatic preference over the others and that the 

voting power of the personalities will be equal. This may seem a hindrance for 

the collaborating team, as a personality with a seemingly weaker style of play 

will have as much influence over the game as that of a stronger player. However, 

this is not as serious as it may appear. If for a given position a certain personality 

is particularly weak and its choice of move is unwise then the other personalities 

should recognise this and the team will not play its choice of move. This 

personality should still retain the same influence, however, as at other positions 

its style of play may be perfect and any reduction of its influence may hinder the 

team from choosing its recommended move. The choice of which of the 

personalities recommended moves should be played by the collaborating team 

will be decided upon by taking into account the preferences of the personalities 

of the different recommended moves. MPSMs will define sets of rules that will 

measure the personalities preferences of the recommended moves and the move 

the collaborating team will play will be decided upon by this.

43



4.4.1 Limitations Imposed upon MPSMs

Cannot use human collaboration as model

Initial ideas for a MPSM considered human chess collaboration as its inspiration. 

When investigated further these ideas soon lose their practicality. Human 

collaboration depends not only on domain knowledge but also on the 

environment in which the collaboration takes place and the social dynamics that 

develop in that environment. Modem computer chess techniques are not 

designed/suitable for multiple searches interacting together. They are designed 

for independent searches of the game tree, expanding branches in a systematic 

bmte force fashion. Human collaboration is much more interactive than this with 

players being able to interact at each move and their interaction influencing each 

other’s game tree. Therefore modem computer chess techniques are unsuitable 

for a chess program that uses human collaboration as its model. Also, any 

method of human chess collaboration will need to use human chess knowledge as 

its foundation. As has been discussed in Section 2.4, implementations of human 

chess knowledge have proved beyond our reach, making any use of human chess 

collaboration techniques impractical. Therefore, the collaboration method by 

computers will be radically different from that of humans.
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L im ita tions o f  D ata  returned  by M in im ax A lgorithm s

The capabilities of MPSMs are dependant upon the amount of data that they have 

access to. Most chess programs use enhanced versions of the minimax algorithm, 

such as alpha-beta or PVS. These search algorithms output only two major pieces 

of data; the PV and the backup score of the PV’s terminal. The capabilities of 

any MPSM will be limited by this scarcity of data for each search performed.

In order to use this data, a means of comparing the results of two searches with 

different personalities is required. PVs cannot be directly compared. PVs are just 

series of moves; they contain no measurement of their goodness. The scores from 

searches are measurements and are open for comparison. By comparing scores, 

measurements of PVs can then be inferred. This is, however, not as 

straightforward as it appears.

Utility theory is a branch of mathematical game theory, developed by von 

Neumann and Morgenstem [von Neumann and Morgenstem 1944], that is 

concerned with the values assigned to outcomes in games. In utility theory the 

utility function is “a quantification of a person’s preferences with respect to 

certain objects” [Davis 1997] and represents the evaluation function of computer 

chess.

One of the major results of utility theory is that utility scores from different 

functions are not comparable [Luce and Raiffa 1957]. For multiple personalities
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trying to collaborate this adds the restriction that although a personality’s scores 

are comparable, comparisons of different personalities’ scores are not allowed.

Personality PV Score
A a-b 3
A c-d 5
B e-f 4

Table 4.1: PVs and scores from personalities A and B.

To illustrate this, in Table 4.1, a list of different PVs and scores by personalities 

A and B are given. Utility theory allows the deduction that the series of moves 

a-b by A, with a score of 3, is inferior to the moves c-d, with a score of 5. 

Deducting that B’s moves of e-f, with a score of 4, is inferior to A’s c-d moves, 

however, is not possible as the scores are from different utility functions.

4.5 Summary

The Kasparov versus the World match suggested the idea of multiple 

personalities collaborating to create better chess play. The task of 

combining/analysing the PVs and scores from various personalities will be 

performed by a MPSM. This task is hindered by the lack of knowledge of how 

humans perform the task, the limited information that standard search algorithms 

return and by the constraints imposed by Utility theory. By making the MPSMs 

more sophisticated it is hoped that the quality of chess play by the multiple 

personalities will improve.
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Chapter 5 

Test System

The development of a computer chess program is a very complex software- 

engineering task. Computer chess encompasses many game specific concepts 

that are not present in other software engineering tasks. This impedes general 

understanding of the concepts required for computer chess and therefore 

complicates the creation of computer chess programs. Speed is a very important 

factor to the success of a computer chess program. The program code needs to be 

fast and highly optimised; a task complicated by the presence of interrelated and 

complex computer chess concepts. Computer chess programs generate an 

enormous amount of runtime information. The chess program DarkThought 

visits 200,000 nodes per second on a 500MHz DEC Alpha system [Heinz 1997]. 

Each node visited would have runtime information associated with it such as 

alpha, beta and depth values. This amount of information allows errors to easily 

go unnoticed and complicates the debugging process. To create a computer chess 

test system one needs to overcome these issues and more.

5.1 Process Control Used by Test System

The system requires a means of controlling the amount of execution power that 

the multiple personalities collaborating may use. If the multiple personalities 

were given too much or too little power, this would skewer the results. A means
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is needed to control the power they are given so that meaningful results may be 

extracted.

The standard method for control in tournament chess programs is time, the same 

as standard human tournaments. However, for this research I propose that depth 

control would be superior for the following reasons:

1) Results are easily re-createable using depth control. Repeated depth 

controlled searches are only dependant upon simple input data. Time control 

depends upon the amount of CPU given during the period of search; other 

programs running, system interruptions and changes in hardware can affect 

this.

2) Complexity of time control. The amount of time given to a move is a 

complex issue in computer chess. Standard games assign a set amount of 

time available to the sides for all of their moves. If they exceed this time 

constraint, they automatically lose. Implementing such a control for multiple 

simultaneous searches would be a complex task and would be hard to know if 

it hindered the progress of the multiple personalities.

3) If time control is used each of the personalities may have reached different 

depths into the search tree when time is up. Each of these results would not 

have equal importance, the search that returned the deepest PV would be 

more likely to be the superior to the rest. Depth control would not have this 

problem, as all the PVs would be of equal depth.
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5.2 Distribution of Processes

In order for computer personalities to collaborate each of the personalities may 

perform several searches of various positions. Each of the personalities searches 

are independent of each other, they do not share any dynamic information that is 

required while searching. Therefore to decrease the execution time of the test 

system, many of the searches can be distributed among different machines.
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Figure 5.1: Time taken for multiple searches distributed and non-distributed.
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This reduction in execution time is illustrated in Figure 5.1. Searches do not all 

take the same amount o f  execution time. Distributing the processing reduces the 

time taken from the sum o f  the search tim es to the time taken by  the longest 

search. These savings greatly improve system -testing times.

There are various methods o f  implementing the distribution o f  searches such as 

CORBA [CORBA URL] or a client/server architecture [Orfali et al. 1999]. 

However, for the test system  the IBM  A glets framework [Lange and Oshima 

1998] was used.

5.2.1 Aglets Overview

The A glet framework is an API and a set o f  interfaces to create m obile Java 

agents. A glets have the capabilities o f  transporting them selves, that is their 

program code and current data, from one computer to another computer. The 

A glet framework w as created at the IBM  Tokyo Research Laboratory [IBM  

Tokyo URL] in Japan in 1995 and was released under the Open Source Initiative 

in 2000.

Before discussing the design o f  the test system using the A glet framework, a 

short description o f  agents and details o f  the Aglet framework w ill be given.
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Aglets as Mobile Agents

The term ‘agent’ has becom e one o f  the buzzwords o f  software engineering for 

the last number o f  years. Each year new  products and services are released  

promoting their use o f  agent technology when in effect they contain little that is 

new or different from a pre-agent perspective. The reason for this is that so many 

people have defined what their term o f  ‘agent’ means that the term itse lf has 

com e to mean almost any piece o f  software [Franklin and Graesser 1996].

The A glets project v iew s software agents as “programs that assist people and act 

on their behalf. Agents function by  allow ing people to delegate work to them” 

[Lange and Oshima 1998]. This definition is extended by A glets to create m obile 

agents that have the ability to transport them selves from one computer to another 

in a network. W hen an aglet m oves it transports its program code and state 

information, w hich allows it to continue its execution from its state prior to 

transportation. The A glet API provides aglets w ith the abilities to travel from  

host to host, to create and destroy them selves and other aglets, and to 

communicate with other aglets.

5.2.2 Design of Aglet System

The crucial component o f  agent technologies is their ability to delegate tasks to 

an agent. For an elegant design, tasks need to be delegated in a meaningful and 

intuitive fashion. A n agent should be assigned a particular role and delegated
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only tasks associated with that role. The agent should not be delegated tasks 

outside this role as this would obscure and unnecessary complicate the design. 

Just as a class in object-oriented design should only implement functions 

associated with the class type, so should an agent only be delegated tasks 

associated with its role.

The aglet test system  comprises o f  three different agents; each with a different 

role. The roles were assigned based on the roles required by the game o f  chess. 

The three agents are:

1. Referee agent, w hich manages and umpires series o f  games.

2. Team agent, which represents a side in a game o f  chess. A side may comprise 

o f  one or more player agents.

3. Player agent, w hich represents a chess playing personality.

Figure 5.2: A possible configuration o f agents in a series o f games



For a game, a referee agent will have two team agents associated with it. Each o f  

the teams represents a side in a game o f  chess (i.e. black or white). Each team 

has associated with it one or more player agents. Both teams are associated with 

a referee agent and each player agent is associated with a team agent.

The purpose o f  using agent technology is to allow the distribution o f  processing. 

To achieve this each o f  the agents during runtime is assigned to a specific 

machine. When an agent is created its intended location is passed to it as a 

parameter. The first task performed by an agent is to transport itself to its 

intended location. Once there, the agent then sends a m essage to its parent 

indicating that it has reached its destination.
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The role o f  a referee agent is to manage multiple consecutive games o f  chess. 

The referee agent is responsible for the creation o f  the gam es’ teams and the 

interaction between the gam e and the teams. The referee passes the current game 

board between the teams and handles their chess m oves.

Referee Agent

Time
Referee Agent Team Agent

Initialisation

Create 2  !

Ready 3

Problem  4

Solution 5

Dispose 6

Dispose

7

*

*  = Repeated multiple times

lìoimdàr.v Ivi ween 
Rclcrec and foam aecnts.

Figure 5.3: Tim e flow  diagram o f  Referee agent’s interactions.



The follow ing steps detail the actions o f  the referee agent as indicated in 

Figure 5.3;

1) The referee agent is created. The referee w ill manage multiple games and 

begins with the first o f  the series.

2) For the current game, create the two team agents.

3) Wait for the two team agents to respond that they are ready.

4) Send current game board to team agent o f  side to move.

5) R eceive solution from team agent and update board. I f  game is over then go 

to step 6 else return to step 4.

6) D ispose o f  both team agents. I f  no more games in series o f  games then go to 

step 7 else set to next game in series and return to step 2.

7) D ispose o f  referee agent.

Team Agent

The role o f  the team agent is to manage the players associated with the team and 

to communicate w ith the referee agent. The team agent does not search the chess 

game tree itse lf but chooses the best m ove to make from the searches performed 

by its player agents. The team agent creates player agents that have been  

assigned to the team by  the referee agent. The team agent m ay request player 

agents to perform searches o f  positions to certain depths.
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Figure 5.4: Time flow  diagram o f  Team agent’s interactions.

The follow ing steps detail the actions o f  the team agent as indicated in Figure 

5.4:

1) A  referee agent creates the team agent. Follow ing creation the first task o f  the 

team agent is to transport itself to the location specified by the referee agent.

2) W hen the team agent arrives at its new location, it then creates each o f  the 

player agents that the team was assigned. During creation the team agent
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passes the player agents’ personality information and the location that they 

should dispatch to.

3) The team agent receives ready m essages from the player agents. W hen all 

these ready m essages are received the team agent then sends a ready m essage 

to the referee agent.

4) W hen it is the team side’s turn to m ove, it w ill receive board positions from  

the referee agent. For each o f  these board positions the team agent w ill 

request its player agent to perform searches to different depths. After all the 

searches are com plete the team agent w ill decide on the team side’s m ove  

and send it to the referee agent.

5) W hen the team agent receives the dispose m essage from the referee agent, 

the team agent first sends dispose m essages to all its player agents and then 

disposes o f  itself.

Player Agent

The role o f  a player agent is to perform searches on behalf o f  its team agent. The 

team agent sends the player agent the position and depth to search. W hen the 

player agent is finished the search, it sends the PV  and score o f  the search to its 

team agent.
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Figure 5.5: Tim e flow  diagram o f  Player agent’s interactions.

The follow ing steps detail the actions in Figure 5.5:

1) A  team agent creates the player agent. Am ong the information passed to the 

player agent is the location for it to reside on. The player agent dispatches 

itself to its specified location.

2) On arrival at its location the player agent sends a ready m essage to its team  

agent indicating its arrival.

3) The player agent receives position and depths to search. W hen finished a 

search it returns the PV  and score o f  the search to its team agent.
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4) W hen a dispose m essage is received from the team agent the player agent 

disposes o f  itself.

5.3 Chess Engine

Each o f  the player agents have their own instance o f  the chess engine. W hen a 

player invokes their instance o f  the chess engine it w ill have no effect on the 

other instances o f  the chess engine in the test system. A ll the instances o f  the 

chess engine use the same code base. The chess engine in the test system  

provides a means o f  performing the searches o f  the game tree. Given the initial 

position in the game tree to search from, the depth to search the position to and 

the side to m ove, the chess engine w ill search the tree and return the principle 

variation and its score. Each player agent has a personality associated with it 

using evaluation function parameters. W hen invoked, the chess engine extracts 

this information and uses it in its evaluation function. In this way the personality 

o f  a player agent is transferred to the chess engine.

2. Evaluation 
information

Figure 5.6: Series o f steps that are performed by player agent and chess

engine for search o f position.
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5.3.1 Search Algorithm

A s discussed in Chapter 2, the search algorithm is the method used by a chess 

program to traverse a chess game tree. The search algorithm is responsible for 

expanding the chess game tree and collecting the information from the game tree 

terminals.

The search algorithm used in the test system ’s chess engine is the alpha-beta 

search algorithm. Q uiescence search is implemented in the chess engine to allow  

terminal positions, w hich would normally be evaluated, to be expanded further to 

a certain depth. The search algorithm also implements simple m ove ordering by  

promoting capture and promotion m oves to the top o f  a position’s m ove list.

5.3.2 Evaluation Function

The purpose o f  the evaluation function is to estimate the value o f  a board for a 

given side. It performs this task by examining the board for positive and negative 

board features and calculates the score for the board from the payoffs associated 

with these features.

Crafty [Crafty URL] and TSCP [TSCP URL] are two computer chess programs 

w hose source code is publicly available. The board features examined for by the 

test system  have been assem bled from a combination o f  the evaluation functions 

o f  Crafty 12.6 and TSCP 1.7. N ot all features from these programs were
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implemented because o f  tim e constraints. The different features examined for by  

the evaluation function can be broken down into the follow ing categories:

Material Values

Material values are the payoffs associated with each o f  the pieces on the board.

Elements:
• Pawn Value
• Rook Value
• Knight Value
• Bishop Value
• Queen Value

Piece-Square Matrices

For each piece on the board there is also a p a yo ff associated with their position on the board, which is 
fo u n d  in the piece-square matrices. Payoffs can be either positive or negative depending on the p iece ’s 
position on the board. For example, a knight piece may have a positive piece-square p a yo ff i f  it is in 
the centre o f  the board where it would have more influence over the game. Alternatively, i f  the knight 
piece was at the edge o f  the board then its piece-square p a yo ff may be negative as the piece would 
have little influence over the game and would be more easily trapped.

Elements:
• Pawn Piece-Square Matrix
• Knight Piece-Square Matrix
• Bishop Piece-Square Matrix
• Rook Piece-Square Matrix
• Queen Piece-Square Matrix

Pawn Features

Pawns features are penalties and bonuses associated with the pawn structure. 

Elements:
• Doubled Pawn Penalty
• Isolated Pawn Penalty
• Backward Pawn Penalty
• Passed Pawn Bonus
• Pawn Majority Queen Side

Rook Features

The rook piece is especially influential on a game when it is on an open/semi-open file  or on the 7th row
o f  the board.

Elements:
• Rook Semi-Open File Bonus
• Rook Open File Bonus
• Rook On 7th Row Bonus

I 61



A knight outpost is a knight piece located in a centre square o f the board and which is not attacked by 
any the opponent’s pawn pieces. From a knight outpost the knight piece is extremely powerful in 
attack. The influence of a knight outpost is furthered if  its square is supported by a pawn piece of its 
own.

Elements:
• Knight Outpost Bonus

Knight Features

King Safety

King safety refers to board features associated with king safety such as the position of pawns,
threatening pieces and open files. The Protecting Bishop Bonus refers to the presence o f a bishop piece
that protects squares left after certain pawns have been advanced.

Elements:
• Pawn Attack Penalty
m Rook’s Pawn Position
• Knight’s Pawn Position
• Bishop’s Pawn Position
• Threatening Bishop Penalty
• Threat on g2 and Related Squares Penalty
• Protecting Bishop Bonus
• Open File Penalty

Bishop Features

Mobility is essential to the bishop piece if  it is to attack and defend. Each square that a bishop can 
move to is associated with a bishop mobility payoff. In special cases when the bishop is trapped, so the 
bishops mobility is zero, there is an extra penalty. If  a side has both bishops on the board then it 
receives a bonus for this.

Elements:
• Bishop Mobility
• Bishop Trapped Penalty
• Bishop Pair Bonus

Piece-King Tropism

Tropism relates to the distance between a piece and the opponent’s king. The closer the piece is to the 
king the higher the payofffor the feature.

Elements:
• Knight-King Tropism
• Bishop-King Tropism
• Rook-King Tropism
• Queen-King Tropism
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5.4 Critique of Test System

The design o f  the test system  is based on the Aglets framework. The main 

purpose o f  using A glets was to allow  easy distribution o f  processing thus 

speeding up the testing process. A glets are Java based software agents that can 

transport themselves and each other to different machine locations without 

interrupting their current execution state. In the design for the test system, team  

and player agents are created at one machine location before being sent to 

another machine location. At this second machine location the agent resides for 

the rest o f  its lifetim e until it is destroyed. Thus the ability o f  aglets to transport 

them selves from one location to another is not really fundamental to the design 

o f  the test system. Other m eans o f  process distribution such as a simple 

client/server architecture would have served the purpose just as w ell. Such a 

client/server architecture w ould have greatly sim plified the design and 

implementation o f  the test system.

The test system was not properly designed to handle the problem o f  repeated 

m oves properly. In the gam e o f  chess, i f  the same m ove on the same board is 

repeated three tim es during a game then the game is declared a draw. The test 

system  w as designed to send new  board positions from the referee to the team  

agents and from the team agents to the player agents. The system  design does not 

take into account the previous m oves and positions o f  the game. Without this 

information the team and player agents cannot tell i f  the m ove they choose w ill 

result in the game being declared drawn because o f  m ove repetition. The design 

o f  system  should have included this aspect o f  the game o f  chess.
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Chapter 6

Results and Analysis

In this chapter the details, methods and results o f  testing shall be explained. It 

w ill first begin by detailing the test data used and why. This w ill be follow ed by  

details o f  the various personalities used in testing and then by the measurements 

used to quantify the results. Finally in chronological order, details o f  tests and 

analysis o f  their results shall be given.

6.1 Construction of Test Set

Before testing can begin, test data m ust be first decided upon. In chess this 

translates into deciding upon different board positions that the system  w ill play. 

U sing the standard opening board position for tests is impractical, as the same 

game w ould just be repeated over and over. The use o f  depth control ensures this 

To ensure the testing is o f  a practical nature, the board positions used should be 

found in master chess play. U neven board positions w ill result in unfair results.

The beginning o f  chess gam es is dominated by chess opening sequences. These 

sequences have been found, over the centuries o f  human chess, to be “optimum  

play”. The different sequences result in board positions that demand different 

styles o f  play. B y  choosing test data positions from different opening sequences 

one can obtain positions that are both diverse and occur in master chess play.
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Opening sequences are broken down into different opening sequence types. The 

test data decided upon comprised o f  24 opening sequences, consisting o f  2 

opening sequences from 12 different opening sequence types [Korn 1972]. The

12 different opening sequence types used were:

Defensive for 
black

Semi-open for both 
white and black

1) Scotch

2) Ruy Lopez

3) Centre

-► 4) French D efence  

5) Sicilian Defence

6) Queens Gambit Accepted

7) Queens Gambit Declined

8) Queens Pawn Games

9) N im zo Indian Defence

10) Queens Indian Defence

11) Kings Indian D efence

12) Reti Opening

Tend to lead to open 
positions and tactical 
aggressive positions

Semi-Open

Semi-closed

Closed, tends to lead 
to closed positional 
positions

These different opening sequence types were chosen as they provided a broad 

range o f  positions that reflect different styles o f  play (the full details o f  the 

opening sequences are listed in Appendix C).
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6.2 Details of Test Personalities

The objective o f  this research is to discover i f  multiple styles o f  play  

collaborating outperform that o f  a single style o f  play. I f  the research is to have 

any relevance the styles o f  play collaborating need to be different. Style o f  play  

in computer chess translates into different evaluation functions (see Section 4.3). 

Evaluation functions can be made different by changing the payoffs associated 

with the positive and negative board features that the evaluation function checks 

for.

Five different personalities were used for testing. These were:

1) Normal Personality

2) A ggressive Personality

3) D efensive Personality

4) Semi-Open Personality, and

5) Positional Personality

6.2.1 Normal Personality

The Normal personality can be view ed as the standard evaluation function used  

in single evaluation function programs, which includes m ost computer chess 

programs. The style o f  play o f  the personality is average; the personality tries to 

balance out all possible styles o f  play. It is neither too aggressive, defensive, 

sem i-open nor positional but somewhere in between all o f  these.
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The evaluation function o f the test system  was created from a combination o f the 

evaluation functions o f Crafty [Crafty URL] and TSCP [TSCP URL], as 

discussed in Section 5.3.2. To incorporate their average style o f play into the test 

system ’s Normal personality, the weightings from their evaluation functions need 

to be transferred into the evaluation function o f  the Normal personality. The 

w eightings used in the programs, however, are on a different scale. For example, 

the value for a queen piece in Crafty is 9000 compared to a value o f  900 in 

TSCP. In order to transfer both sets o f weightings into the Normal personality, 

the weightings o f  the evaluation functions need to be normalised on a common 

feature. This will insure that the weighting given to a feature maintains its 

intended influence on board position evaluation.

The weightings from the evaluation functions o f Crafty and TSCP were 

normalised based on pawn value to create the weightings for the evaluation 

function o f  the Normal personality. The reason for this was that pawn value was 

present in both evaluation functions and because pawn value is com m only used 

in chess evaluation functions as the base value from which all other weightings 

are decided.

Crafty TSC P Test System

Pawn Value 1000 100 1000

Backwards Pawn Penalty 8 80

Knight Outpost 50 50

Table 6.1: Conversion of elements from Crafty and TSCP into test system.

67



A  list o f  board features and their payoffs in Crafty, TSCP and the test system  are 

given in Table 6.1. The elements o f  Crafty and TSCP in the test system are 

normalised based on Crafty’s pawn value. TSCP’s pawn value is 10 times 

smaller than Crafty’s. Therefore i f  an elem ent from TSCP is to be included in the 

test system  then 10 must m ultiply its payoff. The p ayoff o f  a feature in Crafty is 

directly transferable to the test system.

The evaluation function created by combining the evaluation functions o f  Crafty 

and TSCP is referred to in the test system  as the Normal Personality and 

represents an average style o f  play. The other personalities in the test system w ill 

be from the perspective o f  this personality.

It is not possible to create the other personalities o f  the test system  using the 

same com position m echanism  used to create the Normal personality. If the style 

o f  play o f  both Crafty and TSCP were similar, which they should be, then it 

doesn’t matter what elem ent is used to normalise their weightings to create the 

Normal personality. The relative weightings o f  the evaluation function elements 

should be the same and so the Norm al personality’s style o f  play should be 

maintained. It is not the actual values in the evaluation function that are 

important for style o f  play but their relative values.

The Normal personality does not play the game o f  chess using multiple styles o f  

play just because the w eightings for its evaluation function com e from different 

chess programs. The Norm al personality has only one set o f  weightings in its 

evaluation function and so v iew s the game tree from only one style o f  chess play.
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A multiple player team may be able to play the gam e using multiple styles o f  

play because as a team it would have multiple different evaluation functions and 

so would be view ing the chess game tree from multiple styles o f  play.

The features and payoffs o f  the Normal personality are given in Figure 6.2. The 

features are broken down into the categories described in Section 5.3.1.
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Pawn Features: Piece-Square Matrices:

DOUBLED PAWN PENALTY = 50 pawn_pcsq:
ISOLATED PAWN PENALTY =100
BACKWARDS PAWN_PENALTY = 80 -60 -60 30 60 60 -60 -300 -300
PASSED PAWN BONUS = 40 -50 -50 25 50 50 -50 -250 -250
PAWN_MAJORITY_QUEEN_SIDE = 100 -40 -40 20 40 40 -40 -200 -200

-30 -30 15 30 30 -30 -150 -150
-20 -20 10 20 20 -20 -100 -100

Rook Features: -10 -10 5 10 10 -10 -50 -50
0 0 0 0 0 0 0 0

ROOK SEMI OPEN FILE BONUS = 25 0 0 0 0 0 0 0 0
ROOK OPEN FILE BONUS = 100
R00K_0N_SEVENTH_B0NUS = 200 knight pcsq:

-50 -50 -50 -50 -50 -50 -50 -50
-50 0 0 0 0 0 0 -50

Knight Features: -50 0 50 50 50 50 0 -50

KNIGHT_OUTPOST = 50 -50 0 50 100 100 50 0 -50
-50 0 50 100 100 50 0 -50
-50 0 50 50 50 50 0 -50

Bishop Features: -50 0 0 0 0 0 0 -50
-50 -50 -50 -50 -50 -50 -50 -50

BISHOP TRAPPED = 1500
BISHOP ̂ MOBILITY = 15 bishop_pcsq
BISH OPPAIR = 100 -50 -50 -50 -50 -50 -50 -50 -50

-50 0 0 0 0 0 0 -50
-50 0 50 50 50 50 0 -50

King Safety: -50 0 50 100 100 50 0 -50
-50 0 50 100 100 50 0 -50

KING SAFETY_PAWN_ATTACK = 3 -50 0 50 50 50 50 0 -50
KING SAFETY RP ADV1 = 1 -50 0 0 0 0 0 0 -50
KING SAFETY RP ADV2 = 3 -50 -50 -50 -50 -50 -50 -50 -50
KING SAFETY RP TOO FAR = 4
KING SAFETY RP MISSING = 5 rook pcsq:
KING_SAFETY_RP_FILE_OPEN = 5 0 40 80 100 100 80 40 0
KING SAFETY NP ADV1 = 2 0 40 80 100 100 80 40 0
KING SAFETY NP ADV2 = 4 0 40 80 100 m n 80 40 0KING_SAFETY_NP_TOO_FAR = 5
KIN G_S A F E T Y N P M IS  SING = 5 0 40 80 100 100 80 40 0

1<-1N f: QAFFTV NP FIT F OPFN — 5 0 40 80 100 100 80 40 0
XVllNVJ O > \ I J . 1 I 1 N I I 11/1 / 1—-1 'I J

KING SAFETY BP A D V l =  1 0 40 80 100 100 80 40 0
KING_SAFETY_BP_ADV2 = 2 0 40 80 100 100 80 40 0
KING_SAFETY_BP_TOO_FAR = 3 0 40 80 100 100 80 40 0
KING SAFETY BP MISSING = 3
KING SAFETY BP FILE_OPEN = 2 queenpcsq:
KING SAFETY MATE G2G7 = 10 0 0 0 0 0 0 0 0
KING SA FH TY J300D  BISH0P = 5 0 40 40 40 40 40 40 0
KING_SAFETY_OPEN_FILE =  5 0 40 80 80 80 80 40 0

0 40 80 120 120 80 40 0
Piece-King Tropism: 0 40 80 120 120 80 40 0

0 40 80 80 80 80 40 0
KNIGHT KING TROPISM = 12 0 40 40 40 40 40 40 0
BISHOP_KING_TROPISM =  8 0 0 0 0 0 0 0 0
ROOK KING TROPISM = 8
QUEEN_KING_TROPISM = 16

Material Values:

Pawn Value = 1000
Rook Value =  5000
Knight Value = 3300
Bishop Value =  3300
Queen Value =  9500

Figure 6.2: Features and payoffs for Normal personality.

7 0



6.2.2 Aggressive Personality

The aggressive personality is more interested in gaining attacking advantages 

than the normal personality. M ovem ent o f  p ieces is crucial when attacking and 

this is reflected in the increased importance o f  the m obility o f  the bishop pieces, 

knight outposts and bishop, knight and queen pieces securing squares in the 

centre o f  the board. W hen attacking, the aggressive personality wants to get its 

pieces as close to the enem y king as possible, w hich is reflected in the increase in 

the piece-king tropism values. The defensive considerations o f  pawns are o f  less 

importance to the aggressive personality as demonstrated by the decrease in 

pawn penalty values. Rooks are crucial in attacks and their importance is 

reflected in the increased bonus for rooks on open/sem i-open files, and along the

tVi
kingside files. The bonus for a rook on the 7 rank is also significantly increased. 

Pawns are o f  less importance to an aggressive personality so their material value 

decreases w hile bishop p ieces provide m any attacking possibilities reflected in  

their increased material value.

The payoffs associated w ith the A ggressive personality are given in Figure 6.3. 

The differences betw een the A ggressive personality and the Normal personality 

are highlighted in bold.
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D O U B LED _PA W N _PEN A LTY  =  25 
IS O L  A TED _PA  W N _PEN  A L TY  =  50 
BA C K W A R D S_PA W N _PEN A LTY  =  40
PASSED_PAWN_BONUS = 40 
PA W N M A IO R ITY Q U EEN SID E = 100

Pawn Features:

Rook Features:

R O O K _S E M I_O P E N _F IL E  BON US =  125 
R O O K _O P E N _F IL E  BON US =  500 
RO O K _O N _SEV EN TH _B O N U S =  1000

Knight Features: 

K N IG H T _O U T PO ST  =  100

Bishop Features:

BISHOP_TRAPPED = 1500 
B ISH O P_M O B IL IT Y  =  30
BISHOP PAIR =100

King Safety:

KING_SAFETY_PAWN_ATTACK = 3 
KING_SAFETY_RP_ADV1 = 1 
KING_SAFETY_RP_ADV2 = 3 
KING SAFETY RP TOO_FAR = 4 
KING_SAFETY_RP_MISSING = 5 
KING_SAFETY_RP_FILE_OPEN = 5 
K IN G S AFETY_NP_ADV 1 =  2 
KING_SAFETY_NP_ADV2 = 4 
KING_SAFETY_NP_TOO_FAR = 5 
KING_SAFETY_NP_MISSING = 5 
KING_SAFETY_NP_FILE OPEN = 5 
KING SAFETY_BP_ADVÌ =  1 
KIN G_S AFETY_BP_ADV 2 = 2 
KING_SAFETY_BP_TOO_FAR = 3 
KING_SAFETY_BP_MISSING = 3 
KING_SAFETY_BP_FILE_OPEN = 2 
KING_SAFETY_MATE_G2G7 = 10 
KING_SAFETY_GOOD_BISHOP = 5 
KING_SAFETY_OPEN_FILE = 5

Piece-King Tropism:

K N IG H T K IN G T R O P IS M  =  48 
B lS H O P _K IN G _T R O P ISM  =  32 
R O O K _K IN  G _T R O P ISM  =  32 
Q U E E N _K IN G _T R O PISM  =  64

Piece-Square Matrices:

pawn_pcsq:

-60 -60 30 60 60 -60
-50 -50 25 50 50 -50
-40 -40 20 40 40 -40
-30 -30 15 30 30 -30
-20 -20 10 20 20 -20
-10 -10 5 10 10 -10

0 0 0 0 0 0
0 0 0 0 0 0

knight_pcsq:
-50 -50 -50 -50 -50 -50 -50
-50 0 0 0 0 0 0
-50 0 75 75 75 75 50
-50 0 75 200 200 150 100
-50 0 75 200 200 100 50
-50 0 75 75 75 75 50
-50 0 0 0 0 0 0
-50 -50 -50 -50 -50 -50 -50

bishopj>csq
-50 -50 -50 -50 -50 -50 -50
-50 0 0 0 0 0 0
-50 0 75 75 75 75 0
-50 0 75 150 150 75 0
-50 0 75 150 150 75 0
-50 0 75 75 75 75 0
-50 0 0 0 0 0 0
50 -50 -50 -50 -50 -50 -50

Dok_pcsq:
0 40 80 100 100 100 75
0 40 80 100 100 100 75
0 40 80 100 100 100 75
0 40 80 100 100 100 75
0 40 80 100 100 100 75
0 40 80 100 100 100 75
0 40 80 100 100 100 75
0 40 80 100 100 100 75

uecn_pcsq:
0 0 0 0 0 0 0
0 60 60 60 60 60 60
0 60 120 120 120 120 60
0 60 120 180 180 120 60
0 60 120 180 180 120 60
0 60 120 120 120 120 60
0 60 60 60 60 60 60
0 0 0 0 0 0 0

Material Values:

Paw n V alue =  850
Rook Value = 5000 
Knight Value = 3300 
B ishop V alue =  4000
Queen Value = 9500

Figure 6.3: Features and payoffs for Aggressive personality.
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6.2.3 Defensive Personality

The Defensive personality’s priority is to defend the king and maintain pawn 

formation. The importance o f  king defence is increased by the increased 

penalties related to king safety. The increase o f  importance o f  defensive pawn 

features is demonstrated by the larger pawn penalty values. Attacking the 

opponent’s king is o f  less importance to the D efensive personality than it is to the 

Normal personality; therefore the values associated with piece-king tropism have 

been decreased.

The payoffs associated with the D efensive personality are given in Figure 6.4. 

The differences between the D efensive personality and the Normal personality 

are highlighted in bold.
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Pawn Features: Piece-Square Matrices:

D O U B LED  PA W N _PEN A LTY  =  100 
IS O L A T E D P A W N  „PE N A L T Y  =  200 
B A C K W A R D S_PA W N _PEN A LTY  =  160
PASSED_PAWN_BONUS = 40 
PAWN_MAJORITY_QUEEN_SIDE = 100

Rook Features:

ROOK_SEMI_OPEN_FILE_BONUS = 25 
ROOK_OPEN_FILE_BONUS = 100 
ROOK ON SEVENTH BONUS = 200

Knight Features:

KNIGHT OUTPOST = 50

Bishop Features:

BISHOP_TRAPPED = 1500 
BISHOP_MOBILITY = 15 
BISHOP PAIR = 100

King Safety:

K IN G S A F E T Y P A W N A T T A C K  = 15 
K I N G S A F E T Y R P A D V l =  5 
K IN  G_S A FETY _R P_A D V  2 =  15 
K IN G _SA FE T Y _R P_T O O _FA R  =  20 
K IN  G_S A FET Y _R P_M ISSIN  G  =  25 
K I N G S A F E T Y R P F U L O P E N  =  25 
K IN  G_S A FETY _N P_A D  V 1 =  10 
K IN G S A F E T Y N P A D V 2  =  20 
K IN G _SA FET Y _N P_TO O _FA R  =  25 
K IN G _S AFETY_ N P_M ISSIN G  =  25 
K IN G  SA FETY ” N P _F IL E _O PE N  =  25 
K IN G _SA FETY _BP_A D V 1 =  5 
K IN  G_S A FETY _BP_A D V  2 =  10 
K I N G S A F E T Y B P T O O F A R  =  15 
K IN  G_S A FETY _B P_M ISSIN  G  =  15 
KING_SAFFJT Y _ B P F IL F ,O P E N  =  10 
K IN  G _SA FETY _M A TE_G 2G 7 =  50 
K IN G _SA FET Y _G O O D _B ISH O P =  25 
K IN G  SA FET Y  O PEN  F IL E  =  25

Piece-King Tropism:

K N IG H T K IN G T R O P IS M  =  6 
B IS H O P _K IN G _T R O P IS M  = 4 
R O O K _K IN G _T R O PIS M  =  4 
Q U E EN _K IN  G _T R O P ISM  =  8

pawn_pcsq:

-60 -60 30 60 60 - 60 -300 -300
-50 -50 25 50 50 50 -250 -250
-40 -40 20 40 40 - 40 -200 -200
-30 -30 15 30 30 30 -150 -150
-20 -20 10 20 20 20 -100 -100
-10 -10 5 10 10 - 10 -50 -50

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

:night_pcsq :
-50 -50 -50 -50 -50 -50 -50 -50
-50 0 0 0 0 0 0 -50
-50 0 50 50 50 50 0 -50
-50 0 50 100 100 50 0 -50
-50 0 50 100 100 50 0 -50
-50 0 50 50 50 50 0 -50
-50 0 0 0 0 0 0 -50
-50 -50 -50 -50 -50 -50 -50 -50

bishop_pcsq
-50 -50 -50 -50 -50 -50 -50 -50
-50 0 0 0 0 0 0 -50
-50 0 50 50 50 50 0 -50
-50 0 50 100 100 50 0 -50
-50 0 50 100 100 50 0 -50
-50 0 50 50 50 50 0 -50
-50 0 0 0 0 0 0 -50
-50 -50 -50 -50 -50 -50 -50 -50

0 40 80 100 100 80 40 0
0 40 80 100 100 80 40 0
0 40 80 100 100 80 40 0
0 40 80 100 100 80 40 0
0 40 80 100 100 80 40 0
0 40 80 100 100 80 40 0
0 40 80 100 100 80 40 0
0 40 80 100 100 80 40 0

queen_pcsq:
0 0 0 0 0 0 0 0
0 40 40 40 40 40 40 0
0 40 80 80 80 80 40 0
0 40 80 120 120 80 40 0
0 40 80 120 120 80 40 0
0 40 80 80 80 80 40 0
0 40 40 40 40 40 40 0
0 0 0 0 0 0 0 0

Material Values:

Pawn Value = 1000 
Rook Value = 5000 
Knight Value = 3300 
Bishop Value = 3300 
Queen Value = 9500

Figure 6.4: Features and payoffs for Defensive Personality.
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6.2.4 Semi-Open Personality

A  sem i-open personality is aggressive in nature and likes to control the game 

board via p iece m obility and positional advantages. The ability to m ove the focus 

o f  attack from one part o f  the board to another, quickly and easily, is crucial to 

the personality. This ability is achieved by the increased importance o f  pieces 

being in the centre exerting their influence over both sides o f  the board. The 

importance o f  p iece m obility is reflected in the increased importance o f  bishop 

m obility and knight outposts. The sem i-open personality likes rooks on open or 

sem i-open files where attacks can com e quickly and decisively as reflected in 

their increased payoffs. Rooks on the 7th rank are attacking in nature and have 

increased importance to the sem i-open personality.

The payoffs associated w ith the sem i-open personality are given in Figure 6.5. 

The difference between the sem i-open personality and the Normal personality are 

highlighted in bold.
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Pawn Features: Piece-Square Matrices:

DOUBLED PAWNPENALTY = 50 pawn_pcsq:
ISOLATED PAWN PENALTY = 100
BACKWARDS PAWN PENALTY = 80 - 6 0 - 6 0 3 0 6 0 6 0 6 0 - 3 0 0 - 3 0 0

PASSED PAWN BONUS = 40 - 5 0 - 5 0 2 5 5 0 5 0 5 0 - 2 5 0 - 2 5 0

PAWN_MAJORITY_QUEEN_SIDE = 100 - 4 0 - 4 0 20 4 0 4 0 4 0 -200 -200
- 3 0 - 3 0 1 5 3 0 3 0 3 0 - 1 5 0 - 1 5 0

-20 -20 10 20 20 20 -100 -100
Rook Features: -10 -10 5 10 10 10 - 5 0 - 5 0

0 0 0 0 0 0 0 0
R O O K S E M IO P E N F IL E B O N U S  = 75 0 0 0 0 0 0 0 0
K U U K  U F f c f N  U L E  B U IN IJ ? )  =  J»UU

R O O K _O N _SEV EN TH _B O N U S =  600 knight_pcsq: 
-100 -100 -100 -100 -100 -100 -100 -100

Knight Features: -100 0 0 0 0 0 0 -100
-100 0 100 100 100 100 0 -100

K N IG H T _O lIT P O S T  =  100 -100 0 100 200 200 100 0 -100
-100 0 100 200 200 100 0 -100
-100 0 100 100 100 100 0 -100

Bishop Features: -100 0 0 0 0 0 0 -100
-100 -100 -100 -100 -100 -100 -100 -100

BISHOP TRAPPED = 1500
B ISH O P_M O B IL IT Y  =  60
BISHOP_PAIR = 100

bishop_pcsq 
-150 -150 -150 -150 -150 -150 -150 -150
-150 0 0 0 0 0 0 -150
-150 0 150 150 150 150 0 -150

King Safety: -150 0 150 300 300 150 0 -150
-150 0 150 300 300 150 0 -150

KING SAFETY PAWN ATTACK = 3 -150 0 150 150 150 150 0 -150
KING SAFETY'RP ADV1 = 1 -150 0 0 0 0 0 0 -150
KING SAFETY’ RP ADV2 = 3 -150 -150 -150 -150 -150 -150 -150 -150
KING_SAFETY' RP_TOO_FAR =  4
KING SAFETY RP MISSING = 5 
KING_SAFETY_RP_FILE_OPEN =  5

rook_pcsq :
120 240 300 300 240 120 0

KING SAFETY NP ’ADVI = 2 0 120 240 300 300 240 120 0
KING_SAFETY^NP_ADV2 = 4 0 120 240 300 300 240 120 0KING SAFETY NP TOO_FAR =  5
i / r \ r r ^  c a t j t j t ’v  wd ? 0 120 240 300 300 240 120 0

KING_SAFETY_NP_FILE_OPEN =  5
k i n g " s a f e t y _b p ”a d v i  =  1
KING SAFETY BP ADV2 =  2

0 120 240 300 300 240 120 0
0 120 240 300 300 240 120 0
0 120 24 0 300 300 240 120 0

KING SAFETY BP TOO FAR = 3 0 120 2 4 0 300 300 240 120 0
KIN G S A F E T Y B P M IS S IN G  = 3
KIN G_S AFETY_BP_FlLE_OPEN = 2 
KING SAFETY MATE G2G7 = 10

queen_pcsq :
0 0 0 0 0 0 0 0

KING_SAFETY_GOOD_BISHOP = 5 0 120 120 120 120 120 120 0
KING_SAFETY_OPEN_FILE = 5 0 120 24 0 240 240 240 120 0

0 120 24 0 360 360 240 120 0
0 120 24 0 360 360 240 120 0

Piece-King Tropism: 0 120 2 4 0 240 240 240 120 0

KNIGHTJCINGTROPISM = 12
0 120 120 120 120 120 120 0
0 0 0 0 0 0 0 0

h s l o r H J r  K J N U  1 K U P 1 S M  =  8  

ROOK KING TROPISM =  8 
QUEEN_KING_TROPISM = 16

Material Values:

Pawn Value =  1000 
Rook Value =  5000 
Knight Value =  3300 
Bishop Value =  3300 
Queen Value =  9500

Figure 6.5: Features and payoffs for Semi-Open Personality.
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6.2.5 Positional Personality

A  positional personality concentrates on the accumulation o f  small positional 

advantages, over a long period, to gain control o f  more and more o f  the game 

board until the advantages overwhelm  the opponent. The positional personality 

tries to accumulate these positional advantages without introducing any 

perceived long-term weaknesses in their position. Pawn structure is very  

important to a positional personality and this is reflected by the increased payoffs 

to the penalties and bonuses associated with pawn features. Positional advantages 

are gained by  getting pieces into better squares o f  the board and hence 

controlling more important areas o f  the board. This importance o f  p iece position  

is reflected in the increased magnitude o f  payoffs for the pieces-square matrices. 

Knight outposts are a reflection o f  a positional advantage and this is reflected in 

the payoffs; The positional advantage o f  a bishop is dependent on its mobility, 

which is reflected in the increased importance o f  bishop m obility to the 

personality.

The payoffs associated w ith the positional personality are given in Figure 6.6.

The difference between the positional personality and the Normal personality are 

highlighted in bold.
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D O U B LED _PA W N _PEN A LTY  =  200 
IS O L A T E D ^ A W N  PEN A LT Y  = 200 
B A C K W A R D S P A W N P E N A I/rY  = 200 
PA SSED _PA W N _BO N U S =  500 
PA W N _M A JO R IT Y _Q U E EN  SID E =  200

Pawn Features:

Rook Features:

R O O K S E M IO P E N F IL E B O N U S  = 50 
R O O K ~O P E N JF IE E JS O N U S  =  200 
R O O K _O N _SEV EN TH _B O N U S = 400

Knight Features:

K N IG H T  O U T PO ST  =  200

Bishop Features:

BISHOP_TRAPPED = 1500 
B IS H O P _M O B IL IT Y  = 30
BISHOP_PAlR = 100

King Safety:

KING_SAFETY_PAWN^ATTACK = 3 
KIN G__S AFETY_RP_ADV 1 = 1 
KING_SAFETY_RP_ADV2 = 3 
k in g _s a f e t y ~r p _t o o _f a r  = 4 
KING_SAFETY_RP_MISSING = 5 
KING_SAFETY_RP_FILE_OPEN = 5
k in g _ s a f e t y ' n p _a d v i  = 2
KING_SAFETY_NP_ADV2 = 4 
KING_SAFETY_NP_TOO_FAR= 5 
KING_SAFETY_NP_MISSING = 5 
KING_SAFETY_NP_FILE_OPEN = 5 
KIN G_S AFET Y_BP_ADV 1 = 1 
KIN G_S AFETY_BP_ADV 2 = 2 
K IN G S A F E T Y B P T O O F A R  = 3 
KING_SAFETY_BP_MISSING = 3 
KING^S AFF.TYBP^FIT .REOPEN = 2 
KING_SAFETY_MATE_G2G7 = 10 
KING_SAFETY_GOOD_BISHOP = 5 
KING_SAFETY_OPEN_FILE = 5

Piece-King Tropism:

KNIGHTJONG_TROPISM = 12 
B ISH O PK IN G TRO PISM  = 8 
R O O K K ING_TROP IS M = 8 
Q U EEN K IN G TRO PISM  = 16

Material Values:

Pawn Value = 1000 
Rook Value = 5000 
Knight Value = 3300 
Bishop Value = 3300 
Queen Value -  9500

Figure 6.6: Features and payoffs

Piece-Square Matrices:

p a w n _ p c s q :

30 30 3 0 6 0 6 0 - 6 0 -200 -200
25 25 2 5 5 0 5 0 - 5 0 -150 -150
20 20 20 4 0 4 0 - 4 0 -120 -120
15 15 1 5 3 0 3 0 - 3 0 -100 -100
10 10 10 20 20 -20 -50 -50

5 5 5 10 10 -10 -25 -25
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

knight pcsq:
-100 -100 -100 -100 -100 -100 -100 -100
-100 0 0 0 0 0 0 -100
-100 0 100 100 100 100 0 -100
-100 0 100 200 200 100 0 -100
-100 0 100 200 200 100 0 -100
-100 0 100 100 100 100 0 -100
-100 0 0 0 0 0 0 -100
-100 -100 -100 -100 -100 -100 -100 -100

bishop pcsq
-100 -100 -100 -100 -100 -100 -100 -100
-100 0 0 0 0 0 0 -100
-100 0 100 100 100 100 0 -100
-100 0 100 200 200 100 0 -100
-100 0 100 200 200 100 0 -100
-100 0 100 100 100 100 0 -100
-100 0 0 0 0 0 0 -100
-100 -100 -100 -100 -100 -100 -100 -100

rook_pcsq:
0 80 160 200 200 160 80 0
0 80 160 200 200 160 80 0
0 80 160 2 00 200 160 80 0
0 80 160 200 200 160 80 0
0 80 160 200 200 160 80 0
0 80 160 200 200 160 80 0
0 80 160 200 200 160 80 0
0 80 160 200 200 160 80 0

queen_pcsq:
0 0 0 0 0 0 0 0
0 80 80 80 80 80 80 0
0 80 160 160 160 160 80 0
0 80 160 240 240 160 80 0
0 80 160 240 240 160 80 0
0 80 160 160 160 160 80 0
0 80 80 80 80 80 80 0
0 0 0 0 0 0 0 0

for Positional Personality.
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6.3 Arrangement of Teams and Personalities

For testing, a standard multiple player team is required so that progress m ay be 

measured. The multiple player team used is a team made up o f  each o f  the 

various personalities. That is the m ultiple player team consists o f  a Normal 

personality, an A ggressive personality, a D efensive personality, a Semi-Open  

personality and a Positional personality. This multiple player team w ill be 

referred to as N A D SP, each letter representing each personality.

The m ultiple player team requires standard opposition too. The opposition used 

is a team com posed o f  just the Normal personality. The Normal personality is 

used as it is the personality based on the evaluation functions o f  Crafty and TSCP 

and so is likely to play sensible chess. The single player team w ill be referred to 

as N , the letter representing the personality in the team.

W hen a team receives a board position it w ill request each o f  its personalities to 

search the position. Since the m ultiple player team has more personalities than 

the single player team, the m ultiple player team has the advantage o f  performing 

more searches o f  the game tree. To compensate for this advantage the single  

player team is given the ability to search deeper than the multiple player team. 

The single player team can search to a maximum depth o f  7-ply. The multiple 

player team, on the other hand, can only perform searches to depth 6. The 

number o f  6-ply searches it can perform w ill also be controlled.
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The chess engine o f  the test system  uses an alpha-beta algorithm to search the 

gam e tree. An additional ply o f  search using the alpha-beta algorithm takes 

approximately 6.16 tim es the computational power o f  the previous search depth 

[Levy and Newborn 1991]. U sing this measurement the relative computational 

power given to the teams can be approximated. Initially the single player team 

has an advantage, as the computational power to perform a 7-ply search is larger 

than that required for five 6-ply searches. The number and depth o f  searches w ill 

change with the M PSM s.

For tests, the multiple player team (N A D SP) w ill be the black side and the single 

player team (N) w ill be white. The single player team, playing as white, w ill 

have a small advantage by m oving first in the game o f  chess. In professional 

chess games since 1997 white has w on  38% o f  the games, black 29% and 31% o f  

the games have been drawn [ChessLab URL], The games between the two sides 

w ill be refereed to as N vN A D SP (single player team versus m ultiple player 

team).

6.4 Initial Method of Point Assignment

A  means o f  quantifying the results from the chess games is required. A  game o f  

chess has three possible outcom es, w hich are a win for white, a w in for black or a 

draw. Generally these results are quantified by giving a side one point for a win, 

zero points for a loss and a h a lf point for a draw. This scoring measure w ill be 

used for quantifying the results from the test system.
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The purpose of this work is to investigate the possible use of collaboration in 

computer chess. Therefore in the NvNADSP games, it is the results of NADSP 

that will interest us most. For this work the number of points black (NADSP) 

achieves will measure progress.

Game Outcome Points
White win 0
Black win 1

Draw '/2

Table 6.7: Point Assignment for Testing.
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6.5 Description of MPSM 1

The purpose o f  the M PSM s is to com bine and analysis the searches by the 

various players o f  the multiple player team and to resolve which o f  the players’ 

recommended m oves would be used as the team ’s next m ove. M PSM  1 is the 

initial M PSM  created and uses a sim ple method to resolve this task. The steps for 

M PSM  1 are as follows:

1) The team agent initially sends out the new board position to the players in the 

team. Each o f  the players performs a 6-ply search o f  the position and returns 

its solution, consisting o f  the principle variation and score, to the team  agent.

Search of current 
position by player agent.

Team
Agent

C u n  c m  
Position

Agents
Player

Current
Position

R e su l t in g  P V s  a n d  sc o re s  
f r o m  p la y e r s '  s e a rc h e s .

Illustrated umir* 
2-ply insiemi n! 
6-ply search.

----------------------------  p y

Node along PV

Figure 6.8: Step 1 of MPSM 1.
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2) The resultant board positions from each o f  the players’ initial search are sent 

to each o f  the player agents. The player agents evaluate the positions and 

return their evaluations back to the team agent. The team  agent stores the 

scores for the resultant boards. To illustrate the remaining steps in M PSM  1, 

a sample table o f  possible resultant board player evaluations are given below.

Team Plavers' PV.s
Evaluations lsl Player’s 2nd Player’s 3fd Player’s 4lh Player’s S* Player’s

151 Player 443 +23 -129 +6 -78
2nd Player +3 +53 -15 +30 -44
3rd Player -98 +44 +66 -3 +2
4th Player -23 -2 -12 -1 -34
5lh Player +7 -18 +9 -32 +22

Figure 6.9: Step 2 o f  M PSM  1.
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3) The players’ PV resultant board evaluations are then ordered from best to 

worst.

T e a m  P l a y e r s ’ P V s

Evaluations I5’ Player’s 2"d Player's 3 Player’s 4 '1 Player's 511 Player’s
l 5' Player 1st 2 5th 3 4

2nd Player 3«i 1st 4th 2nd 5th
3rd Player 5th 2nd 1st 4 th 3rd
4'" Player 4th 2nd y d 1st 5th
5,h Player 3rd 4th 2nd 5th 1st

Figure 6.10: Step 3 o f  M PSM  1.

4) From the best to worst, the resultant boards are assigned a value from 0 to 4 

respectively.

Team Player» PVs
Evaluations l sl Player’s 2 nd Player’s 3,d Player’s 4 Player’s 5lh Player’s

1st Player 0 1 4 2 3
2nd Player 2 0 3 1 4
3rd Player 4 1 0 3 2
4,h Player 3 1 2 0 4
5m Player 2 3 1 4 0

Figure 6.11: Step 4 o f  M PSM  1.

5) The values o f  all the players’ PVs are then summed. The players’ PV that has

the low est score is selected as the team ’s m ove. In the example given, the 2nd

player’s PV  has the low est score with 6 points and so the first m ove in this

PV w ill be used as the team ’s next m ove.
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y earn H a v e r s '  P \ /\
Evaluations 1“ Player’s 2nd Player’s 3rd Player’s 4"1 Player’s 5th Player’s

l5t Player 0 1 4 2 3
2nd Player 2 0 3 1 4
3rd Player 4 1 0 3 2
4U| Player 3 1 2 0 4
5m Player 2 3 1 4 0

Totals 11 6 10 10 13

Figure 6.12: Step 5 o f  M PSM  1.

Performing tests using the N vN A D SP teams set-up using M PSM  1 creates the 

follow ing tables and results:

No. Opening Sequence Result
1 Centre -1 Draw
2 Centre - 2 White
3 French Defence -1 White
4 French Defence - 2 White
5 Kings Indian Defence -1 White
6 Kings Indian Defence - 2 Draw
7 Nimzo Indian Defence -1 White
8 Nimzo Indian Defence - 2 White
9 Queens Gambit Accepted -1 Draw
10 Queens Gambit Accepted - 2 White
11 Queens Gambit Declined -1 Draw
12 Queens Gambit Declined - 2 White
13 Queens Indian Defence -1 White
14 Queens Indian Defence - 2 White
15 Queens Pawn Games -1 Draw
16 Queens Pawn Games - 2 Draw
17 Reti Opening -1 Black
18 Reti Opening - 2 White
19 Ruy Lopez -1 Draw
20 Ruy Lopez - 2 White
21 Scotch -1 Black
22 Scotch - 2 Draw
23 Sicilian Defence -1 Draw
24 Sicilian Defence - 2 Draw

85



Result Result Occurrence Points per Result Result Points
W hite W in 12 0 0
Black Win 2 1 2

Draw 10 0.5 5
Total 7

Test Setup 1: Game results and scoring for M PSM  1.

6.6 Description of MPSM 2

M PSM  1 suffers from the setback o f  not taking into account the intermediate 

board positions between the current board and the PV resultant boards. M PSM  2 

attempts to resolve this by updating the board position by just the first m ove in 

the PV and not the entire PV. These board positions are then searched to a depth 

o f  5 -ply. The result should be a more accurate representation o f a player’s 

evaluation o f  using a PV for the next move.

Figure 6.13: Diagram illustrating MPSM 2.
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Performing tests using the N vN A D SP teams set-up using M PSM  1 creates the 

follow ing tables and results:

No. Opening Sequence Result
1 Centre -1 White
2 Centre - 2 White
3 French Defence -1 White
4 French Defence - 2 White
5 Kings Indian Defence -1 Draw
6 Kings Indian Defence - 2 Draw
7 Nimzo Indian Defence -1 Draw
8 Nimzo Indian Defence - 2 White
9 Queens Gambit Accepted -1 White
10 Queens Gambit Accepted - 2 White
11 Queens Gambit Declined -1 Draw
12 Queens Gambit Declined - 2 Draw
13 Queens Indian Defence -1 Draw
14 Queens Indian Defence - 2 Draw
15 Queens Pawn Games -1 Draw
16 Queens Pawn Games - 2 Draw
17 Reti Opening -1 Draw
18 Reti Opening - 2 White
19 Ruy Lopez -1 White
20 Ruy Lopez - 2 White
21 Scotch -1 Black
22 Scotch - 2 White
23 Sicilian Defence -1 White
24 Sicilian Defence - 2 Draw

Result Result Occurrence Points per Result Result Points
W hite Win 12 0 0
Black Win 1 1 1
Draw 11 0.5 5.5

Total 6.5

T est Setup 2: Game results and scoring for M PSM  2,

Analysis o f  the merits o f each o f  the M PSM s is very difficult based on their 

games. Comparing the results o f  the different game opening sequences is not 

very informative. The games them selves can often be over 40  m oves long and
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any attempt to analysis the m oves o f  the games would prove to be very difficult 

and I feel would not be very informative either. Therefore comparisons o f  the 

M PSM s w ill be based solely  on the results that they achieve.

6.7 Problem of Draws and Endgames with Test System and Solution

Problem with Draws

In the game o f  chess a game is declared drawn i f  a side makes the same m ove on 

the same board position three times. A  problem in the test system  is that the 

player agents, the entities that are performing the actual searches o f  the game 

tree, and the team agents do not have the ability to recognise when a game w ill 

be declared drawn because o f  m ove repetition. This could result in a game being 

declared drawn even w hen a team has a distinct advantage o f  winning.

In grandmaster matches since 1991 [Opening's Statistics URL] the average 

percentage o f  draws from the test set opening sequences is 29%. The percentage 

o f  draws with M PSM  2 in Test Setup 2 was 46%; almost half the games were 

drawn. Som e o f  these draws were in positions that were not ‘natural’ draws, a 

side had an advantage that it could have exploited to win the game or the drawn 

game was still in an early stage when draws would not normally occur. The 

reason for these draws w as the test system ’s mishandling o f  the previous states o f  

the game. This is a problem as draw results m ay be assigned to games despite a
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sid e’s domination o f  the game and therefore the strength o f  the sides are maybe 

not being properly represented in the test results.

Problem with Endgames

A  possible factor for the low  number o f  w ins for the m ultiple player team may be 

sub-optimal play during the endgame since certain personalities, and in particular 

the A ggressive personality, are not suited to playing endgames. I f  this were so 

then the multiple player team would always have a distinct disadvantage o f  

winning even i f  ahead before entering the endgame. I f  games were halted when 

they entered endgame (endgame could possibly be determined by material value 

on board) the ‘natural’ result o f  the game could be reached by playing the rest o f  

the game with a third party chess program.

Solution

To resolve games that m ay have been declared drawn because o f  the inability o f  

players to recognise repeated m oves, the remainder o f  games are played using 

GNU Chess 5 [GNU Chess URL, 2001]. The positions for G NU Chess to play 

are the last positions that were evaluated by white and black. In this w ay neither 

o f  the teams should receive an advantage from getting first m ove in G NU Chess. 

The program plays these board positions as machine versus machine with 5 

minutes on the clock each. Whatever the result o f  this play, that is the result
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assigned to the game. The numeral value given to the games are given in Table 

6.14 (values are in terms o f  black, the multiple player team).

W hite 
M oves 1st

Black  
M oves 1st

Result

B B 1
B D .75
B W .5

D B .75
D D .5
D W .25

W B .5
W D .25
W W 0

(B -  Black, D  = D raw and W = White)

T able 6.14: Results assigned to games using G NU Chess for drawn games and
endgames.

A  similar arrangement can be used to resolve the problem o f  sub-optimal 

endgame play by the m ultiple player team. Before this can be used, however, it 

must first be decided when a game can be considered to be in an endgame state. 

The method used for testing is that used by the Crafty chess program. A  game is 

considered in Crafty to be in an endgame state when the material value o f  both 

teams is less than 17, given that material values are Pawn = 0, Knight =3, 

Bishop = 3, Rook = 5, Queen = 9 and King = 0.
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6.8 Re-testing using Solution to Draws and Endgames Problem

The term “END-G AM E” w ill be used to indicate when the solution to resolve 

draws and endgames is being used. Tests were conducted with various M PSM s 

with and without “END-GAM E” running. Results o f these tests are given in 

Table 6.15.

Test Setup M PSM END-GAM E Points

1 1 — 7
3 1 END-GAM E 6

2 2 — 6.5
4 2 END-GAM E 8.25

5 3* — 6
6 3* END-GAM E 9.5

*MPSM 3 will be described in Section 6.9 

T able 6.15: Tests o f M PSM s with and without “END-GAM E” running.

The results for the M PSM  2 and M PSM  3 test setups indicate that the multiple 

player team performs better with “EN D-G A M E” running. M PSM  1 suffers only 

slightly with “END-G AM E” running. The results suggest that the multiple player 

team is at a disadvantage without “EN D-G A M E” running due to repetition o f  

m oves and poor endgame play. Because o f this result “EN D-G A M E” w ill be 

used for the tests that follow .
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6.9 Description of MPSM 3

M PSM  3 differs from MPSM  2 in how  it assigns values to the evaluations by  

players o f  the PVs. M PSM  2 and M PSM  1 ordered the PVs on their evaluations 

and gave the PV a value based on where they were ordered (see Table 6.16).

Evaluation +43 +23 -129 +6 -78
O rder 1st 2nd 5th 3 rd 4th
V alue 0 1 4 2 3

T able 6.16: Calculation o f  PV scores using M PSM  2.

M PSM  3 differs by  giving the value based on where the evaluation lies between  

the best evaluation, given value 0, and the worst evaluation, given value 1.

E valuation +43 +23 -129 +6 -78
V alue 1 0.8837 0 0.7848 0.2965

T ab le 6.17: Calculation o f  P V  scores using M PSM  3.

A s before the PV w ith the lowest sum o f  its values is used as the team solution.
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No. Opening Sequence Result White 1S1 Black 1st Points
1 Centre -1 END-GAME W W 0
2 Centre - 2 White 0
3 French Defence -1 END-GAME W W 0
4 French Defence - 2 END-GAME w w 0
5 Kings Indian Defence -1 END-GAME w w 0
6 Kings Indian Defence - 2 END-GAME B B 1
7 Nimzo Indian Defence -1 Black 1
8 Nimzo Indian Defence - 2 END-GAME D D 0.5
9 Queens Gambit Accepted -1 END-GAME
10 Queens Gambit Accepted - 2 END-GAME B W 0.5
11 Queens Gambit Declined -1 END-GAME B B 1
12 Queens Gambit Declined - 2 END-GAME D W 0.75
13 Queens Indian Defence -1 END-GAME B B 1
14 Queens Indian Defence - 2 END-GAME D W 0.25
15 Queens Pawn Games -1 END-GAME D D 0.5
16 Queens Pawn Games - 2 END-GAME D D 0.5
17 Reti Opening -1 END-GAME B B 1
18 Reti Opening - 2 END-GAME W W 0
19 Ruy Lopez -1 END-GAME W W 0
20 Ruy Lopez - 2 END-GAME W W 0
21 Scotch -1 Black 1
22 Scotch - 2 END-GAME W W 0
23 Sicilian Defence -1 END-GAME W W 0
24 Sicilian Defence - 2 END-GAME W B 0.5

Total 9.5

T est Setup 6: M PSM  3, “END-GAM E”

Test Setup M PSM END-GAM E Points
3 1 END-GAM E 6
4 2 END-GAM E 8.25
6 3 END-GAM E 9.5

T able 6.18: Tests o f M PSM s with “END-GAM E” running.

Quantifying the players’ PV preferences linearly rather than by ordering gives a 

better representation o f players’ PV preferences. This fact is reflected by the 

increase in points from M PSM  2 to M PSM  3 (see Table 6.18).
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6.10 Description of MPSM 4

M PSM  4 is the same as M PSM  3 except in one respect. In M PSM  3 each player 

performs one initial 6-ply search, their P V  answer, and then a 5-ply search for 

each o f  the resultant boards from each players’ PV  initial m ove. In M PSM  4  

these 5-ply searches are replaces by 6-ply searches.

Therefore, in M PSM  4 the multiple player team  w ill search to a depth o f  7-ply  

but only in respect to at m ost 5 different initial m oves.

Figure 6.19: Diagram illustrating M PSM  4.
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No. Opening Sequence Result White 1st Black 1sl Points
1 Centre -1 END-GAME W W 0
2 Centre - 2 White 0
3 French Defence -1 Draw B B 1
4 French Defence - 2 END-GAME D D 0.5
5 Kings Indian Defence -1 Draw W W 0
6 Kings Indian Defence - 2 Draw D D 0.5
7 Nimzo Indian Defence -1 END-GAME B B 1
8 Nimzo Indian Defence - 2 END-GAME B D 0.75
9 Queens Gambit Accepted -1 END-GAME W W 0
10 Queens Gambit Accepted - 2 END-GAME W W 0
11 Queens Gambit Declined -1 Black 1
12 Queens Gambit Declined - 2 END-GAME B B 1
13 Queens Indian Defence -1 Draw D W 0.25
14 Queens Indian Defence - 2 Draw
15 Queens Pawn Games -1 Draw B D 0.75
16 Queens Pawn Games - 2 END-GAME W W 0
17 Reti Opening -1 Draw W W 0
18 Reti Opening - 2 END-GAME D D 0.5
19 Ruy Lopez -1 END-GAME B B 1
20 Ruy Lopez - 2 Draw W W 0
21 Scotch -1 END-GAME B B 1
22 Scotch - 2 END-GAME W B 0.5
23 Sicilian Defence -1 END-GAME B B 1
24 Sicilian Defence - 2 END-GAME W W 0

Total 10.75

T est Setup 7: M PSM  4, “END-GAM E”

Test Setup M PSM END-GAM E Points
3 1 END-GAM E 6
4 2 END-GAM E 8.25
6 3 END-GAM E 9.5
7 4 END-GAM E 10.75

T ab le 6.20: Tests o f  M PSM s with “END-GAM E” running.

M PSM  4 results in a further improvement in the test system. As can be seen in 

Table 6.20, each improved M PSM  has increased the number o f  points achieved  

by the multiple player team. There are, however, problems with M PSM  4 that 

w ill be discussed next.
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6.11 Horizon Effect en Masse Problem with MPSM 4

M PSM  4 can suffer from the horizon effect en masse. This is demonstrated in 

the Figure 6.21 involving a team consisting o f  two players using 2-ply searches 

instead o f  6-ply searches.

Players search the game tree 2-ply deep and both 
choose the same PV.

Players then search the position after each other’s 
P V  initial move, node B, to depth 2. They both find  
that the initial move to node B leads to disaster.

Unfortunately, the method used by MPSM 4 means 
that the initial move from  one o f the p layers’ initial 
searches must be returned as the team ’s answer. 
Since all o f the initial moves are the same the move 
will be chosen even though it is known that it leads to 
disaster.

Figure 6.21: Demonstrates horizon effect of MPSM 4 using 2-ply searches.
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Table 6.22 shows the frequency o f different initial m oves among the player PVs 

for a game using M PSM  4. In the game, the M PSM  only has at m ost two initial 

m oves to choose from 64% o f  the time. This illustrates the problem o f  horizon 

effect en masse in M PSM  4.

Number o f  Different Initial 
M oves in Players’ PVs

Frequency

5 0.0%
4 12.5 %
3 21.875 %
2 43.75 %
1 21.875 %

Table 6.22: Frequency o f number o f  different initial PV m oves in game

using M PSM  4.

6.12 Solution to Horizon Effect en Masse

There are two possible methods o f resolving this problem. They are:

1) To replace the PVs with duplicated initial m oves with other initial 

m oves instead. This would involve finding all duplicates and 

replacing them with good m oves. The question is what m oves would  

take the place o f  a duplicated m ove? To find these m oves would  

further searches need to be performed?

2) Implement quiescense search (see Section 2.3.4) into the test system. 

Instead o f  calling the evaluation function when depth is zero, 

quiescence search would be called. Q uiescence search continues the
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search o f  the game tree but only expands a position for capture and 

promotion m oves. The purpose o f  quiescence search is to push the 

effects o f  horizon effect further away and hence decrease its influence 

on test results.

Quiescence search was chosen as it is present in m ost chess programs and so 

least affects the practicality o f  the tests. The other reason is the ad-hoc nature o f  

the first proposed method. The method o f  replacing duplicated m oves is unclear 

and would obscure the ideas behind this research.

D ue to time constraints quiescence search was limited to a search depth o f  6-ply. 

Both teams implement the 6-ply quiescence search so any gain by  the multiple 

player team is not due to any implementation advantage.

6.13 Tests with Quiescence Search

Tables 6.23 and 6.24 give the results o f  tests w ith and without quiescence search 

respectively. For all the M PSM s the multiple player team achieved a better result 

with quiescence search running. This suggests that the addition o f  quiescence 

search into the test system  prevents the multiple player team from suffering as 

badly from the horizon effect en masse as described previously.
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Test Setup M PSM END-GAM E Quiescence Points
3 1 END-GAM E N o 6
4 2 END-GAM E N o 8.25
6 3 END-GAM E N o 9.5
7 4 END-GAM E N o 10.75

Table 6.23: M PSM  tests without quiescence search running.

Test Setup M PSM END-GAM E Quiescence Points
8 1 END-GAM E Yes 10.75
9 2 END-GAM E Yes 11
10 3 END-GAM E Yes 15.25
11 4 END-GAM E Yes 15.75

Table 6.24: M PSM  tests with quiescence search running.

6.14 Performance of Black as Single Player Team

The games played during testing have been o f  the form N vN A D SP, a single 

player team versus a m ultiple player team. The multiple player team is taking the 

place o f what would usually be a single player team in current chess programs, 

the games o f  which w ould be o f  the form NvN.

So far the performance o f  the multiple player team has been rated in terms o f its 

opposition to the single player team, who is white. A  better way to gauge the 

progress o f  the multiple player team is to compare its results against the results o f  

a single player team, similar to the white team, in its place. This would  

demonstrate the possible superiority o f the multiple player team to the traditional 

single player team.
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No. Opening Sequence Result White 1st Black 1st Points
1 Centre -1 END-GAME W W 0
2 Centre - 2 END-GAME W W 0
3 French Defence -1 END-GAME w w 0
4 French Defence - 2 Draw w w 0
5 Kings Indian Defence -1 Black 1
6 Kings Indian Defence - 2 Draw w w 0
7 Nimzo Indian Defence -1 END-GAME w w 0
8 Nimzo Indian Defence - 2 END-GAME B B 1
9 Queens Gambit Accepted -1 Black 1
10 Queens Gambit Accepted - 2 END-GAME W w 0
11 Queens Gambit Declined -1 END-GAME W W 0
12 Queens Gambit Declined - 2 Draw B B 0
13 Queens Indian Defence -1 END-GAME B B 1
14 Queens Indian Defence - 2 Black 1
15 Queens Pawn Games -1 White 0
16 Queens Pawn Games - 2 END-GAME B B 1
17 Reti Opening -1 White 0
18 Reti Opening - 2 END-GAME W W 0
19 Ruy Lopez -1 END-GAME B B 1
20 Ruy Lopez - 2 END-GAME W W 0
21 Scotch -1 END-GAME W W 0
22 Scotch - 2 Draw D D 0.5
23 Sicilian Defence -1 Black 1
24 Sicilian Defence - 2 END-GAME W W 0

Total 8.5

T est Setup 12: N vN , “EN D-G A M E”, N o Q uiescence Search Running.

No. Opening Sequence Result White 1sl Black 1st Points
1 Centre -1 Draw D D 0.5
2 Centre - 2 END-GAME B D 0.75
3 French Defence -1 END-GAME B B 1
4 French Defence - 2 END-GAME D D 0.5
5 Kings Indian Defence -1 END-GAME W W 0
6 Kings Indian Defence - 2 END-GAME B B 1
7 Nimzo Indian Defence -1 END-GAME W B 0.5
8 Nimzo Indian Defence - 2 Draw B B 1
9 Queens Gambit Accepted -1 END-GAME B B 1
10 Queens Gambit Accepted - 2 END-GAME D B 0.75
11 Queens Gambit Declined -1 Draw B B 1
12 Queens Gambit Declined - 2 END-GAME B B 1
13 Queens Indian Defence -1 Draw W W 0
14 Queens Indian Defence - 2 END-GAME D D 0.5
15 Queens Pawn Games -1 END-GAME D D 0.5
16 Queens Pawn Games - 2 END-GAME B W 0.5
17 Reti Opening -1 END-GAME B B 1
18 Reti Opening - 2 END-GAME B B 1
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19 Ruy Lopez -1 END-GAME W W 0
20 Ruy Lopez - 2 Draw W W 0
21 Scotch -1 END-GAME B B 1
22 Scotch - 2 END-GAME B B 1
23 Sicilian Defence -1 Draw B B 1
24 Sicilian Defence - 2 END-GAME D D 0.5

Total 16

T est Setup 13: N vN , “END-G AM E”, Q uiescence Search Running.

A s discussed in Section 6.3, it was expected that white would have a small 

advantage over black because o f  getting to m ove first. This is confirmed by Test 

Setup 12 in which the black team achieves a result o f  8.5, a result o f 12 would  

indicate that both teams are evenly matched. However, the result o f Test Setup

13 does not conform to this pattern in which black achieves a result o f 16, twice 

that achieved by white. This result does not indicate an error in the test system  

but rather the limitations im posed by the small test data set (24 games per test 

setup). These limitations w ill be discussed farther in the Section 7 o f this work.
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6.15 Analysis

The purpose o f  the research is to investigate the possible use o f  multiple 

personalities in the game o f  chess. The collaboration o f the personalities is 

controlled by the M PSM s and development o f these is central to the research. 

Tests were performed using various M PSM s with and without quiescence search 

running. From the tests, Tables 6.25 and 6.26 can be extracted.

Test Setup M PSM END-GAM E Quiescence Points
3 1 END-GAM E N o 6
4 2 END-GAM E N o 8.25
6 3 END-GAM E N o 9.5
7 4 END-GAM E No 10.75
12 N vN END-GAM E N o 8.5

T able 6.25: List o f  tests without quiescence search running.

Test Setup M PSM END-GAM E Quiescence Points
8 1 END-GAM E Yes 10.75
9 2 END-GAM E Yes 11
10 3 END-GAM E Yes 15.25
11 4 END-GAM E Yes 15.75
13 N vN END-GAM E Yes 16

T able 6.26: List o f  tests with quiescence search running.

The purpose o f  the multiple player team is to achieve a better result than a single  

player team in the same position. These single player black teams are indicated 

by the N vN  tests. The black side in the N vN  games perform 7-ply searches just 

like the single player w hite sides. Therefore comparing the N vN A D SP and N vN  

results is similar to comparing the strength o f the multiple player teams, with 

their 6-ply searches, against a single player team with 7-ply searches.
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Figure 6.27: Chart o f  tests without quiescence search.
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Figure 6.28: Chart o f  tests with quiescence search.

A s can be seen in Figures 6.27 and 6.28 above, each M PSM  was an improvement 

on its descendants. The aim for the M PSM s is to achieve better results than their 

N vN  counterparts. In the tests without quiescence running (Figure 6.27) this aim  

is achieved by M PSM  3 and M PSM  4. In tests with quiescence running (Figure 

6.28) M PSM  4 almost make it to the N vN  level.
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The tests suggest that multiple personality teams may be a practical alternative to 

the single evaluation function architecture o f  modern chess programs but the 

tests do contain many limitations. The small size o f  the test set, 24 opening board 

sequences, imposes limits upon the significance that can be gleaned from the 

results. A lso, the introduction o f  GNU Chess 5 to resolve draws and endgames 

adds further com plexity to the tests and weakens the relationship between the 

multiple player teams and their results.
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Chapter 7

Conclusions

Computer chess and the advent o f  m odem  computers occurred almost 

simultaneously. Since then computer chess has played a pivotal role in A I 

research and has been the test-bed for m any o f  the advances in AI. Although 

progress w as often considered to be slow  computer chess has progressed 

im m ensely since Alan Turing wrote the first chess program in 1950. This 

progress culminated with Deep B lue’s famous victory over Garry Kasparov, 

probably the strongest chess player who ever lived, in 1997. This victory 

demonstrated that computers could achieve excellence in a domain that was 

considered “a touchstone o f  the intellect” by Goethe.

The victory by Deep Blue, however, needs to be put into perspective against the 

other AI problems that need to be resolved. D eep Blue was not a computer in the 

normal sense, which could perform multiple different tasks, but rather a purpose 

built machine to play chess using specially constructed hardware. The hardware 

required to perform this feat is far beyond what is publicly available. Chess, with 

a branching factor o f  around 36-40, is a sim ple game compared to more complex  

games such as the Oriental game Go, which has a branching factor o f  180. The 

victory by  Deep B lue demonstrated not only the possible power o f  computers but 

also the progress required i f  games such as Go are to be solved.
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7.1 Purpose of this Research

The inspiration for the research presented in this thesis was the Kasparov versus 

the World match that began on June 21st 1999 over the Internet. The contest 

involved a single game o f  chess between Garry Kasparov and a world team  

consisting o f  players from all around the world. The collaborating world team  

players strongly challenged Kasparov for the match but soon fell o f f  the rails as 

allegations o f  vote stuffing and incom petence by  match organisers arose. The 

match concluded on the 23rd October 1999 with victory to Kasparov. Despite the 

controversies that marred the match, the contest demonstrated the power o f  

collaboration in chess w ith the World team achieving better play than any o f  the 

team members could have achieved alone.

Due to the com plexity o f  human chess collaboration, a sim plified version o f  

chess collaboration was investigated. The W orld team consisted o f  players with  

different styles o f  play collaborating. Style o f  play in computer chess was found 

to be located within the evaluation function o f  a program. B y  creating multiple 

evaluation functions, w ith different payoffs for board features, multiple 

‘personalities’ with different styles o f  play were created. The purpose o f  this 

research was to create different collaborating m ethods to find i f  these 

personalities could collaborate to create better chess play.

106



7.2 Summary of Results

Tests were performed using multiple player teams comprising o f  5 players, with 

search depth o f  6-ply, and single player teams, w ith search depth o f  7-ply. A  test 

set o f  24 different starting positions, taken from master chess opening play, was 

decided upon. Separate tests were conducted with and without quiescence search 

o f  6-ply enabled.

M ultiple Player Solution M ethods (M PSM s) were developed to enable the 

personalities in the multiple player teams to collaborate. Four different M PSM s 

were created as testing was conducted, each one building upon the methods 

employed by its predecessors. Tests took the form o f  NvN A D SP, each letter 

indicating the players involved in each team. The multiple player team  

(N A D SP), w hich uses the M PSM s, took the role o f  black in the tests. The black 

side in the game o f  chess is at a small disadvantage by not going first. To remedy 

this and to get direct comparisons between single player teams and multiple 

player teams, tests were performed to measure the level o f  performance by a 

single player team in the same initial position (NvN).

As illustrated in the summary o f  results in Section 6.15, each improved MPSM  

resulted in better chess play both with and without quiescence search. In tests 

without quiescence search enabled, N vN A D SP outperformed N vN  b y  M PSM  3 

and continued its progress with M PSM  4. In tests with quiescence search 

enabled, N vN A D SP with M PSM  4 almost achieved the same level o f  

performance as N vN . Each M PSM  resulted in an improved performance over its
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predecessor suggesting that further developm ent o f  the M PSM  could enable the 

m ultiple player team to outperform the single player team, in tests with  

quiescence search enabled. These results suggest that a chess program with  

m ultiple styles o f  play collaborating could be a practical alternative to the single 

style o f  play paradigm currently used by computer chess programs.

Despite the attractiveness o f  taking the conclusions o f  the results as a true 

reflection o f  the quality o f  using m ultiple collaborating personalities, the tests 

had a number o f  drawbacks. Tests were conducted using a test set o f  24 different 

positions from master chess opening play. This data set is too small to conclude 

conclusively the merits o f  the results. A  data set o f  significantly more starting 

positions w ould be required to get results that could properly indicate the true 

value o f  using m ultiple collaborative personalities. Unfortunately due to time 

constraints, such a test data set was not possib le for this work. A lso, the test 

system  created contained a flaw that hindered the team and player agents from  

being able to tell when a game would be declared a draw because o f  m ove  

repetition. This was resolved using a third party chess program to assign a more 

accurate result to the game. This, however, added farther com plexity to the 

results m ay have weakened the validity o f  the results.

7.3 Future Work

Future work in this area would principally be concerned with the implementation 

o f  collaborative m ultiple personalities, as presented in this work, into a strong
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chess program. Computer chess programming is a very long and difficult task 

and one could possib ly forgo much o f  this work by using code from an existing  

chess program. G N U  Chess and Crafty are two strong computer chess programs 

whose source code is publicly available. Whether or not these programs are 

suitable for m odification to allow collaborative multiple personalities is unknown 

at this time.

Implementing the idea o f  multiple personalities into a single threaded program, 

such as G N U  Chess or Crafty, has m any advantages over the m ultiple threaded 

approach taken in this work. In the multiple threaded approach, the amount o f  

processing given to a side was controlled using search depths. B y  using a single 

threaded approach search could use time control, allowing the program to 

compete in the same arena as other chess programs and hence its playing strength 

could be easily measured. B y using a single threaded program, branches o f  the 

game tree w ould not need to be recreated for each personality as in the multiple 

threaded approach. The search though the game tree could maintain a list o f  the 

personalities and their current state data, such as their alpha and beta values, 

allowing just one version o f  the game tree to be created. Cut-offs would be 

possible once all personalities had indicated that the branch is o f  no consequence.
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Appendix A
FIDE Laws of Chess

(Abridged)

RULES OF PLAY

Article 1: The nature and objectives of the game of chess

1.1 The game of chess is played between two opponents who move their pieces alternately on a
square board called a 'chessboard'. The player with the white pieces commences the game. A
player is said to 'have the move', when his opponent's move has been made.

1.2 The objective of each player is to place the opponent's king 'under attack' in such a way that 
the opponent has no legal move which would avoid the 'capture' of the king on the following 
move. The player who achieves this goal is said to have 'checkmated' the opponent's king and 
to have won the game. The opponent whose king has been checkmated has lost the game.

1.3 If the position is such that neither player can possibly checkmate, the game is drawn.

Article 2: The initial position of the pieces on the chessboard

2.1 The chessboard is composed of an 8x8 grid of 64 equal squares alternately light (the 'white' 
squares) and dark (the 'black' squares).
The chessboard is placed between the players in such a way that the near comer square to the 
right of the player is white.

2.2 At the beginning of the game one player has 16 light-coloured pieces (the 'white' pieces); the
other has 16 dark-coloured pieces (the 'black' pieces): These pieces are as follows:

A white king, usually indicated by the symbol

A white queen, usually indicated by the symbol @

Two white rooks, usually indicated by the symbol
a

Two white bishops, usually indicated by the symbol
&

Two white knights, usually indicated by the symbol
f i

Eight white pawns, usually indicated by the symbol & .

A black king, usually indicated by the symbol $

A black queen, usually indicated by the symbol
*

Two black rooks, usually indicated by the symbol
£

Two black bishops, usually indicated by the symbol
*

Two black knights, usually indicated by the symbol
*

Eight black pawns, usually indicated by the symbol 1
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2.3 The initial position of the pieces on the chessboard is as follows:

X * * '¿i/tb * *  *
A l l 1 i 1 1

k & z £ 1 £
£lS

2.4 The eight vertical columns of squares are called 'files'. The eight horizontal rows of squares 
are called ranks'. A straight line o f squares of the same colour, touching comer to comer, is 
called a 'diagonal'.

Article 3: The moves of the pieces

3.1 It is not permitted to move a piece to a square occupied by a piece of the same colour. If a 
piece moves to a square occupied by an opponent's piece the latter is captured and removed 
from the chessboard as part of the same move. A piece is said to attack an opponent's piece 
if  the piece could make a capture on that square according to Articles 3.2 to 3.8.

3.2 The bishop may move to any square along a diagonal on which it stands.

3.3 The rook may move to any square along the file or the rank on which it stands.

116



3.4 The queen may move to any square along the file, the rank or a diagonal on which it stands.

• •
• • •

•
•

•
• •

•

• • • •
• •

•
•

• •

• • •
• • •

3.5 When making these moves the bishop, rook or queen may not move over any intervening 
pieces.

3.6 The knight may move to one of the squares nearest to that on which it stands but not on the 
same rank, file or diagonal.

3.7 a. The pawn may move forward to the unoccupied square immediately in front o f it
on the same file, or

b. on its first move the pawn may move as in (a); alternatively it may advance two 
squares along the same file provided both squares are unoccupied, or 

C. the pawn may move to a square occupied by an opponent's piece, which is 
diagonally in front o f it on an adjacent file, capturing that piece.
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d. A pawn attacking a square crossed by an opponent's pawn which has advanced two 
squares in one move from its original square may capture this opponent's pawn as 
though the latter had been moved only one square. This capture may only be made 
on the move following this advance and is called an 'en passant' capture.

e. When a pawn reaches the rank furthest from its starting position it must be 
exchanged as part of the same move for a queen, rook, bishop or knight of the 
same colour. The player's choice is not restricted to pieces that have been captured 
previously. This exchange of a pawn for another piece is called 'promotion' and the 
effect of the new piece is immediate.

3.8 a. There are two different ways of moving the king, by:

i. moving to any adjoining square not attacked by one or more of the opponent's 
pieces.
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The opponent's pieces are considered to attack a square, even if  such pieces cannot 
themselves move.

or

ii. 'castling'. This is a move o f the king and either rook of the same colour on the
same rank, counting as a single move of the king and executed as follows: the king 
is transferred from its original square two squares towards the rook, then that rook 
is transferred to the square the king has just crossed.

£

a
B tfw e  wM&r kin g skte  cm &ttg

Before yvhiii qucewMn castling After white qwemkit cmtimg
itefarc hkek khtgslde cwffim Mack kingsMe emtilng

(1) Castling is illegal:
b . if  the king has already moved, or 
b . with a rook that has already moved

119



(2) Castling is prevented temporarily
b. if the square on which the king stands, or the square which it must cross, 

or the square which it is to occupy, is attacked by one or more of the 
opponent's pieces.

b . if there is any piece between the king and the rook with which castling is 
to be effected.

b. The king is said to be 'in check', if it is attacked by one or more of the opponent's
pieces, even if  such pieces cannot themselves move. Declaring a check is not
obligatory.

3.9 No piece can be moved that will expose its own king to check or leave its own king in 
check.

Article 4: The act of moving the pieces

4.1 Each move must be made with one hand only.

4.2 Provided that he first expresses his intention (e.g. by saying "j'adoube" or "I adjust"), the 
player having the move may adjust one or more pieces on their squares.

4.3 Except as provided in Article 4.2, if the player having the move deliberately touches on the 
chessboard

a. one or more of his own pieces, he must move the first piece touched that can be 
moved, or

b. one or more of his opponent's pieces, he must capture the first piece touched, 
which can be captured, or

C. one piece of each colour, he must capture the opponent's piece with his piece or, if 
this is illegal, move or capture the first piece touched which can be moved or 
captured. If it is unclear, whether the player's own piece or his opponent's was 
touched first, the player's own piece shall be considered to have been touched 
before his opponent's.

4.4 a. If a player deliberately touches his king and rook he must castle on that side if it is
legal to do so.

b . If a player deliberately touches a rook and then his king he is not allowed to castle 
on that side on that move and the situation shall be governed by Article 4.3(a).

C. If a player, intending to castle, touches the king or king and rook at the same time, 
but castling on that side is illegal, the player must make another legal move with 
his king which may include castling on the other side. If the king has no legal 
move, the player is free to make any legal move.

4.5 If none of the pieces touched can be moved or captured, the player may make any legal 
move.

4.6 A player forfeits his right to a claim against his opponent's violation of Article 4.3 or 4.4, 
once he deliberately touches a piece.

4.7 When, as a legal move or part of a legal move, a piece has been released on a square, it 
cannot then be moved to another square. The move is considered to have been made when 
all the relevant requirements of Article 3 have been fulfilled.

Article 5: The completion of the game

5.1 a. The game is won by the player who has checkmated his opponent's king. This
immediately ends the game, provided that the move producing the checkmate
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position was a legal move.
b . The game is won by the player whose opponent declares he resigns. This 

immediately ends the game.

5.2 a. The game is drawn when the player to move has no legal move and his king is not
in check. The game is said to end in 'stalemate'. This immediately ends the game, 
provided that the move producing the stalemate position was legal.

b . The game is drawn when a position has arisen in which neither player can 
checkmate the opponent's king with any series of legal moves. The game is said to 
end in a 'dead position'. This immediately ends the game, provided that the move 
producing the position was legal.

c. The game is drawn upon agreement between the two players during the game. This 
immediately ends the game. (See Article 9.1)

d. The game may be drawn if any identical position is about to appear or has 
appeared on the chessboard at least three times. (See Article 9.2)

e. The game may be drawn if each player has made the last 50 consecutive moves 
without the movement of any pawn and without the capture of any piece. (See 
Article 9.3)

Article 9: The drawn game

9.1 a. A player wishing to offer a draw shall do so after having made a move on the
chessboard and before stopping his clock and starting the opponent's clock. An 
offer at any other time during play is still valid, but Article 12.5 must be 
considered. No conditions can be attached to the offer. In both cases the offer 
cannot be withdrawn and remains valid until the opponent accepts it, rejects it 
orally, rejects it by touching a piece with the intention of moving or capturing it, or 
the game is concluded in some other way.

b. The offer of a draw shall be noted by each player on his scoresheet with a symbol 
(See Appendix E).

c. A claim of a draw under 9.2, 9.3 or 10.2 shall be considered to be an offer of a 
draw.

9.2 The game is drawn, upon a correct claim by the player having the move, when the same 
position, for at least the third time (not necessarily by sequential repetition of moves)

a. is about to appear, if  he first writes his move on his scoresheet and declares to the 
arbiter his intention to make this move, or

b . has just appeared, and the player claiming the draw has the move.

Positions as in (a) and (b) are considered the same, if  the same player has the move, pieces 
of the same kind and colour occupy the same squares, and the possible moves of all the 
pieces of both players are the same.
Positions are not the same if  a pawn that could have been captured en passant can no longer 
be captured or if the right to castle has been changed temporarily or permanently.

9.3 The game is drawn, upon a correct claim by the player having the move, if
a. he writes on his scoresheet, and declares to the arbiter his intention to make a 

move which shall result in the last 50 moves having been made by each player 
without the movement of any pawn and without the capture of any piece, or

b . the last 50 consecutive moves have been made by each player without the 
movement of any pawn and without the capture of any piece.

9.4 If  the player makes a move without having claimed the draw he loses the right to claim, as 
in Article 9.2 or 9.3, on that move.

9.5 If a player claims a draw as in Article 9.2 or 9.3, he shall immediately stop both clocks. He 
is not allowed to withdraw his claim.
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a. I f  the claim is found to be correct the game is immediately drawn.
b . I f  the claim is found to be incorrect, the arbiter shall add three minutes to the 

opponent's remaining time. Additionally, i f  the claimant has more than two 
minutes on his clock the arbiter shall deduct half of the claimant's remaining time 
up to a maximum of three minutes. If  the claimant has more than one minute, but 
less than two minutes, his remaining time shall be one minute. I f  the claimant has 
less than one minute, the arbiter shall make no adjustment to the claimant's clock. 
Then the game shall continue and the intended move must be made.

9.6 The game is drawn when a position is reached from which a checkmate cannot occur by any 
possible series o f legal moves, even with the most unskilled play. This immediately ends 
the game.

Article 11: Scoring

11.1 Unless announced otherwise in advance, a player who wins his game, or wins by forfeit, 
scores one point (1), a player who loses his game, or forfeits scores no points (0) and a 
player who draws his game scores a half point (1/2).
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Chess Notation
(Taken front http://www. chesscorner. com/)

Appendix B

The moves of a chess game can he recorded in a variety of ways. You will probably see algebraic 
notation used more often but older chess books often use descriptive notation. It is a good idea to 
be conversant with them both. Chess positions can be recorded using Forsyth notation.

Full Algebraic Notation

The rows of squares on the chessboard are called ranks and the columns of squares are called 
files. The ranks are labelled from 1 to 8 and the files are labelled from a - h. We use these 
numbers and letters to describe where pieces are on the chessboard. In the diagram the blue cross 
is on the squared named f3 and the circle is on c7. Notice how the letter always comes first and 
the number follows it.

a b  c d e  f g h

There are some symbols you should know when reading or writing chess notation.

Symbol Meaning Symbol Meaning
K King Q Queen
R Rook B Bishop
N Knight X Captures
+- Check ++ or # Checkmate
0-0 Castles King's side 0 - 0 - 0 Castles Queen's side

If you play in tournaments you will have to record the game so it is a good idea to practise as 
soon as you begin playing. You can also later go over your games to find out where you or your 
opponent made mistakes.
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The moves are written in two numbered vertical columns like this:

I.f2-f4 e7-e5
2.f4xe5 d7-d6
3.e5xd6 Bf8xd6
4.g2-g3 Qd8-g5
5.Ngl-f3 Qg5xg3+
6.h2xg3 Bd6xg3#

The first column is for the White moves and the second column is for the Black moves. First of 
all the symbol for the piece is written, then the square on which this piece was standing, then a 
hyphen (-), then the square to which this piece moves. If a pawn moves the symbol is omitted.

For example, 1. f2-f4 means on the first move the pawn on the £2 square moved to the f4 square.
5. Ngl-f3 means the Knight on the gl square moved to the f3 square.

If you wish to refer to a Black move by itself you put three dots before the move. For example, 4. 
... Qd8-g5 means on move 4 Black moved his Queen on d8 to g5.

x indicates a capture took place so: 5. ... Qg5xg3+ means the Black Queen on g5 captured a piece 
on g3 and the + means with this move the opponent's King was checked.

# means checkmate so: 6. ...Bd6xg3# means the Black Bishop on d6 moved to g3 and 
checkmated the White King.
This is what this game would look like on the chessboard:

iSXWSHSM
i i i i f  i I i
..................................mi;

*  r .-

a b c d e  f g h
1. £2-f4e7-e5

f i i  ii  i  k

*

ft' '/sit

a b c d e f g h
2. f4xe5 d7-d6

8
7
6

5

4
3
2

1

2.
a b  c d e  f g h

e5xd6 Bf8xd6

8

7
6

5

4
3
2

1

3.
a b c d e  f

g2-g3 Qd8-g5
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Abbreviated Algebraic Notation

a l i c d e f g h
5. h2xg3 Bd6xg3#

In this type of notation the starting square of the chess piece is left out and only the destination 
square is written. If a pawn makes a capture then the file on which the pawn was standing is 
indicated.

SIn the diagram on the right, both the White Rooks can 
move to dl. To make it clear which one moves, the file 
on which the piece stands before it moves is indicated. ?

6

4
3
2

1

a b f  g h

The diagram shows the Rook on fl has moved to dl. 
This is written R fd l. 8

7
d
5

4
3
2

1

Sometimes it may be possible that two pieces on the same file can move to the same square.



In the diagram on the right, both the Rooks can move to 
the d5 square. To show which Rook moves there we 
indicate the rank the Rook has moved from. 7

6

The diagram on the right shows the Rook on the 
seventh rank has moved to d5. We write this as R7d5. m .  M  ■ 1

7
6

5

4
3
2

1

•Mr m  ^

• M 9.
m  m  m m
A

a b c d e f g h
This is how the game above would be written in short algebraic notation:

1. f4 e5 The White pawn moves to f4 and the Black pawn to e5.
2. fxe5 d6 The White pawn on the f  file takes the pawn on e5. The Black pawn moves to

d6.
3. exd6 Bxd6 The White pawn on the e file takes the pawn on d6. The Black Bishop takes

the pawn on d6.
4. g3 Qg5 The White pawn moves to g3. The Black Queen moves to g5.
5. Nf3 Qxg3+ The White Knight moves to f3. The Black Queen takes the pawn on g3 and

checks the White King.
6. hxg3 Bxg3# The White pawn on the h file takes the Queen on g3. The Black Bishop takes

the pawn on g3 and delivers checkmate.
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Appendix C
Test Set Opening Sequences

No. Opening Sequence Moves
1 Centre -1 1. e4 e5 2. d4 exd4 3. Qxd4 Nc6 4. Qe3 Nf6 5. Nc3 Bb4 6. Bd2 0 -0  7. 0 -0 -0  Re8
2 Centre - 2 1. e4 e5 2. d4 exd4 3. Qxd4 Nc6 4. Qe3 g6 5. Bd2 Bg7 6. Nc3 Nf6 7. e5 Ng4
3 French Defence -1 1. e4 e6 2. d4 d5 3. Nc3 Nf6 4. Bg5 Be7 5. e5 Nfd7 6. Bxe7 Qxe7 7. Qd2 0 -0
4 French Defence - 2 1. e4 e6 2. d4 d5 3. Nd2 Nc6 4. Ngf3 Nf6 5. e5 Nd7 6. Nb3 f6 7. Bb5 a6
5 Kings Indian Defence -1 1. d4 Nf6 2. c4 g6 3. Nc3 Bg7 4. e4 d6 5. Nf3 0 -0  6. Be2 e5 7. 0 -0  Nc6
6 Kings Indian Defence - 2 1. d4 Nf6 2. c4 g6 3. Nc3 Bg7 4. Nf3 d6 5. Bf4 c6 6. e3 Qa5 7. Bd3 Nh5
7 Nimzo Indian Defence -1 1. d4 Nf6 2. c4 e6 3. Nc3 Bb4 4. Qc2 d5 5. a3 Bxc3+ 6. Qxc3 Nc6 7. Nf3 Ne4
8 Nimzo Indian Defence - 2 1. d4 Nf6 2. c4 e6 3. Nc3 Bb4 4. e3 0 -0  5. Ne2 d5 6. a3 Be7 7. cxd5 exd5
9 Queens Gambit Accepted -1 1. d4 d5 2. c4 dxc4 3. Nf3 Nf6 4. e3 e6 5. Bxc4 c5 6. 0 -0  a6 7. Qe2 Nc6
10 Queens Gambit Accepted - 2 1. d4 d5 2. c4 dxc4 3. e3 e5 4. Bxc4 exd4 5. exd4 Bb4+ 6. Nc3 Nf6 7. Nf3 0 -0  8. 0 -0  Bg4
11 Queens Gambit Declined -1 1. d4 d5 2. c4 e6 3. Nc3 Nf6 4. Bg5 Be7 5. e3 0 -0  6. Nf3 Nbd7 7. Rc1 c6
12 Queens Gambit Declined - 2 1. d4 d5 2. c4 e6 3. Nc3 c5 4. cxd5 exd5 5. dxc5 d4 6. Na4 b5 7. cxb6 axb6
13 Queens Indian Defence -1 1. d4 Nf6 2. c4 e6 3. Nf3 b6 4. g3 Bb7 5. Bg2 Be7 6. 0 -0  0 -0  7. Nc3 Ne4
14 Queens Indian Defence - 2 1. d4 Nf6 2. Nf3 b6 3. g3 g6 4. Bg2 Bb7 5. c4 Bg7 6. 0 -0  0 -0  7. Nc3 Ne4
15 Queens Pawn Games -1 1. d4 d5 2. Nf3 Nf6 3. e3 c5 4. Nbd2 Nc6 5. c3 e6 6. Bd3 Bd6 7. 0 -0  0 -0
16 Queens Pawn Games - 2 1. d4 Nf6 2. Nf3 e6 3. Bg5 h6 4. Bh4 g5 5. Bg3 Ne4 6. Nfd2 Nxg3 7. hxg3 d5
17 Reti Opening -1 1. Nf3 d5 2. c4 d4 3. e3 Nc6 4. exd4 Nxd4 5. Nxd4 Qxd4 6. Nc3 e5 7. d3 Bc5
18 Reti Opening - 2 1. Nf3 d5 2. g3 c5 3. Bg2 Nc6 4. 0 -0  e6 5. d3 g6 6. Nc3 Bg7 7. a3 Nge7
19 Ruy Lopez -1 1. e4 e5 2. Nf3 Nc6 3. Bb5 Bc5 4. c3 f5 5. d4 fxe4 6. Bxc6 dxc6 7. Nxe5 Bd6
20 Ruy Lopez - 2 1. e4 e5 2. Nf3 Nc6 3. Bb5 a6 4. Ba4 d6 5. c3 f5 6. d4 fxe4 7. Nxe5 dxe5
21 Scotch -1 1. e4 e5 2. Nf3 Nc6 3. d4 exd4 4. Nxd4 Bc5 5. Be3 Qf6 6. Nb5 Bxe3 7. fxe3 Qh4+
22 Scotch - 2 1. e4 e5 2. Nf3 Nc6 3. d4 exd4 4. Nxd4 Nf6 5. Nc3 Bb4 6. Nxc6 bxc6 7. Bd3 d5
23 Sicilian Defence -1 1. e4 c5 2. Nf3 d6 3. d4 cxd4 4. Nxd4 Nf6 5. Nc3 a6 6. Bg5 e6 7. f4 Qb6 8. Qd2 Qxb2 9. Rb1 Qa3
24 Sicilian Defence - 2 1. e4 c5 2. Nf3 Nc6 3. d4 cxd4 4. Nxd4 g6 5. Nc3 Bg7 6. Be3 Nf6 7. Bc4 d6



Appendix D
T e s t  R e s u l t s

Test Setup 1
M P S M  I

No. Opening Sequence Result
1 Centre -1 Draw
2 Centre - 2 W hite
3 French Defence -1 W hite
4 French Defence - 2 White
5 Kings Indian Defence -1 White
6 Kings Indian Defence - 2 Draw
7 Nimzo Indian Defence -1 W hite
8 Nimzo Indian Defence - 2 W hite
9 Queens Gambit Accepted -1 Draw

10 Queens Gambit Accepted - 2 W hite
11 Queens Gambit Declined -1 Draw
12 Queens Gambit Declined - 2 White
13 Queens Indian Defence -1 White
14 Queens Indian Defence - 2 W hite
15 Queens Pawn Games -1 Draw
16 Queens Pawn Games - 2 Draw
17 Reti Opening -1 Black
18 Reti Opening - 2 White
19 Ruy Lopez -1 Draw
20 Ruy Lopez - 2 White
21 Scotch -1 Black
22 Scotch -  2 Draw
23 Sicilian Defence -1 Draw
24 Sicilian Defence -  2 Draw

Result Result Occurrence Points per Result Result Points

While Win 12 0 0
Black Win 2 1 2

Draw 10 0.5 5
Total 7
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Test Setup 2
MPSM2

No. Opening Sequence Result
1 Centre - 1 W hite
2 Centre -  2 W hite
3 French Defence -1 W hite
4 French Defence - 2 W hite
5 Kings Indian Defence -1 Draw
6 Kings Indian Defence - 2 Draw
7 Nimzo Indian Defence -1 Draw
8 Nimzo Indian Defence - 2 White
9 Queens Gambit Accepted -1 White
10 Queens Gambit Accepted - 2 White
11 Queens Gambit Declined -1 Draw
12 Queens Gambit Declined -  2 Draw
13 Queens Indian Defence -1 Draw
14 Queens Indian Defence - 2 Draw
15 Queens Pawn Games -1 Draw
16 Queens Pawn Games - 2 Draw
17 Reti Opening -1 Draw
18 Reti Opening - 2 White
19 Ruy Lopez -1 White
20 Ruy L opez- 2 White
21 Scotch -1 Black
22 Scotch - 2 White
23 Sicilian Defence -1 White
24 Sicilian Defence - 2 Draw

Result Result Occurrence Points per Result Result Points
White Win 12 0 0
Black Win 1 1 1
Draw 11 0.5 5.5

Total 6.5
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Test Setup 3
M PSM l, END-GAME

No. Opening Sequence Result White r Black 1 Points
1 Centre -1 END-GAME W W 0
2 Centre - 2 END-GAME W W 0
3 French Defence -1 END-GAME W W 0
4 French Defence - 2 END-GAME W W 0
5 Kings Indian Defence -1 END-GAME W W 0
6 Kings Indian Defence - 2 END-GAME W W 0
7 Nimzo Indian Defence -1 END-GAME W D 0.25
8 Nimzo Indian Defence - 2 END-GAME W w 0
9 Queens Gambit Accepted -1 Draw W w 0

10 Queens Gambit Accepted - 2 END-GAME B D 0.75
11 Queens Gambit Declined -1 Draw B B 1
12 Queens Gambit Declined - 2 END-GAME W W 0
13 Queens Indian Defence -1 END-GAME W w 0
14 Queens Indian Defence - 2 END-GAME W D 0.25
15 Queens Pawn Games -1 END-GAME B B 1
16 Queens Pawn Games - 2 END-GAME W D 0.25
17 Reti Opening -1 END-GAME D D 0.5
18 Reti Opening - 2 END-GAME W W 0
19 Ruy Lopez -1 Black 1
20 Ruy Lopez - 2 END-GAME W W 0
21 Scotch -1 Draw W w 0
22 Scotch - 2 END-GAME W W 0
23 Sicilian Defence -1 Draw B B 1
24 Sicilian Defence - 2 White 0

Tota l 6

Test Setup 4
MPSM2, END-GAME

No. Opening Sequence Result White 1" Black 1s1 Points
1 Centre -1 END-GAME W W 0
2 Centre - 2 White 0
3 French Defence -1 END-GAME W W 0
4 French Defence - 2 White 0
5 Kings Indian Defence -1 Draw W W 0
6 Kings Indian Defence - 2 END-GAME B B 1
7 Nimzo Indian Defence -1 END-GAME W W 0
8 Nimzo Indian Defence - 2 END-GAME W W 0
9 Queens Gambit Accepted -1 END-GAME w W 0

10 Queens Gambit Accepted - 2 END-GAME W W 0
11 Queens Gambit Declined -1 END-GAME B B 1
12 Queens Gambit Declined - 2 END-GAME B B 1
13 Queens Indian Defence -1 END-GAME B B 1
14 Queens Indian Defence - 2 END-GAME D D 0.5
15 Queens Pawn Games -1 END-GAME B W 0.5
16 Queens Pawn Games - 2 END-GAME W W 0
17 Reti Opening -1 END-GAME B B 1
18 Reti Opening - 2 END-GAME W W 0
19 Ruy Lopez -1 END-GAME W W 0
20 Ruy Lopez - 2 END-GAME W W 0
21 Scotch -1 Black 1
22 Scotch - 2 END-GAME W W 0
23 Sicilian Defence -1 END-GAME D D 0.5
24 Sicilian Defence - 2 Draw D B 0.75

Tota l 8.25
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Test Setup 5
MPSM3

No. Opening Sequence Result
1 Centre - 1 White
2 Centre -  2 White
3 French Defence -1 White
4 French Defence - 2 White
5 Kings Indian Defence -1 White
6 Kings Indian Defence - 2 Draw
7 Nimzo Indian Defence -1 Black
8 Nimzo Indian Defence - 2 White
9 Queens Gambit Accepted -1 White

10 Queens Gambit Accepted - 2 White
11 Queens Gambit Declined -1 Draw
12 Queens Gambit Declined - 2 Draw
13 Queens Indian Defence -1 White
14 Queens Indian Defence - 2 Draw
15 Queens Pawn Games -1 White
16 Queens Pawn Games - 2 Draw
17 Reti Opening -1 Black
18 Reti Opening - 2 White
19 Ruy Lopez -1 White
20 Ruy Lopez - 2 White
21 Scotch -1 Black
22 Scotch - 2 White
23 Sicilian Defence -1 White
24 Sicilian Defence - 2 Draw

Result Result Occurrence Points per Result Result Points
While Win 15 0 0
Black Win 3 1 3
Draw 6 0.5 3

Total 6
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Test Setup 6
MPSM3, END-GAME

No. Opening Sequence Result W hite 1st Black 1s' Points
1 Centre -1 END-GAME W W 0
2 Centre - 2 White 0
3 French Defence -1 END-GAME W W 0
4 French Defence - 2 END-GAME W W 0
5 Kings Indian Defence -1 END-GAME W W 0
6 Kings Indian Defence - 2 END-GAME B B 1
7 Nimzo Indian Defence -1 Black 1
8 Nimzo Indian Defence - 2 END-GAME D D 0.5
9 Queens Gambit Accepted -1 END-GAME

10 Queens Gambit Accepted - 2 END-GAME B W 0.5
11 Queens Gambit Declined -1 END-GAME B B 1
12 Queens Gambit Declined - 2 END-GAME D W 0.75
13 Queens Indian Defence -1 END-GAME B B 1
14 Queens Indian Defence - 2 END-GAME D W 0.25
15 Queens Pawn Games -1 END-GAME D D 0.5
16 Queens Pawn Games - 2 END-GAME D D 0.5
17 Reti Opening -1 END-GAME B B 1
18 Reti Opening - 2 END-GAME W W 0
19 Ruy Lopez -1 END-GAME W W 0
20 Ruy Lopez - 2 END-GAME W W 0
21 Scotch -1 Black 1
22 Scotch - 2 END-GAME W W 0
23 Sicilian Defence -1 END-GAME w W 0
24 Sicilian Defence - 2 END-GAME w B 0.5

Tota l 9.5

Test Setup 7
MPSM4, END-GAME

No. Opening Sequence Result White 1“ Black f Points
1 Centre -1 END-GAME W W 0
2 Centre - 2 White 0
3 French Defence -1 Draw B B 1
4 French Defence - 2 END-GAME D D 0.5
5 Kings Indian Defence -1 Draw W W 0
6 Kings Indian Defence - 2 Draw D D 0.5
7 Nimzo Indian Defence -1 END-GAME B B 1
8 Nimzo Indian Defence - 2 END-GAME B D 0.75
9 Queens Gambit Accepted -1 END-GAME W W 0

10 Queens Gambit Accepted - 2 END-GAME W W 0
11 Queens Gambit Declined -1 Black 1
12 Queens Gambit Declined - 2 END-GAME B B 1
13 Queens Indian Defence -1 Draw D W 0.25
14 Queens Indian Defence - 2 Draw
15 Queens Pawn Games -1 Draw B D 0.75
16 Queens Pawn Games - 2 END-GAME W W 0
17 Reti Opening -1 Draw W W 0
18 Reti Opening - 2 END-GAME D D 0.5
19 Ruy Lopez -1 END-GAME B B 1
20 Ruy Lopez - 2 Draw W W 0
21 Scotch -1 END-GAME B B 1
22 Scotch - 2 END-GAME W B 0.5
23 Sicilian Defence -1 END-GAME B B 1
24 Sicilian Defence - 2 END-GAME W W 0

Tota l 10.75
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Test Setup 8
M PSM 1, END-GAME, Quiescence Search

No. Opening Sequence Result W hite 1sl Black r Points
1 Centre -1 END-GAME B B 1
2 Centre - 2 END-GAME W W 0
3 French Defence -1 END-GAME W W 0
4 French Defence - 2 END-GAME w W 0
5 Kings Indian Defence -1 END-GAME D D 0.5
6 Kings Indian Defence - 2 END-GAME B B 1
7 Nimzo Indian Defence -1 END-GAME W W 0
8 Nimzo Indian Defence - 2 END-GAME W w 0
9 Queens Gambit Accepted -1 END-GAME B B 1

10 Queens Gambit Accepted - 2 END-GAME D D 0.5
11 Queens Gambit Declined -1 END-GAME B B 1
12 Queens Gambit Declined - 2 END-GAME W W 0
13 Queens Indian Defence -1 END-GAME B B 1
14 Queens Indian Defence - 2 END-GAME W W 0
15 Queens Pawn Games -1 END-GAME W W 0
16 Queens Pawn Games - 2 END-GAME w D 0.25
17 Reti Opening -1 Draw B D 0.75
18 Reti Opening - 2 END-GAME B D 0.75

19 Ruy Lopez -1 END-GAME B B 1
20 Ruy Lopez - 2 END-GAME D D 0.5
21 Scotch -1 END-GAME B B 1
22 Scotch - 2 END-GAME W W 0
23 Sicilian Defence -1 END-GAME W W 0
24 Sicilian Defence - 2 END-GAME D D 0.5

Tota l 10.75

Test Setup 9
MPSM 2, END-GAME, Quiescence Search

No. Opening Sequence Result W hite 151 Black 1st Points
1 Centre -1 END-GAME W B 0.5
2 Centre - 2 END-GAME D W 0.25
3 French Defence -1 Draw W W 0
4 French Defence - 2 END-GAME W W 0
5 Kings Indian Defence -1 END-GAME D D 0.5
6 Kings Indian Defence - 2 END-GAME D D 0.5
7 Nimzo Indian Defence - 1 END-GAME W D 0.25
8 Nimzo Indian Defence - 2 END-GAME B B 1
9 Queens Gambit Accepted -1 END-GAME W W 0

10 Queens Gambit Accepted - 2 END-GAME D B 0.75
11 Queens Gambit Declined -1 END-GAME B B 1
12 Queens Gambit Declined - 2 END-GAME B B 1
13 Queens Indian Defence -1 END-GAME B B 1
14 Queens Indian Defence - 2 END-GAME D D 0.5
15 Queens Pawn Games -1 END-GAME D D 0.5
16 Queens Pawn Games - 2 END-GAME W W 0
17 Reti Opening -1 END-GAME W W 0
18 Reti Opening - 2 END-GAME w w 0
19 Ruy Lopez -1 END-GAME B B 1
20 Ruy Lopez - 2 END-GAME B D 0.75
21 Scotch -1 END-GAME W W 0
22 Scotch - 2 END-GAME D D 0.5
23 Sicilian Defence -1 END-GAME W W 0
24 Sicilian Defence - 2 END-GAME B B 1

Tota l 11
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Test Setup 10
MPSM 3, END-GAME, Quiescence Search

No. Opening Sequence Result W hite 1® Black 1st Points
1 Centre -1 END-GAME W B 0.5
2 Centre - 2 END-GAME W W 0
3 French Defence -1 END-GAME W W 0
4 French Defence - 2 END-GAME D D 0.5
5 Kings Indian Defence -1 END-GAME B B 1
6 Kings Indian Defence - 2 END-GAME B B 1
7 Nimzo Indian Defence -1 END-GAME B B 1
8 Nimzo Indian Defence - 2 Draw W B 0.5
9 Queens Gambit Accepted -1 Draw B B 1

10 Queens Gambit Accepted - 2 END-GAME D D 0.5
11 Queens Gambit Declined -1 Draw B B 1
12 Queens Gambit Declined - 2 END-GAME D D 0.5
1 3 " Queens Indian Defence -1 END-GAME B B 1
14 Queens Indian Defence - 2 END-GAME D B 0.75
15 Queens Pawn Games -1 END-GAME W W 0
16 Queens Pawn Games - 2 END-GAME B B 1
17 Reti Opening -1 END-GAME W W 0
18 Reti Opening - 2 END-GAME W W 0
19 Ruy Lopez - 1 END-GAME B B 1
20 Ruy Lopez - 2 END-GAME B B 1
21 Scotch -1 END-GAME B B 1
22 Scotch - 2 END-GAME D D 0.5
23 Sicilian Defence -1 END-GAME B B 1
24 Sicilian Defence - 2 END-GAME D D 0.5

Tota l 15.25

Test Setup 11
MPSM 4, END-GAME, Quiescence Search

No. Opening Sequence Result W hite 1st Black 1s1 Points
1 Centre -1 END-GAME B B 1
2 Centre - 2 END-GAME W W 0
3 French Defence -1 END-GAME D D 0.5
4 French Defence - 2 Black 1
5 Kings Indian Defence -1 END-GAME B B 1
6 Kings Indian Defence - 2 END-GAME B B 1
7 Nimzo Indian Defence -1 END-GAME D D 0.5
8 Nimzo Indian Defence - 2 END-GAME W W 0
9 Queens Gambit Accepted -1 END-GAME D B 0.75

'1 0 Queens Gambit Accepted - 2 END-GAME D B 0.75
11 Queens Gambit Declined -1 END-GAME D D 0.5
12 Queens Gambit Declined - 2 Black 1
13 Queens Indian Defence -1 END-GAME B B 1
14 Queens Indian Defence - 2 END-GAME W W 0
15 Queens Pawn Games -1 Draw B B 1
16 Queens Pawn Games - 2 END-GAME B B 1
17 Reti Opening -1 END-GAME D D 0.5
18 Reti Opening - 2 END-GAME W W 0
19 Ruy Lopez -1 END-GAME B B 1
20 Ruy Lopez - 2 END-GAME B D 0.75
21 Scotch -1 END-GAME W W 0
22 Scotch - 2 END-GAME B B 1
23 Sicilian Defence -1 Black 1
24 Sicilian Defence - 2 END-GAME W B 0.5

Tota l 15.75
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Test Setup 12
NvN, END-GAME

No. Opening Sequence Result White 1s' Black 1s1 Points
1 Centre - 1 END-GAME W W 0
2 Centre - 2 END-GAME W W 0
3 French Defence - 1 END-GAME W W 0
4 French Defence - 2 Draw W W 0
5 Kings Indian Defence - 1 Black 1
6 Kings Indian Defence - 2 Draw W W 0
7 Nimzo Indian Defence - 1 END-GAME W W 0
8 Nimzo Indian Defence - 2 END-GAME B B 1
9 Queens Gambit Accepted -1 Black 1

10 Queens Gambit Accepted - 2 END-GAME W W 0
11 Queens Gambit Declined -1 END-GAME W W 0
12 Queens Gambit Declined - 2 Draw B B 0
13 Queens Indian Defence -1 END-GAME B B 1
14 Queens Indian Defence - 2 Black 1
15 Queens Pawn Games -1 White 0
16 Queens Pawn Games - 2 END-GAME B B 1
17 Reti Opening -1 White 0
18 Reti Opening - 2 END-GAME W W 0
19 Ruy Lopez -1 END-GAME B B 1
20 Ruy Lopez - 2 END-GAME W W 0
21 Scotch -1 END-GAME W W 0
22 Scotch - 2 Draw D D 0.5
23 Sicilian Defence -1 Black 1
24 Sicilian Defence - 2 END-GAME W W 0

Total 8.5

Test Setup 13
AVA/, END-GAME, Quiescence Search

No. Opening Sequence Result White 1st Black 1s' Points
1 Centre -1 Draw D D 0.5
2 Centre - 2 END-GAME B D 0.75
3 French Defence -1 END-GAME B B 1
4 French Defence - 2 END-GAME D D 0.5
5 Kings Indian Defence -1 END-GAME W W 0
6 Kings Indian Defence - 2 END-GAME B B 1
7 Nimzo Indian Defence -1 END-GAME W B 0.5
8 Nimzo Indian Defence - 2 Draw B B 1
9 Queens Gambit Accepted -1 END-GAME B B 1

10 Queens Gambit Accepted - 2 END-GAME D B 0.75
11 Queens Gambit Declined -1 Draw B B 1
12 Queens Gambit Declined - 2 END-GAME B B 1
13 Queens Indian Defence -1 Draw W W 0
14 Queens Indian Defence - 2 END-GAME D D 0.5
15 Queens Pawn Games -1 END-GAME D D 0.5
16 Queens Pawn Games - 2 END-GAME B W 0.5
17 Reti Opening -1 END-GAME B B 1
18 Reti Opening - 2 END-GAME B B 1
19 Ruy Lopez -1 END-GAME W W 0
20 Ruy Lopez - 2 Draw W W 0
21 Scotch -1 END-GAME B B 1
22 Scotch - 2 END-GAME B B 1
23 Sicilian Defence -1 Draw B B 1
24 Sicilian Defence - 2 END-GAME D D 0.5

Tota l 16
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