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Abstract

In a continually evolving Internet, tools such as Q u a lity  o f  Service ro u tin g  m ust be 
used in order to accom m odate user demands. However, deploying and devel­
oping QoS routing in the legacy Internet is difficult. Multiprotocol Label Switch­
ing (MPLS) facilitates the deploym ent of QoS routing, due to its separation of 
functions betw een the control and forwarding plane. D eveloping QoS routing 
raises scalability issues w ith in  very large networks. I propose overcom ing these 
issues by  using topology aggregation and distributed routing based on  m odem  
techniques such as active networks and m obile agents. However, topology aggre­
gation introduces inaccuracy, w hich has a negative impact on QoS routing perfor­
mance. To avoid such problems I propose a hierarchical routing protocol, called 
M acro-routing, w hich  by using distributed route com putation is able to process 
more detailed inform ation and thus to use the m ost accurate aggregation tech­
nique, i.e. Full-Mesh. Therefore, the protocol is more likely to find the best path 
betw een source and destination, and can also find more than one available path.

QoS routing, w hich is used for finding feasible paths that sim ultaneously sat­
isfy m ultiple constraints, is also called m ultiple-constrained routing and is an 
NP-com plete problem. The difficulty of solving such problems increases in a hi­
erarchical context, where aggregation techniques influence the path computation 
process. I propose a n ew  aggregation technique w hich allows the selection of 
m ultiple paths that satisfy m ultiple QoS constraints. This reduces the probability 
of a false negative, i.e., of the routing algorithm incorrectly reporting that no path 
satisfying the constraints exists. This aggregation technique is called extended  
full-m esh (EFM) and is intended for use w ith  the Macro-routing protocol. De­
ploying these protocols in the Internet w ill allow  multi-constrained routing to be 
practically im plem ented on  large networks.
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C H A P T E R  1

Introduction

"... com m unica tion  is both a h u m a n  need and  an indispensable part o f  m od­

ern society."  [83]

From the beginning of mankind people started to w ork on their com m unica­

tions skills. First it w as language, follow ed by zvriting. Then there w ere m essengers, 

follow ed b y  the fire  signals and then there w as the m orse code and the telegraph. 

This evolution reached its apogee in  the twentieth century also know n as the " in ­

fo rm a tio n  era", where technologies such as telephony, radio, television, computers 

and computer networks all deal w ith  collecting, processing and distributing in­

formation.

The trend for all these technologies is now  to converge. This convergence 

started b y  the m id 1980s, w h en  there were three w orldw ide com m unication net­

works. These were the telephony network w hich carried voice, the television net­

w ork w hich carried v ideo  and the Internet w hich carried data. A t that point the 

telecom  com m unity decided to develop a n ew  network w hich w ou ld  transport 

all three types of traffic. The result of their work w as the A synchronous Transfer 

M ode  (ATM) network w hich w as an important step forward but proved not to be

1



C h a p te r  1 In tro d u c tio n

a total success, because the In tern e t Protocol proved more popular for computer 

communications. ATM, however, brought a very n ew  principle in computer net­

works: the idea of Q u a lity  o f  Service  (QoS) provision.

By tiie m id 1990s, both datacom and telecom  researchers com peted in devel­

oping one network protocol w hich w ould  have the advantages of both worlds: 

the sim plicity and flexibility of IP networks and the provision of Quality of Ser­

vice guarantees of ATM networks. This com petition led  to the emergence of 

MPLS w hich brought the separation of routing and forwarding and developed  

a totally new  hierarchical forwarding mechanism.

1.1  M o t iv a t io n

A lthough the youngest (1960s) technology of the in form ation  era, the computer 

networks had experienced an unexpected success. This success led to a multi­

tude of networks being developed, w hich  w as the point from where the In ternet 

emerged. From a research prototype, the Internet expanded, in a very short time, 

into a global com m unication system  that now adays reaches all countries of the 

world.

The m ain challenges the Internet currently faces are all related to its increasing 

size on different levels. First there is the exponentially increasing number of hosts 

w hich evolves at surprising rates (i.e. in July 1993 it included around 1.7 million  

hosts, in  July 1998 it already comprised more than 36 m illion hosts, w hile the 

latest statistics show  that in  January 2006 it had more than 394 m illion hosts1). 

Second there is its increased com plexity and importance. That is because the 

Internet serves as the com m on ground for the convergence of all communication  

types (i.e. voice, v ideo  and data).

Thus, num erous solutions and technologies w ere proposed as a response to 

the challenge of Internet's rapid growth in  number of users and increasing re­

1Intemet Domain Survey, http://www.isc.org/index.pl?/ops/ds/reports/2006-01/
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quirements for service quality, reliability, and efficiency.

The research described in this thesis encom passes five of such technologies 

w hich are major areas of current research in network communications: network  

routing, Quality-of-Service (QoS), Multi-Protocol Label Switching (MPLS), active 

networks and m obile software agents.

1.2  T h e s is  c o n tr ib u t io n s

1.2.1 Problem statement

The focus of the present thesis is to find the optimal solution for implementing  

efficient QoS routing strategies for large networks. This work has tw o aims:

•  to m inim ise the overhead introduced by QoS in the routing process;

•  to identify im proved approaches to the multi-constrained routing problem.

1.2.2 Solutions

Deploying QoS routing schem es in the legacy Internet can be very difficult. MPLS 

facilitates this by  its separation betw een the control and forwarding planes. More­

over, traditional QoS routing schem es w hich use source routing generate consid­

erable overhead, i.e.:

•  com m unica tion  overhead, as routing state information has to be dissem inated  

more frequently and the state inform ation is more consistent (e.g., more 

metrics can be considered) than in legacy/nonadaptive routing;

•  com putational overhead, as the entire path is centrally com puted at the source 

node using the "collected" global state;

•  storage overhead, as all the state in the network has to be stored on every node 

that participates in the routing process.
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The approaches presented here w ill use distribute routing im plem ented by  

using m od em  techniques such as active networks and m obile agents. This w ill 

alleviate the storage and the computational overhead requirements. Also, such 

distributed routing algorithms use only local states, thereby eliminating the com ­

m unication overhead generated by dispatching routing information. However, 

by using m obile agents, the mobile agent population generated to search m ulti­

ple feasible paths can itself generate a significant communication overhead. The 

active network approach, although it does not generate as great a communication  

overhead, can find only a single path, w hich m ight not be the optimal one. The 

preferred choice for im plem enting QoS routing protocols is, in this author's view , 

to use m obile agents. However, there are situations w hen  active networks prove 

to be a very useful tool. To exploit the potential of active networks I propose the 

integration of MPLS and active networks in order to overcome the inability of 

MPLS to perform sw itching above layer tw o in access areas, where such opera­

tions are needed.

QoS routing for large networks is still a research area. I propose a new  hier­

archical QoS routing protocol, called M acro-routing, w hich is able to find m ulti­

p le end-to-end paths. The use of local states allow s the Full-Mesh aggregation 

m ethod to be used. This is recognised by the research com m unity as being the 

m ost accurate m ethod available but is considered to be impractical because it 

generates too m uch overhead in the form of state advertisements. U sing m obile 

agents, such advertisem ents are not needed as the routing information is con­

sulted "in-situ". I also propose to use m obile agents not only for the routing 

purposes, but also for resource reservation and path setup.

Finding paths based on m ultiple constraint is an NP-com plete problem. M any  

approximations and heuristical solutions have been proposed by the research 

community. For hierarchical multi-constraint routing the problem is even more 

com plex as it is required to select a single path betw een any pair of border nodes 

for building the aggregate representation. Therefore, I propose a n ew  aggrega­
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tion m ethod, called E xtended  Full M esh  (EFM ), w hich is a compromise between  

Full-M esh aggregation and no aggregation at all. This technique stores the cost 

of more than one path betw een the tw o border nodes w hen  performing aggrega­

tion, w hich considerable increases the chances of finding a final multi-constraint 

path.

1.2.3 Summary of Contributions

The m ain contributions presented in this thesis are:

•  A  comparison betw een active networks and m obile agents as techniques 

to im plem ent QoS routing. I present the advantages and disadvantages of 

both technologies. I conclude that m obile agents are the preferred option for 

im plem enting efficient QoS routing strategies. The applicability of active 

networks for routing purposes is lim ited because their actions occur only  

as the traffic flow s through the network and not beforehand as in m ost QoS 

routing schemes.

•  The integration of active networks and MPLS in order to overcome the in­

ability of MPLS to perform switching above layer tw o. I prove that such  

integration is possible and give som e exam ples to illustrate its usefulness.

•  A  hierarchical QoS routing protocol, called M acro-rou ting  w hich reduces the 

computational and storage overhead, introduced by QoS routing, by  using

distributed routing. This protocol also finds m ultiple feasible paths w ith no 

added cost.

•  A n aggregation m ethod, called E xtended  F ull-M esh  (E F M ), w hich performs

better that Full-M esh aggregation for finding multi-constrained paths and 

increases the chances of finding a multi-constrained path. I also propose 

different path selection m ethods w hich can be used by  EFM.

5
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1.3 T h e s is  o u t l in e

The remainder of this thesis is organised as follows.

Chapter 2  introduces the five m ain topics that underpin the research presented 

in this thesis, i.e. routing, Quality o f Service (QoS), Multiprotocol Label 

Switching (MPLS), m obile agents and active networks.

Chapter 3  presents the m ain QoS routing challenges and existing solutions. Topol­

ogy aggregation and efficient distribute routing mechanisms are the pre­

ferred approaches to overcom e the m ain QoS routing problems by  improv­

ing the scalability and reducing the computational overhead respectively.

Chapter 4  compares active networks and m obile agents as techniques to imple­

m ent QoS routing and presents som e application examples for w hich ac­

tive networks prove suitable. This chapter concludes by arguing that m o­

bile agents are the preferred choice for im plem enting efficient QoS routing 

mechanisms.

Chapter 5  proposes a n ew  hierarchical routing protocol, called M acro-routing , 

which reduces the computational and storage overhead introduced by QoS 

routing, w hile also finding multiple feasible paths. This comes at the price 

of a potentially large com m unication overhead. Thus, techniques for limit­

ing this com m unication overhead are developed.

Chapter 6 proposes a n ew  aggregation m ethod, called E xtended Full M esh  (EFM ), 

w hich is able to obtain better results w hile searching for multi-constrained 

paths by using Macro-routing. Path selection mechanisms are also pre­

sented and compared through simulations.

Chapter 7  concludes the thesis w ith  a sum m ary of this work along w ith  some 

suggestions for future research.

6
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Routing primitives in data networks

"Before build ing  the netw ork  o f  the fu tu re , we m u s t f ir s t  understand  w hat 

ex is ts ."  S. Keshav [91]

The work presented in this thesis encompasses five major areas of study in 

network communications: routing, Quality of Service, Multi-Protocol Label Switch­

ing, Active Networks and M obile Software Agents. To understand how  these 

technologies can interact together to reach the goal of providing better QoS rout­

ing m echanisms, it is first necessary to understand them, their evolution over the 

last few  years, as w ell as their strengths and relative w eaknesses.

2.1  R o u t in g

R o u tin g  and  fo rw ard ing  is w ha t the In tern e t is all about: H o w  can an IP  packet fro m  one 

host be delivered to the destina tion  host?  says Adrian Farrel in [65].

The formal definition of routing describes it as being the process of determin­

ing an end-to-end path betw een a source and a destination machine [67, 152]. 

This process is supported by ro u tin g  protocols, w hich allow  routers to communi-

7
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cate w ith  each other, exchanging information such as connectivity and link states 

so that they build up a picture of the w hole network and can choose the best w ay  

to forward a packet. Based on this information ro u ting  algorithm s determine the 

best path along w hich  to forward a packet. The results of routing algorithms are 

used to create and update the ro u ting  tables that are used later in the fo rw ard ing  

process.

Routing evolved w ith  advancing technology and changing networking con­

cepts, providing us w ith  a choice of routing strategies. Some of them are pre­

sented in  the remainder of this section.

2.1.1 Static vs. Dynamic Routing

In sta tic  routing, routing tables are usually manually configured and the routes 

are not m odified unless an error is detected. This type of routing was used in the 

early stages of the Internet, w hen  routing tables were relatively small. N ow, it 

is used  only at the edge of the Internet, in small networks. The early telephone 

network also used static (hierarchical) routing [13], but because routing did not 

depend on the state of the network or the time of day, the network had to be over­

provisioned so that it could carry user traffic during a busy hour of an average 

day. Static routing is sim ple, easy to specify and it does not generate network  

overhead as no routing inform ation needs to be dissem inated. However, it is 

relatively inflexible as static routes require manual actions in the case of network  

failures or changes in topology.

M ost networks, however, use dynam ic  routing because it allows the network to 

handle problems automatically. A  routing protocol is used  to build and maintain 

dynamic routing tables. Moreover, the network traffic can be monitored as w ell as 

the status of the network hardware and routes can then be m odified accordingly.

8
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2.1.2 Nonadaptive vs. Adaptive Routing

The first routing protocols did not regard the state of the network while building 

routing tables. Thus, they are considered nonadaptive  routing protocols. Because 

there are usually m ultiple paths betw een a source and a destination, only one 

has to be selected. The selection m echanism  w as initially based on the number 

of hops, designing the shortest path to be the winner of a path contest. This 

generated the fam ily of shortest pa th  algorithm s. Two of the best know n algo­

rithms belong to this family: the Dijkstra algorithm [60] and the Bellman-Ford 

algorithm [18].

The early ARPANET w as the first to recognise the importance of adaptive  

ro u tin g  where routing decisions w ere based on the current state of the network. 

Therefore, each node m aintained a table of network delays, representing esti­

mated delays that packets w ould  experience along different paths toward their 

destinations. The minimum delay table w as periodically transmitted by each 

node to its neighbours. The shortest path, in terms of hop count, w as also propa­

gated to give the connectivity information. One drawback to this approach is that 

congestion shifts from one region of a network to another, resulting in oscillation 

and network instability.

This can be considered the opening attempt to provide QoS by routing mech­

anisms. It w as not how ever typical of QoS routing m ethods because it w as not 

connection-oriented and it w as not supported by an appropriate resource reser­

vation mechanism.

2.1.3 Hop-by-hop vs. Source Routing

In hop-by-hop  routing, each router makes its routing decisions independently, based  

on the information residing in  its routing tables. Usually, the next hop routing de­

cision does not depend on the packet's original source or on the path the packet 

has taken before it arrives to a particular network node. Instead, the next hop to

9
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w hich a packet is sent depends only on the packet's destination. This concept is 

called source independence and allow s a compact and efficient forwarding mech­

anism. However, hop-by-hop routing as w ith  m ost distributed routing mecha­

nism s m ay generate looping paths, and thus other solutions like source routing 

are som etim es preferred.

In source routing each router selects a complete path from the source to the 

destination based on the global state1 information. Such information has to be 

distributed am ong all nodes of the network and it m ay contain topology infor­

m ation and the state of every link. The centralised route computation (at the 

source node) w ill eliminate the possibility of a looping path. However, it implies 

a higher network overhead than in  hop-by-hop routing as all the routing infor­

m ation has to be distributed to all network nodes.

2.1.4 Distance-vector vs. Link-state Routing

The distance-vector mechanism is the sim plest w ay to distribute network connec­

tivity information. Its nam e w as generated by the form of update m essages sent 

from one network node to another, w hich contain pairs of values specifying a 

destination and a distance to that destination. The distance  to a destination is de­

fined to be the sum  of w eights assigned to network links along the path to that 

destination. Each network node periodically sends update m essages across the 

network to neighbours. Each network node that receives update m essages exam­

ines each item  in the m essage, and changes its routing table if the neighbour has 

a shorter path to som e destination than the path the current node has been using. 

Distance-vector routing is based on the Ford-Fulkerson [68] algorithm and it w as 

first used within ARPANET and then in the Internet under the name of R o u tin g  

In form ation  Protocol (REP) [118]. Distance-vector routing protocols converge very 

slow ly follow ing changes in the network due to their count-to-infinity2 problem.

1See Section 2.2.2.1
2The routing information is passed in a circular manner through multiple network nodes. 

Each traversed node increments the metric appropriately and passes it on. As the metric is passed

10
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A n alternative for distributed route computation is link-sta te  routing, which is 

inform ally know n as Shortest Path  F irst or SPF routing because it is based on Dijk- 

stra's algorithm [60]. The m ain difference betw een these tw o approaches is that 

link-state m essages do not contain information from routing tables as in distance- 

vector routing; instead each m essage carries the status of a link between tw o net­

work nodes. Moreover, these status m essages are broadcast to all network nodes. 

Each network node collects incom ing status m essages and uses them to build a 

graph of the network w hich is then used to build a routing table w ith itself as 

source. Link-state routing is w id e ly  used  in  the Internet. The m ost w idely  used  

routing protocol w ithin the Internet, called O pen Shortest Path F irst (OSPF) [122] 

is a link-state routing protocol. Another link-state routing protocol used within  

the Internet is the In term ediate System -In term edia te  S ys tem  (IS-IS) [36] protocol.

2.1.5 Flat vs. Hierarchical Routing

Flat routing is the process of distributing routing information and finding paths 

betw een a source and a destination, w hile no other network organisation is re­

quired (i.e. all routers m ay be visualised as sitting on a flat geometric plane). It 

can be used w ith in  relatively sm all networks. A s networks grow in  size, the rout­

ing table grows proportionally. This results in m em ory consum ed by large rout­

ing tables, more CPU time required to scan them and more bandwidth needed to 

send status reports about them. The network m ay grow to the point where it is 

no longer feasible for every router to have an entry for every other router. A  so­

lution to this scalability problem is hierarchical routing, where the entire network  

is d ivided into dom ains and a network node w ill have detailed information only  

about the nodes from its dom ain and aggregated information about nodes out­

side its domain. Hierarchical routing protocols are already used in the Internet 

(e.g., IP networks, ATM networks).

around the loop, it increments to ever increasing values until it reaches the maximum for the 
routing protocol being used, which typically denotes a link outage.

11
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2 .1 .5 .1  Internet Routing

The Internet uses a tw o level routing hierarchy. Routers and networks in the In­

ternet are grouped into A u tonom ous System s  (ASs). A n A utonom ous System (AS) 

is described in [49] as a contiguous set of networks under the control of one 

administrative authority while [53] defines an AS as a routing domain which  

has a com m on administrative authority and a consistent internal routing policy. 

Routers w ithin an AS exchange routing information, w hich is then summarised 

before being passed to another group. Routing protocols used w ithin ASs are 

called In terior R o u tin g  Protocols (IGPs), w hile routing protocols used  between dif­

ferent ASs are called Exterior R o u tin g  Protocols (EGPs) as seen in Figure 2.1.

Figure 2.1: The Internet routing architecture

Interior R outing Protocols (IGPs). Routers w ithin an AS use an IGP to ex­

change routing information. Then, on each router, the IGP's routing algorithm  

uses this information to choose an optimal path based on a specific metric3. Each 

autonom ous system  is free to choose w hich IGP to use. Two of the m ost pop­

ular IGPs are the R o u tin g  In form ation  Protocol (RIP) and the O pen Shortest Path  

F irst (OSPF).

RIP [118] w as the original IGP written for the Internet. Thus, it is a very sim­

ple protocol that uses a distance-vector algorithm to propagate routing information

3Typical Internet routing uses a combination of two metrics: administrative cost and hop 
count [53]
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and the Bellman-Ford [18] algorithm to determine the shortest path. Although it 

is still used in  today's Internet, RIP performs poorly in large and com plex net­

works as it inherits som e of the disadvantages of distance-vector protocols. Each 

m essage contains a complete list of destinations and their distances, and there­

fore, m essages are large. Moreover, the receiving router has to compare each 

entry in  the incom ing m essage w ith entries in its routing table. Thus, processing 

a m essage consum es CPU cycles and introduces delay. Such delay means that 

route changes propagate slow ly [49]. Therefore, m any Internet Service Providers 

prefer more elaborate protocols from the link-sta te  family.

OSPF [122] is a link-state routing protocol and RIP's successor. D eveloped by  

the OSPF working group of the Internet Engineering Task Force, it became a stan­

dard in 1990. It is so-called because it is an open4 protocol that uses the "Shortest 

Path First" algorithm developed by E.W. Dijkstra [60]. OSPF has several features 

that make it a more com plex and pow erful routing protocol than its predecessor, 

RIP, or other routing protocols. Some of them  are m entioned here.

• OSPF supports a variety of distance metrics like physical distance or delay, 

w hile RIP always measures distance in  network hops;

• OSPF adapts quickly to changes in  the topology [122], w hile RIP has the

cou n t-to -in fin ity  problem w hich slow s its convergence follow ing changes in  

the network;

•  OSPF uses an authenticated m essage exchange to ensure that m essages come 

from a trusted source, w hile RIP uses unreliable transport (i.e. UDP) for all 

m essage transmissions;

•  OSPF performs hierarchical routing by allowing a manager to partition the 

routers w ithin an AS into m ultiple areas, and therefore it can scale much  

better than other IGPs [49].

4OSPF is published in the open literature, i.e. any person can be a member of the OSPF work­
ing group and be allowed to see the code source, to discuss it with other members and make 
contributions to the development of the protocol.

13
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Exterior R outing Protocols (EGPs). EGPs are used for inter-AS routing. Al­

though usually more com plex to install and operate than IGPs, EGPs offer more

flexibility and lower overhead (i.e. less traffic). The m ain role of an EGP is 

twofold:

•  to summarise routing information from ASs before passing it to other ASs;

• to im plem ent policy constraints that allow  the traffic that crosses certain ASs 

to be controlled.

Unlike IGPs, w hich choose an optim al path based on a routing metric, EGPs can­

not find an optimal path. That is because different autonomous system s m ay use 

different routing metrics. Thus, an EGP can report only the existence of a path  

and not its cost.

The m ost popular EGP in the Internet is the Border G ateway Protocol (BGP) [133]. 

N ow  at its fourth version, BGP is very important in  the global Internet because all 

major ISPs are using it to exchange routing information. BGP is fundam entally a 

distance-vector protocol, but quite different from m ost others such as RIP. Instead 

of m aintaining just the cost to each destination, each BGP router keeps track of 

the path used. A nd instead of periodically giving each neighbour its estimated 

cost to each possible destination, each BGP router tells its neighbours the exact 

path it is using. By using this strategy, BGP solves the count-to-infinity problem  

that plagues other distance-vector routing algorithms.

2 .1.5 .2  R outing in A T M  N etw orks

The Private Network-to-Network Protocol (PNNI) [9] is a hierarchical link-state 

routing protocol used in  Asynchronous Transfer M ode (ATM) networks. It al­

low s up to 104 levels in  the hierarchy, thus being able to scale to very large net­

works. N odes at a specific level are grouped into Peer Groups (PGs). A  single 

node elected am ong the nodes of the PG, called the Peer Group Leader (PGL), 

represents each PG into the next level of the hierarchy as depicted in  Figure 2.2.
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Figure 2.2: An example of a PNNI routing hierarchy

The PN N I path selection is based on  the source rou ting  model. It results in 

loop free paths and the path selection algorithm needs to be executed only once 

at the source point. Therefore, w hen a path request is issued, the source node 

selects a path that appears to be able to support the QoS requirements specified 

by the request. This selection is m ade based on the currently available network  

state information. After the path is selected, the connection setup process starts. 

During this process each node along the path has to confirm that the resources 

requested are available. If the resources are not available, crankback occurs, which  

causes a new  path to be com puted if possible. Thus, the final outcom e of a setup 

request is either the establishment of a path satisfying the request, or refusal of 

the connection.

Further details about PNNI are given in  Section 2.2.2.1, where the aggregated 

format in  w hich  PN N I keeps its state information is presented, Section 3.2.1, 

where different types of aggregation m ethods including the PNNI default aggre-
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gation m ethod are introduced, and in  Section 3.2.2.1, where the m ain advantages 

and disadvantages of PN N I are discussed.

2.1.6 Best-effort vs. QoS

The traditional network service on the Internet is best-effort datagram transmis­

sion. That m eans that packets from a source are sent to a destination w ith  no  

guarantee of delivery. Thus, applications w hich require guaranteed delivery use 

the Transport Control Protocol (TCP), w hich assures correct reception by retrans­

m itting those packets that fail to reach the destination. This, however, com es at 

the cost of packet delay. For traditional computer-communication applications 

such as FTP and Telnet in w hich correct delivery is more important than a tim ely  

delivery, this service is satisfactory For new  applications which use voice, video  

and data (e.g., v ideo teleconferencing and video-on-dem and) trading packet de­

lay for correct reception is not an acceptable trade-off.

A n alternative to the current service m odel is the Q u a lity  o f  Service  (QoS) 

framework proposed in  RFC 2386 [53]. This seeks to augm ent the current best-effort 

service w ith  predictable service that is unaffected by  external conditions such as 

the number of concurrent traffic flows, or their generated traffic load [82]. A  de­

tailed discussion about h ow  this can be accom plished is presented in the next 

section.

2.2 Q u a lity  o f  S e r v ic e

The fundam ental design consideration of the Internet w as simplicity. Thus, it w as 

not conceived and it is not prepared to deal w ith  real-time exchange of data for 

applications sensitive to the quality and tim eliness of the delivery.

Quality of Service (QoS) is a concept familiar in the telecommunication in­

dustry as their networks were developed to carry voice traffic. Thus, they are 

sensitive to the aspects of noise, distortion, loss, delay, and jitter. However, ef-
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forts have been m ade and research is still carried out to introduce and develop  

QoS mechanisms within the Internet. Therefore, the Internet community defines 

QoS as "a set of service requirements to be m et by  the network w hile transporting 

a flow" [53].

2.2.1 The roots of QoS

Starting in the 1960s there has been an ongoing discussion about how  to support 

Quality of Service (QoS) controls in packet switched networks. That is w h y the 

IP datagram header includes a Type o f  Service (ToS) field intended to be used as 

a prioritization token of each datagram. However, techniques for using this field 

are still under developm ent.

By the m id 1980s, three types of com m unication networks had evolved, each 

carrying information w orldw ide. The telephone network carried voice calls; tele­

vision  networks carried video transmissions; and new ly  emerging computer net­

work carried data. A t that point, the telecom munication industry decided to ex­

pand its business by  developing networks to carry all types of traffic. Their goals 

were extremely ambitious. Their efforts resulted in the protocol called Asynchro­

nous Transfer M ode (ATM). They faced a difficult challenge because the three 

intended uses (voice, video, and data) have different sets of requirements.

Recent advances in networking applications have created new  requirements 

for QoS. For exam ple, in grid com puting where distributed resources are shared 

betw een different heterogeneous applications, the need for guaranteeing Quality 

of Service m ay be of paramount importance [120,157].

2 .2 .1 .1  Q oS constraints and metrics

The requirements of different traffic types are specified using Q oS constraints. 

There are three different w ays of im plem enting the QoS constraints [9]: link con­

straints, node constraints and path constraints. For link and node constraints,
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non-additive link-state and node-state metrics respectively are used. These con­

straints are used  to prune the network graph during path selection. For path  

constraints, additive link-state metrics are needed.

Three different types of metrics are defined in [161] so that a metric m ( i , j ) for 

the link (i , j ), for a p a th p  =  (i, j ,  k , ..., l , n ) ,  can be:

A dditive if m ( p )  =  m ( i ,  j )  +  m ( j ,  k)  +  ... +  n( l ,  n)

M ultiplicative if m ( p )  =  m ( i , j ) x m ( j , k ) x ... x n ( l , n )

Concave if m ( p )  =  m i n { m ( i , j ) , m ( j , k ) ,  . . . , n ( l , r i ) }

According to this definition, metrics such as: delay, jitter, cost, and hop count 

are additive; packet loss probability is m ultiplicative, and bandwidth is concave. 

However, any m ultiplicative metric can be reduced to an additive metric [129], 

and thus the metrics can also be divided into additive (additive and multiplica­

tive) metrics and non-additive (concave or m in /m ax) metrics.

Tanenbaum presents several applications in [152] w ith  their requirements re­

garding reliability, delay, jitter, and bandwidth. They are described in Table 2.1. 

Some applications require reliability (the first four applications) w hile others are 

sensitive to delay or jitter (telephony and videoconferencing) and som e need con­

siderable bandw idth (video on demand and videoconferencing).

Table 2.1: QoS requirements fo r  different types of applications
Application reliability delay jitter bandw idth
E-mail high low low low
File transfer high low low m edium
Web access high m edium low m edium
Remote login high m edium m edium low
A udio on dem and low low high medium
Video on dem and low low high high
Telephony low high high low
Videoconferencing low high high high

Selecting a feasible path w ith  a single QoS constraint can be done by using any 

shortest-path algorithm. However, it has been proven in [162] that finding a path
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subject to tw o or more independent additive a n d /o r  multiplicative constraints 

is an NP-com plete5 problem [69]. This w ould  be the case w ith telephony and 

videoconferencing, both of w hich have high dem ands on delay and jitter (see 

Table 2.1). Various approaches have been proposed to "solve" such NP-complete 

problems (see A ppendix D). Solutions applying to special cases are presented in  

Section 3.1.3, w hile the more general approximation and heuristical solutions are 

presented in Section 3.3.

2.2 .1.2  The Q oS debate

It is still a debated issue whether and h ow  Quality of Service should be pro­

visioned. Therefore, tw o schools of thoughts have been distinguished regarding 

the provision of QoS guarantees. Some researchers believe that in the future there 

w ill be enough resources that QoS schem es w ill not be necessary. Others, includ­

ing this author, argue that no matter how  m uch resources exist in the future, 

n ew  applications w ill be developed to use them. History has already proved that 

links w ith  higher capacities are rapidly consum ed by new  generations of more 

dem anding applications.

2.2.2 QoS and routing

The term "QoS routing" (Quality of Service routing) can be attributed to a set of 

protocols and algorithms that find paths in the network that satisfy given require­

ments, w hile achieving global efficiency in resource maximisation [42, 53].

Routing deployed in today's Internet is focused on connectivity and typically  

supports only one type of datagram service called best effort [161]. Current Inter­

net routing protocols, e.g., OSPF, RIP, use shortest path rou ting , i.e. routing that is 

optim ised for a single arbitrary metric, e.g., administrative w eight or hop count. 

Therefore, alternative paths w ith acceptable but non-optim al cost can not be used

5Optimal solutions cannot be found by any known polynomial algorithm and hence the com­
putational complexity increases exponentially with the size of the problem (see Appendix D).

19



C h a p te r  2 R o u tin g  p rim itiv e s  in  d a ta  n e tw o rk s

to route traffic even if they have more available resources. This strategy may gen­

erate over-maximisation problems for shortest paths and under-maximisation for 

other acceptable paths. QoS routing can be used to avoid such situations.

QoS routing consist of tw o basic tasks [42,53]:

•  to collect the state information and keep it up-to-date;

•  to find a feasible path based on the collected information.

The performance of any QoS routing algorithm greatly depends on how  w ell 

these tasks are solved.

Both of these tw o basic routing tasks are described in the next sections as 

follows: Section 2.2.2.1 presents strategies for maintaining the state information,

w hile Section 2.2.2.2 describes m ethods for finding feasible paths.

2.2 .2 .1 The m aintenance of state inform ation

There are three w ays in  w hich the state information can be maintained [41,42].

Local state. Each node maintains its ow n up-to-date local state w hich m ay in­

clude queueing and propagation delay, and residual bandwidth of its outgoing  

links and the availability of other resources (e.g., m em ory buffers, CPU cycles).

G lo bal state. The combination of the local states of all nodes is called global 

state. Every node is able to maintain the global state b y  either a link-sta te  protocol 

(e.g., OSPF) or a distance-vector protocol (e.g., RLP). The difference betw een the 

tw o types of protocols consists in the w ay they distribute and maintain the rout­

ing information. In the link-state protocol each node broadcasts the local state 

to every other node so that each node know s the topology of the network and 

the state of every link, w hile in  the distance-vector adjacent nodes periodically 

exchange distance vectors6.

6A distance vector has an entry for every possible destination, consisting of the cost of the 
best path and the next node on the best path.
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A ggregated (partial) state. M aintaining global state in large networks raises 

scalability issues. A  com m on approach to achieve scalability is to reduce the 

am ount of global state by aggregating information according to the hierarchial 

structure of large networks.

(d) The network image viewed by node A.a. 1(a) The physical network

(b) The first-level o f  topology aggregation

x

B {J  xw  rW W  c
(c) The second-level o f  topology aggregation

Figure 2.3: A hierarchical network model

A  hierarchical m odel used  by ATM PNNI is presented in Figure 2.3. Here, 

the physical network presented in Figure 2.3 (a) contains groups of nodes which  

are represented by a single logical node at the next level of aggregation (see Fig­

ure 2.3 (b)). The links connecting logical nodes are logical links. This aggregation 

process starts from the physical network (i.e. Figure 2.3 (a)) and continues until 

there is a single group of logical nodes as in  Figure 2.3 (c). A t each hierarchical 

level, the nodes in a group are called the children  of the logical node representing
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the group, while the logical node is called the parent. N odes w ith at least one link 

crossing tw o groups are called border nodes.

Within A T M  P N N I, each physical node maintains an aggregated network image. 

For instance, the im age maintained b y  the node A .a .l  is show n in Figure 2.3  (d) - it 

contains detailed information about the A .a  group and aggregated information 

about the rest of the network (e.g., A .b , A .c, B and C). Thus, as the network topol­

o g y is aggregated, the state information is aggregated as well. Section 3 .2 .1  de­

scribes different aggregation techniques and their advantages and disadvantages.

2.1.2.2 Th e search for a feasible path

The search for feasible paths greatly depends on h o w  the state information is 

collected and where the information is stored. Therefore, there are three routing 

strategies [4 1,4 2 ].

Source routing. A  link-state protocol is used for each node to maintain a global 

state w hich includes the network topology and the state information of every  

link. Based on the global state, a feasible path is locally computed at the source 

node. A  control message is then sent along the selected path to inform the inter­

mediate nodes about their preceding and successor nodes.

M an y source routing algorithms are conceptually simple and easy to imple­

ment, evaluate, debug and upgrade. The simplicity of source routing is a result 

of transforming a distributed problem into a centralised one. B y doing things 

this w ay, it avoids some of the problems of distributed computing. Moreover, it 

guarantees loop-free routes.

The m ain weaknesses of source routing are also tightly connected w ith  the 

centralised w a y  of solving a distributed problem. The global state maintained 

at every node has to be updated frequently enough to cope w ith the dynamics 

of network parameters such as bandwidth and delay. For large networks, the 

communication overhead w ill become excessively high. Moreover, the link-state
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algorithm can only provide approximate global state as the distribution of state 

m essages involve non-negligible propagation delay [42]. A s  a consequence, the 

Q oS routing algorithm m ay fail in finding an existing feasible path due to impre­

cision in the global state. The computational burden is another b ig disadvantage 

of source routing. Therefore, source routing has scalability issues [42]. Moreover, 

it is impractical and insecure for a single node to have access to all detailed state 

information about all other nodes [78].

D istributed routing. The path computation is distributed among the interme­

diate nodes between the source and the destination. Therefore, the routing re­

sponse time can be shorter and the algorithm is more scalable compared w ith  

source routing. Moreover, the chances of success in finding a feasible path are 

greater as it is possible to search multiple paths in parallel.

Some Q oS distributed routing algorithms [16 1] need a distance-vector proto­

col to maintain a global state in the form of distance vectors at every node. Using  

distance-vectors, the routing is done on hop-by-hop basis. Other Q oS distributed 

routing algorithms use flooding-based algorithms [41, 43]. They do not require 

an y global state to be maintained and their routing decision and optimisation is 

done based entirely on local states.

Distributed routing algorithms that depend on the global state suffer from  

largely the same problems as source routing algorithms. Moreover, w hen the 

global state at different nodes is inconsistent, loops m ay occur. Distributed algo­

rithms that do not need any global state tend to send too m any messages [42].

H ierarchical routing. N odes are clustered into groups w hich are clustered fur­

ther up in higher-level groups and so on until a multi-level hierarchy is created. 

Within the same group, the nodes contain detailed state information while out­

side the group its state information is advertised in aggregated form.

Hierarchical routing has long been used to cope w ith the scalability problem
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of source routing in large internetworks [9, 42, 80, 105]. Hierarchical routing 

scales w ell because each node maintains only a partial global state where groups 

of nodes are aggregated into logical nodes. The size of such aggregated state is 

logarithmic in the size of the complete global state [42].

The aggregation of the state information, although lowering routing over­

head, introduces additional imprecision, w hich has a significant negative impact 

on Q oS routing [78].

2.2.3 QoS related projects within the IETF

The Internet Engineering Task Force (IETF)7 has proposed m any service models 

and mechanisms to meet the dem and for QoS.

2 .2 .3 .1  Integrated Services (IntServ)

The Integrated Services (IntServ) [32] model requires resources, such as band­

w idth and buffers, to be reserved a priori for a given traffic flow  to ensure that 

the Quality of Service requested b y  the traffic flow  can be achieved. The IntServ 

m odel includes components beyond those used in the best-effort model such as:

packet classifiers - used to distinguish flows that are to receive a certain level of 

service;

packet schedulers - w hich handle the scheduling of service to different packet 

flows to ensure that QoS commitments are met;

adm ission control com ponent - used to determine whether a router has the nec­

essary resources to accept a new  flow.

7IETF is a large open international community of network designers, operators, vendors, and 
researchers concerned with the evolution of the Internet architecture and the smooth operation 
of the Internet. The actual technical work of the IETF is done in its working groups, which are 
organised by topic into several areas (e.g., routing, transport, security, etc.). Much of the work is 
handled via mailing lists.
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Two services have been defined under the IntServ model: guaranteed service and 

controlled-load service.

The guaranteed service [149] can be used for applications requiring bounded 

packet delivery time. For this type of application, data that is delivered to the 

application after a pre-defined amount of time has elapsed is usually considered 

worthless. Therefore, guaranteed service w as intended to provide a firm quanti­

tative bound on the end-to-end packet delay for a flow. This is accomplished 

b y controlling the queuing delay on network elements along the data flow path. 

The guaranteed service m odel does not, however, provide bounds on jitter (inter­

arrival times between consecutive packets).

The controlled-load service [170] can be used for adaptive applications that 

can tolerate some delay but are sensitive to traffic overload conditions. This 

type of application typically functions satisfactorily w hen the network is lightly 

loaded but its performance degrades significantly w hen the network is heavily 

loaded. Controlled-load service, therefore, has been designed to provide approxi­

m ately the same service as best-effort service in a lightly loaded network regard­

less of actual network conditions.

The main issue w ith the IntServ model has been scalability, especially in large 

public IP networks w hich m ay potentially have millions of active micro-flows in 

transit concurrently.

A  notable feature of the IntServ m odel is that it requires explicit signalling of 

Q oS requirements from end system s to routers. The Resource Reservation Pro­

tocol (RSVP) w as developed to perform  this signalling function and is a critical 

component of the IntServ model. The R SV P protocol is described next.
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2.2.3.2 Resource R eservation Protocol (R SV P )

R SV P  is a soft-state? signalling protocol [3 3 ,17 6 ] .  It w as originally developed as 

a signalling protocol within the IntServ fram ework for applications to commu­

nicate Q oS requirements to the network and for the network to reserve relevant 

resources to satisfy the QoS requirements.

R SV P  functioning principles are that the sender or source node sends a PATH  

m essage to the receiver w ith the same source and destination addresses as the 

traffic w hich the sender w ill generate. Every intermediate router along the path 

forw ards the PATH  message to the next hop determined b y  the routing protocol. 

A fter receiving a PATH  message, the receiver responds w ith a R E SV  message 

w hich includes a flow  descriptor used to request resource reservations. The R ESV  

m essage travels to the sender or source node in the opposite direction along the 

path that the PATH  message traversed. E very intermediate router along the path  

can reject or accept the reservation request of the R E SV  message. If the request 

is rejected, the rejecting router w ill send an error message to the receiver and the 

signalling process w ill terminate. If the request is accepted, link bandwidth and 

buffer space are allocated for the flow  and the related flow  state information is 

installed in the router.

One of the issues w ith the original R SV P  specification w as scalability This is 

because reservations were required for micro-flows, so that the amount of state 

maintained b y  network elements tends to increase linearly w ith the number of 

m icro-flows [21].

Recently, R SV P has been modified and extended in several w ays to mitigate 

the scaling problems. A s  a result, it is becoming a versatile signalling protocol for 

the Internet. For example, R SV P  has been extended to reserve resources for ag­

gregation of flows, to set up M P LS explicit label switched paths, and to perform

8A soft-state protocol is one in which the failure to receive an update or refresh of state infor­
mation causes the information to become out of date and be discarded. It can operate fairly well 
in an environment in which delivery of update or refresh message events is not reliable.
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other signalling functions within the Internet. There are also a number of pro­

posals to reduce the amount of refresh messages required to maintain established 

R SV P  sessions [21].

2 .2.3.3 D ifferentiated Services (D iffServ)

The goal of the Differentiated Services (DiffServ) effort within the IETF is to de­

vise scalable mechanisms for categorisation of traffic into behaviour aggregates, 

w hich ultimately allows each behaviour aggregate to be treated differently, espe­

cially w hen there is a shortage of resources such as link bandwidth and buffer 

space [28]. One of the prim ary motivations for the DiffServ effort w as to devise 

alternative mechanisms for service differentiation in the Internet that mitigate the 

scalability issues encountered w ith the IntServ model.

The IETF D iffServ working group has defined a Differentiated Services field 

in the IP header (DS field). The D S field consists of six bits of the part of the 

IP header form erly known as the ToS octet. The DS field is used to indicate 

the forw arding treatment that a packet should receive at a node [127]. The Diff­

Serv w orking group has also standardised a number of Per-Hop Behaviour (PHB) 

groups. U sing the PHBs, several classes of services can be defined using different 

classification, policing, shaping, and scheduling rules.

For an end-user of network services to receive Differentiated Services from its 

Internet Service Provider (ISP), it m ay be necessary for the user to have a Service 

Level Agreem ent (SLA ) w ith the ISP. A n  S L A  m ay explicitly or im plicitly specify 

a Traffic Conditioning Agreem ent (TC A ) w hich defines classifier rules as well as 

metering, marking, discarding, and shaping rules.

Packets are classified, and possibly policed and shaped at the ingress to a Diff­

Serv network. W hen a packet traverses the boundary between different DiffServ 

domains, the D S field of the packet m ay be re-marked according to existing agree­

ments between the domains.

Differentiated Services allows only a finite number of service classes to be
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indicated b y  the D S field. The main advantage of the D iffServ approach over the 

IntServ m odel is scalability. Resources are allocated on a per-class basis and the 

amount of state information is proportional to the number of classes rather than

to the number of application flows.

2.2.3A  Internet Traffic Engineering (TE)

Internet traffic engineering (or sim ply traffic engineering) is defined in [13] as 

"that aspect of Internet network engineering dealing w ith the issue of perfor­

mance evaluation and performance optimisation of operational IP networks". 

Therefore, traffic engineering is a critical component of an end-to-end Internet 

Q oS fram ework, w hich give service providers better control over the network in 

order to enhance its performance. This can be done b y  improvements made at 

both traffic level and resource level. The authors of [14] define two main classes 

of traffic engineering performance objectives:

Traffic oriented performance objectives concern the enhancement of the QoS of

traffic streams (i.e., minimisation of packet loss, minimisation of delay, m ax­

imisation of throughput, and enforcement of service level agreements);

Resource oriented performance objectives concern the optimisation of resource 

utilisation.

The goal is to maximise the use of the resources. Both under-maximisation 

and over-maximisation cause dramatic reduction in the performance and effi­

ciency of a running network. Over-maximisation, also known as congestion, 

occurs w hen the offered traffic load exceeds the capacity of a certain resource 

(i.e. link or router). This w ill result in delays, jitter and loss of data. Under­

maximisation has tw o negative consequences. The obvious one is economic - un­

derused resources cost money, and either are generating less revenue than they 

could, or cost more than the optimal amount of the resource. M ore subtly, local

28



C h a p te r  2 R o u tin g  p rim itiv e s  in  d a ta  n e tw o rk s

under-maximisation m ay be symptomatic of a regional or global traffic imbal­

ance, w hich implies congestion elsewhere in the network.

There are tw o main factors inducing congestion:

•  Insufficient or inadequate network resources, incapable to accommodate 

the offered load;

•  Traffic flows being inefficiently m apped onto available resources; causing 

unequal maximisation of network resources (under-maximisation and over­

maximisation).

Therefore, one of the central goals of traffic engineering is an efficient man­

agement of resources.

Another important objective of traffic engineering is to facilitate reliable net­

w ork operations b y  providing mechanisms that enhance network integrity and 

survivability. The provided mechanisms should help to minimise network vul­

nerability to service outages due to errors, faults or failures occurring within the 

infrastructure. A  reliable network is more proof to data loss, delays and jitters. 

Consequently, achieving this objective w ill substantially improve network per­

formance which is the main objective of Internet traffic engineering.

Initially most vendors were sceptical about the merits of traffic engineering, 

despite the large variety of methods that have been proposed. That is because 

the offered technologies w ere considered too complicated and too risky to be de­

ployed in the legacy Internet. Therefore, commercially available solutions were  

rather simple [96]. Recently, however, new  solutions for M P LS traffic engineer­

ing have emerged, w hich have the potential to provide efficient control over the 

traffic [ 8 , 1 1 , 1 4 ,  27, 76 ,10 8 ].

2.2.3.5 M ulti-Protocol Label Sw itch in g (M PLS)

M P LS [27, 7 6 ,1 3 5 ]  is a very pow erful technology for Internet traffic engineering 

and Q oS routing, because it supports explicit routing, aggregation and disaggre­

29



C h a p te r  2 R o u tin g  p rim itiv es  in  d a ta  n e tw o rk s

gation and source routing. These abilities make M P L S a tool that can be used to 

optimise resource maximisation [ 1 1 , 1 4 ,2 7 ,7 6 ] .

The key M P L S features supporting traffic engineering are:

•  M P L S has the ability to build explicit non-shortest paths that can be used to 

shift traffic from congested routes to alternative ones.

•  M P L S allows both traffic aggregation and traffic disaggregation, while tradi­

tional IP forw arding allows only aggregation. This can be used in traffic 

engineering b y  aggregating traffic flows of the same class which are placed 

inside a Label Switched Path into traffic trimks [109], which are routable ob­

jects similar to A T M  VPs.

•  A  set of attributes can be explicitly assigned to traffic trunks. They are para­

meters that influence their behavioural characteristics [14]. Some examples 

w ou ld  be attributes that designate the priority, preemption or resilience of a 

traffic trunk.

A  detailed M P L S overview  is presented in Section 2.3.

2.2.3.6 Constrained-based Routing (CR)

Constraint-based routing [14] refers to a class of routing systems that compute 

routes through a network subject to the satisfaction of a set of constraints and 

requirements.

Unlike Q oS routing w hich generally addresses the issue of routing individual

traffic flows to satisfy prescribed flow-based QoS requirements subject to network  

resource availability, constraint-based routing is applicable to traffic aggregates as 

w ell as flows and m ay be subject to a w id er variety of constraints w hich m ay also 

include policy restrictions (e.g., security and administrative regulations) [53].
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2.2.4 Enabling technologies

QoS routing can be implemented b y  suitable extending today's link-state routing 

protocols. H ow ever, some other techniques are available to provide n ew  archi­

tectures w ith Q oS routing support.

2.2.4 .1 A ctive  N etw orks

A ctive N etw orks [ 1 5 3 - 1 5 5 ]  is a relatively n ew  concept, where a network is not 

just a passive carrier of data but also a more general model capable of perform­

ing customised computations on carried data. Since it is able to provide various 

operations on network flows, such technology can be used as a platform for the 

gradual deploym ent of Q oS aware routing algorithms. Section 2.4 w ill present a 

detailed description of A ctive N etworks, while arguments for using it in order to 

achieve QoS routing w ill be addressed again in Chapter 4.1.

2.2.4.2 M o b ile  A gen ts

M obile agents [45] are related to the A ctive N etw orks concept in the sense that the 

code is mobile. The m ain difference between the tw o technologies, as the author 

sees it, consists in h o w  are they using the code and w hat impact the execution 

of such code has on current traffic. From this perspective, active networks have 

a direct impact on the existing/current traffic as the code either travels along 

w ith the (traditional) packets or w aits for them on intermediate nodes in order 

to perform computations ranging from redirecting the packets to m odifying their 

content. Mobile agents are more "p assive" from this point of v iew  as they travel 

independently of data traffic w ith the prim ary aim to "d isco ver" the network and 

collect information scattered into the network rather than to change data traffic.

Mobile agents, however, can indirectly m odify the w a y  data traffic flows if 

used for routing purposes. Moreover, they are w ell suited to the task of searching 

for feasible paths in the network as they are able to perform the search in a highly
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distributed and parallel manner. The motivation for their use is even stronger 

when QoS routing is the final objective as consulting information for multiple 

constraints is more efficient if mobile agents go to the source of routing informa­

tion rather than bringing all this information to a central point to be computed. 

This and other advantage of mobile agents for routing w ill be discussed in Sec­

tions 2.5 and 3.4. Chapters 5  and 6 present proposals for using mobile agents 

for hierarchical Q oS routing and for multi-constrained hierarchical QoS routing 

respectively in an M P L S context.

2.3 M u lt i-P r o to c o l L a b e l S w itc h in g

Multiprotocol Label Sw itching (M PLS) is intended to combine the principles of 

the Internet Protocol (IP) w hich enables a relatively inexpensive, robust and scal­

able network w ith those of Asynchronous Transfer Mode (ATM ) that offers Quality 

of Service guarantees.

For a better understanding of M P L S I present, in the following section, a brief 

history of the genesis of M PLS.

2.3.1 From IP and ATM to MPLS

The Internet Protocol (IP) is a layer 3  (network layer)9 protocol used w ithin the

Internet to send information b y  breaking up m essages into packets. The packets

are then sent from the source to a destination host via  routers w hich determine

the best path for each packet. The router uses a routing protocol to decide a best

path locally. In this w a y  packets travel from router to router until they reach the

router of the destination host. This method w hereby routers retrieve the whole

9To reduce the design complexity of networking protocols, they are organised as a stack of lay­
ers or levels, each one built upon the one below it. The number of layers, the name of each layer, 
the contents of each layer, and the function of each layer differ from network to network [152], 
The International Standards Organisation (ISO) proposed a 7-layer model called Open Systems 
Interconnection (OSI). Within this model, the IP is placed on the 3rd layer. More about the OSI 
reference model can be found in [152],
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packet, determine its next hop, and then forw ard it is often referred to as store- 

and-forward or hop-by-hop routing. Therefore, each packet follows its ow n route to­

w ard  the destination. Consequently, IP is a connectionless protocol. Such a model 

cannot guarantee performance requirements such as delay and bandwidth. This 

makes IP a best effort service m odel and it does not provide any Quality of Service 

guarantees.

Developed for telecommunication networks, the Asynchronous Transfer M ode  

(ATM ) uses short, fixed length packets, called cells, that allow for fast switching 

and low  latency communication. A T M  is a connection-oriented technology mean­

ing that a point-to-point connection is set up to allow  any two nodes to commu­

nicate. The connection persists for the duration of the message and is then tom  

down. Because the connection, or virtual circuit, is set up prior to the message 

transfer, guaranteed bandw idth and buffer space can be negotiated and provi­

sioned between the sender and the network. Therefore, an A T M  network can 

provide QoS guarantees.

The main advantage of A T M  is that b y  using a fixed length label for forw ard­

ing and relatively small fixed length cells, it allows the forwarding scheme to be 

implemented in hardware. H owever, each 48-byte cell carries a 5-byte header im­

plyin g approxim ately a 10%  overhead. Also, w henever a packet is not an exact 

fit into n  cells, some capacity is w asted in the last cell. B y  using virtual circuits 

(VCs), A T M  is a good candidate for traffic engineering (TE), whereas IP hop-by- 

hop routing has the tendency to concentrate all traffic onto the shortest path. V C s  

m ay also be used to meet the requirement for Q oS routing that the required re­

sources be reserved for specific flows of user data. In some cases, the shortest 

path m ay already be fully reserved and unable to support a particular additional 

flow  of data. For those cases, it is necessary to route around congestion.

Despite its appealing features, A T M  has not been w id ely  accepted. Although  

m any voice and data communication providers use it in their backbone network, 

the expense, com plexity and lack of inter-operability w ith other technologies
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have prevented A T M  becom ing more prevalent.

M an y protocols tried to integrate IP and A T M  in order to get the best from  

each technology. These proposals can be grouped into two classes: IP over ATM  

protocols and IP switching protocols.

2 .3 .1 .1  IP over A T M  Techniques

One w a y  of integrating IP and A T M  w as that IP w ould treat A T M  as a link- 

level technology (like Ethernet or FDDI), ignoring the routing and the quality- 

of-service aspects of A T M . This approach w a s called IP over ATM .

Fundamental differences between IP and A T M  made the integration difficult:

•  connectionless (IP) versus connection oriented (ATM );

•  packets (IP) versus cells (ATM );

The main IP over A T M  protocols are:

1. Classical IP over ATM

2. ATM  Address Resolution Protocol (ATM ARP)

3. Next Hop Resolution Protocol (NHRP)

4. LAN  emulation (LANE)

5. Multiprotocol over ATM  (MPOA)

The first three protocols were developed b y  the Internet Engineering Task 

Force (IETF), w hile the last tw o are standards proposed b y  the A T M  Forum10.

Classical IP over A T M . Classical IP over A T M  [101,102] is also known as the 

overlay model because IP is "layered o ve r" A T M  similarly to h o w  IP is "layered " 

over Ethernet, Fram e Relay, and other link-layer technologies.

10The ATM Forum is an industrial consortium that issues recommendations regarding ATM 
protocols.
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In order to implement this protocol, the A T M  network is divided into one or 

more Logical IP Subnetworks (LISs) where tw o hosts within the same LIS com­

municate through a direct V C  while two hosts from different LISs intercommu­

nicate via  a router as illustrated in Figure 2.4.

ATM Network

Figure 2.4: Multiple IP LIS's on one ATM network

This approach has tw o advantages. It is the closest possible adaptation for this 

attempt (i.e., to overlay IP on top of ATM ) and it does not require any changes to 

A T M  switches and protocols because all the w ork is confined in the IP layer.

The disadvantages of this approach are that it does not solve the delay prob­

lem present in the store-and-forward network because packets sent to a host out­

side of the source's LIS need to be routed (i.e., processed b y  a router). Moreover, 

because IP and A T M  use separate address spaces, an address resolution proto­

col is required to m ap between them, similar to the address resolution protocol 

(ARP) used on broadcast L A N s.

A d d ress Resolution protocol (A TM -A R P ). Classical IP over A T M  defines an 

A T M A R P  protocol [ 1 0 1 ,1 0 2 ]  for resolving IP addresses to A T M  addresses. This
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approach is different from the technique used w hen IP is run over Ethernet where 

broadcast messages are used to transmit A R P  requests to all of the other stations 

on the L A N . Because A T M  does not have a broadcast mechanism, a server must 

be used instead. Each LIS requires an A T M A R P  server to translate from IP to 

A T M  addresses.

E very host within a LIS has to register its A T M  and IP addresses w ith a con­

figured A T M A R P  server. Then, it m ay query the A T M A R P  server for the A T M  

addresses corresponding to IP addresses of hosts w ithin the same LIS. Such A T M  

addresses are then used to open V C s  between the relevant host and the host that 

originated the query.

N ext H op Resolution Protocol (N H RP). The architecture of classical IP over

A T M  specifies that hosts w hich are in separate LISs must communicate via a 

router, even w hen it means that packets m ust leave the A T M  network, only to 

reenter another A T M  network. This process is inefficient because the cells must 

be reassembled into packets as they enter the router and then re-segmented into 

cells as they enter again an A T M  network. In addition, an y Q oS provided b y  

A T M  is lost at each router hop.

To address this inefficiency, IETF developed the N ext H op Resolution Proto­

col (NH RP) [1 13 ] , w hich allow s IP hosts in different LISs, but on the same A T M  

network, to be able to open direct V C s between each other.

N H R P  can be view ed as an enhancement of A T M A R P  where A T M A R P  clients 

(end stations) became N H R P  clients, and N H R P  servers (N H S's) replace A T­

M A R P  servers. Like A TM A R P , N H R P  is based on a query/response model: an 

N H R P  client that w ishes to forw ard IP packets destined to other hosts sends an 

N H R P  query to its local N H S. If the N H S  knows the A T M  address of the destina­

tion host, an N H R P  response is sent back to the originating client indicating the 

A T M  address to use to reach the specific destination. Otherwise, it forwards the 

query to another N H S. The client that originated the query opens a direct point-
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to-point V C  to either the destination host or the router that w ill forward the IP 

packet off the A T M  network.

A  draw back of this method is that the response returned is based on the state 

of the IP routing at the time the query is sent. If the route that should be followed

changes, the originating N H R P  client w ill not to be notified. In such cases the 

packets are misrouted.

L A N  Em ulation (LA N E ). In order to be expanded toward the edge of commu­

nication networks, the A T M  technology had to replicate the services of existing 

L A N s. Thus, the A T M  Forum  defined an A T M  service called " L A N  emulation" 

that emulates the services of L A N s  across an A T M  network. The services pro­

vided b y  L A N E  are: connectionless and multicast services, M A C  driver interfaces 

in A T M  stations, emulated L A N s  and interconnection w ith  existing L A N s.

The L A N E  solution is preferable to IP over A T M  because of all the additional 

facilities it offers. H owever, the additional layer of overhead, protocol processing, 

and interactions w ith a second set of servers adds to the processing delay in the 

network and is a more expensive solution for the end user.

M ultiprotocol over A T M  (M PO A ). M P O A  [10] is a combination of L A N E  and 

NH RP, combining the virtual networking ability of L A N E  w ith the address reso­

lution ability of NHRP. A n  M P O A  client has both L A N E  and N H R P  client capa­

bilities, and M P O A  servers are extensions to N H Ss.

Lim itations of IP  over A T M  approaches. The main problem w ith the tech­

niques described previously is scalability.

IP routing protocols scale on the order of the number of router-to-router con­

nection in the routing topology, be it physical or virtual. In the overlay model, 

as yo u  can see in Figure 2.5, the total number of logical links that are advertised 

between the n  ATM -attached routers equals n (n~V links.
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Figure 2.5: IP over ATM logical connectivity

Breaking up the overlay into multiple IP subnetworks solved the scaling prob­

lem w ith  the overlay model. W hile reducing the number of route connections, 

this creates another problem: inefficient paths for data traffic. This second prob­

lem has led to the addition of protocols such as N H R P  to the overlay model. The 

additional protocols increase the com plexity of the overlay model and make its 

performance depend on traffic-sensitive caching techniques.

The overlay method of running IP over A T M  also suffers from other problems 

such as [163]:

1 . excessive management com plexity and overhead associated w ith running 

tw o separate routing protocols;

2. the difficulty of representing the A T M  subnetwork in such a w a y  that IP 

routing can deal w ith it yet that accurately reflects the capabilities of the 

A T M  subnetwork;

3. the resulting difficulty in extending the approach to QoS routing, traffic en­

gineering, and similar advanced features.

2 .3 .1.2  IP Sw itch in g Techniques

A n  alternative to supporting the overlay model is to let the A T M  switches par­

ticipate in IP routing. Such proposals are called IP switching techniques. Their
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com m on characteristic is a multi-layer label-swapping mechanism implemented

by:

•  providing semantics to bind labels to specific streams of packets;

•  using a protocol to distribute binding information am ong routers;

•  forw arding packets from the incoming interface to the outgoing interface 

based solely on the label information, rather than the destination IP address.

Forw arding can be performed in hardware b y  the switch fabric of the router, or 

it can be performed in software b y  indexing the label of the incoming packet 

into a label forw arding information base to find out the corresponding outgoing 

interface. The result is a router w ith the speed of a link-layer (layer-2) switch and 

the flexibility of a network-layer (layer-3) router.

The main IP Switching protocols are:

1. Toshiba's Cell Switch Router (CSR)

2. Ipsilon's IP Switching

3. IBM's Aggregate Route-Based IP Switching (ARIS)

4. Cisco's Tag Switching

5. Multiprotocol Label Switching

C ell Sw itch  Router (C SR ). The C SR  proposal b y Toshiba [89] is one of the first 

attempts to implement IP switching. Essential to the proposal is the notion of 

a "cell switch router" (CSR), w hich is a device that interconnects logical IP sub­

networks (LISs) and is capable of both IP forwarding and A T M  cell switching. 

W ithin a LIS, layer 3  connectivity between nodes is provided b y  either L A N E  or 

classical IP over A TM . The address resolution is performed b y  A T M A R P  [102] 

and In A T M A R P  [34] servers. Connectivity that spans multiple LISs is provided  

via CSR s that interconnect them. The C SR  identifies individual traffic flows and
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binds each flow  to a virtual circuit (VC). W hen both an incoming V C  and an 

outgoing V C  (or V C s) are dedicated to the same IP flow(s), those V C s can be 

concatenated at the C SR  (A TM  cut-through) to constitute a Bypass-pipe.

A  signalling protocol is needed to establish new V P I/V C I values for specific 

flows of IP packets arriving at an input interface. Then, these special values can 

be bound to the corresponding V P I/ V C I  values at an output interface. In this 

w a y  a cell arriving w ith one V P I/V C I value could be switched at the A T M  layer 

to the appropriate output interface and could be assigned the correct V P I/V C I  

for forwarding to the next hop router or end station.

Label binding can be driven b y either R SVP messages or data traffic. Distrib­

ution and maintenance of label binding information is performed via a separate 

protocol: the flow  attribute notification protocol (FANP) [123].

Ipsilon's IP  Sw itch in g IP Switching is a technology proposed b y  Ipsilon [126] 

and became popular in the m id 1990s. It is very  similar in m any respects to 

Toshiba's Cell Switch Router.

In Ipsilon's IP Switching proposal, the main element is the IP Switch. A n  IP 

Switch is m ade b y  taking the hardware of an A T M  switch and rem oving the soft­

w are resident in the control processor above A A L -5 . Therefore, signalling, exist­

ing routing protocols, L A N  emulation servers and address resolution servers are 

removed. A  simple low-level control protocol, called the general switch manage­

ment protocol (GSM P) [125], replaces the A T M  software. The IP switch controller 

is a processor running standard IP router software w ith G SM P extensions that 

allow  it to make use of the switching hardware. You can see the structure of the 

IP switch, as w ell as an example of an IP Switching network, in Figure 2.6.

Previous switching proposals relied on the use of native A T M  signalling to 

establish at least default A T M  virtual circuits. Ipsilon Netw orks abandoned the 

standard A T M  signalling and introduced a n ew  signalling protocol, w hich asso­

ciates IP flows w ith A T M  virtual channels. This protocol w as called the Ipsilon
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Figure 2.6: (a) An IP Switching Network (b) The structure of an IP Switch

Flo w  M anagem ent Protocol (IFMP) [124].

The Ipsilon approach had the advantage over Toshiba's C SR  proposal, of be­

ing able to reduce the default-forwarding load. Unlike C SR , however, IFM P de­

pends to a large degree on flow  detection at each IP routing node in a network 

composed of IFM P-participating IP routers. This could significantly increase IP 

packet processing overhead in the default-forwarding mode.

A ggregate Route-Based IP Sw itch in g (A R IS). A R IS  w as introduced b y  IBM, 

though it w as also under developm ent as an open IETF standard [159]. It w as  

intended for use w ith  switched network technologies, whether A T M , frame re­

lay, or L A N  switches and permits layer 2  switching to be used for IP datagram  

forwarding.

The goal of A R IS  is to im prove the aggregate throughput of IP and other N et­

w ork  Layer protocols b y  switching datagram s at w ire speed. Thus, it proposes 

VC merging, m eaning that packets arriving w ith different V P I/V C I values can be 

forw arded w ith  the same V P I/V C I value (merged).

A R IS  also proposes the route-based, paradigm  for assigning the labels. A  route 

in this sense is rather like a multicast distribution tree, rooted at the egress point, 

and traversed in reverse. The egress point is specified b y  an "egress identifier", 

w hich m ay be one of:
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•  IP destination prefix

•  egress router IP address

•  O SPF Router ID

•  multicast (source, group) pair

•  multicast (ingress-of-source, group) pair

The main element in an A R IS network is the Integrated Switched Router (ISR). 

A n  A R IS  network (a network comprised of A R IS  capable ISRs) establishes switched 

paths to egress points. The egress points are established using the standard layer

3  routing protocols such as O SPF an d /o r BGP. It is the responsibility of the egress 

ISR to initiate the path setup b y  sending m essages (establish messages) to upstream  

neighbours, as can be seen in Figure 2.7. These neighbours forward establish mes­

sages upstream in reverse path multicast style, so eventually all A R IS ISRs have 

switched paths to every egress ISR.

establishment direction Integrated Switched Router (ISR)

data flows egress ISR

F ig u re  2 .7 : IBM ARIS Switched Paths
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One important A R IS  particularity is that switched paths are guaranteed to be 

loop-free, despite using standard IP routing protocols. Each ISR appends its own  

ISR ID to the establish messages it forwards, so it can then determine whether an 

establish message has passed its w a y  before. If so, it means that there is a loop and 

it refuses to continue the path.

Another aspect of A R IS  is that path information is soft state, meaning that it is 

maintained only as long as A R IS m essages are sent within a time frame. Keep Alive 

messages are used to maintain state in the absence of other A R IS messages.

A R IS is also the first technology to introduce the term label and the concept of 

a stack of labels.

C isco's Tag Sw itch in g. With its Tag Switching architecture, Cisco System s also 

w ished to address a key performance issue of IP routers, i.e. the longest-prefix- 

match lookup of a packet's destination address. This architecture w as intended 

to be applicable across all nodes in a heterogeneous network, whether layer 3 

routers or layer 2  switches. The architecture is outlined in [132].

W hen a packet enters a tag switching capable "clo u d ", a short tag is attached 

to it. This identifier is an index into a Tag Information Base (TIB) residing in each 

Tag-Switching capable router. Tags are used much like A T M  V P I/V C I fields. Inte­

rior tag switching router can implement a very fast, hardware-based, layer 2-like 

switching capability for those packets that carry these tags. H owever, a soft­

ware upgrade to the router's operating system confers some of the benefits of the 

quicker lookup, w ithout m odifying the switching hardware.

In A T M  switches the tag is likely to be m apped directly to cell V P I/V C I fields. 

For conventional routers, the tag is embedded as an additional protocol header, 

either between the N etw ork and Data Link Layer headers, or within the Data 

Link Layer header. TIB associates each incoming tag to an outgoing tag, an outgo­

ing interface and layer 2 information. Tags are sw apped at each switch point, as in 

native A TM . Routing information resides in a Forw arding Information Base (FIB),
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w hich is constructed using standard routing protocols (e.g., OSPF, BGP). Tag- 

Switching capable devices exchange FIB information using the Tag Distribution 

Protocol (TDP).

Tag enabled devices perform fast layer 2  switching rather than slower N et­

w ork Layer forw arding as routers do. The tags m ay be som ewhat more com­

plex than A T M  V P I/ V C I  headers as there can be a stack of tags. This allows 

tunnelling through enclosed domains; b y  using tag switches as ingress/egress 

routers, only the border switch-routers need to maintain exterior routing infor­

mation. Switches w ithin the domain need only to know  about interior rout­

ing. Packets tunnelled through the dom ain w ill have exterior routing informa­

tion pushed onto the tag stack at the ingress switch and popped off at the egress 

switch.

Tag Switching is similar to A R IS  in the sense that both approaches include pro­

posals for signalling the values to be used b y  peers in implementing the switching 

paradigm . Both rely on the use of topology information from routing protocols to 

establish the paths to be used in packet switching and both have the concept of a 

stack of tags. In addition to this, the tag-switching proposal provides alternatives 

in the distribution of switching information unlike the C SR  and IP-Switching pro­

posals.

While there had been an earlier attempt to establish a tag-switching forum, 

w ith the advent of Tag Switching, A R IS  and other proposals, it w as clear that 

the possibility of developing a standard packet switching approach needed to be 

considered. Hence a IETF w orking group w as formed for w hat w ould later come 

to be called Multiprotocol Label Switching (M PLS).

The convergence of IP  sw itch in g technologies into M P L S . In 1996 IETF11 started 

to develop an IP switching technology w hich should contain the best features 

from the four previous proposals. In December 1996 the IETF M P L S Working

11See http://www.ietf.org
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Group12 w as formed. Since then it has been responsible for standardising a base 

technology for using label switching and for the implementation of label-switched 

paths over various link-level technologies, such as Packet-over-Sonet, Frame Re­

lay, A TM , and L A N  technologies (e.g., all forms of Ethernet, and Token Ring). 

Subsequently, it has produced a number of Requests for Comments (RFCs)13 that 

define the basic M P L S architecture [135] and encapsulations [134], the Label Dis­

tribution Protocol (LDP) [3 ,156 ], the definitions for how  M PLS runs over A T M  [54] 

and Frame Relay [50], and the requirements for traffic engineering over M P LS [14]. 

The original motivation for M PLS, and its IP switching precursors, w as to im­

prove forw arding speed b y  reducing the number of IP table lookups. Hardware  

techniques for fast longest-prefix-match lookups [39, 63] have since addressed 

this bottleneck in IP packet processing, but M P LS is now  favoured for its traffic 

engineering capabilities.

2.3.2 MPLS architecture

The M P LS IETF w orking group defines in [135] the main elements of an M PLS  

system, w hich are also presented in Figure 2.8, as follows:

Ingress node

o Label Switching Router (LSR)

1 •
Label Edge Router (LER)

1
Qr-<̂ ~ Label Switching Path (LSP)

------ Label Switching Hop

Figure 2.8: The MPLS cloud and its main components

,2See http://www.ietf.org/htniLcharters/mpls-charter.html
13RFC s are IETF documents that contain proposals and standards related to the Internet tech­

nology.
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•  an M P L S  dom ain is a contiguous set of M P L S capable nodes which operate 

M P L S routing and forw arding and w hich are also in one routing or admin­

istrative domain.

•  a Label Sw itch in g Router (LSR ) is an M P L S capable node, w hich w ill be 

aware of M P L S control protocols, w ill operate one or more L 3  routing pro­

tocols, and w ill be capable of forw arding packets based on labels, and m ay  

optionally also be capable of forw arding native L 3  packets.

•  a Label Edge Router (LER) is an M P L S capable node that connects an M P L S  

domain w ith  a node w hich is outside of the domain, because it does not run 

M P L S, an d /or because it is in a different administrative domain.

•  a Label Sw itch ed  Path (LSP) is a path through one or more LSRs at a sin­

gle level of the hierarchy followed b y  packets in a particular Forwarding  

Equivalence Class14.

•  a label sw itched hop is the hop between tw o M P L S nodes, on w hich for­

w arding is done using labels.

•  an ingress node is an MPLS capable edge node which handles traffic that 

enters an M P L S domain.

•  an egress node is an M P LS capable edge node which handles traffic that 

leaves an M P L S  domain.

2 .3 .2 .1  M P L S  forw arding

M P LS simplifies the forwarding mechanism b y using the label switching para­

digm. That means that instead of forw arding each packet based on the network  

layer address and information distributed b y  routing protocols, the nodes in the

14A  Forwarding Equivalence Class (FEC) is a group of IP packets which are forwarded in the 
same manner [135].
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n etw o r k  can  u se  lab els  carried o n  th e  p ack ets a n d  lab el sw itc h in g  in form ation  

d istr ib u ted  b y  n e w  p ro to co ls  or ex ten sio n s  to  th e  e x istin g  p rotoco ls.

F igure 2.9 illu stra tes th e  M PLS fo rw a rd in g  m ech a n ism . H ere, a p ack et en -

Figure 2.9: MPLS: Basic principles

ters an  M PLS c lo u d  th ro u g h  a Label Edge Router (LER). T he LER lab els  th e  p ack et  

an d  forw ard s it to  th e  n e x t  Label Switching Router (LSR). In the M PLS c lo u d , the  

lab e lled  p ack et is  fo rw a rd ed , from  o n e  LSR to th e  n ex t, w ith  its n ex t h o p  deter­

m in e d  b y  a lab el lo o k u p . N o  lo o k u p  o f  th e  IP ro u tin g  table is  perform ed . T he  

p ack et lea v e s  th e  M PLS c lo u d  b y  p a ss in g  th ro u g h  a LER w h ic h  p o p s  th e  label 

an d  forw ard s th e  p a c k e t to  an oth er  le g a c y  router or to  the d estin ation , in  the  

trad ition al w ay.

T h e  F orw ard in g  E quivalence C lass. A s  p ack ets en ter  th e  M PLS c lou d , th e  Label 

Edge Router (LER) a n a ly ses  their  n etw ork -layer  h ea d ers and , b a se d  o n  th e  infor­

m a tio n  gath ered , a ss ig n s  th em  to  Forwarding Equivalence Classes. P ackets w h ic h  

b e lo n g  to the sa m e  Forwarding Equivalence Class are la b e lled  w ith  the sam e label 

an d  are treated  in  th e  sa m e w a y  b y  th e  n etw ork .

T h e  M P L S sh im . W h e n  a LER lab els  a p a ck et it  p la c es  a  "shim" b e tw e e n  the  

h ea d er  o f  layer  2 a n d  th e  h ead er  o f  layer  3, as s h o w n  in  F igure 2.10. This shim  h as
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32 b its that are d istr ib u ted  a m o n g st 4  fie ld s as fo llow s:  

o 20 bits -Label;

o 3 bits - EXP  (Experim ental use);

o 1 bit - S (bottom of Stack)=  1 if  th e  lab el is  in  th e  b o tto m  o f  th e  stack , 0 

oth erw ise;

o 8 bits -  TTL (Time To Live).

Label EXP S TTL

20b 3b 1b 8b

Figure 2.10: MPLS Label. MPLS shim

T he lab el w id th  o f  20 b its  im p lie s  that there are 220 =  1048576 d istin ct lab el 

v a lu e s  that can  b e  u s e d  o f  w h ic h  th e  v a lu e s  from  0 to  15 are reserved . T he la­

b e l  v a lu e  is  u s e d  in  th e  fo rw a rd in g  p rocess  a n d  it is  rep laced  w ith  a n e w  v a lu e

after each  h op . T hus th e  label a ssocia ted  w ith  an  FEC is sp ecific  to an  o u tg o in g  

in terface an d  d o e s  n o t  h a v e  g lob a l sign ificance.

There w ere  m u ltip le  p ro p o sa ls  for th e  u se  o f  th e  exp er im en ta l b its. The m o st  

im portant u se  is to  p rioritise  the M PLS traffic [65].

T he TTL fie ld  is c o p ie d  from  the IP h ead er w h e n  a p ack et is  lab elled  an d  is 

treated  th e  sa m e  w a y  as in  IP (i.e. d ecrem en ted  o n  a h o p -b y -h o p  basis; u se d  for  

lo o p  p rev en tio n  an d  to  reflect th e  tran sition  th rou gh  th e  netw ork).

T h e  label stack. U n lik e  Fram e R elay  w h ic h  h a s  a s in g le  label, th e  d ata  lin k  con ­

n ec tio n  id en tifier  (DLCI), or ATM  w h ic h  has tw o , the v irtu a l p a th  id e n tif ie r /v ir ­

tu a l ch an n el id en tifier  (V P I/V C I), M PLS a llo w s an  arbitrary n u m b er o f lab els  as 

illu stra ted  in  F igure 2.11.

T he p o w e r  o f  th e  la b e l stack  is  that it  a llo w s m u ltip le  contro l co m p o n en ts  to  

act o n  a packet. T h is ca n  occur w ith  little  or n o  coord in a tion  b e tw e e n  the control
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Figure 2.11: MPLS Label Stack

p la n es , m a k in g  it s im p le  to  co m b in e  serv ices  in  u se fu l w a y s . For exam p le  a sec­

o n d  la b e l can  b e  in tro d u ced  to  b a lan ce the lo a d  o n  a lternative paths; or to  se t a 

" loosely"  ex p lic it ly  ro u ted  LSP15; or for restoration  p u rp o ses . M ore o b v io u s  u se s  

o f  th e  lab el stack  are th e  im p lem en ta tio n  o f  aggregation/disaggregation m ech an ism s  

or se ttin g  Virtual Private Networks (V PN s).

Packet transitions. A  p ack et en cou n ters three ty p es o f m od ifica tion  w h e n  it tra­

v e r se s  an  M PLS cloud:

1. In the ingress node, w h e n  th e  p ack et sh o u ld  b e  lab elled , an  M PLS sh im  is  

created  an d  a d d e d  to  th e  packet.

2. T raversing th e  Label Switching Path:

•  o n e  or m ore  lab els  can  b e  p o p p e d  o ff the M PLS lab el stack;

•  on e  or m ore  la b e ls  can  b e  p u sh e d  o n to  th e  M PLS lab el stack;

•  th e  current lab e l can  b e  rep laced  w ith  another one.

3. In th e  egress node, w h e n  th e  M PLS sh im  m u st b e  rem o v ed  from  th e packet, 

an d  th e  fo rw a rd in g  d e c is io n  is  in stea d  m a d e  b y  a n a ly sin g  the p ack et's n e t­

w o r k  header.

15The "loosely" explicitly routed LSP im plies that som e of the LSRs traversed by  it are explicitly
s p e c if ie d  (u s u a l ly  b y  th e  in g re s s  LSR ).
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The MPLS Data Structures. T h ese  are tab les w h ic h  con ta in  the in form ation  

n e e d e d  b y  a router in  order to  b e  ab le  to:

•  rece ive  an  u n la b e lled  p ack et, to  lab e l it  an d  to  forw ard  it;

•  rece ive  a la b e lled  p a ck et an d , u s in g  that lab e l to  in d e x  th e  re levan t struc­

tures, to  m o d ify  it an d  to  forw ard  it.

There are three ty p e s  o f  su c h  data  structures:

1. T h e Next Hop Label Forwarding Entry (NH LFE) - is  required  w h e n  ad d in g  

an  o u tg o in g  label;

2. T h e Incoming Label Map (ILM) - is  n e e d e d  w h e n  in terpreting  in co m in g  

labels;

3. T h e "Forward Equivalence Class" to NHLFE (FTN) - is  n e e d e d  in  d ec id in g  

w h a t  lab el to  a d d  to  a n  u n la b e lled  packet.

A s  y o u  can  se e  in  F igure 2 .12, w h e n  an  u n la b e lled  p ack et arrives to  an  Label Edge 

Router (LER), its  n e tw o r k  layer  h ea d er  is  a n a ly sed  an d  the p ack et is  a ss ig n ed  to  

a Forwarding Equivalence Class (FEC). The FEC-to-NHLFE (FTN) m ap s each  FEC 

to  a  se t o f  N H L F E s. If th e  se t  o f  N H L F E s m a p p e d  b y  th e  F T N  con ta in s m ore  

th an  o n e  e lem en t, o n ly  o n e  N H L F E  e lem en t m u st  b e  ch o se n  before the p ack et is  

forw ard ed . T he N H L F E  en try  con ta in s th e  p ack et's  n e x t h o p  an d  the op eration  to  

p erfo rm  o n  th e  p ack et's  la b e l stack  (push, in  th is  case). T hen , th e  lab e lled  p ack et  

is  forw ard ed  to  th e  n e x t  h o p  (LSR).

F igure 2.13 d e p ic ts  th e  s itu a tio n  w h e n  a la b e lled  p ack et arrives at a  Label 

Switching Router (LSR). U s in g  ILM , the in c o m in g  lab el is  m a p p ed  to  a se t o f  

N H L F E s. If m ore  th an  o n e  N H L F E  en try  corresp on d s to  the sam e label, o n ly  

o n e  sh o u ld  b e  ch osen . T he N H L F E  en try  con ta in s th e  p ack et's  n e x t h o p  an d  the  

op era tion  to  p erform  o n  th e  p ack et's  lab el stack. T h is op eration  m a y  b e  o n e  o f  

the fo llo w in g :
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Figure 2.12: MPLS Data structures needed for an unlabelled packet

•  rep lace the lab el at the top  o f the lab el stack  w ith  a sp ec ified  n e w  label;

•  p o p  th e  lab el stack;

•  rep lace the lab el at the top  o f th e  lab el stack  w ith  a sp ec ified  n e w  label, and  

th en  p u sh  o n e  or m ore sp ec ified  n e w  lab els  on to  the label stack.

Figure 2.13: MPLS Data structures needed for an labelled packet

T he M PLS label stack  o f  th e  p ack et is m o d ified  b y  the op eration  in d ica ted  in  the  

N H L F E  en try  an d  th e  p a ck et is  forw ard ed  to  th e  n e x t  h o p  (LSR).
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2.3.2.2 MPLS signalling

A  fu n d a m en ta l co n cep t in  M PLS is  th at tw o  Label Switching Routers (LSRs) m u st  

agree o n  the  m e a n in g  o f the  labe ls  used  to  fo rw a rd  tra ff ic  b e tw e e n  and  th ro u g h  

them . This c o m m o n  u n d ersta n d in g  is  a ch iev ed  b y  u s in g  a se t o f  p rocedures, 

ca lled  a  label distribution protocol, b y  w h ic h  o n e  LSR  in form s another o f  label b in d ­

in g s  i t  has m ade. RFC 3031 [135] de fines  a set o f such  p rocedu res  b y  w h ic h  LSRs 

a ss ig n  an d  d istr ib u te  lab els  to  su p p o rt M PLS forw ard in g  a lo n g  n orm ally  routed  

p ath s.

The s ta n d a rd  de fines  som e p r in c ip le s  fo r  th is  p ro to co l:

1. T he lab els d istr ib u tion  is  d o n e  downstream  a n d  it  can  be:

•  " D ow n stream -on -D em an d " , m ea n in g  that an  ex p lic it req u est h a s b een  

m a d e  for a lab el b in d in g ;

•  " U n so lic ited  D ow n stream " , w h ic h  m ea n s that th e  b in d in g s  are d istrib­

u te d  w ith o u t  a n y  request.

2. T h e Label Retention M ode can  be:

•  "Liberal L abel R eten tio n  M od e" , w h ic h  m a in ta in s the b in d in g s  b e ­

tw e e n  a lab el an d  a FEC w h ic h  are rece iv ed  from  LSRs w h ic h  are n o t  

its  n e x t h o p  for th at FEC;

•  " C on servative L abel R eten tio n  M ode" , w h ic h  d iscard s su ch  b in d in gs.

3. T h e Scope and Uniqueness o f Labels:

•  "Per-Interface L abel Space", w h e n  lab els  are u n iq u e  for o n e  interface;

•  "Per-P latform  L abel Space" , w h e n  lab els  are u n iq u e  for th e  sam e LSR.

4. T h e LSP control can  be:

•  "Independ en t" , w h e n  each  LSR m ak es its  o w n  d e c is io n  to  b in d  a label 

an d  to d istr ib u te  it  to  its  lab e l d istr ib u tion  peers;
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•  "O rdered", w h e n  o n ly  th e  LSR w h ic h  is  the eg ress  n o d e  or w h ic h  h as  

alread y  rece ived  a b in d in g  lab el, b in d s  a label.

B oth  lab el d istr ib u tion  tech n iq u es  (i.e. D o w n strea m -o n -D em a n d  and  U n so ­

lic ited  D ow n stream ) m a y  b e  u se d  in  th e  sam e n e tw o rk  at the sam e tim e. H o w ­

ever, for a n y  g iv e n  L D P  sess io n , ea ch  LSR m u st b e  aw are o f  th e  lab el d istribu­

tio n  m e th o d  u s e d  b y  its p eer  in  order to  a v o id  s itu a tion s w h er e  on e  p eer  u s in g  

D o w n strea m  U n so lic ited  lab el d istr ib u tion  a ssu m es its p eer  is  a lso . In th is case, 

a  l iv e lo c k  s itu a tio n  m a y  occur, w h er e  n o  lab els  are d istr ib u ted . (For exam p le , a 

d o w n strea m  LSR X  u s in g  D o w n strea m  o n  D em a n d  ad v ertisem en t m o d e  m a y  as­

su m e  that th e  u p strea m  LSR Y  u s in g  D o w n strea m  U n so lic ited  m o d e  w ill  request  

a lab el m a p p in g  w h e n  it w a n ts  o n e  an d  Y  m a y  a ssu m e  th at X  w il l  ad vertise  a 

la b e l if  it  w a n ts  Y  to  u s e  on e.) T h us, LSRs exch an ge  a d v ertisem en t m o d e s  d u rin g  

th e  in itia lisa tion  p h a se  o f th e  d istr ib u tion  protocol. T he m ajor d ifferen ce b e tw e e n  

D o w n strea m  U n so lic ited  a n d  D o w n strea m  o n  D e m a n d  m o d e s  is  in  w h ic h  LSR  

tak es resp o n sib ility  for in itia tin g  m a p p in g  req u ests and  m a p p in g  ad vertisem en ts. 

T h us, in  gen era l, the u p strea m  LSR is  resp on sib le  for req u estin g  lab el m a p p in g s  

w h e n  op era tin g  in  D o w n strea m  o n  D e m a n d  m o d e , w h ile  th e  d ow n stream  LSR 

is  resp o n sib le  for a d v er tis in g  a la b e l m a p p in g  w h e n  it w a n ts  an  u p stream  LSR to  

u se  the label.

T h e M PLS architecture [135] in tro d u ces the n o tio n  o f  lab el reten tion  m o d e  

w h ic h  sp ec ifie s  w h eth er  an  LSR m ain ta in s a label b in d in g  for a FEC learn ed  from  

a n e ig h b o u r  that is  n o t  its  n e x t h o p  for th e  FEC. T he m a in  ad v a n ta g e  o f the con ­

serv a tiv e  m o d e  is  that o n ly  the la b e ls  that are required  for th e  forw ard in g  o f  data  

are a llo ca ted  an d  m a in ta in ed . T h is is  particu larly  im p ortan t in  LSRs w h ere  the  

la b e l sp ace  is  in h eren tly  lim ited , su c h  as in  an  ATM  sw itch . A  d isa d v a n ta g e  o f the  

co n serv a tiv e  m o d e  is  that i f  ro u tin g  ch a n g es  the n e x t h o p  for a g iv e n  destin ation , 

a  n e w  la b e l m u st  b e  ob ta in ed  from  th e  n e w  n ex t h o p  before  lab e lled  p ack ets can  

b e  forw ard ed .
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T he m a in  ad v a n ta g e  o f  th e  libera l lab el reten tion  m o d e  is  that reaction  to  rout­

in g  ch a n g es  can  b e  q u ick  b eca u se  la b e ls  a lread y  ex ist. T he m a in  d isa d v a n ta g e  o f  

the libera l m o d e  is  that u n n e e d e d  la b e l m a p p in g s  are d istr ib u ted  an d  m ain ta ined .

T he n o tio n  o f  label space is  u s e fu l for d iscu ss in g  th e  a ss ig n m en t an d  d istrib­

u tio n  o f  lab els . P la tform -w id e  in c o m in g  lab els  are u se d  for in terfaces that can  

share the sam e labels. In other cases , in terface-specific  in co m in g  labels arc used . 

H o w ev er , the u se  o f  a  per-in terface la b e l sp ace  o n ly  m ak es se n se  w h e n  the LDP  

p eers  are d irectly  con n ected  o v er  an  interface, an d  th e  lab el is  o n ly  g o in g  to b e  

u s e d  for traffic sen t over  that interface. A  situ a tion  w h ere  an  LSR w o u ld  n eed  

to  ad vertise  m ore  th an  o n e  lab el sp a ce  to  a p eer  an d  h en ce  u se  m ore than  on e  

LD P Identifier  occurs w h e n  the LSR h as tw o  links to the p eer  an d  b o th  are ATM  

(and u se  per-in terface labels). A n o th er  s itu a tio n  w o u ld  b e  w h ere  th e  LSR h ad  

tw o  lin k s  to  th e  peer, o n e  o f  w h ic h  is  e th e m e t (and  u se s  per-p latform  labels) and  

th e  oth er  o f  w h ic h  is  ATM .

T he b e h a v io u r  o f  th e  in itia l se tu p  o f LSPs is  d e term in ed  b y  w h eth er  th e  LSR  

is  op era tin g  w ith  in d e p e n d e n t or ord ered  LSP control. A n  LSR m a y  su p p ort b o th  

ty p e s  o f  con tro l as a configurab le  op tion . In th e  case o f  ordered  lab el d istribu­

tion , th e  lab el m a p p in g s  are p ro p a g a ted  from  egress  to w a rd  in gress. In  the case  

o f  in d e p e n d e n t  lab el d istr ib u tion , an  LSR m a y  m a p  a lab el for an  FEC before  

r e ce iv in g  a lab el m a p p in g  from  its  d o w n strea m  p eer  for that FEC. In  th is case, 

th e  su b seq u en t lab el m a p p in g  for th e  FEC rece iv ed  from  the d ow n stream  p eer  is 

treated  a s  an  u p d a te  to  LSP attributes, an d  the lab el m a p p in g  m u st  b e  p rop agated  

up stream . T hus, it is reco m m en d ed  that lo o p  d etec tio n  be con figu red  in  conjunc­

t io n  w ith  ord ered  lab el d istr ib u tion , to  m in im ise  th e  n u m b er  o f  L abel M ap p in g  

u p d a te  m essa g e s .

T he im p lem en ta tio n s  o f  an  M PLS lab el d istr ib u tion  p ro to co l are m a n y  and  

differen t. I d isc u ss  here  three o f  them : L D P, C R -L D P an d  R SV P-T E .

54



Chapter 2 Routing primitives in data networks

The Label D istribu tion  P rotocol (LDP).

LD P [3 ,1 5 6 ] is  b a se d  o n  th e  o r ig in a l Tag D istr ib u tion  P rotocol (TDP) an d  the  

A g g reg a te  R ou te-b ased  IP S w itch in g  (ARIS) s ig n a llin g  p rop osa l.

A s the first step  o f  the LD P p ro cess , LDP capable routers u se  a d isco v ery  

m ech a n ism  to  id e n tify  p o ten tia l L D P  p eers. T hen , p eer  LSRs m a y  exch an ge  or 

w ith d r a w  lab el b in d in g s .

L D P u s e s  b o th  m o d e ls  o f  lab el d istribution: d o w n strea m -o n -d em a n d  and  u n ­

so lic ited  d o w n strea m , o f  w h ic h  the form er is  preferred. A s  a transport protocol, 

L D P u se s  th e  Transfer C on trol P rotoco l (TCP) for se n d in g  its m essa g e s  an d  th u s  

it is  co n sid ered  to  b e  a hard-state16 p ro toco l. The ex cep tio n s are th e  d isco v ery  

m e ssa g e s  w h ic h  are sen t u s in g  th e  U se r  D atagram  P rotoco l (U D P).

T he m ajor sh o rtco m in g  o f  LD P is  that LSPs created  u s in g  LD P w ill  fo llo w  

n orm ally -rou ted  (h op -b y -h op ) p a th s , as d eterm in ed  b y  d estin a tion -b ased  rout­

in g  p ro to co ls  [3]. E xten sion s to  th e  stan d ard  LD P m u st  b e  d e v e lo p e d  in  order to  

a llo w  constra in t b a se d  or traffic en g in eered  exp lic it p a th s an d  resource reserva­

tion .

The C onstrain t-based R outing Label D istribu tion  Protocol (CR-LDP).

C R -LD P [85] p r o v id e s  e x ten sio n s  to  th e  b a sic  L D P standar for th e  su p p ort o f  

ex p lic it ly  ro u tin g  LSP se tu p  req u ests  an d  (poten tia lly ) reserv in g  resou rces a lon g  

th e  resu ltin g  LSP.

CR-LDP, lik e  LDP, is  a hard-state p ro toco l b eca u se  it  u se s  th e  T ransm ission  

C on trol P rotoco l (TCP) for a ll se ss io n , ad vertisem en t, n o tifica tion , and  LDP m es­

sages, w h ile  tiie  U ser  D atagram  P rotoco l (U D P ) is  u se d  o n ly  for p eer  d iscovery.

CR -LDP su p p o rts  th e  creation  o f  b o th  con tro l-d r iven  LSPs (a lso  ca lled  h op -b y -  

h o p  LSPs) an d  ex p lic it ly  rou ted  LSPs (a lso  referred to  as constra in t-based  routed  

LSPs or CR-LSPs). T he d ifferen ce  b e tw e e n  the tw o  is  that w h ile  con tro l-driven

16A hard-state protocol is one in  w hich the state inform ation rem ains valid until explicitly 
changed. P roper operation of a hard-state protocol requires absolute reliability in  the delivery 
of m essage events because it m ust n o t be  possible for events to be m issed. M ost protocols that are 
considered hard-state are based on  TCP.
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p a th s  are se tu p  so le ly  b a se d  o n  in form ation  in  rou tin g  tab les or from  a m an age­

m en t sy stem , the con stra in t-b ased  rou te  is  ca lcu la ted  at o n e  p o in t  a t the e d g e  o f  

n etw o r k  b a se d  o n  criteria, in c lu d in g  b u t  n o t  lim ited  to  rou tin g  in form ation . The  

in ten tio n  is  that th is fu n ctio n a lity  sh a ll g iv e  d esired  sp ec ia l characteristics to  the  

LSP in  order to  better  su p p ort th e  traffic sen t ov er  the LSP [85].

To se t u p  an  CR-LSP, a Label Request m essa g e  is  sen t a lo n g  the constra in t-based  

route. T he Label Request m essa g e  con ta in s th e  lis t  o f  n o d e s  to  b e  traversed . O nce  

the s ig n a llin g  m e ssa g e  h as trave lled  a ll th e  w a y  to  th e  d estin a tion , an d  if  the  

req u ested  p a th  can  sa tisfy  th e  resou rces required , lab e ls  are a lloca ted  an d  d istrib­

u te d  b y  Label M apping  m essa g e s  w h ic h  start from  th e  d estin a tio n  an d  p ropagate  

in  th e  reverse  d irec tion  b ack  to  th e  source.

T h e  R esource R eserva tio n  P ro to co l f o r  Traffic Engineering  (R SV P-T E ).

RSVP-TE [12] p r o v id e s  ex ten sio n s  to  the or ig in a l R esource R eSerV ation Proto­

co l (RSVP) to  su p p o rt ex p lic itly  ro u ted  LSP se tu p  requests.

RSVP w a s  in itia lly  d e v e lo p e d  as a resou rce reservation  p ro to co l w ith in  the  

IntServ fram ew ork . H o w ev er , th e  su c c ess  o f  RSVP w a s  lim ited  b e c a u se  o f IntServ's  

sca lab ility  is su e  [165] as m en tio n e d  in  S ection  2.2.3.2. T he em ergen ce  o f M PLS  

a n d  th e  n e e d  for a constra in t b a se d  s ig n a llin g  p ro toco l rev iv ed  RSVP as a n e w  

protocol: RSVP-TE. T he k e y  a p p lica tio n  o f RSVP-TE w ith  M PLS is traffic e n g i­

n eer in g . RSVP-TE is  u se fu l for esta b lish in g  an d  m a in ta in in g  ex p lic it ly  routed  

LSPs in  order to  force the traffic th rou gh  other routes than  th o se  g iv en  b y  stan­

dard rou tin g  p ro toco ls . A d d ition a lly , RSVP itse lf d e fin es  m ech a n ism s to su p p ort  

the a lloca tion  o f n e tw o rk  resou rces to  the p a th s d efin ed  b y  p rotoco l activity.

C h o o s in g  b e tw e e n  C R -L D P  a n d  R SV P-T E .

B oth  CR -LDP an d  RSVP-TE p r o v e d  to b e  su itab le  for M PLS traffic en g ineering . 

A lso , in  term s o f  su p p o rtin g  q u a lity  o f  serv ice, b u ild in g  V P N s or im p lem en tin g  

V oice ov er  IP, each  offer sim ilar  capab ilities. M oreover, b o th  w ere  im p lem en ted
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an d  su p p o rted  b y  d ifferen t grou p s o f  m ajor eq u ip m en t v en d ors. H o w ev er , the  

IETF d e c id e d  (see  [4]) that CR -LDP (RFC 3212) w il l  n ev er  b e  p ro g ressed  b e y o n d  

its  current P ro p o sed  Standard sta tu s, that is , it  w i l l  n ev er  b eco m e  a fu ll standard. 

T his m a k es  RSVP-TE the preferred  o p tio n  for s ig n a llin g  w ith in  M PLS n etw ork s. 

M oreover, ex te n s io n s  to  RSVP-TE are n o w  b e in g  d e v e lo p e d  in  order to  p ro v id e  

s ig n a llin g  in  G M PLS n etw o rk s [19].

2.3 .3  M P L S  a n d  Q o S  r o u t i n g

W h atever  s ig n a llin g  p ro to co l is  u se d , it o n ly  d istr ib u tes th e  lab els  that LSRs h a v e  

a ss ig n e d  for d ifferen t Forwarding Equivalence Classes (FEC). Therefore, th e  label 

d istr ib u tio n  p ro to co l b u ild s  in gress-egress  p a th s  for each  FEC b y  u s in g  the ava il­

ab le  ro u tin g  in form ation . T he rou te  se le c tio n  for d ifferen t LSPs c o u ld  b e  d o n e  

eith er b y  u s in g  hop-by-hop rou tin g  or b y  explicit rou tin g  [135].

H o p -b y -h o p  r o u tin g  a llo w s  each  n o d e  to  in d e p e n d e n tly  ch o o se  th e  n ex t h o p  

for ea ch  FEC. T h is is  th e  u su a l m o d e  in  e x is t in g  IP netw ork s. That m ea n s that the  

la b e lled  p a th s  are con stra in ed  b y  th e  sa m e  sh ortest p a th  rou te  se lec tio n  stra tegy  

that a p p lie s  in  a c o n v en tio n a l IP n etw o rk .

In  an  e x p lic it ly  r o u ted  L SP each  LSR d o e s  n o t  in d e p e n d e n tly  ch o o se  th e  n ext

hop ; rather, a s in g le  LSR, gen era lly  the LSP in gress or the LSP egress, sp ecifies  

severa l (or all) o f  th e  LSRs in  the LSP. If a ll th e  LSRs in  the LSP are sp ec ified , the  

LSP is  strictly  e x p lic it ly  routed . If o n ly  so m e  o f  th e  LSRs traversin g  the LSP are 

sp ec ified , the LSP is loosely e x p lic it ly  rou ted . T he seq u en ce  o f  LSRs fo llo w e d  b y  

an e x p lic it ly  rou ted  LSP m a y  b e  c h o sen  b y  configuration , or se lec ted  d yn am ica lly  

b y  u s in g  a ro u tin g  a lgorith m . T his a lgorith m  can  su p p o rt Q oS.

A s  can  b e  se e n  from  th is route se lec tio n  m ech a n ism , M PLS is  a v e r y  u se fu l too l  

for e m u la tin g  a  co n n ectio n -o r ien ted  n e tw o r k  o n  a p u re  datagram  n etw o rk  [108]. 

The M PLS co n n ec tio n  is the LSP a n d  it carries datagram  traffic. B y u s in g  LSPs in
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a m an n er sim ilar  to  a con n ection -or ien ted  n etw o rk , M PLS can  p r o v id e  m a n y  o f  

th e  sam e a d v a n ta g es  o f  a con n ection -or ien ted  n e tw o r k  (i.e. Q oS supp ort) w h ile

still reta in in g  the u n d er ly in g  efficien cy  o f  a datagram  netw ork .

2 . 4  A c t i v e  N e t w o r k s

Traditionally, n e tw o r k  n o d e s  w o u ld  n o t  p erform  a n y  k in d  o f  com p u ta tion s on  

the pack ets p a ss in g  th em , ex cep t con n ectiv ity -re la ted  co m p u ta tion s (e.g ., rou ting , 

co n g e stio n  control). T h is k in d  o f  n e tw o r k  can  b e  regard ed  as "passive" . The  

lim ita tion s o f  passive n e tw o rk s  are [130 ,155]:

•  the d ifficu lty  o f  in tegratin g  n e w  tech n o lo g ie s  an d  stan dards in to  the shared  

n etw o r k  infrastructure;

•  th e  red u ced  p erform an ce d u e  to  red u n d a n t op eration s at severa l p rotoco l 

layers;

•  th e  d ifficu lty  to accom m od ate  n e w  serv ices  in  th e  ex istin g  architectural m od el.

O ver tim e, a s co m p u tin g  p o w e r  b eca m e cheaper, m ore an d  m ore fu n ction a lity  

is  d e p lo y e d  in s id e  th e  n etw ork , in  an  effort to  p r o v id e  better  serv ice  to  users. Ex­

a m p les  o f  su c h  fu n ctio n a lity  includ e: a d m iss io n  control, exp lic it co n g estio n  n o ti­

fication , an d  p a ck et filtering . In 1994, active networking em erged  from  a D A R PA - 

fu n d e d  in itia tiv e  a s  a n e x t  step  in  th is  e v o lu tio n  b y  a llo w in g  u sers  to  p rogram  the  

n etw o r k  [1 3 0 ,1 5 4 ,1 5 5 ].

A ctive networks are active  in  tw o  w a y s  [155]:

1. routers a n d  sw itc h e s  w ith in  th e  n e tw o r k  can  p erform  co m p u ta tion s o n  user

data f lo w in g  th ro u g h  them ;

2. u sers  can  "program " th e  n etw ork , b y  su p p ly in g  their o w n  p rogram s to p er­

form  th ese  com p u ta tion s.
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2.4 .1  A c t iv e  N e t w o r k s  O v e r v ie w

The co n cep t o f  a ctive  n etw o rk in g  em erg ed  from  d iscu ss io n s  w ith in  the D A R PA 17 

research  co m m u n ity  in  1994 and  1995 o n  the fu tu re d irection s o f  n e tw o rk in g  sy s­

tem s [154]. T he id e a  o f  m essa g e s  carrying  p roced u res an d  d ata  cam e as a nat­

ura l step  b e y o n d  th e  trad ition al circuit an d  p a ck et sw itch in g , an d  can  b e  u se d  to  

ra p id ly  a d a p t the n e tw o r k  to  c h a n g in g  requirem ents.

A  fo rm a l d e f in it io n  o f ac tive  n e tw o rk s  is g ive n  in  [130]:

A n active network is a network that allows intermediate routers to perform 

computations up to the application layer. In addition, users can program 

the network by injecting their programs into it. These programs travel in­

side network packets and are executed in intermediate nodes resulting in the

modification of their state and behaviour.

Su ch  co m p u ta tio n s  p erform ed  o n  n e tw o rk  p ack ets  m a y  va ry  from  red irecting  

th e  p ack et to  m o d ify in g  its  con ten t. F igure 2 .14 illu stra tes h o w  routers o f  an  

IP n e tw o rk  c o u ld  b e  a u g m e n te d  to  p erform  su ch  c u sto m ised  p ro cess in g  on  the  

datagram s traversin g  th em . T h ese  active routers c o u ld  a lso  in ter-operate w ith  

leg a c y  routers, w h ic h  tran sp arently  forw ard  datagram s in  the trad ition al m anner.

Source Active Router Legacy Router Active Router Destination

Figure 2.14: Application-specific processing within the nodes of an Active Network

17See http : //www. darpa. mil/ato/programs/AN/index. htm
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2.4.1.1 A rch itectu res

T here are three architecture ap p roach es for im p le m e n tin g  active n etw ork s. T h ey  

differ  b y  th e  p la cem en t o f  th e  c o d e  in  th e  n e tw o r k  (i.e. c o d e  resid in g  in  n o d e s , in  

p ack ets or in  n o d e s  an d  p ackets). Table 2 .2  p resen ts so m e  exam p les for th e  three  

approaches.

Table 2.2: Active networks architectures
A c tiv e  n o d e s A c tiv e  p a ck ets A c tiv e  p a ck ets  a n d  n o d e s

aGIT Sm art P ackets Sw itch w are
D A N A c tiv e  IP O p tio n N etS crip t
A N T S MO

T h e  a c tiv e  nodes  ap p roach . T he authors o f  [154 ,155] refer to  th is  as th e  discrete 

model or Programmable switches ap p roach  b eca u se  th e  program s an d  data  are car­

r ied  sep ara te ly  (i.e. are d iscrete), w h ile  [130] refers to  it  a s the active node approach.

In  th is approach , th e  p ack ets carry so m e id en tifiers or references to  p red efin ed  

fu n ctio n s that resid e  in  th e  active  n o d es . T he p ack ets  are active in  th e  sen se  that 

th e y  d e c id e  w h ic h  fu n ctio n s  are g o in g  to  b e  e x e cu te d  o n  their data, b u t th e  actual 

c o d e  resid es  in  th e  a c tiv e  n o d e .

E xam p les o f  "active n o d es"  architectures are th e  fo llo w in g .

•  A n  arch itectu re  fo r  A c t iv e  N e tw o r k in g  p r o p o se d  at G eorg ia  Institu te  o f  

T ech n o logy  [23] (referred to  in  Table 2 .2  as aGIT). In th is architecture u sers  

control the in v o ca tio n  o f  p red efin ed  n etw o rk -b a sed  fu n ction s th rou gh  con ­

trol in form ation  in  p a ck et h ead ers . U sers  can  se lect from  th e ava ilab le  set  

o f  fu n ctio n s to  b e  c o m p u te d  o n  their d ata  an d  can  su p p ly  param eters as 

in p u t to  th o se  com p u ta tion s. The ava ilab le  fu n ction s are ch o sen  an d  im ­

p le m en ted  b y  th e  n e tw o r k  serv ice  p rov ider, an d  su p p ort sp ecific  services. 

T hus, u sers are ab le to in flu en ce  the co m p u ta tio n  o f a se lec ted  fu n ction  but 

cannot d efin e  arbitrary fu n ction s to b e  com p u ted .
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•  D A N  A rch itectu re . T he p a ck ets  in  th e  Distributed Code Caching for A ctive  

Networks (D A N ) architecture [56] con ta in  a fin ite seq u en ce  o f fu n ction  id e n ­

tifiers, an d  param eters for the fu n ction s. T he fu n ction s are d a isy -ch a in ed  in  

th e  sen se  th at o n e  fu n ctio n  ca lls th e  n e x t accord in g  to  the order o f  the id e n ­

tifiers in  th e  packet. H o w ev er , o n ly  a su b set o f  the fu n ction s m ay  b e  called . 

T hat d e p e n d s  o n  the ty p e  o f n o d e  that the p ack et is  p ro cessed  u p o n  an d  o n  

th e  p ack et's  con ten t. If th e  n o d e  is  u n ab le  to  loca te  a fu n ction , it tem porar­

ily  su sp e n d s  th e  p ro c e ss in g  o f  the p ack et an d  ca lls  a  "code server"  for the  

im p lem en ta tio n  o f  th e  fu n ction . T he co d e  server  is  a  w e ll  k n o w n  n o d e  in  

th e  n e tw o r k  w h ic h  p r o v id e s  a library o f  fu n c tio n s  for d ifferen t ty p es o f  o p ­

eratin g  sy ste m s from  var io u s d ev e lo p ers . O nce the m o d u le  is  d o w n lo a d ed , 

its  co d e  is  cach ed  lo ca lly  o n  th e  n o d e  in  order to  p rev en t m ore  d o w n lo a d s  

o f  the sa m e m o d u le . T he o p tio n  o f  d o w n lo a d in g  m o d u les  d ifferen tiates th is  

te c h n o lo g y  from  th e  p r e v io u s  one.

•  A N T S . T he Active Network Transport System  (A N T S) [166], is  a  Java-based  ac­

tiv e  n e tw o r k  to o lk it  w h ere  d ifferen t ap p lica tion s are able to  in trod u ce  n e w  

p ro toco ls  in to  th e  n e tw o r k  b y  sp e c ify in g  th e  rou tin es to  b e  ex ecu ted  at n et­

w o r k  n o d e s  th at forw ard  their m essa g es .

T he active  n o d e  app roach  w a s  se lec ted  to  im p le m e n t A N T S  so  that th e  im ­

p le m e n ta tio n  o f  th e  n e w  p ro toco ls  w o u ld  h a v e  lim ited  access to  th e  shared  

resou rces. T h us, there w ere  d efin ed  a se t  o f  p r im itiv es  w h ic h  can be u se d  b y  

ap p lica tion s to  d efin e  their p ro cess in g  routines. T he m ain  p r im itives  w ere  

e ith er  op era tion s w h ic h  in v o lv e d  the coop era tion  o f  the active node (e.g ., 

q u eries  o n  e n v iro n m en t in form ation  lik e  n o d e  loca tion , state o f  lin k s, rout­

in g  tab les, lo ca l tim e, or the p o ss ib ility  to  store ap p lica tion -d efin ed  objects  

for a sh ort p e r io d  o f tim e) or op era tion s p erform ed  on  the "active" packet 

(e .g ., access to  b o th  h ead er  fie ld s an d  p a y lo a d , d u p lica tion  o f the "active"  

p ack et, crea tion  an d  fo rw a rd in g  o f  n e w  "active" pack ets, or d iscard in g  of
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th e  "active" packet).

T h e  a c tiv e  p a c k e ts  ap p roach . T he A ctiv e  p ack ets  approach, referred to  as the 

integrated approach or capsules in  [154, 155] is  characterised  b y  th e  fact that the  

c o d e  is  carried  b y  the packet. T he n o d e s  are a lso  active  b ecau se  th ey  a llo w  co m ­

p u ta tio n s  u p  to  th e  a p p lica tio n  layer  to  take p la ce , b u t  n o  active  c o d e  resid es  in  

them . T his is  the rea so n  w h y  [130] refers to  th is ap p roach  as active packets.

B ein g  carried b y  th e  p a ck et th e  co d e  w ith in  an  active  n o d e  can n ot b e  v e r y  

large, b u t  o n ly  c o m p o se d  o f  "prim itive"  in stru ction s, that p erform  basic  c o m p u ­

ta tion s o n  th e  p ack et's  conten t.

S om e "active p ackets"  architectures are d escrib ed  below .

•  T he Sm art P a ck ets  project w a s  p r o p o se d  at B B N  T ech n olog ies [147]. In  an  

attem p t to p r o v id e  a rich and  flex ib le p rogram m ab le  en v iron m en t w ith o u t  

o v er lo a d in g  th e  com p u ter  p o w e r  o f  the m a n a g e d  n o d e  and  w ith o u t  m ak in g  

an en v iro n m en t so  co m p lex  that it is d ifficu lt to  b e  secure, tw o  d ec is ion s  

w ere  m ade:

1. p rogram s m u st be se lf  con ta in ed  an d  m u st fit en tire ly  in to  on e  p acket 

(w h ich  ca n n o t b e  m ore  that 1 K byte long);

2. th e  o p era tin g  en v iro n m en t m u st p r o v id e  sa fe ty  and  secu rity  b eca u se  

p a ck ets  co n ta in in g  execu tab le  co d e  are ex trem ely  dan gerou s.

•  A c tiv e  IP  O p tio n  [167] d escrib es an  ex te n s io n  to  th e  IP o p tio n s  m ech an ism  

that su p p o rts  th e  e m b e d d in g  o f  p rogram  fragm en ts in  datagram s an d  the  

e v a lu a tio n  o f  th e se  fragm en ts as th e y  traverse  th e  n etw ork . L egacy  p a ss iv e  

p a ck ets  are rep la ced  b y  active  ca p su les , w h ic h  are m in iature p rogram s that 

are ex ecu ted  as th e y  travel. T h ese cap su les  can  in vok e  p red efin ed  p r im i­

t iv e s  th at in teract w ith  th e  lo ca l n o d e  en v iron m en t, a n d  lea v e  in form ation  

b e h in d  in  a n o d e  th at th e y  h a v e  v isited .
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•  MO A rch itectu re  [16] T h e m essen g er  in  th e  MO sy ste m  is  sim ilar to  the cap ­

su le  or th e  sm art p acket. M essen g ers  are p rogram s exch an ged  b e tw e e n  MO 

n o d e s . There are fou r  e le m en ts  in s id e  the MO node:

1. concurren t m esse n g e r  threads;

2. a shared  m em o r y  area;

3. a  s im p le  sy n ch ro n isa tio n  m ech an ism ;

4. ch an n els  to w a rd  n e ig h b o u r in g  n o d es .

M essen g er  c o d e  is  w r itten  in  th e  MO la n g u a g e . MO is  a h ig h  lev e l la n g u a g e  

th at inherits from  P ostScrip t th e  m a in  co n cep ts  o f  op eran d , dictionary, ex ­

ecu tio n  stack , an d  th e  m a in  data m a n ip u la tio n  and  f lo w  control operators. 

The MO interpreter is  w r itten  in  C.

T h e  a c tiv e  p a c k e ts  a n d  n o d e s  ap p roach . T he th ird  ap p roach  is  a com b in a tion  

o f  th e  p r e v io u s  tw o , w h er e  active  p ack ets carry th e  actu al c o d e  an d  other m ore  

c o m p le x  c o d e  resid es  in  active  n o d e s . U s in g  th is  approach , u sers can  ch o o se  

e ith er  th e  active  p a ck ets  ap p roach  or the active  n o d e s  approach  accord ing  to  th e  

nature o f  their ap p lica tion .

E xam p les o f  "active n o d e s  an d  packets"  architectures are the fo llo w in g .

•  T h e S w itc h  W are A rch itec tu re  [2] u s e s  a la y ered  architecture to  p r o v id e  a

range o f d ifferen t flexib ility , sa fe ty  an d  security, perform ance, an d  u sab ility  

tradeoffs. T he three layers d efin ed  in  S w itch  W are are:

1. A ctive Packets - to  rea lise  the active  p ack ets approach;

2. A ctiv e  e x te n s io n s  ca lled  Switchlets - to  rea lise  the active n o d e s  approach;

3. T he A ctive Router Infrastructure.

A ctive packets are u s e d  w ith in  the first layer. T h ey  are re la tive ly  short p ro ­

gram s w ith  lim ite d  fu n ctio n a lity  w r itten  u s in g  th e  p rogram m in g  la n g u a g e
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P L A N  (Programming Language for A ctive Networks) [81]. A ctiv e  p ack ets can  

access a lo w e r  layer  o f  so ftw a re  co m p o n en ts  w ith  greater fu n ction a lity  ca lled  

switchlets, w h ic h  resid e  in  th e  active  n o d e s  an d  can  b e  d y n a m ica lly  load ed . 

W h ile  the top  tw o  layers su p p o rt severa l form s o f  d y n a m ic  flex ib ility  the  

lo w e r  layer  is  p rim arily  static  [2]. T he active router infrastructure layer  rep­

resen ts a b a se  layer  o f  th e  architecture w ith  th e  g o a l o f  p r o v id in g  a secure  

fo u n d a tio n  u p o n  w h ic h  th e  o th er tw o  layers b u ild .

• NetScript Architecture. T he N etS cr ip t Project [172] seek s  to  p rogram  n et­

w o rk s e ffic ien tly  T herefore, it provides:

-  an  architecture for p ro g ra m m in g  n etw orks;

-  an  architecture o f a d y n a m ica lly  p rogram m ab le  n etw o rk  d e v ic e /n o d e ;

-  a  la n g u a g e  ca lled  N etScript for b u ild in g  n e tw o r k  so ftw are o n  a pro- 

gram ab le n etw ork .

N etS cr ip t u s e s  d e le g a te d  a g en ts  to  program  a n d  contro l the fu n ction s o f  

in term ed ia te  n e tw o r k  d e v ic e s /n o d e s .

A brief comparison betw een the three approaches. T he active n o d e s  approach  

h a s  g o o d  p erform an ce b e ca u se  secu rity  issu e s  are o f  le s s  con cern  th an  in  the ac­

t iv e  p ack ets approach. H o w e v e r , th e  flex ib ility  o f  the relevant architectures is  

lim ited . In  an  effort to  increase flexib ility , the D A N  an d  A N T S  architectures h ave  

a d o p te d  a sch em e w h er e  co d e  is  d o w n lo a d e d  o n  d em a n d  an d  is  cach ed  for fu ­

ture u se . A s  a resu lt, th ese  tw o  tech n o lo g ie s  can  e a s ily  d e p lo y  a n y  n e w  arbitrary  

p rotoco l. N e v e r th e le ss , d o w n lo a d in g  c o d e  o n  d e m a n d  ca u ses  so m e d e la y  that 

red u ces  th e  o vera ll perform an ce.

T he active  p a ck ets  ap p roach  su ffers from  perform an ce related  p rob lem s b e ­

cau se  o f  the s ign ifican t sa fe ty  an d  secu rity  requirem ents. In an  effort to  reduce  

th e  secu rity  b u rd en  a n d  th u s  in crease  p erform ance, so m e  researchers h a v e  d e ­

c id ed  to  restrict th e  fu n c tio n a lity  o f  the p rogram s carried  b y  the active packets.
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T he co m b in a tion  o f  b o th  ap p roach es se em s to  b e  v e r y  ap p ea lin g . The S w itch - 

W are architecture rea lises th is  id e a  b y  th e  u se  o f  a layered  architecture, an d  m an ­

ag es to p r o v id e  a range o f d ifferen t flexib ility , sa fety  and  security, perform ance, 

a n d  u sa b ility  trad eoffs. F inally, th e  N etS cr ip t architecture p r o p o se s  a n o v e l v ie w ­

p o in t  w h ere  the n e tw o r k  is  treated  as a  s in g le  program m ab le  abstraction.

2.4 .1 .2  A p p lic a tio n s

T he m o st  im p ortan t a p p lica tion s o f  active  n e tw o rk s  stem s d irectly  for their abil­

ity  to  p rogram  th e  n etw ork . N e w  p ro toco ls  an d  in n o v a tiv e  cost-effective  tech­

n o lo g ie s  can  b e  e a s ily  e m p lo y e d  at in term ed ia te  n o d es . T h e m a in  active n etw o rk  

sp ec ific  ap p lica tion s can  b e  g ro u p ed , as sta ted  in  [107], in to  four classes:

F u s io n . T h e active  n o d e  forw ard s few er  p ack ets th a n  it receives. E xam p les o f

su ch  filter-type active a p p lica tion s are m ix in g  sen sor  data [154], sca lin g  

m u ltim e d ia  co n ten t w ith in  th e  n e tw o r k  [15].

F is s io n . T he active  n o d e  forw ard s m ore  p ack ets th an  it receives. M u lticast v id e o

d istr ib u tion  [37] is a g o o d  ex a m p le  o f fiss ion  app lications.

C a ch in g . A ctiv e  n o d e s  w h ic h  h e  d irectly  in  th e  p a th s fo llo w e d  b y  th e  requests  

tra v e llin g  from  clien ts to  servers. It h as m ore effic ien cy  in  the case o f intra­

n e tw o r k  ca ch in g  o f  ra p id ly  c h a n g in g  d ata  as in  [107].

D e le g a t io n . T he active  n o d e  p erform s task s d e leg a te d  to  it  b y  another n o d e . Ex­

a m p les  o f su c h  a p p lica tion s in c lu d e  o n lin e  au ction s [107] an d  co n g estio n  

con tro l [164 ,167],

Specific  ex a m p les  o f active  n e tw o r k in g  ap p lica tion s sp an  a w id e  var ie ty  o f  

areas. A m o n g st  th e  m o st  im p ortan t areas are:

N e tw o r k  M a n a g em en t. A c tiv e s  n o d e s  p r o v id e  a natural an sw er  to  th e  n etw o rk  

m a n a g e m e n t p rob lem  as th e y  are ab le  to  m o v e  th e  m a n a g em en t centres to  th e  in ­
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term ed ia te  n o d e s  w ith in  the n etw ork . T h us, th e  resp o n ses  d e la y s  and  th e  b a n d ­

w id th  m a x im isa tio n  for m a n a g em en t p u rp o se s  are b o th  red u ced . M oreover, the  

p rob lem s are d isco v ered  q u ick ly  an d  reported  autom atically . A lso , "first aid"  

c o d e  ca n  b e  in jected  in to  p ack ets [130]. T his c o d e  can  b e  u se d  in  case  a p rob lem ­

atic n o d e  is en cou n tered . O ther p ack ets can  act as "patrols", con stan tly  lo o k in g  

for a n o m a lies  as th e y  trace th e  n etw ork .

Severa l projects co n sid ered  th e  u se  o f  active n e tw o r k in g  to  im p ro v e  n etw o rk  

m a n a g em en t. T he Sm art P ackets project [147] at B B N  d e v e lo p e d  architecture, lan ­

g u a g e s , an d  p ro to co ls  for m a k in g  m a n a g e d  n o d e s  p rogram m able. The N etscr ip t  

project [172] at C o lu m b ia  d e v e lo p e d  tech n iq u es to  au tom atica lly  create sy stem ­

atic m a n a g em en t in stru m en ta tion  an d  the corresp o n d in g  M IBs, u s in g  the struc­

ture o f  active  e lem en ts .

C o n g e s t io n  C on tro l. A c tiv e  n e tw o r k in g  is  a su itab le  to o l for d ea lin g  w ith  con ­

g estio n . T hat is  b eca u se  c o n g e stio n  is  an  in tra -n etw ork  e v e n t an d  it  o ften  takes a 

c o n sid era b ly  lo n g  tim e  for n o tifica tion  in form ation  to  p ropagate. T hus, b y  u s in g  

co n v e n tio n a l18 m eth o d s  o f  d e a lin g  w ith  co n g estio n , in  the tim e w h ic h  e la p ses  

b e tw e e n  th e  occurrence o f  c o n g e stio n  and the m o m en t w h e n  the notification  

reach es the ap p lica tion s con trib u tin g  to traffic co n g estio n , e ither the co n g estio n  

can  in crease  or it  m a y  h a v e  d iss ip a te d  so  that se lf-regu la tion  is  n o  lon ger  n eed ed . 

T herefore, sch em es that require th e  sen d er  to  ad a p t to  n e tw o r k  co n d itio n s h a v e  

w e ll  k n o w n  lim ita tio n s, in c lu d in g  th e  tim e  for th e  sen d er  to  d etec t th e  con d ition , 

react to  it, a n d  tran sm it the a d a p ted  d ata  to the receiver.

A c tiv e  n e tw o r k  efforts in  th is  area h a v e  in c lu d ed  tran sp arent in lin e  p rotoco l 

"boosters"  to  a d a p t to  n e tw o r k  c o n d itio n s  (e.g ., b y  a d d in g  forw ard  error correc­

tio n  o v er  errorprone lin k s) an d  in te llig en t d iscard  strateg ies for p reserv in g  th e  

q u a lity  o f  M PEG  v id e o  in  th e  face o f  n e tw o rk  co n g e stio n  [24].

18U sually applications reduce their traffic as they get notified about the congestion (e.g., the 
TCP w indow  sliding mechanism).
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M u ltic a st in g . T he "traditional" IP m u ltica st serv ice  h id e s  th e  d eta ils  o f th e  rout­

in g  to p o lo g y  an d  the n u m b er  a n d  lo ca tio n  o f  receivers from  its  users. For unre­

liab le  m u ltica st, th is  ap p roach  m a k es  se n se  an d  a llo w s  sca lin g  to  large ap p lica­

tions; h o w ev er , there are in h eren t p rob lem s in  u s in g  th is  m o d e l w h e n  it is  d e ­

sired  to d e liv er  data to a ll receivers re liab ly  The d ifficu lt arises in  recoverin g  

from  lo sse s , w h ic h  ty p ica lly  affect a ll receivers d o w n strea m  in  th e  m u ltica st tree  

from  the p o in t  o f  a lo ss . A  c o m m o n  ap p roach  that can  b e  im p lem en ted  u s in g  ac­

tiv e  n e tw o r k s  is  to  sp read  the resp o n sib ility  for m u ltica st retran sm ission s a m on g  

the receivers, to  a v o id  o v erb u rd en in g  the sender. For g o o d  p erform ance, th is re­

qu ires th at receivers b e  aw are o f  n ea rb y  receivers, that are a b o v e  the lo ss  p o in t, 

to  p r o v id e  retransm ission .

B y  in c lu d in g  state  an d  p r o c ess in g  (i.e. active  n etw o rk s) in  the n etw ork , re­

tran sm ission s can  b e  d irected  to  n ea rb y  receivers or can  c o m e  from  caches at n e t­

w o r k  n o d e s  [107], B oth  ap p roach es red u ce  th e  d e la y  an d  tran sm ission  resources  

req u ired  for retransm ission .

C a ch in g . A  su b stan tia l fraction  o f  a ll n e tw o rk  traffic to d a y  com es from  a p p li­

ca tion s in  w h ic h  c lien ts retrieve objects from  servers (e.g ., th e  W orldW ide W eb). 

The cach in g  o f  objects in  lo ca tio n s "close" to  c lien ts is  an  im p ortan t tech n iq u e  

for red u c in g  b o th  the n e tw o rk  traffic and  the resp on se  tim e for su ch  applications. 

C a ch in g  sch em es require d e c is io n s  a b o u t w h ere  to  loca te  objects and  h o w  to for­

w ard  req u ests b e tw e e n  caches. C urrent w id e  area caches are m a n u a lly  con fig ­

u red  in to  a static hierarchy, th u s  in cu rrin g  an  ad m in istra tive  b u rd en  and  lim itin g  

th e  ab ility  to  react to  d y n a m ic  co n d itio n s.

Efforts to  u se  active  n e tw o r k in g  for cach in g  in c lu d e  u s in g  n e tw o rk  m ech a­

n ism s to route cache req u ests to p recon figu red  cache loca tion s [107], and  co m ­

b in in g  sm a ll cach es w ith  in fo rm a tio n  ab ou t the con ten ts o f  n earb y  caches, at each  

n e tw o r k  n o d e  [25].
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2 .4 .2  A c t iv e  N e tw o r k s  a d v a n ta g e s  f o r  r o u t i n g

A ctive networks p resen t the fo llo w in g  a d v a n ta g es  com p ared  w ith  the trad itional 

ro u tin g  m ech an ism s:

Fast d e p lo y m e n t . A  k ey  reason  for u s in g  active networks for rou tin g  p u rp o ses  

is  th at th e y  a llo w  u sers  to  im p le m e n t their  o w n  w a y  o f  p ack et rou tin g  w ith o u t  

w a it in g  for n e w  stan d ard s to  b e  d e p lo y e d . M oreover, su p p o rt for cu sto m ised  

p ro to co l m ech a n ism s can  b e  in tro d u ced  in  a ru n n in g  n etw ork .

Im p le m e n ta t io n  at v a r io u s  O S I la y ers . U s in g  active networks, th e  co d e  w r it­

te n  b y  u sers  can  b e  im p le m e n te d  at a n y  O SI layer  from  th e n e tw o r k  u p  to  the  

ap p lica tio n  layer. T herefore, th e  b e h a v io u r  o f va r io u s layers can  b e  ta ilored  to  

th e  n e e d s  o f the sp ec ific  ap p lication .

M ore f le x ib le  ro u tin g . C h a n g es in  rou tin g  p ro toco ls  require the ap p rova l o f  

m o st  o f  th e  c o m p etin g  carriers an d  m anufacturers. B y  u s in g  A ctiv e  N etw o rk s, 

th e  p ro to co l can  b e  ad ju sted  b y  th e  en d -u sers  or ap p lica tion s accord in g  to  their  

n eed s .

In ter c o n n e c tio n  o f  a u to n o m o u s  s y s te m s . In large n etw ork s, traffic m a y  cross  

m u ltip le  a u to n o m o u s  sy stem s. In  th e  Internet, BGP is  th e  m a in  p rotoco l u se d  

for  in ter-A S rou tin g . U n fortunately , BG P can n ot m ak e ro u tin g  d ec is io n s  b ased  

o n  a Q oS  con stra in t b u t  o n ly  o n  co n n ec tiv ity  in form ation . H o w ev er , in  A ctive  

N e tw o r k s , active  p ack ets c o u ld  carry ru les or constraints to  se lect a  feasib le  path . 

In  th is w a y  th e  sou rce  n e tw o rk  w o u ld  h a v e  control ov er  th e  p ack et's p a th  e v e n  

w h ile  it traverses an oth er  a u to n o m o u s  sy ste m  w ith o u t  n e e d in g  a stan d ard ised  

p ro to co l or a n  in ter-A S agreem ent.

D iv e r s ity  an d  O p tim a lity . M a n y  active  n etw o rk s-b a sed  rou tin g  tech n iq u es  

m a y  co -ex ist  in  th e  n e tw o r k  at o n e  g iv e n  tim e. D ifferent en d -u sers  an d  ap p li­

ca tio n s m a y  u se  d ifferen t tech n iq u es. T his m ea n s th at b e st  ro u tin g  practice is  

d eterm in ed  from  a larger se t o f  p ro to co ls  that can  b e  d e p lo y e d  in  current n et-
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w o rk s, so  th at th e  n e tw o rk  m a y  b e  e x p e c te d  to  co n verge  m ore ra p id ly  on  th e  b est  

p rotoco ls . A lso , a p p lica tion s w ith  sp ec ia lis t  requ irem en ts can  b e  m ore rap id ly  

a cco m m o d a ted  th an  in  co n v en tio n a l n etw ork s.

T he co -ex isten ce  o f  a n u m b er  o f  ro u tin g  p ro toco ls  in  the n e tw o rk  w o u ld  re­

quire stan d ard s for th e  co llectio n  o f, an d  se ttin g  of, n e tw o r k  state, so  that each  

p ro to co l m a y  resp o n d  to  n e tw o r k  sta te  ch a n g es  ca u sed  b y  o th ers (e.g ., reserva­

tio n  o f  b a n d w id th ) b u t  o th erw ise  th e  current n e e d  for ro u tin g  p ro to co l standard­

isa tio n  w o u ld  n o t  apply.

2 . 5  M o b i l e  S o f t w a r e  A g e n t s

C urrent ro u tin g  a lgorith m s are n o  lo n g er  ad eq u ate  to  face the in creasin g  co m ­

p le x ity  o f  to d a y 's  n e tw o rk s  because:

"centralised algorithms have scalability problems; static algorithms have trou­

ble keeping up-to-date with network changes; and other distributed and dy­

namic algorithms have oscillations and stability problems" [22].

S om e researchers, in c lu d in g  th is author, b e lie v e  that m o b ile  ag en ts  are a p ro m is­

in g  so lu tio n  for fu tu re  rou tin g  as th e y  are a u to n o m o u s  en tities , b o th  p roactive  

an d  reactive , a n d  h a v e  the cap ab ility  to  ad ap t, coop erate  an d  m o v e  in te llig en tly  

from  o n e  lo ca tio n  to  th e  other in  th e  co m m u n ica tio n  n e tw o r k  [26]. T h ese  are 

p rop erties that a llo w  a route to  b e  search ed  for in  the n etw ork , rather th an  b e in g  

p a s s iv e ly  req u ested  from  it.

2.5 .1  T h e  M o b i l e  A g e n t  P a r a d ig m

The m o b ile  a g en t te c h n o lo g y  o r ig in a lly  em erg ed  from  ad v a n ces m a d e  in  d istrib­

u te d  sy s te m s  research  [38]. A ll started  b y  se n d in g  execu tab le  p rogram s b e tw e e n  

c lien ts  a n d  servers, fo llo w e d  b y  m e th o d s  o f  rem ote  d isp a tch  o f  scrip t program s
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or b atch  jobs. M o b ile  agen ts are co n sid ered  to  b e  an  e x ten sio n  o f  su ch  tech ­

n iq u e s  [45].

T he w o r d  agent h a s  a u n iversa l m ea n in g  an d  is d efin ed  b y  G reen  and  Som ers  

as [77]:

". . .a  computational en tity  which: acts on behalf o f other entities in an au­

tonomous fashion; performs its actions w ith some level o f proactivity and/or 

reactiveness; and exhibits some level of the key attributes of learning, co­

operation and mobility."

G reen  an d  S om ers exp la in  th is d e fin itio n  b y  co n sid er in g  a travel or an  estate  

agen t, w h ic h  acts on behalf of others (e .g ., th e  esta te  a gen t se lls  h o u se s  h e  d o e s  n o t  

o w n  a n d  the travel a gen t se lls  fligh t tickets or reserves room s in  d ifferen t hotels). 

W h ile  d o in g  so , th e y  h a v e  autonomy (e .g ., th e  esta te  a g en t can  m ak e v ie w in g  ap­

p o in tm en ts  for u n o c c u p ie d  p rop erties  w ith o u t  reference to  the o w n ers). In order  

to  reach  its  g o a l, an  a g en t can  b e h a v e  proactively (e.g ., an  esta te  ag en t w h ic h  adver­

tises the p ro p erty  in  th e  lo ca l press) or reactively (e .g ., an  estate a g en t w h o  s im p ly  

p la ces  a "For Sale” s ig n  o u ts id e  a p ro p erty  for sa le  an d  w a its  for p u rchasers to  

co m e  in to  h is  sh op ).

A  m o b ile  (in te lligen t) a gen t is d e fin ed  as [45]:

". . .a  software en tity  which exists in a software environment. It inherits 

some of the characteristics of an Agent (as defined earlier). A  mobile agent 

m ust contain all o f the following models: an agent model, a life-cycle model, 

a computational model, a security model, a communication model and finally 

a navigation model."

T h e software environment in  w h ic h  th e  a g en t ex ists  is  a lso  k n o w n  as the mobile 

agent environment an d  is d e fin ed  as [77]:

". . .a  software system  which is distributed over a network of heterogeneous 

computers. Its prim ary task is to provide an environment in which mobile
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agents can execute. The mobile agent environment implements the majority 

of the models which appear in the mobile agent definition. It may also provide: 

support services which relate to the mobile agent environment itself, support 

services pertaining to the environments on which the mobile agent environ­

ment is built, services to support access to other mobile agent systems, and 

finally support for openness when accessing non-agent-based software envi­

ronments."

Figure 2.15: Basic mobile agent architecture

F igure 2 .1519 ex p la in s th e  p la ce  an d  ro le  o f  a m o b ile  a gen t en v iron m en t. H ere, 

the sm ilin g  faces  are m o b ile  a g en ts  th at travel b e tw e e n  m o b ile  a gen t en v iron ­

m en ts , w h ic h  are b u ilt  o n  top  o f  h o s t  sy stem s. C o m m u n ica tion  b e tw e e n  m ob ile  

a g en ts  (loca l a n d  rem ote) is  rep resen ted  b y  b i-d irection a l arrow s. C om m u n ica ­

tio n  can  a lso  take p la ce  b e tw e e n  a m o b ile  a g en t an d  a h o s t  serv ice.

In  a d d itio n  to  th e  b asic  m o d e l (i.e. th e  agent model) an y  so ftw are agen t defin es  

a life-cycle model, a computational model, a security model, a communication model and  

a navigational model [4 5 ,7 7 ].

th e  a g e n t  m o d e l  d e fin es  the in te llig en t part o f a m ob ile  agen t (i.e. the autonom y, 

lea rn in g  a n d  co -o p era tiv e  characteristics o f  an  a gen t p lu s  the reactive and

19 A sim ilar im age is also presented in  [77].

71



Chapter 2 Routing primitives in  data networks

p ro a ctiv e  b ehaviour);

the life-cycle m odel d efin es  the d ifferen t ex ecu tio n  states (e.g ., start, ru n n in g20, 

frozen , task21, d ea th )22 o f  a  m o b ile  a g en t an d  the ev en ts  that ca u se  the m o v e ­

m e n t from  o n e  state  to  another;

the computational m odel d efin es h o w  a m o b ile  a gen t execu tes w h e n  it is  in  a 

running  state;

the security m odel is  con cern ed  w ith  three m a in  c la sses  o f  p rob lem s [45, 121]:

protecting host nodes from destructive mobile agents, protecting mobile agents from  

destructive hosts, an d  protecting mobile agents from  each other;

th e  c o m m u n ic a tio n  m o d e l  d efin es co m m u n ica tio n  p rotoco ls  w ith  other en tities  

(e .g ., u sers , o th er  static  or m o b ile  a gen ts, th e  h o s t  m o b ile  a gen t en v iro n m en t  

or other sy stem s);

the navigation m odel in v o lv e s  a ll a sp ects  o f  a gen t m o b ility  from  th e d isco v ery  

a n d  r e so lu tio n  o f  d estin a tio n  h o s ts  to  th e  m an n er in  w h ic h  a m o b ile  agen t  

is  tran sp orted .

2.5.1.1 M obile Agent Technologies

A  n u m b er  o f  m o b ile  a g en t tech n o lo g ie s  h a v e  b e e n  created. S om e o f  th em  rely  

o n  their o w n  p ro g ra m m in g  fo u n d a tio n s , w h ile  o th ers m ak e u se  o f  e x istin g  p ro­

g ra m m in g  la n g u a g e s  su ch  as Java or T e l/tk  la n g u a g es , b o th  d e s ig n e d  b y  Sun  

M icrosystem s.

Table 2.3 lis ts  th e  b e s t  k n o w n  m o b ile  a g en t tech n o lo g ies. T hree o f  th em  are 

r e v ie w e d  here: Aglets, AgentTcl a n d  Telescript. T he WAVE sy s te m  is  d escrib ed  in  

S ection s 2 .5 .4 ,3 .4 .2  an d  in  A p p e n d ix  A .

20The running  an d  frozen execution states are defined in  the life cycle m odels adopted by  Tele­
script an d  AgentTCL, called persistent process model.

21 The task based m odel is specific to Aglets.
22See m ore abou t the life-cycle states in  [77]
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Table 2.3: Mobile agent systems

S y stem B a se d -o n O rg a n isa tio n
A g le ts Java IBM Japan
A gentT cl T c l/tk D artm ou th  C o lleg e
Telescript c u sto m G en era l M agic , Inc.
M ole Java U n iv e r s ity  o f  S tuggart
A ra Tel U n iv e r s ity  o f  K aiserslautern
Tacom a Tel C orn ell U n iv e r s ity  a n d  U n iv ers ity  o f  Trom so
W ave W ave la n g u a g e U n iv e r s ity  o f  K arlsruhe an d  U n iv ers ity  o f Surrey

A g le ts  [40]: T h is m o b ile  a g en t sy ste m  in tro d u ces p rogram  c o d e  that can  b e  trans­

p o rted  a lo n g  w ith  state  in form ation , b u t  n o t  th e  current ex ecu tio n  context. 

A g le ts  are Java objects that can  m o v e  from  o n e  h o s t  to  another in  the In­

ternet. W h ile  ex e cu tin g  o n  o n e  h o st, an  a g let can  su d d e n ly  h a lt  execu tion , 

d isp a tch  to  a rem ote  h o st, an d  resu m e e x ecu tio n  there. B ein g  b a sed  u p o n  a 

p ro g ra m m in g  ex te n s io n  m a d e  to  th e  Java la n g u a g e  it  p ro v id es  an  en h an ced  

le v e l  o f  m igration . H o w ev er , a g le ts  o n ly  su p p o rt co m m u n ica tio n  b y  m ean s  

o f  m e ssa g e  p a ss in g . M oreover, th e  secu rity  su p p o rt is  w eak .

A gen tT cl [95]: It is  b u ilt  o n  to p  o f th e  T c l/tk  scr ip tin g  sy stem  an d  lack s th e  p o w er

an d  flex ib ility  o f  a fu ll com p u ter  la n g u a g e  su ch  as Java. H ow ever, its m o ­

b ile  a g en ts  can  com m u n ica te  b y  d irect stream in g  con n ection s or b y  u s in g  

a m e ssa g in g  sch em e. T his sy s te m  p r o v id e s  secu rity  en h an cem en ts  to  lim it  

u n a u th o rised  access  o f  k e y  resources.

T elescr ip t [168]: It i s  an  object-orien ted  m o b ile  a g en t lan gu age . In  contrast w ith  

th e  p r e v io u s  tw o  m o b ile  a gen t tec h n o lo g ie s  w h ic h  are free, T elescript is  a 

v e r y  e x p e n s iv e  p ie c e  o f  so ftw are  w h ic h  h a s  lim ite d  its popu larity . T elescript 

h a s  three m a in  concepts: agents, places a n d  the g o  instruction . A g e n ts  travel 

from  p la ce  to  p la ce  u s in g  th e  g o  in stru ction , b e in g  ab le to  m a in ta in  their  

ex e cu tio n  sta te  d u r in g  travel. T he p la c es  in  T elescript are eq u iv a len t to  the  

co n cep t o f  a  m o b ile  a g e n t en v iro n m en t w h ere  static  serv ices are lo ca ted  at a
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h ost. M oreover, T elescrip t a gen ts  can  in teract w ith  each  other and  w ith  an y  

serv ices  lo ca ted  at th e  p laces.

2 .5 .2  M o b i l e  A g e n t s  a d v a n ta g e s  f o r  Q o S  r o u t i n g

A  n u m b er  o f  research  g ro u p s h a v e  p io n eered  efforts to  in trod u ce  n e w  m ob ile

a g en t b a se d  ro u tin g  m ech a n ism s [48, 59, 71, 88, 121]. T h ey  w ere  m o tiv a ted  b y

th e  fo llo w in g  m o b ile  a g en t a d v a n ta g es ov er  trad ition al rou tin g  tech n iq u es.

" S tron g  m o b ility "  [17], M ob ile  a g en ts  en ca p su la te  c o d e  (in telligen ce) an d  data  

(states). E ach a g en t ru n s in d e p e n d e n tly  o f  a ll o thers an d  b y  n a v ig a tin g  the  

n etw o r k  th e y  b u ild  so lu tio n s  an d  m o d ify  th e  p rob lem  b y  u s in g  th e  co llected  

in form ation .

" S tigm ergy"  [5 9 ,8 8 ,1 2 1 ]:  M ob ile  a g en ts  h a v e  th e  ab ility  o f  ind irect co m m u n i­

ca tion  b y  le a v in g  in form ation  o n  the n o d e s  th e y  h a v e  v is ited . O ther agen ts  

v is it in g  th o se  n o d e s  can  access su ch  in form ation . It is  argu ed  that stigm ergy  

is  a rob u st a n d  a d a p tiv e  m ech a n ism  for in form ation  sharing. The term  w a s  

first d e fin ed  b y  G rass in  [75] an d  d escrib es h o w  ants find  sh ortest p a th s b y  

u s in g  th e  p h ero m o n e  trail d e p o s ite d  b y  oth er  ants.

" E m ergen t b e h a v io u r "  [88]: A  co m p le x  b e h a v io u r  m a y  b e  a cco m p lish ed  u s in g  

s im p le  in teraction s o f  a u to n o m o u s a g en ts, w ith  s im p le  p rim itives.

R o b u s tn e ss  an d  fa u lt  to lera n ce  [26, 7 7 ,8 8 ,1 0 0 , 111]: R ob u st and  fau lt to leran t d is­

tributed  sy s te m s  are easier  to  b u ild  b y  u s in g  m o b ile  agen ts as th e y  h a v e  the  

ab ility  to  d y n a m ica lly  react to  u n favou rab le  situ ation s. Therefore, the lo ss  

o f  n e tw o r k  n o d e s  or lin k s w ill  n o t  affect th e  o vera ll d istr ib u ted  sy stem , lea d ­

in g  to  a gracefu l, sca lab le  d egrad ation  b y  d isp a tch in g  m o b ile  a g en ts  from  

th o se  sp ecific  n o d e s  or link s so m ew h ere  e lse  or b y  term inating  them .

A d a p ta b ility  [7 7 ,8 8 ,1 0 0 , 111]: M ob ile  agen ts h a v e  the ab ility  to  a u to n o m o u sly  

react to  c h a n g e s  in  their en v iron m en t. T h ey  can  ch an ge, d ie  or reproduce
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accord in g  to  th e  n e tw o r k  ch an ges. T h e p o p u la tio n  o f  m ob ile  agen ts can  

in c r e a se /d e c r e a se  accord in g  to  th e  s iz e  o f  th e  netw ork; th e y  react to  the  

lo ss  o f  n e tw o r k  n o d e s  or lin k s b y  term in atin g  or d isp a tch in g  th em se lv es  

so m ew h ere  e lse  in  the netw ork; th ey  can  ex ten d  their capab ilities o n -th e -f ly  

b y  d o w n lo a d in g  required  co d e  o ff th e  netw ork ; th e y  can  ch an ge  over  tim e, 

so  that n e w  u sa g e  con tex ts an d  m o d e ls  ca n  b e  accom m od ated . M oreover, 

p ro p a g a tio n  o f  ch a n g es in  th e  n e tw o r k  is  so m etim es  faster than  b y  u s in g  

trad ition al m e th o d s  (e.g ., the B ellm an-F ord  a lgorith m ) [22].

E ffic ien cy  [2 6 ,4 5 , 77 ,121]: M ob ile  agen ts  co n su m e  few e r  n e tw o rk  resou rces as  

th e y  m o v e  th e  c o m p u ta tio n  to  the d ata  rather th an  th e  data to  th e  com ­

p u tation . C o d e  is  o ften  sm aller  th an  the data  it p rocesses. In  su ch  situa­

tion s, tran sferring  m o b ile  agen ts to  th e  sou rce  o f  data  creates less traffic than  

transferring th e  data. M oreover, co m p u tin g  d a ta  in  a d istr ib u ted  m anner  

is  less  co m p u ta tio n a l in te n s iv e  for an  in d iv id u a l d e v ice  than  co m p u tin g  it 

cen tra lly  Space saving  is another effic ien cy  issu e  w h ere  m ob ile  agen ts h ave  

an  ad v a n ta g e  b e c a u se  a m o b ile  a gen t resid es  o n  o n ly  on e  n o d e  at a  tim e. 

M oreover, m o b ile  agen ts are ab le to  d u p lica te  a n d  d istribute th e m se lv e s  in  

th e  n etw ork , a n d  therefore each  a gen t can  ex ecu te  o n  differen t m ach in es in  

p aralle l. T h is m ea n s  th at m o b ile  agen ts  are a lso  time efficient.

M o d u la r ity  [88, 111]: D ifferen t m o b ile  agen ts  so lv e  d ifferen t parts o f  th e  prob­

lem  ob ta in in g  in term ed ia te  resu lts w h ic h  are u se d  to  obta in  the final, g lobal 

so lu tion .

A u to n o m y  [26, 7 7 ,8 8 , 111]: O nce re leased  in to  th e  n etw ork , m ob ile  agen ts can  

op erate  a sy n c h r o n o u s ly  a n d  in d e p e n d e n tly  o f the se n d in g  program . T h ey  

w ill  a u to n o m o u s ly  d e c id e  w h ic h  loca tion s th e y  w ill  v is it  an d  w h a t in stru c­

tio n s th e y  w i l l  ex ecu te .

F le x ib ility  [45 ,121]: M o b ile  a g en ts  can  ch an ge  o v er  tim e, n e w  u sa g e  con tex ts
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an d  m o d e ls  can  b e  a ccom m od ated . For in stan ce, m u ltip le  n etw o rk  m an ­

a g em en t stra teg ies can  c o ex ist  an d  co -ev o lv e .

D is tr ib u t iv ity  [77]: M ob ile  a g en ts  are in h eren tly  d istr ib u ted  in  nature a n d  hen ce  

offer a natural v ie w  o f  a d istr ib u ted  sy stem . M oreover, a m ore realistic  and  

u p -to -d a te  n e tw o r k  im a g e  can  b e  ob ta in ed  b y  a p p ly in g  th e  com p u tation a l  

op eration s to  d ata  d irectly  w h er e  it is  p h y s ic a lly  located .

P a r a lle lism  [88]: M o b ile  a g en ts  are ab le to  d u p lica te  and  d isp a tch  th em se lv es  

w ith in  th e  n e tw o r k  a n d  therefore a g en ts  w i l l  ex ecu te  o n  d ifferen t m ach in es  

in  parallel. For a large a m o u n t o f  d ata  a s in g le  com p u ter  m ig h t n o t  b e  able  

to  p rocess  a ll d a ta  w ith in  a g iv e n  tim e fram e.

E x te n sib ility : M ob ile  agen ts can  ex ten d  their cap ab ilities o n -th e -f ly  b y  d o w n ­

lo a d in g  requ ired  c o d e  o ff th e  n etw ork . T h ey  can  in itia lly  be  eq u ip p e d  w ith  

m in im al fu n ction ality , w h ic h  can  b e  en h an ced  d e p e n d in g  o n  fu ture require­

m en ts  [26].

T he m a in  d isa d v a n ta g e  o f  u s in g  m o b ile  agen ts  in  th e  rou tin g  p rocess  is  the  

co m m u n ica tio n  overh ead . M eth o d s for con tro llin g  su ch  overh ead  are in v e sti­

ga ted  in  C h apters 5  a n d  6.

2.5 .3  G e n e r a l  p r o b le m s  a s s o c ia te d  w i t h  m o b i l e  a g e n ts

In  gen era l, each  m o b ile  a gen t ru n s in d e p e n d e n tly  o f  oth er  m o b ile  agen ts, it  m o v e s  

itse lf  to  another n o d e  a n d  it can  p reserve  state w h e n  it m o v e s  from  o n e  n o d e  to  

th e  next. To a ch iev e  th is , a m o b ile  a g en t h a s  to  en ca p su la te  and  b r in g  w ith  it  its  

entire thread  o f  e x e cu tio n  (e.g . w h e n  an d  w h ere  it  m o v e s , h o w  an d  w h eth e r  it 

co m m u n ica tes  to  o th er  m o b ile  agen ts). T herefore, th e  m ajority  o f m o b ile  agen t  

im p lem en ta tio n s  g en era te  "fat" an d  co m p le x  m o b ile  agents.

To m in im ise  th is  o v erh ea d , a  re la ted  p a ra d ig m  ca lled  WAVE23 w a s  u s e d  for

23See Section 2.5.4 and  A ppendix A.
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th e  w o r k  p resen ted  in  th is  th esis . T h is tec h n o lo g y  d iffers from  other m ob ile  agen t  

tec h n o lo g ie s  as th e  c o d e /la n g u a g e  u se d  b y  it  d escrib es sem an tics o f "what to be 

done in a distributed space" rather th an  im p le m e n tin g  co d e  for agents. The tasks  

d escrib ed  b y  W AVE p rogram s are h o w e v e r  p erform ed  b y  th e  sm a ll m ob ile -agen t­

lik e  en tities  ca lled  waves, w h ic h  are d y n a m ica lly  gen era ted  b y  on e  or m ore WAVE 

in terpreters a t th e  W AVE c o d e  in jection24 tim e. M oreover, th is  tec h n o lo g y  h as a 

recu rsive  sp a tia l con tro l m ech a n ism , w h ic h  coord in a tes so c ie tie s  o f  sm a ll m o b ile  

a gen ts. T h ese  con tro l m ech a n ism s are im p le m e n te d  v ia  interpreters d istr ib u ted  

o n  th e  co m p u ter  n etw ork . T h us th e  s iz e  an d  th e  co m p le x ity  o f m ob ile -agen t-lik e  

waves u s e d  b y  th is  p a ra d ig m  are greatly  red u ced .

A n o th er  im p ortan t W ave feature is  that it d y n a m ica lly  creates d istr ib u ted  vir­

tu a l n e tw o rk s  o n  to p  o f  th e  p h y s ic a l o n es  as d escrib ed  in  S ection  A .I . T his a l­

lo w s  W AVE, u n lik e  other m o b ile  a g en t tec h n o lo g ie s , to  a ss ig n  co d e  a n d  data  

to  b o th  n o d e s  an d  lin k s in  th ese  v irtu a l n e tw o rk s  w h ic h  can  b e  n a v ig a ted  an d  

p r o c e ss e d /m o d if ie d  b y  waves. H en ce , W AVE can  b e  u se d  to  im p lem en t active  

n etw o rk s  as w e ll. A  m ore  d eta iled  d escr ip tio n  o f  W AVE tec h n o lo g y  is  p resen ted  

in  th e  fo llo w in g  su b section .

2 .5 .4  T h e  W A V E  T e c h n o lo g y

T he W ave te c h n o lo g y  [139, 142, 144, 146] is  b a se d  o n  in sta llin g  m u ltip le  co p ies  

o f in te llig e n t agen ts th ro u g h o u t th e  n e tw o r k  w h ic h  can  d o  local data processing, 

exchange information w ith  other subsystems and between themselves, and  interpret a 

special navigational Wave language [145]. A  recu rsive  c o d e  w r itten  in  th is la n g u a g e  

is  d y n a m ica lly  s e lf  sp rea d in g  in  th e  n e tw o rk  sp ace  in  a paralle l and  coop era tive  

m o d e . T he c o d e  (wave strings or waves) m a y  b e  in jected  from  an y  n o d e  w ith in  the  

n e tw o r k  a n d  p ro p a g a te  to g eth er  w ith  in term ed ia te  data. The m a in  ad v a n ta g es  

o f  W ave ov er  o th er m o b ile  a g en t im p lem en ta tio n s are:

24See details in  A ppendix  A.
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M in im a l a n d  s p e c ia l is e d  co d e . M o b ile  a gen t im p lem en ta tio n s are u su a lly  b ased  

o n  object o r ien ted  tec h n o lo g ie s  (e.g ., Java, C ++). T h ese  tech n o lo g ies  are 

in te n d ed  m ore  for lo ca l data  p r o c ess in g  an d  co m m u n ica tio n s w ith  other  

p rogram s o n  a c lien t-server  b a sis . U n lik e  th em , W ave is  b a sed  o n  se lf­

n a v ig a tio n  an d  a p attern  m a tch in g  p h ilo so p h y . Therefore, m a n y  n etw ork  

n a v ig a tio n a l p r o c ess in g  task s for w h ic h  W ave is  w e l l  su ited , w r itten  in  other  

la n g u a g es , w i l l  in e v ita b ly  h a v e  to  ex p lic it ly  in c lu d e  a var ie ty  o f  sp ecia l 

fu n ctio n s w h ic h  are h id d e n  in  the W ave interpreter an d  shared  b y  m a n y  

waves. T h is is  th e  reason  w h y  W ave c o d e  is  v e r y  com p act, ty p ica lly  20 to  

50 tim es shorter that eq u iv a le n t p rogram s w r itten  in  C /C + +  or Java [145]. 

A  com p a riso n  b e tw e e n  W ave an d  Java (w h ich  is  o b serv ed  to b e  the m o st  

w id e ly  u se d  p la tform  for th e  im p lem en ta tio n  o f  m o b ile  agen ts) is p resen ted  

in  [160].

P o w e r fu l recu rs iv e  sp a tia l control: There are tw o  d y n a m ic  serv ice  layers oper­

a tin g  b e tw e e n  m o b ile  ap p lica tio n  p rogram s (w a v es) an d  the com p u ter  n et­

w o r k s  th e y  p ro p a g a te  th ro u g h  [144,146]:

1. The Knowledge N etwork (KN) layer is  arbitrarily d istr ib u ted  b e tw e e n  

co m p u ters  o f  the actu a l (ph ysica l) co m p u ter  n etw ork , w h ere  each  com ­

p u ter  m a y  h a v e  0* (n on e, o n e  or m ore) n o d e s  a llocated  to  it. L inks o f  

K N  m a y  therefore co n n ec t n o d e s  w ith in  th e  sa m e  or b e tw e e n  different  

com p u ters. W ith in  K N , a n y  in form ation  (declarative or procedural)  

can  b e  a sso c ia ted  w ith  b o th  n o d e s  an d  lin k s. N o d e s  w ith in  K N  h a v e  

ab so lu te  a d d resses  in  space.

2. The Dynamic tracks layer con sists  o f  tracks w h ic h  acco m p a n y  an d  su p ­

p ort th e  sp rea d in g  a n d  coord in a tion  o f  waves. Starting in  differen t 

n o d e s  o f  K N  th e y  g r o w  as sp a n n in g  trees an d  serve  as a sp ec ia l d y ­

n am ic  con tro l in frastructure.

Chapter 2 Routing prim itives in data networks

This layering organisation of Wave is depicted in  Figure 2.16 and described
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in  m u c h  m ore d eta il in  [143]. T h e u se  o f  th ese  layers  a llo w s  the ap p lica tion

Figure 2.16: Layered Wave Model

p ro g ra m m in g  to  b e  re liev e d  o f  m o st  rou tin e  task s (su ch  as syn ch ron isation , 

m e ssa g e  p a ss in g , garbage co llection , etc.) w h ic h  h a v e  to  b e  exp lic itly  m a n ­

a g e d  w ith in  trad ition a l d istr ib u ted  sy stem s. T herefore, the W ave m o d e l  

can  op erate  w ith o u t  a n y  cen tra lised  control an d  can  su p p o rt robust d istrib­

u te d  a lgorith m s w o r k in g  e ffic ien tly  in  a rap id  c h a n g in g  en v iron m en t w h ile  

m a in ta in in g  in teg r ity  o f  th e  soc ie tie s  o f m o b ile  coo p era tiv e  p rocesses and  

fu ll control ov er  th em  from  a n y  p o in t in  sp ace  [143].

D if fe r e n t  ty p e s  o f  in te m o d e  c o m m u n ica tio n : T here are three ty p e  o f  co m m u n i­

ca tio n  b e tw e e n  K N  n o d e s  [139]:

1. Surface c o m m u n ica tio n  refers to  b id irection a l ch an n els  b e tw e e n  tw o  

adjacent n o d e s .

2. Tunnel c o m m u n ica tio n s  are d irect tran sm ission  o f  m e ssa g e s  to  rem ote  

n o d e s  b y  u s in g  their  u n iq u e  address.

3. Loops is  an  ab straction  sy m b o lis in g  time-propagation th rou gh  K N  w ith  

so m e  co m p u ta tio n a l p r o c ess in g  in  n o d es .

79



Chapter 2 Routing primitives in data networks

Surface an d  tunnel lin k s, rep resen tin g  space-propagation, m a y  b e  u se d  in  b o th

broadcasting or selective m o d e s.

2.5.4.1 T h e  W ave L an gu age

W ave is  an  in terp reted  la n g u a g e , o r ien ted  tow ard s e ither so ftw are or hardw are  

e x e cu tio n  [143]. A  W ave p rogram  c o n sists  o f  seq u en ces o f  sp atia l actions ca lled  

moves, w h ic h  p rop agate  and  p ro cess  data  across a K N . T he seq u en ce  o f m o v es  

can  b e  either ex ecu ted  se q u en tia lly  (w h e n  the m o v e s  are sep arated  b y  p eriod s), 

or b e c o m e  in d e p e n d e n t p ieces  o f  ex e cu tin g  c o d e  w h ic h  are ex ecu ted  in  parallel 

b u t in h er it a ll th e  fu n ction a l characteristics o f  th e  or ig in a l w a v e  p rogram  (w h en  

the m o v e s  are sep arated  b y  com m as). A n  ex a m p le  is  d ep ic ted  in  F igure 2.17.

m ove 1 .m ove2.move 3 ,move 4 .m ove 5 move 1 .m ove2.

(a) (b)

parallel m oves 

sequential m oves

move 3 . move 5

move 4 . move 5

Figure 2.17: (a) a Wave structure (b) seen by the Wave interpreter

T h e e x ecu tio n  o f  in d iv id u a l m o v e s  can  return fou r  d ifferen t va lues: TRUE, 

D O N E , FALSE, an d  ABORT. F ailure to p rop er ly  ex ecu te  a m o v e  or w a v e  cau ses  

th e  in terpreter to gen erate  a FALSE v a lu e , w h ic h  h a lts  further ex ecu tio n  o f the  

w a v e . A  D O N E  v a lu e  in d ica tes  th e  co m p le tio n  o f th e  current w a v e  b e in g  ex ­

ec u te d  in  th e  K N , a n d  further w a v e  ex ecu tio n s m a y  or m a y  n o t  con tin u e, d e ­

p e n d in g  o n  th e  d e s ig n  structure o f  th e  w a v e . A  TRUE v a lu e  returned  in d ica tes  

fu ll su ccess  o f  the sp ecific  m o v e , an d  further d e v e lo p m e n t o f  ad d ition a l w a v e s  is 

c o n se q u e n tly  p erform ed . A n  A BO R T state ca u ses  an  em erg en cy  h a lt  o f  th e  w h o le  

W ave p rogram  before  b e in g  c lo n e d  b y  u s in g  a com m a, or ru le, as d escrib ed  later.
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T he m o v e s  o f  a w a v e  m a y  b e  c o m p o se d  o f d ifferen t ty p es  o f  op eration s k n o w n  

as acts. A n  act m a y  w o r k  o n  tw o  d ifferen t op eran d s. M o v e s  m a y  a lso  b e  com ­

posed  o f  o th e r ope ra tio ns , such  as ass ignm ents to  va riab les , f i l te r  ope ra tions  ap ­

p lie d  to  variab les, an d  rules.

A  m ore  d eta iled  d escr ip tio n  o f  th e  W AVE la n g u a g e  is  p resen ted  in  A p p e n ­

d ix  A.

2.5A.2 W ave N a v ig a tio n a l T e c h n iq u e s

T he sp a ce  n a v ig a tio n  m ech a n ism s u s e d  b y  waves to  traverse the K N  in  their  

search  are ca lled  spreads. The b asic  W ave spreads are d ep ic ted  in  F igure 2.18.

Sample Network depth-first 
sequential spread

breadth-first parallel spread breadth-first spiral spread

Figure 2.18: Basic Space Navigation Mechanisms in Wave

D e p th -fir s t  s e q u e n t ia l  sp read  (D F S S ). T his tech n iq u e  is  e x te n s iv e ly  u se d  in  

s o lv in g  grap h  th eo ry  p rob lem s. H ere, w a v e s  are gen era ted  to  co n d u ct a  search  

w ith  a s  m u c h  d e p th  as p o ss ib le  o n  ea ch  in c id en t e d g e  o f  th e  startin g  n o d e  in  a 

n etw ork . W h e n  the search in g  p ro cess  in  a g iv e n  branch  ha lts, the search  is  p u t
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b ack  in  action  w ith  th e  n ex t in c id e n t e d g e  o f  th e  la st n o d e  w ith  an  a lternative  

route in  the sa m e branch  (if ap p licab le) - o th erw ise  th e  search  is  tracked back  to  

the n e x t ava ilab le  branch  in  th e  startin g  n o d e . T his p roced u re is  repeated  until 

n o  further p rogress  is  p o ssib le .

E v o lv in g  sp rea d  (ES). T his n a v ig a tio n  m eth o d  p erm its  th e  p ro p agation  o f  w a v e s  

th ro u g h o u t th e  n e tw o r k  as lo n g  as th e  n o d e s  reach ed  h a v e  n o t  y e t  b een  v is ite d  b y  

the sa m e w a v e s . To v e r ify  th is c o n d itio n , traversin g  w a v e s  carry w ith  th em  a list  

o f n o d e s  p r e v io u s ly  v is ite d , rather th a n  lea v in g  a record  o f  their p resen ce  at v is ­

ited  n o d e s . Inherently, th is n a v ig a tio n  m eth o d  p rev en ts  the form ation  o f  loops;  

h o w ev er , in  large  n e tw o rk s , w a v e s  fo llo w in g  th is  n a v ig a tio n  tech n iq u e  m a y  b e ­

c o m e large  if  th e  d e p th  o f the sp read  is  ex ten siv e . A lso , the fact that w a v e s  travel 

across th e  n etw o rk  w ith o u t  m u tu a l coop eration  im p lies  that h igh er  traffic is g e n ­

erated , a s in d iv id u a l w a v e s  m a y  traverse  p a th s a lread y  traversed  b y  other w a v e s .

B readth -first p a r a lle l sp read  (BFPS). In th is n a v ig a tio n  m ech a n ism , a w a v e  

starts in  a g iv e n  n e tw o r k  n o d e , it  c lo n es  itse lf, an d  it  sp read s in  a fu lly  asynchro­

n o u s  an d  p ara lle l w a y  to  all n e ig h b o u r in g  n o d e s , creating a breadth-first tree. 

Specifically , a w a v e  fo llo w in g  th is n a v ig a tio n  m eth o d  verifies that the current 

n e tw o r k  n o d e  h a s  n o t  b e e n  p r e v io u s ly  v is ited  b y  other w a v e s . In su ch  a case, 

th e  n o d e  is  m ark ed , an d  th e  sp rea d in g  a lgorith m  con tin u es; o th erw ise , th e  w a v e  

halts. T h is m eth o d  gu aran tees f in d in g  a sp a n n in g  tree that in c lu d es a ll the n et­

w o r k  n o d e s . In  a d d itio n , W ave a lso  a llo w s  th e  im p lem en ta tio n  o f th is m eth od  

u s in g  a sy n ch ro n o u s sch em e. In d o in g  so , th e  w a v e s  p ro p a g a tin g  in  the breadth- 

first n a v ig a tio n  tech n iq u e  n o t o n ly  share in form ation , b u t a lso  sig n a l each  other  

to  sy n ch ro n ise  their  rate o f  p rogress w h ile  th e y  traverse th e  n etw ork .

B readth -first sy n c h r o n o u s  sp read  (BFSS). T he W ave la n g u a g e  a llo w s  u s  to  d e ­

scribe c o m p le te ly  a sy n ch ro n o u s d istr ib u ted  p ro cesses  [143]. H o w ev er , it m a y  

a lso  b e  u s e d  to  create a n y  (log ica l) syn ch ron isa tion , su ch  as th is techn iqu e. It re-
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sem b les  BFPS, b u t th e  n e tw o r k  is  traversed  in  a s te p w ise  m anner. T hat m ean s  

that further sp rea d in g  th rou gh  lin k s b y  o n e  p ara lle l step  m a y  start o n ly  after fu ll 

c o m p le tio n  o f  th e  p reced in g  step .

S p ira l sp rea d  (S S). There m ig h t  b e  cases  w h ere  o n ly  o n e  n o d e  at a  tim e is  active  

w h e n  im p le m e n tin g  a syn ch ron ou s breadth-first n a v ig a tio n  tech n iq u e. In su ch  

cases, a  sp ira l sp read  m eth o d  m a y  b e  fo llo w e d , in  w h ic h  all th e  d irect n o d es  

in v o lv e d  in  a breadth-first n a v ig a tio n  scen ario  are seq u en tia lly  m a d e  active. This 

a llo w s  for a grad u a l n a v ig a tio n  o f the n etw ork , w h ile  k e ep in g  traffic overh ead  to  

a m in im u m .

2 . 6  S u m m a r y

T his chapter in trod u ces f iv e  m a in  to p ics , i.e. rou tin g , Q oS, M PLS, active n et­

w o r k s  an d  m o b ile  agen ts, th a t u n d er p in  th e  research  p resen ted  in  th is  thesis. 

T h ey  a ll o ffer so lu tio n s  b u t a lso  ra ise  is su e s  w h ic h  are d escrib ed  in  th is  chap­

ter. T he m a in  d raw b ack  o f  current rou tin g  is  that m o st  stra teg ies u se d  in  the  

In ternet se lec t p a th s  b a sed  o n ly  o n  a s in g le  m etric (i.e. hop count or administrative 

cost). H o w ev er , a s in g le  (static) m etric d o e s  n o t su ffice for d em a n d in g  (e.g ., tim e-  

se n sitiv e  a n d /o r  b a n d w id th -in ten siv e ) traffic, w h ich  has sp ecific  requirem ents. 

To sa tis fy  su ch  req u irem en ts QoS routing a lgorith m s are n e e d e d  to  co m p u te  en d -  

to -e n d  p a th s  b a se d  o n  m u ltip le  con stra in ts su ch  as: b a n d w id th , delay, and  jitter. 

D e p lo y in g  Q oS rou tin g  is v e r y  d ifficu lt in  th e  leg a cy  Internet, b u t is facilitated  

in  M PLS n e tw o r k s  b y  th e  sep ara tion  b e tw e e n  the contro l an d  the forw ard in g  

p la n es. D e v e lo p in g  a feasib le  Q oS ro u tin g  m ech a n ism  is still a top ic  o f  active  

research. S om e researchers, in c lu d in g  th is author, b e lie v e  that efficien t Q oS rout­

in g  stra teg ies can  b e s t  b e  im p le m e n te d  u s in g  m o d e m  tech n o lo g ie s  su ch  as active 

networks a n d /o r  mobile agents.

T his chapter r e v ie w e d  th e  m a in  rou tin g  approaches curren tly  u se d  in  th e  In-
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te m e t  a n d  o u tlin e d  th e  co n cep ts  o f  Q uality o f Service (Q oS) an d  Q oS  routing . It 

a lso  p resen ted  th e  h istorica l e v o lu tio n  o f  M PL S a lo n g  w ith  its  m a in  com p on en ts. 

A ctive networks a n d  mobile agents co n cep ts  w e r e  in tro d u ced  a lo n g  w ith  their  ad ­

v a n ta g e s  o v er  trad ition a l tech n iq u es for p erfo rm in g  rou tin g . T h e n e x t chapter  

d isc u sse s  h o w  active networks a n d  mobile agents can  h e lp  Q oS  ro u tin g  to  ach ieve  

e n d -to -e n d  Q oS  g o a ls  in  th e  In ternet a n d  w h y  th e y  are o p tim a l so lu tio n s  for  an  

effic ien t Q oS rou tin g  schem e.
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C H A P T E R  3

Q o S  r o u t i n g  c h a l l e n g e s  a n d  s o l u t i o n s

"That's how it is with people. Nobody cares how it works as long as it works." 

C ou n cillor  H arm ann , T he M atrix R e lo a d ed

"There are programs running all over the place. The ones doing their job, 

doing what they were meant to do, are invisible. You'd never even know they 

were here. But the other ones, well, we hear about them all the time." The  

O racle, T he M atrix  R eload ed

Q u a lity  o f  S erv ice rou tin g  h a s  gen era ted  m u c h  d ebate in  th e  research  com ­

m u n ity  e x a c tly  b e c a u se  there are still v e r y  m a n y  u n so lv e d  issu es . S om e o f  th ese  

w il l  b e  a d d ressed  in  th is  chapter. Its m a in  fo cu s is  o n  red u cin g  the com m u n ica ­

tion , c o m p u ta tio n  a n d  storage overh ea d s o f  trad ition al rou tin g  so lu tio n s  b y  the  

u se  o f h ierarch ical ro u tin g  a n d /o r  tech n iq u es  su ch  as active n etw o rk s  a n d  m o ­

b ile  agen ts. M oreover, m u lti-con stra in ed  rou tin g  is  a lso  a h o tly  d eb a ted  a n d  still 

u n s o lv e d  Q oS  ro u tin g  issu e  d u e  its  h ig h  com p lex ity . T h us, th is is  a lso  a subject o f  

con cern  in  th is  chapter.
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3 . 1  Q o S  r o u t i n g  t r a d e o f f s

Q oS ro u tin g  requires to p o lo g y  an d  resou rce ava ilab ility  in form ation  in  order to  

co m p u te  Q oS routes. If p o lic y  con stra in ts are con sid ered  w h ile  co m p u tin g  the

final path , the p ro cess  o f route ca lcu la tion  is referred to as constraint-based routing. 

It is  u s e d  in  Q oS ro u tin g  to  se lect rou tes  that can  m ee t certa in  Q oS requirem ents, 

b u t can  a lso  be  u se d  to , for exam p le , increase m a x im isa tio n  o f  the n etw ork . In th is  

case, con stra in t-b ased  rou tin g  m a y  fin d  a lo n g er  b u t lig h tly  lo a d ed  p a th  in stead  

o f the  h e a v ily  lo a d e d  shortes t p a th . In  th is  w a y  the  n e tw o rk  tra ffic  is d is tr ib u te d  

m ore even ly .

3.1 .1  M e e t in g  t h e  R e q u i r e m e n t s  v s .  A d d i t i o n a l  O v e r h e a d

The v e r y  ex isten ce  o f Q oS rou tin g  is a tradeoff. Q oS rou tin g  find s p ath s that m eet  

the n e e d s  for Q oS  requ irem en ts o f f lo w s. H o w ev er , it a lso  in trod u ces co m m u n i­

ca tion  a n d  c o m p u ta tio n  overh ead , in creases the ro u tin g  table s iz e , an d  co n su m es  

m ore resou rces w h e n  se lec tin g  lo n g er  p ath s. It can  a lso  create rou tin g  instability. 

S om e o f  th ese  is su e s  are sep ara te ly  a d d ressed  in  su b seq u en t section s. Q u estion s  

to  b e  a d d r e ssed  in clu d e:

•  Is the increase in performance worth the added cost?

•  Can QoS routing achieve its goals ... in terms of:

-  finding paths satisfying multiple QoS constraints?

-  offering improved services to its users?

-  using efficiently the resources o f the overall network?

3 .1 .2  A c c u r a c y  v s .  S c a la b i l i ty

The p r im ary  is su e  for  Q oS  rou tin g  so lu tio n s  in  v e r y  large n e tw o rk s  is  scalability [5, 

80, 103]. U n lik e  r o u tin g  p ro to co ls  that are b a se d  o n  re la tively  static  in form ation
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(e.g . p a th  h o p  cou n t), Q oS  rou tin g  requires th e  frequ en t u p d a tin g  o f  d yn am ic  

n etw o rk  state in form ation . The u p d a te  m e ssa g e s  co n su m e sign ifican t n etw ork  

b a n d w id th . S torin g  su ch  an  a m o u n t o f  state  in form ation  n e e d s  in creased  storage  

sp ace , w h ile  p r o c e ss in g  it  requires m u c h  m ore  co m p u ta tio n a l p o w e r  th an  b est-  

effort rou tin g . T h u s, a large sca le  d e p lo y m e n t o f  Q oS rou tin g  gen erates three  

m a in  ty p es  o f overhead: communication, computation an d  storage.

T he authors o f  [79] p resen t the m ajor tech n iq u es to  red u ce p ro toco l overh ead  

an d  en h an ce sca lab ility  o f Q oS routing . A  p o ss ib le  classification  o f su ch  tech ­

n iq u es  is  d ep ic te d  in  F igure 3.1.

I first c la ss ify  th e  m a in  sca lab ility  so lu tio n s  corresp on d in g  to the three m ajor 

ty p es  o f  overh ead . S o lu tion s for red u c in g  th e  com p u ta tion a l overh ead  in c lu d e  

p re-co m p u ta tio n  a n d  p a th  cach in g , w h ic h  are b o th  ap p roach es w h ic h  ten d  to  

am ortise  the co st  o f  o n -d em a n d  com p u ta tion . In  th e  sam e c la ss  I a lso  con sid er  

the rou tin g  c o m p u ta tio n  itse lf, b eca u se  cen tra lised  rou tin g  gen erates m u ch  m ore  

co m p u ta tio n a l o v erh ea d  com p ared  w ith  d istr ib u ted  a n d /o r  h ierarch ical routing.

T he co m m u n ica tio n  overh ead  is  u su a lly  gen era ted  b y  th e  rou tin g  u p d ates. 

T h us, there are tw o  m a in  ap p roach es to  red u c in g  su ch  overhead: con sid er in g  

w h a t sta te  in fo rm a tio n  to  d istr ib u te  an d  w h er e  (q u an tity  red u ction ), an d  co n sid ­

er in g  ad ju stin g  th e  freq u en cy  o f  ro u tin g  u p d a tes . B oth  approaches offer a reduc­

t io n  in  th e  s iz e  a n d /o r  n u m b er  o f  ro u tin g  m e ssa g e s  w h ile  p reserv in g  th e  rou tin g  

perform ance.

There are n o  sp ec ific  tech n iq u es to red u ce the storage overh ead . H ow ever, 

so m e  o f  th e  ap p roach es u s e d  for th e  other tw o  c la sses  h a v e  a great im p act o n  

the storage o v erh ead  as w e ll. T he m o st s ign ifican t are the route com p u ta tion  

(d istr ib u ted  a n d /o r  h ierarch ical rou tin g) an d  the q u an tity  reduction .

3.1.2.1 Accuracy vs. Computational Overhead

On-demand p a th  c o m p u ta tio n s  are in v o k e d  for e v e ry  con n ection  request. T hus, 

route co m p u ta tio n  m a y  b e c o m e  a b o ttlen eck  e sp e c ia lly  w h e n  u s in g  Q oS rou tin g
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scalability
techniques

reducing the 
computational overhead

reducing the 
storage overhead

reducing the 
communication overhead

pre-computation

caching

route 
-3” computation

quantity
reduction

frequency
reduction

Figure 3.1: Techniques to enhance the QoS routing scalability
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a lgorith m s. R ed u cin g  th e  com p u ta tio n a l o v erh ea d  (Figure 3.1) m ea n s red u cin g  

th e  c o m p u ta tio n  in v o lv e d  in  ca lcu la tin g  th e  req u ested  p a th s. T h is can  b e  d o n e  

e ith er  b y  "preparing" so m e  p a th s b efore  th e y  are req u ested  (i.e. p re-com p u ta tion  

an d  cach in g) or u s in g  co m p u ta tio n  tech n iq u es that require le s s  com p u ta tion a l 

overh ead  th an  others.

Pre-computation. H a o  an d  Z egu ra  [79] g iv e  an  o v e r v ie w  o f tw o  m a in  approaches  

to  red u ce th e  com p u ta tio n a l overh ead . T he first o n e  is route pre computation [116, 

148], w h ic h  in v o lv e s  c o m p u tin g  an d  sto r in g  th e  p a th s  to  a ll d estin a tion s before  

a n y  co n n ec tio n  req u est. T h us, o n -d em a n d  p r o c ess in g  o f  requests is  red u ced  to  

p a th  lo o k u p  in ste a d  o f  p a th  com p u ta tion . H o w ev er , p re-com p u ted  p a th s m a y  

b eco m e  in v a lid  w h e n  th e  n e tw o r k  state ch an ges. This m ea n s that th o se  p a th s  

h a v e  to  b e  u p d a te d  from  tim e  to  tim e  to  b e  c o n sisten t w ith  th e  real n e tw o rk  

state. M oreover, p r e -co m p u tin g  p a th s  for d ifferen t constraints for a ll d estin a ­

tio n s  ca n  a lso  affect th e  storage  o v erh ea d  as w e ll  a s th e  c o m p lex ity  o f  p a th  pre- 

com p u ta tion . T h us, in  [116] th e  b a n d w id th  v a lu e s  are p artition ed  in to  a fe w  

c la sses , an d  th e  p re-co m p u ta tio n s are d o n e  for ea ch  class. In  [148] the c o m p u tin g  

co m p le x ity  is  red u c e d  b y  c o n sid er in g  o n ly  a coarse-gra in ed  lin k  co st m etric  w h ile  

c o m p u tin g  m u ltip le  p a th s  to  th e  sa m e d estin ation . A lso , to  red u ce th e  ad d ition a l 

required  storage  sp a ce , th e  p re -co m p u ted  p a th s  are p la ced  in to  a co m p a ct data  

structure, from  w h er e  th e y  are "extracted" w h e n  n e e d e d .

Path caching. The se c o n d  ap p roach  to  p a th  c o m p u ta tio n  red u ction  is  path caching [6], 

w h ic h  in v o lv e s  ca ch in g  a ll th e  p a th s  th at w e r e  c o m p u te d  on -d em an d . T h us, a 

cach ed  p a th  can  b e  u s e d  for fu ture req u ests  w ith  th e  sam e requirem ents. The  

m a in  issu e  w ith  ca ch in g  sc h em es is  that it m ig h t  occur that n o  cach ed  p a th  can  

sa tis fy  th e  request. A n o th er  issu e  is  se lec tin g  th e  b e st  p o lic y  for ad m in istratin g  

th e  cache, i.e. u p d a tin g  or r e m o v in g  the p a th s  in  th e  cache.
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Route computation. There is  a lso  a n o ticeab le  d ifferen ce in  com p u tation a l over­

h e a d  o f  d ifferen t ro u tin g  stra teg ies that are u se d  w h ile  co m p u tin g  the p a th  (e.g ., 

sou rce, d istr ib u ted  an d  h ierarch ical rou te com p u ta tion ). Source rou tin g  n e e d s  

freq u en t u p d a tes  so  that th e y  can  co p e  w ith  the d y n a m ics  o f the n e tw o rk  para­

m eters (e.g ., b a n d w id th , d e lay ). For large n e tw o r k s  th is  m a y  g iv e  rise to  a h ig h  

co m m u n ica tio n  overh ead . M oreover, u s in g  g lo b a l state a lso  in trod u ces im preci­

s io n  d u e  to  the n o n -n e g lig ib le  p ro p a g a tio n  d e la y  o f  state m essa g es . A lso , ga th ­

er in g  th e  g lob a l state  cen tra lly  (at th e  source n o d e ) requires, for large n etw ork s, 

con sid erab le  m em o r y  in  w h ic h  to store it (i.e. storage overhead) and  sign ifican t  

p r o c ess in g  p o w e r  to  p ro cess  it  (i.e. com p u ta tion a l overh ead ). M oreover, it  is  im ­

practica l for an y  s in g le  n o d e  to  h a v e  access to  d eta iled  state  in form ation  ab o u t all 

n o d e s  an d  all lin k s in  a large n e tw o r k  [78].

In  d istr ib u ted  rou tin g , th e  p a th  co m p u ta tio n  is  d istr ib u ted  a m o n g  the in ­

term ed ia te  n o d e s  b e tw e e n  sou rce  an d  d estin a tion . T here are tw o  m a in  cate­

g o r ies  o f  d istr ib u ted  ro u tin g  a lgorithm s: h o p -b y -h o p  (requiring g lob a l state  in ­

form ation) and  flo o d in g -b a se d  (requiring local sta te  in form ation). For th o se  al­

g or ith m s w h ic h  require th e  m a in ten an ce  o f  g lo b a l state  (d istance vectors) w ith in  

ea ch  n o d e  [1 5 8 ,1 6 1 ], th e  rou tin g  d e c is io n  is  m a d e  o n  a  h o p -b y -h o p  b asis. D u e  to  

th e  g lob a l state m a in ten a n ce , th ese  rou tin g  a lgorith m s suffer from  sim ilar over­

h e a d  issu e s  to  th e  sou rce  rou tin g  a lgorith m s. M oreover, if  there are a n y  in con ­

s isten c ie s  b e tw e e n  th e  g lo b a l state as record ed  b y  d ifferen t n o d e s , lo o p s  m a y  

occur [42]. There are a lso  flo o d in g -b a sed  a lgorith m s w h ic h  do  n o t require any  

g lo b a l sta te  to  b e  m a in ta in ed . R ou tin g  d e c is io n  a n d  o p tim isa tio n  is  p erform ed  

en tire ly  b a se d  o n  lo ca l sta te  in form ation . S om e o f  th ese  u se  se lec tiv e  p rob in g  [43], 

w h ile  o th ers u se  n e w  ap p roach es lik e  active  n e tw o r k s  [66] or m o b ile  agen ts  [48, 

59, 71, 8 8 ,1 2 1 ] (see  S ectio n  3.4). C om p ared  to  co n v en tio n a l m eth o d s, their com ­

m u n ica tio n  overh ead  is  con sid erab le  red u ced , s in ce  the flo o d in g  o f requests a v o id s  

the n e e d  for f lo o d in g  o f  state  in form ation .

H ierarch ical r o u tin g  sca les b e st  a m o n g  the three rou tin g  strategies. That is
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b e ca u se  it  red u ces all th ree  o v erh ea d s (i.e. co m m u n ica tio n  overh ead  b y  se n d in g  

d e ta iled  in form ation  o n ly  w ith in  a d o m a in  an d  aggreg a ted  in form ation  across  

d o m a in  b o u n d a r ies , co m p u ta tio n a l overh ead  b y  "hierarchically" c o m p u tin g  th e  

p a th  an d  storage o v erh ea d  b y  req u irin g  an  agg reg a ted  state). H ow ever, aggre­

g a tin g  th e  n etw o rk  sta te  m a y  in trod u ce  im p rec is io n  w h ic h  m a y  h a v e  a n eg a tiv e  

im p a ct o n  the Q oS rou tin g  p erform an ce [78].

3.1.2.2 Accuracy vs. Communication Overhead

R ed u cin g  the co m m u n ica tio n  overh ead  (Figure 3.1) requires a red u ction  o f  rout­

in g  u p d a te  in form ation . T he trad e-off w h ic h  h a s  to  b e  m a d e  is b e tw e e n  the n e e d  

for accurate in form ation  and  the n e e d  to  a v o id  frequ en t flo o d in g  o f link  state  

ad vertisem en ts.

Quantity reduction. T he g o a l o f  quantity reduction tech n iq u es is  to  red u ce the  

n u m b er  as w e ll  a s th e  s iz e  o f  th e  rou tin g  m essa g e s  w h ile  p reserv in g  rou tin g  

p erform an ce [79]. To d o  that, the d eta iled  an d  accurate state in form ation  is  d is ­

tr ib u ted  o n ly  to  a p art o f  th e  n etw ork . O ne c o m m o n ly  u s e d  q u an tity  red u ction  

tech n iq u e  is topology aggregation, w h ic h  is a lso  d escrib ed  in  Section  3.2.1. A n oth er  

q u a n tity  red u ctio n  tech n iq u e  is  limited update distribution. T he m a in  d ifference b e ­

tw e e n  th e  tw o  is  th at in  to p o lo g y  aggregation , n o d e s  th at d o  n o t receive  d eta iled  

in form ation  rece iv e  a g g reg a ted  in form ation , w h ile  in  lim ited  u p d a te  d istrib u tion , 

n o d e s  either rece ive  d e ta iled  in form ation  or n o  in form ation  at all.

T o p o lo g y  a g g reg a tio n  is  m a y b e  the m o st im p ortan t tech n iq u e  for ach iev in g  

sca lab ility  in  Q oS  rou tin g . T hat is  b eca u se  it  can  red u ce  th e  am ou n t o f  rou tin g  in ­

form ation  an d  ro u tin g  tab le  s iz e  b y  orders o f  m a g n itu d e . T hus, it  is  u se d  in  b o th  

th e  current Internet, a s w e l l  a s in  a lm o st a ll o f  th e  p r o p o se d  large-sca le  Q oS n et­

w ork s. T he accu racy-sca lab ility  trad eoff o f  to p o lo g y  a ggrega tion  tech n iq u es, as 

p resen ted  in  d eta il in  S ection  3 .2.1, d iffers a m o n g  th e  to p o lo g y  a ggregation  m eth ­

o d s  u se d  (e.g ., F u ll-M esh , S p a n n in g  Tree, C o m p lex  N o d e , Star). T his m ean s that
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d ifferen t a ggrega tion  m eth o d s , a lth o u g h  m ore  sca lab le  th an  others, m a y  h a v e  a 

n e g a tiv e  im p a ct o n  ro u tin g  p erform an ce [78]. H o w ev er , th e  au thors o f [79] sh o w  

th at th e  rou tin g  p erform an ce w h e n  a p p ly in g  d ifferen t aggregation  m eth o d s is  

a lso  in flu en ced  b y  the se lec tio n  o f  rou tin g  u p d ate  intervals.

A cco rd in g  to  [79], lim ite d  u p d a te  d istr ib u tion  u se s  tw o  m a in  m eth o d s in  or­

d er to  a ch ieve  sca lab ility  b y  red u c in g  the q u an tity  o f  rou tin g  u p d ates. The first 

m eth o d , hop count limited flooding, red u ces th e  u p d a te s  b y  lim itin g  the n u m b er o f  

h o p s  th e y  are a llo w e d  to  travel. T h e reason  to  d o  th is  is  that there are con sid er­

a b ly  m ore  in teraction s w ith in  a lo ca l area. T he other lim ited  u p d a te  d istr ib u tion  

m e th o d  is  ca lled  reverse path update a n d  it d e liv ers  rou tin g  u p d a tes  o n ly  to the  

n o d e s  th at are a c tiv e ly  u s in g  th e  lin k s. T h us, ea ch  n o d e  k e e p s  a record o f  active  

co n n ectio n s  and  se n d s  th e  u p d a te s  o n ly  to th ese  con n ection s. In  b o th  sch em es, 

o n ly  th e  d istr ib u tion  o f  d y n a m ic  Q oS in form ation  is  lim ited , w h ile  static in for­

m a tio n  (e.g ., con n ectiv ity , reach ability) is  m a in ta in ed  w ith in  each  n e tw o rk  n od e . 

H o w e v e r , su ch  stra teg ies m a y  h a v e  d ifficu lty  ad ju stin g  to  rap id ly  ch an g in g  traf­

fic patterns. T his is m a in ly  b ecau se  th ey  in trod u ce a d ep e n d e n c e  b e tw een  routing  

u p d a te s  an d  con n ectio n s, w h ic h  m a y  n e g a tiv e ly  a ffect rou tin g  perform an ce [79].

F r e q u e n c y  r ed u ctio n . Frequency reduction tech n iq u es h a v e  as the final g oa l re­

d u c in g  th e  co m m u n ica tio n  o v erh ea d  b y  in creasin g  th e  u p d a te  in terva ls a s m u ch  

as p o ss ib le  w ith o u t  c o m p ro m isin g  the rou tin g  perform ance. There are tw o  d if­

feren t ap p roach es to a c h iev in g  th is goa l. T he first ap p roach  is to u se  appropriate  

u p d a te  tr iggerin g  m ec h a n ism s to  trigger  an  u p d a te  at th e  r igh t tim e. T w o ty p es  o f  

ro u tin g  u p d a te  p o lic ie s  m a y  b e  tr iggered  u p o n  certa in  cond itions: a change-based 

trigger [128] (i.e. an  u p d a te  is  tr iggered  b y  a s ign ifican t1 ch an ge  in  lin k  state), an d  

a time-based trigger [115] (i.e. a  tim er can  b e  u se d  to  e ither trigger an  u p d a te  at 

fixed  in terva ls (clamp-doum  tim er) or to  en force a m in im u m  in terval b e tw e e n  tw o  

c o n se cu tiv e  u p d a te s  (hold-down tim er)).

1The change can be considered significant when it passes a certain threshold or changes to  a 
different class.
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T he seco n d  freq u en cy  red u ctio n  app roach  is  to  u se  appropriate  rou tin g  a lg o ­

rithm s to  to lerate  le s s  freq u en t u p d a te s  (e .g ., w id e st-sh o r te s t  rou tin g  w h ic h  is  the  

m o st  in sen sit iv e  to  ch an ges in  ro u tin g  tab les, an d  h a s  the b e st  p erform an ce w h e n  

the u p d a te  in terva l is  lon g).

3 .1 .3  C o m p le x i ty  v s . C o m p u t a t i o n a l  O v e r h e a d

C o m p u tin g  o p tim a l rou tes  subject to  constrain ts co m p ris in g  tw o  or m ore ad d i­

t iv e  a n d /o r  m u ltip lica tiv e  m etrics is  an  N P -co m p le te  p rob lem  [161, 162]. The  

p r o o f o f  N P -c o m p le te n e ss  is  b a se d  o n  the a ssu m p tio n  th at a ll o f  the m etrics are 

in d ep en d en t.

There are a n u m b er  o f  d ifferen t ap p roach es u se d  for N P -co m p le te  prob lem s. 

T h ey  are d escrib ed  in  S ection  D .3 . S om e ap p rox im ation  an d  h eu ristica l so lu tio n s  

are p resen ted  in  S ection  3.3. O ther so lu tio n s  co n sid er  o n ly  sp ec ia l cases:

•  A lg o r ith m s th at co n sid er  a n y  co m b in a tio n  b e tw e e n  b a n d w id th  an d  o n e  o f  

th e  a d d itiv e  m etr ics are m u c h  sim p ler  [7]. M o st su ch  p ro p o sa ls  consider:

-  bandwidth an d  hop count constrain ts a rgu in g  that [171]:

* T here are fe w  a p p lica tion s that can n ot to lerate  occasion a l v io la tio n  

o f d e la y  an d  jitter. A lso , d e la y  an d  jitter constra in ts can  b e  m a p p ed  

to  b a n d w id th  a n d  h o p -c o u n t con stra in ts if  n e e d e d .

* M a n y  rea l-tim e ap p lica tion s w il l  require a certain  a m ou n t o f  b a n d ­

w id th . T he h o p  co u n t m etric o f  a rou te is  a lso  im p ortan t b ecau se  

the m ore  h o p s  a f lo w  traverses, the m ore resou rces it con su m es.

-  b a n d w id th  a n d  d e la y , or, m ore p rec ise ly  th e  resid u a l b a n d w id th  and  

th e  p ro p a g a tio n 2 delay , w h ic h  are a lso  referred to  as the width  and  

th e  length o f  a  p ath . A rg u m en ts  for u s in g  o n ly  th ese  tw o  constraints  

are [161]:

2The other delay component, i.e. queuing delay, is determined by the residual bandwidth and
traffic characteristics [161].
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* For m o st  ap p lica tion s, p articu larly  rea l-tim e on es, the en d -to -en d  

d e la y  is  o n e  o f  the m o st  im p ortan t Q oS  requirem ents. T hus, the  

resid u a l b a n d w id th  a n d  tíre p ro p a g a tio n  d e la y  are the k e y  e le ­

m en ts  to  b e  co n sid ered  to  assure the en d -to -en d  delay.

* A fter fin d in g  can d id a te  p ath s sa tisfy in g  th e  b a n d w id th /d e la y  re­

qu irem en t, o th er req u irem en ts (e .g ., lo ss  probability , jitter an d  cost) 

can  s till b e  co n sid ered  in  th e  a d m iss io n  con tro l a n d  resource se tu p  

p ro toco ls .

•  C on sid er  that th e  a d d itiv e  m etr ics  are n o t  in d ep en d en t. For in stance, if  

W FQ  (W eighted  Fair Q u eu e in g ) sch e d u lin g  a lgorith m s are u sed , m etrics  

lik e  delay, jitter, an d  lo ss  p rob ab ility  are n o  lo n g er  in d e p e n d e n t an d  can  b e  

ex p ressed  as a  fu n ctio n  o f  b a n d w id th  [116].

3.1 .4  G r a n u l a r i t y  v s . C o m p u ta t io n a l  a n d  S to ra g e  O v e r h e a d

C oarser granularity, e .g ., d estin a tio n -b a sed  rou tin g , h a s lo w e r  storage an d  co m ­

p u ta tio n a l o verh ead s b u t is o n ly  su itab le  for b est-effort traffic. H ow ever, fine  

granularity, e .g ., f lo w -b a se d  rou tin g , p ro v id es  lo w er  b lock in g  p robab ility  for b a n d ­

w id th  req u ests, b u t  requ ires a  h u g e  n u m b er  o f  sta tes an d  h a s  h ig h  com p u tation a l 

co st [110].

T h e Q oS  ro u tin g  tab le  s iz e  d e p e n d s  d irectly  o n  th e  rou tin g  granu larity  and  

the n u m b er  o f  m etrics. T h us, th e  s iz e  o f  the Q oS ro u tin g  tab le is gen era lly  m u ch  

larger th an  th e  s iz e  o f  a n orm al3 rou tin g  table. T his in v o lv e s  sign ifican t storage  

o v erh ea d , w h ic h  m a y  a lso  s lo w  d o w n  th e  rou tin g  tab le look u p . S om e approaches  

to  red u ce  th e  ro u tin g  tab le  s iz e  in  Q oS  rou tin g  p r o p o se  e ith er to  u se  coarser rout­

in g  gran u larity  or to  k eep  ro u tin g  tab les o n ly  for th e  best-effort traffic w h ile  Q oS  

rou tes  are c o m p u te d  o n -d e m a n d  [5]. T he latter ap p roach  trades com p u ta tion  

tim e  for sm aller  storage  requ irem en ts.

3One which considers a single metric during the routing process.
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3 .1 .5  R e s o u r c e  R e s e r v a t io n  v s .  L o a d  B a la n c in g

A s Q oS rou tin g  m a y  find  lon ger  p a th s w h ic h  are lig h tly  lo a d e d , in stead  o f h e a v y  

lo a d e d  shorter p a th s, a  trad eoff is  g en era ted  b e tw e e n  reserv in g  the resources (us­

in g  shorter path s) or lo a d  b a lan c in g  the traffic (u sin g  lon ger  b u t ligh tly  load ed  

p ath s). T h us, there are three m a in  p o ss ib ilit ie s  o f  action:

1. to  p reserve  n e tw o rk  resou rces b y  c h o o s in g  th e  sh ortest p a th , a lso  k n o w n  as  

th e  widest-shortest p a th  (i.e. th e  p a th  w ith  m in im u m  h o p  co u n t and, if  there  

are m u ltip le  su c h  p a th s , the o n e  w ith  the largest ava ilab le  b an d w id th );

2. to  lo a d  b a lance the traffic b y  c h o o s in g  the w id e s t  p ath , a lso  k n o w n  as the  

shortest-widest p a th  (i.e. th e  p a th  w ith  the largest ava ilab le  b a n d w id th  and, 

i f  there are m u ltip le  su c h  p a th s , th e  o n e  w ith  th e  m in im u m  h o p  count);

3. to  m ak e a trad eoff b e tw e e n  th e  tw o  extrem es. E xam p les o f su ch  an  ap ­

p ro a ch  are the shortest-distance p a th  [116], w h ic h  ch o o se s  th e  shortest p a th  

w h e n  th e  n e tw o r k  lo a d  is  h e a v y  an d  the w id e s t  p a th  w h e n  there is  m ed iu m  

n etw o r k  load , and  th e  dynamic-alternative p a th  [70], w h ic h  p u ts  an  u p p er  

b o u n d  o n  the widest-shortest path .

K o w a lik  sh o w s  [96] that th e  n e tw o r k  to p o lo g y  an d  e sp e c ia lly  th e  n etw o rk  

co n n e c tiv ity  is  a  k e y  n e tw o r k  feature, that d icta tes w h ic h  o f  th ese  approaches o f­

fers th e  better perform an ce. T h u s, for n etw o rk s w ith  lo w  co n n ec tiv ity  th ose  ap ­

p ro a ch es that d is tr ib u te /b a la n c e  th e  lo a d  p erform  w e ll, w h ile  in  n etw ork s w ith  

a h ig h  le v e l  o f  con n ectiv ity , w h er e  there are m u ltip le  a lternative p a th s b e tw e e n  a 

sou rce  an d  a d estin a tion , traffic o sc illa tio n s are m ore lik e ly  to  occur. Therefore, 

th e  ap p roach es th at act to  co n se rv e  resou rces sh o u ld  b e  preferred  in  su ch  cases.

3 . 2  H i e r a r c h i c a l  r o u t i n g

In  order to m ak e ro u tin g  sca lab le , large n etw o rk s are organ ised  hierarchically. 

T he o v era ll n e tw o r k  is  d iv id e d  in to  d o m a in s  an d  th e  hierarchical le v e ls  co n sist  o f
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a gg reg a ted  rep resen tation s o f  d o m a in s  o n  th e  le v e l b e low . In th is  w ay , the co m ­

m u n ica tio n  o v erh ea d  is  red u ced  b e ca u se  d eta iled  state in form ation  is  d e liv ered  

o n ly  in s id e  each  d o m a in , and  o n ly  aggreg a ted  state in form ation  is  tran sm itted

across d o m a in  b ou n d aries. The p a th  co m p u ta tio n  p rocess is red u ced  to fin d in g  

d o m a in  cro ssin g  p a th s w ith in  ea ch  d o m a in  w h ic h  are th en  con caten ated  to  form  

the fin a l path . The d issem in a tio n  o f  a ggrega ted  sta tes b e tw e e n  d om ain s has the  

a d v a n ta g es  o f  b o th  o ffer in g  a le v e l  o f  secu rity  to  ea ch  d o m a in , an d  o f  d ecreasin g  

th e  storage overh ead .

3 .2 .1  T o p o lo g y  A g g r e g a t io n

T o p o lo g y  ag g reg a tio n  [105] is  th e  p ro cess  o f  su m m a risin g  th e  to p o lo g ica l in for­

m a tio n  (i.e. Q oS m etrics, in ter-con n ectiv ity ) o f  a g iv e n  su b se t o f  g iv e n  n etw o rk  

e le m en ts  in  order to  ach iev e  sca lab ility  w ith in  large n etw ork s. It is  n o t  o n ly  m o ti­

v a ted  b y  th e  n e e d  for co m p le x ity  red u ctio n  b u t  a lso  to  h id e  th e  to p o lo g y  in ternals  

o f  d ifferen t a u to n o m o u s  sy ste m s in  th e  in terest o f  secu rity  a n d  to  a llo w  th em  au­

to n o m y  in  m a n a g in g  their  d o m a in s.

3.2.1.1 Link Aggregation

L ink  a g g reg a tio n  refers to  the p ro cess  o f  rep resen tin g  a se t o f  p ara lle l lin k s b e ­

tw e e n  tw o  d o m a in s  b y  a s in g le  lo g ic a l lin k  co n n ectin g  the lo g ica l n o d e s  w h ic h  

are th e  a ggrega te  rep resen tation  o f  th o se  d om ain s. T he lo g ica l n o d e s  are resp on ­

s ib le  for m a n a g in g  th e  lin k  aggregation .

3.2.1.2 Nodal Aggregation

N o d a l a g g reg a tio n  refers to  th e  p r o cess  o f  su m m a riz in g  a p eer  grou p  in to  a m ore  

co m p a ct rep resen ta tion  that c o m p rises  a  logical node at the n e x t h ig h er  le v e l o f the  

hierarchy.

There are m ultiple nodal topology aggregation techniques [9,105]. Figure 3.2
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p resen ts  a  ran ge o f  aggrega tion  tech n iq u es a p p lied  to  th e  n e tw o rk  to p o lo g y  w ith  

fou r  b order n o d e s  s h o w n  in  F igure 3.2(a). In  all n o d a l aggregate  representations, 

b ord er n o d e s  w ith in  th e  d o m a in  are rep resen ted  as p orts, w h ile  th e  costs4 for  

traversin g  th e  n e tw o r k  w il l  b eco m e  n o d a l co sts  for traversin g  th e  lo g ica l n o d e . 

T he m a in  d ifferen ce  b e tw e e n  the aggreg a ted  n o d a l rep resen tation s is  the w a y  in  

w h ic h  th e y  store in form ation  regard in g  th e  co n n ectio n s b e tw e e n  th e  p orts o f  the  

lo g ic a l n o d e . T h u s, n o d a l ag g reg a tio n  tech n iq u es represent d ifferen t lev e ls  o f  

trad e-off b e tw e e n  accuracy  an d  com p actn ess .

A t o n e  ex trem e there is  the Full-Mesh rep resen ta tion  [105] (F igure 3.2(b)) w h ic h  

offers th e  m o s t  accurate rep resen ta tion  b y  p r o v id in g  in form ation  regard ing  all 

p o ss ib le  co n n ec tio n s  b e tw e e n  a ll th e  ports. H o w ev er , the a m o u n t o f  in form a­

t io n  to  b e  a d v er tised  in creases as th e  square o f  th e  n u m b er  o f  b order n o d e s . A t  

th e  other extrem e, there is  the Symmetric Node aggrega tion  m e th o d  [105] (F ig­

u re 3.2(c)) w h ic h  resem b les  th e  F u ll-M esh  representation , ex cep t that a ll log ica l 

lin k s are id en tica l an d  th u s o n ly  a s in g le  lin k  n e e d  b e  ad vertised . T his approach  

offers th e  greatest red u ctio n  o f  a d v er tised  in form ation , b u t  d o e s  n o t  ad eq u ate ly  

reflect a n y  a sym m etr ic  to p o lo g y  in form ation  or capture an y  m u ltip le  con n ectiv ­

ity  in  th e  or ig in a l to p o lo g y  [105]. T h is inaccu racy  w il l  increase w ith  th e  num ber  

o f  a g g reg a tio n  le v e ls . The red u ctio n  o f  th e  in form ation  is  g a in ed  b y  h a v in g  a sin ­

g le  n o d a l cost, regard less o f  th e  p a ir  o f  p orts  th rou gh  w h ic h  th e  lo g ica l n o d e  is  

traversed , referred  to  a s the diameter. T he v a lu e  o f  the d iam eter  represents u su a lly  

th e  " w orst case"  param eter  v a lu e  for traversin g  th e  lo g ica l n o d e .

A  co m p ro m ise  b e tw e e n  the tw o  extrem e ap p roach es is  the Star approach  [105] 

(F igure 3 .2 (d )). T h e cen ter o f th e  star is  th e  in terior reference p o in t  o f  th e  log ica l 

n o d e , a n d  is  referred  to  as th e  nucleus. T he lo g ica l c o n n ec tiv ity  b e tw e e n  the n u ­

c le u s  an d  a p o rt o f  th e  lo g ica l n o d e  is  referred to  as a spoke. T he con caten ation  

o f  tw o  sp o k e s  rep resen ts a  traversa l o f  a sym m etr ic  n e tw o rk  rep resen ted  b y  the

4Such costs may represent any QoS constraint such as bandwidth, delay, delay variation and 
so on.
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(c) Symmetric Node aggrega- (d) Star aggregation
tion

nucleus; branch

(e) Complex-Node aggregation (f) Spanning Tree aggregation

Figure 3.2: Examples of topology aggregation methods

lo g ica l n o d e . T he Star to p o lo g y  is  u se d  as th e  d e fa u lt  n o d e  rep resen tation  w ith in  

A TM  P N N I. T he m a in  p rob lem  w ith  th is  rep resen ta tion  is  that u su a lly  n etw ork s  

are n o t  sym m etric . T h ey  m a y  con ta in  "outliers" (i.e. n o d e s  w h o se  rem ova l w o u ld  

s ig n ifica n tly  im p ro v e  the p eer  grou p  sym m etry). This a sym m etry  can b e  m o d ­

e lle d  b y  a se t  o f  exceptions. E xcep tion s can  b e  u se d  to  represent particu lar ports  

w h o se  co n n ec tiv ity  to  the n u c leu s  is sign ifican tly  d ifferen t from  the defau lt. A d ­

d ition ally , an  e x c ep tio n  can  b e  u s e d  to  represent c o n n ec tiv ity  b e tw e e n  tw o  ports,

(a) Original topology with four 
border nodes

(b) Full-Mesh aggregation

nucleus;
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i.e. a b y p a ss , that is sign ifican tly  better than  that im p lied  b y  traversin g  the n u ­

cleu s. T h is rep resen ts th e  th ird c o n v en tio n a l n o d a l aggrega tion  techn ique: the  

Complex-Node (F igure 3.2(e)).

T he Spanning Tree ap p roach  [104] (F igure 3.2(f)) represents an oth er  n o d a l ag­

grega tion  tech n iq u e  w h ic h  further e n c o d e s  the F u ll-M esh  ag g reg a tio n  as a sp an ­

n in g  tree co n n ec tin g  all border n o d e s . T h u s, th e  am o u n t o f  in form ation  to  b e  

a d vertised  is  p rop ortion a l to  th e  n u m b er  o f  link s.

T he g o a l o f  a ggrega tion , h o w ev er , is  n o t  o n ly  to  en h an ce th e  sca lab ility  b u t  

a lso  to  p resen t an  accurate rep resen ta tion  o f  th e  p h y sica l top o logy . T hat is  b e ­

cau se  b y  greatly  red u c in g  th e  rou tin g  p ro to co l overh ead , inaccu racy  is  intro­

d u c e d  w h ic h  ty p ic a lly  h as a n e g a tiv e  im p act on  Q oS rou tin g  perform an ce [78]. 

T he au th ors o f  [90] h a v e  im p le m e n te d  ag g reg a tio n  a lgorith m s for asym m etric  

Q oS -rou tin g  in fo rm a tio n  (i.e. lin k  resid u a l b a n d w id th ), u s in g  three aggregation  

approaches: F u ll-M esh , Star, a n d  S p a n n in g  Tree. The resu lts h a v e  sh o w n , as  

e x p ected , that th e  Full-Mesh rep resen ta tion  h a s th e  b e st  p erform ance. T he o n ly  

p ro b lem  is th e  a m o u n t o f  th e  in form ation  to  b e  ad vertised .

T he p ro b lem  o f  a d v er tis in g  too  m u c h  rou tin g  in form ation  b y  u s in g  the Full- 

Mesh  a g g reg a tio n  can  b e  e lim in a ted  b y  u s in g  m o b ile  a gen ts  in  th e  rou tin g  p rocess. 

T his is  b eca u se  sta te  in form ation  d o e s  n o t  n e e d  to  b e  d issem in a ted  th rou gh  the  

n etw o r k  as it  is  co n su lte d  in situ  as d escr ib ed  in  S ection  2.5.

3 .2 .2  H ie r a r c h ic a l  r o u t i n g  p r o to c o ls

P rivate N e tw o r k -to -N e tw o r k  P rotoco l (P N N I) [9] is  the o n ly  Q oS aw are hierar­

ch ica l rou tin g  p ro to co l that h a s  b e e n  stan d ard ised  an d  im p lem en ted . There are 

a lso  so m e  research  projects w h ic h  p r o p o se  other h ierarchical rou tin g  strategies. 

A m o n g st  th e m  are: th e  H ierarch ical D istr ib u tion  P rotoco l (H D P ), th e  V iew server  

architecture an d  th e  C learin g  H o u se .
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3.2.2.1 Private Network-to-Network Protocol (PNNI)

P rivate N e tw o r k -to -N e tw o r k  P rotoco l (P N N I) [9] w a s  a lread y  in tro d u ced  in  Sec­

t io n  3 .2 .2 .I. D e ta ils  ab ou t th e  a g g reg a ted  form at in  w h ic h  P N N I k ee p s  its state  

in form ation  are p resen ted  in  S ection  2 .2 .2 .1 , w h ile  S ection  3.2.1 d escrib es d ifferen t  

ty p es  o f  a g g reg a tio n  m eth o d s  in c lu d in g  th e  d efa u lt  a ggrega tion  m eth o d  u s e d  b y  

P N N I. H ere I p resen t th e  m a in  a d v a n ta g es  an d  d isa d v a n ta g es  o f  th is  hierarchical 

ro u tin g  protoco l.

Its m o st  im p ortan t a d v a n ta g es are its  m atu rity  as the o n ly  hierarchical Q oS  

rou tin g  p ro to co l to  b e  stan d ard ised , a n d  its  sca lab ility  (by  a llo w in g  u p  to 104 

hierarch ical lev e ls ).

O ne o f  th e  sh o rtco m in g  o f th is  p ro to co l is  that the route co m p u ta tio n  load  

im p o se d  b y  th e  P N N I rou tin g  sch em e  is  u n e v e n ly  d istr ib u ted  a m o n g  th e  n etw o rk  

n o d e s . T here are s itu a tion s w h er e  so m e  n o d e s  m a y  b e  o v er lo a d ed  w ith  route  

co m p u ta tio n , w h ile  o th er n o d e s  are rarely  in v o lv e d  in  th is p ro cess  [9].

A n o th er  P N N I  d raw b ack  co m es from  th e  aggrega tion  p ro cess , w h ic h  lea d s  to  

inaccu rate state  in form ation  a d v ertisem en ts  [42, 78, 105]. S u ch  inaccu racy  m a y  

lea d  to  in effic ien t u tilisa tio n  o f n e tw o rk  resources.

3.2.2.2 Hierarchical Distribution Protocol (HDP)

T he H ierarch ical D istr ib u tio n  P rotoco l (H D P ) [64] is  a p rop osa l for a hierarchical 

ro u tin g  p ro to co l w ith in  M PLS n etw ork s.

T he m a in  d ifferen ce  b e tw e e n  P N N I an d  H D P  architectures is that th e  latter  

featu res th e  lo g ic a l n o d e  as a  server, ca lled  Bandwidth Broker (BB), that is  separated  

from  th e p h y s ic a l n o d e s  o f  th e  A S. T herefore, BBs are n o t  routers or sw itc h e s  b u t  

c lu ster-b ased  server  farm s that can  g r o w  in  cap acity  b a sed  o n  th e  in ten sity  o f  

p a th  creation  req u ests.

A n  e x a m p le  o f  a n e tw o r k in g  h ierarch y  in  H D P  is d ep ic ted  in  F igure 3.3. H D P  

is  e x e cu te d  in  r esp o n se  to  a req u est rece iv ed  b y  a p h y sica l n o d e  to  create an  M PLS
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Figure 3.3: Hierarchical Distributed Protocol (HDP)

path . T he req u est, w h ic h  in c lu d es  Q oS  req u irem en ts (e.g ., b a n d w id th ), is  sen t  

u p  th e  h ierarch y  as a  find-root m essa g e , until it  reach es the lo w e s t  le v e l  BB that 

h a s a v ie w  o f  b o th  sou rce  an d  d estin a tion . Therefore, th is BB is  the root o f that 

p a th  m a n a g em en t h ierarch y  an d  ca lcu la tes an  abstract route for th e  req u ested  

p a th  at the n e x t lo w e s t  le v e l o f th e  hierarchy. T h en , it  se n d s  notify m e ssa g e s  to  

all n o d e s  (BB's from  th e n e x t lo w e r  lev e l)  w ith in  th at p ath  w h ic h  as w e l l  sh o u ld  

search  traversin g  p a th s  for the d o m a in s  th e y  m an age . This p rocess  repeats in  

p ara lle l at ea ch  le v e l, u n til it  reach es the p h y s ic a l le v e l, w h ere  th e  actu al LSRs 

w il l  try  to  reserve  th e  resources. If there are e n o u g h  resources, LSRs w il l  sen d  ack 

m essa g e s  w h ic h  w il l  b e  p ro p a g a ted  u p  to  the root BB. T hen, the state in form ation  

m a in ta in ed  at d ifferen t n o d e s  o f  th e  h ierarchy  m u st  b e  u p d ated . P h ysica l n o d e s  

start se n d in g  update m e ssa g e s  u p  th e  h ierarchy  u p d a tin g  th e  state o f  each  BB. If 

there are n o t  e n o u g h  resou rces for se ttin g  th e  p a th  a crankback m essa g e  is  sen t  

b ack  to  th e  root BB w h ic h  w il l  restart the a lgorith m  search ing  for an  a lternative  

path .
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T he m a in  a d v a n ta g e  o f  th is  d istr ib u ted  sy ste m  is  that at e v e ry  lev e l, th e  p a th  

is  co m p u ted  in  para lle l. T h is, h o w e v e r  co m es at th e  e x p en se  o f a n  increase in  the  

n u m b er  o f  m essa g e s  [64]. A n oth er  issu e  is  th at a lth o u g h  aggrega tion  strateg ies  

are m en tio n ed  in  the p resen ta tion  o f  the a lgorith m , it is d ifficu lt to  see  h o w  H D P  

can  e m p lo y  a n y  w h ile  c o m p u tin g  in term ed ia te  p ath s. M oreover, b y  starting  the  

p a th  co m p u ta tio n  at th e  to p  o f  the h ierarchy  an d  e v o lv in g  d o w n w a rd s, e v e n  the  

ex istin g  a ggrega tion  stra teg ies m ig h t n o t b e  u se d  effic ien tly  as so m e  rou tin g  in ­

form ation  m ig h t b e  a lread y  o b so le te  as th e  p ro to co l reach es th e  lo w e r  le v e ls  o f  

the hierarchy.

3.2.2.3 V ie w se r v e r

V iew server  [1] is  an  in ter -d om ain  rou tin g  p ro to co l w h ic h  seek s to  overco m e the  

p rob lem  o f  inaccu rate rou tin g  in form ation  resu lted  from  the aggrega tion  p rocess. 

T herefore, th e  p a th  c o m p u ta tio n  is  d o n e  b y  th e  sou rce  n o d e , w h ic h  gathers cen ­

tra lly  a ll the req u ired  ro u tin g  in form ation  b y  traversin g  the h ierarchy u p w a rd s  

(to fin d  th e  p aren t "view server") an d  d o w n w a r d s  (to co llect d e ta iled  rou tin g  in ­

form ation  a b o u t tran sit an d  d estin a tio n  d om ain s). A  d raw b ack  o f  th is p rotoco l 

is  that th e  se tu p  tim e  in creases as th e  w h o le  p a th  is  c o m p u ted  o n  a s in g le  n o d e , 

w h ile  th e  state in fo rm a tio n  gathered  for an  en d -to -en d  p a th  m a y  raise sca lab ility  

is su e s  for v e r y  large  n etw o rk s.

3 .2.2.4 C le a r in g  H o u s e

T he C learin g  H o u se  [46] architecture u se s  a h ierarch ical n e tw o rk  in  order to  m ak e  

resource reserv a tio n s o v er  m u ltip le  n e tw o r k  d o m a in s. T his sy ste m  is  b a sed  on  

m a k in g  reserva tion s in  a d v a n ce  in  order to  red u ce  th e  overa ll reservation  setu p  

tim e. T h ese  reserva tion s are b a se d  o n  G au ssian  p red ictors that estim ate  th e  future  

b a n d w id th  u sa g e . T h e p erform an ce  o f  th is  architecture, h o w ev er , relies o n  the  

a lgorith m  u se d  to p red ict the future traffic.
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3 . 3  M u l t i - c o n s t r a i n e d  r o u t i n g

M u lti-con stra in ed  rou tin g  p rob lem s can  b e  d iv id e d  in to  m ore d istin ct c la sses  

w h ic h  are fo rm a lly  d escrib ed  b elow .

3.3 .1  P r o b le m  D e f in i t io n

A s  p resen ted  in  S ection  2 .2.1, there are tw o  m a in  ty p es  o f  Q oS m etrics: additive 

a n d  non-additive. In  th e  case  o f  a d d it iv e  m etr ics th e  v a lu e  o f  a  p a th  is  th e  su m  

o f  th e  lin k  w e ig h ts  a lo n g  th at path . For n o n -a d d itiv e  m etrics, th e  p a th  v a lu e  is  

th e  m in im u m  (or m a x im u m ) lin k  w e ig h t  a lo n g  that path . T h us, a ll the cases w ith  

n o n -a d d itiv e  Q oS  m etr ics are so lv e d  b y  p ru n in g  from  the grap h  a ll lin k s that d o  

n o t  sa tisfy  th e  request. T herefore, m o st  researchers con sid er  o n ly  a d d itiv e  Q oS  

m etrics  in  the m u lti-co n stra in ed  ro u tin g  prob lem .

D e f in it io n  1 M ulti-C onstra ined  Path  (MCP) problem  [44, 98]

Let G(N,  E)  be a directed graph which denotes a given topology, where N  is the set of 

nodes and E  is the set o f links. Each link (u , v) e  E  is associated with m  additive weights 

Wi(u, v)  >  0, i  =  1, to5. Given m  constraints c,;, i =  1, m , the problem is to find a path 

P  from  source node s to the destination node d such that, for i  =  1, to:

A  p a th  sa tis fy in g  th e  c o n d itio n  (3.1) is  ca lled  feasible. H o w ev er , there m a y  be  

m u ltip le  feasib le  p a th s  b e tw e e n  s a n d  d. T h us, th e  n e x t  p rob lem  that arises is  to

fin d  th e  op tim a l one.

D e f in it io n  2 M ulti-C on stra in ed  O p tim a l Path  (M COP) problem  [98]

Let P j , j  =  1, k be all fea sib le  paths between the source node s and the destination 

node d that satisfy the condition (3.1). Given l (P)  to be the length of path P , the problem

5The notation a, b represents the set {a, a + 1 ,..., 6} where a and b are integers.

(3.1)
(u,v)eP
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is to find the shortest path among the feasible ones, such that for j  =  1, k:

l ( P ) <  l (Pj)  (3.2)

A  sp ec ia l case  o f  M C O P  is  th e  restricted shortest path (RSP) w h ic h  h a s  the go a l

of f in d in g  the lea st-cost p a th  a m o n g  th ose  that sa tisfy  o n ly  on e  constraint: the  

delay.

A ll  three ty p e s  o f  m u lti-con stra in ed  rou tin g  p ro b lem s m en tio n ed  ab o v e  are 

k n o w n  to  b e  N P -co m p le te  [69]. T h us, researchers resort to  h eu ristica l so lu tio n s  

or ap p rox im ation  a lgorith m s to so lv e  su ch  rou tin g  prob lem s.

3.3 .2  O v e r v ie w  o f  m u l t i - c o n s t r a i n e d  r o u t i n g  p r o p o s a l s

Severa l tech n iq u es h a v e  b e e n  d e v ise d  to  d ea l w ith  m u lti-con stra in ed  rou tin g  sce­

narios. A  coarse c lassifica tion  o f th ese  so lu tio n s  is  p resen ted  in  [129].

•  the Lagrangian-based linear composition: A  linear com b in a tion  o f  w e ig h te d  

lin k  m etrics is  b u ilt  to  rep resen t a ll in d iv id u a l m etrics, so  that:

m

W*{P)=YJdi ' wi M  (3-3)
i= 1

T h e in d iv id u a l w e ig h ts  di can  b e  sta tica lly  con figu red  or d eterm in ed  d y ­

nam ically . T h ey  a lso  ca n  b e  ch a n g ed  to  g e t  better  paths. H o w ev er , if  the  

p a th  is  o p tim a l in  th e  s in g le  m etric , d o e s  n o t  fo llo w  that it  is  o p tim a l in  

term s o f th e  o th er  m etrics, an d  it m a y  e v e n  n o t  sa tisfy  so m e  o f  th e  con ­

straints.

•  the Fallback Routing approach: Q oS  m etrics are con sid ered  o n e  b y  o n e  in  a 

p red eterm in ed  fa llback  seq u en ce  h o p in g  th at th e  op tim a l p a th  w ith  resp ect  

to  a  s in g le  param eter  w il l  a lso  sa tisfy  th e  o th er constraints.

•  Dependent QoS metrics: M u ltip le  m etrics d e p e n d e n t o n  each  other can  b e
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red u ced  to  o n e  m etric  an d  the resu ltin g  sin g le-m etric  p rob lem  can  b e  so lv e d  

in  p o ly n o m ia l tim e6.

S om e m u lti-con stra in ed  p ro p o sa ls  treat the d e la y -b a n d w id th  [161] or th e  h o p  

co u n t-b a n d w id th  [171] con stra in ed  prob lem . H o w ev er , su ch  so lu tio n s  are n o t  

co n sid ered  M C P p rob lem s b y  D efin itio n  1. That is  b eca u se  b a n d w id th  is n o t an  

a d d itiv e  con stra in t w h ic h  m ak es th e  p rob lem  m u ch  easier  an d  so  it can  b e  so lv e d  

in  p o ly n o m ia l tim e.

T he authors o f  [117] sh o w  th at w h e n  a c lass o f  weighted fair queuing (W FQ) 

sc h e d u lin g  a lgorith m s is u se d , the p rob lem  o f  f in d in g  a p ath  sa tisfy in g  b a n d ­

w id th , delay, jitter, a n d /o r  b uffer sp ace  constraints is  so lv a b le  b y  a m o d ified  ver­

s io n  o f  th e  B ellm an-F ord  a lgorith m  in  p o ly n o m ia l tim e. T hat is  b eca u se  w h e n  

W F Q -lik e sc h e d u lin g  a lgorith m s are u se d , the delay , jitter an d  buffer sp ace  are 

n o  lo n g er  in d e p e n d e n t  o f  each  oth er  and  a ll o f  th em  b eco m e  fu n ction s o f  b a n d ­

w id th . T h is a lso  is  n o t  an  M C P p rob lem  b eca u se  in  M C P p rob lem s the w e ig h t  

fu n c tio n s  are co n sid ered  to  b e  in d ep en d en t.

3 .3 .2 .1  Jaffe 's a p p r o x im a tio n

A  h eu ristic  a lg o rith m  w ith  a p o ly n o m ia l tim e com p lex ity , ca lled  Jaffe's approx­

im a tio n , is  p r o p o se d  in  [84] to  ap p roxim ate  th e  M C P  problem . T he a lgorithm  

f in d s a p a th  that m in im ise s  wy(P)  +  d ■ w2(P ) , w h er e  d  is  a  g iv e n  constant. H o w ­

ever, there are ca ses  w h e n  m in im is in g  that fu n c tio n  d o e s  n o t  lea d  to  a M C P so ­

lu tio n . A n  ex a m p le  is  d ep ic te d  in  F igure 3.4, for w h ic h  th e  tw o  constraints are 

w i(P )  <  0.5 an d  w 2( P ) <  0.5. For th e  case b =  1, th e  p a th  a —»• b —» d m in im ises  

w i ( P )  +  w 2(P)  b u t is  n o t  a  so lu tio n , w h ile  the p a th  a —> c —■> d is  a so lu tio n  b u t  

d o e s  n o t  m in im ise  W i(P ) +  w 2(P).

6See m ore about polynomial time in  A ppendix D.
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Figure 3.4: Counter-example for Jaffe's approximation algorithm

3.3.2.2 Chen's approximation

C h en  an d  N a h rsted t [44] a lso  p r o p o se d  an  ap p rox im ation  a lgorith m  for th e  M C P  

p rob lem . T his a lgorith m  tries to  s im p lify  th e  p rob lem  b y  sca lin g  d o w n  to  -  1 

(real v a lu e d ) lin k  w e ig h ts  to  in teg er  v a lu e s  so  that, for i =  1, m:

f in d in g  a p a th  P  that m in im ises  th e  first (real v a lu ed ) w e ig h t  so  that the other  

to  — 1 sca led  d o w n  (in teger) w e ig h ts  are w ith in  th e  stricter constraints Xi. To 

so lv e  th is s im p lified  p rob lem  tw o  a lgorith m s w ere  p rop osed : th e  E xten d ed  Dijk- 

stra's S h ortest P ath  a lgorith m  (EDSP) an d  th e  E xten d ed  B ellm an-Ford a lgorith m  

(EBF). T h ese a lgorith m s m a in ta in  a variab le  d[v, k2, ■ ■ ■, km], for each  v ertex  v  an d  

e v e ry  in teger  ki G [ 0 . . .  w h er e  i — 1, to, w h ic h  is  an  e stim a tio n  o f the sm a llest  

w 1 w e ig h t  o f  th o se  p a th s  from  sou rce  s to  d estin a tio n  t  w h o se  w[ w e ig h ts  are k 

Tlie v a lu e  o f  d[v, k2, - . . ,  km], in itia lly  se t to + o o , a lw a y s  fo llo w s  E q uation  (3.5),

w h er e  T(i;, k2, . . . ,  km) =  { P |P  is  a  p a th  from  s to  t  a n d  w ^ P ) =  ki for a ll i =  1, m }  

A s  the a lgorith m  ex ecu tes , ED SP (EBF) su c c ess iv e ly  im p ro v es  the estim ation  and  

d[v, k2, ■ ■., km\ c o n v erg es  to  th e  m in im u m  v a lu e  p resen ted  in  E quation  (3.5). T hus

(3.4)

w h ere  x̂  is a g iv e n  p o s it iv e  integer. T hus, the s im p lified  p rob lem  is red u ced  to

(3.5)
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w h e n  ED SP (EBF) co m p letes , th e  in e q u a lity  in  E q uation  (3.5) b ec o m e s  equality.

3.3.2.3 TAMCRA and SAMCRA

T he Tunable A ccu racy  M u ltip le  C on strain ts R ou tin g  A lg o r ith m  (TAM CRA) [55] 

is  b a se d  o n  three fu n d a m en ta l concepts:

1. a  n on -lin ear  m easu re  for the p a th  len g th

2. th e  /¿-shortest p a th  ap p roach

3. th e  p r in c ip le  o f  n o n -d o m in a te d  paths.

T he first p r in c ip le  refers to  the fact that in stead  o f  u s in g  a linear com p osite  

fu n c tio n  for th e  p a th  search  as in  Jaffe's ap p rox im ation  a lgorith m  (Figure 3.5(a)), 

a n on -lin ear  fu n ctio n  w il l  b e  u s e d  (F igure 3.5(b)).

(a) Jaffe's approxim ation approach

Figure 3.5: Searching a feasible path by minimising a linear composite function or a nonlinear 
composite function [98]

S uch  an  app roach  can  be a c h iev e d  b y  f in d in g  a p a th  that m in im ises  the d is­

tan ce function:

Wi(P)l (P ) =  max (3.6)
1 <i<m Ci

A  co n seq u en ce  o f  a p p ly in g  the first prin cip le  is  that th e  sub -p ath s o f th e  short­

e s t  p a th s  are n o t n ecessa r ily  sh ortest p a th s. T his m ea n s that m ore p ath s h a v e  to  

b e  co n sid ered  b e s id e s  th e  sh o rtest o n e , w h ic h  lea d s  to  th e  seco n d  princip le . In
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T A M C R A  the /¿-shortest p a th  c o n cep t is  a p p lied  to  in term ed ia te  n o d e s  t  o n  the  

p a th s  from  s to  d. M u ltip le  p a th s  for s to  t  are se lec ted  to  b e  recorded  b a sed  o n  the  

non-dominated paths principle. A  p a th  Q  is  dominated b y  a p a th  P  i f  Wi(P) <  Wi{Q) 

for a ll i  =  1, rn w h ere , for at lea st  o n e  v a lu e  o f  i, Wi(P)  is  str ictly  le s s  than Wi(Q).  

T A M C R A  co n sid ers  o n ly  n o n -d o m in a te d  paths.

A n y  p a th  P that sa tisfies  l( P) < 1 is  a feasib le  p a th  for TA M C R A , an d  there­

fore an  accep tab le  so lu tio n  for the M C P  prob lem . H o w ev er , th is p a th  m a y  n o t  b e  

the o p tim a l on e. T h us, a s lig h tly  m o d ifica tio n  o f TA M CRA , ca lled  S elf-A d ap tive  

M u ltip le  C on strain ts R ou tin g  A lg o r ith m  (SA M C R A ) has b e e n  p ro p o sed  in  [158] 

to  ad d ress  th is  issu e  (and  so  so lv e  th e  M C O P prob lem ). T h is is  d o n e  b y  a llo w in g  

a n y  n u m b er  k o f  p a th s  to  b e  recorded . U n fortunately , in  th e  w o r s t  case, th is cou ld  

lea d  to  a n  ex p o n e n tia lly  g r o w in g  k.

3.3.2A  A  H eu r is tic  fo r  M C O P  (H .M C O P )

K ork m az an d  K runz [94] p r o v id e d  a h eu ristic  a lgorith m , ca lled  HJMCOP, that

tries to  f in d  a feasib le  p ath  for a n y  n u m b er  o f constraints. T he search  for a feasib le  

p a th  is  d o n e  b y  ap p rox im atin g  th e  n on lin ear  fu n ctio n  (3.6), w h ic h  is  a lso  u s e d  in  

TA M C R A .

To a ch iev e  its  ob jective, H _M C O P execu tes  tw o  m o d ified  v ersio n s o f D ijkstra's 

a lgorith m  in  th e  b ack w ard  an d  forw ard  d irection s. In  th e  back w ard  d irection , it  

c o m p u te s  th e  sh ortest p a th s  from  e v e ry  n o d e  to  the d estin a tio n  n o d e  d w ith  re­

sp ec t to  a  lin ear co m b in a tio n  o f  w e ig h ts . T h ese  p a th s  are th en  u se d  in  the forw ard  

d irection  to  p red ict if  a  p a th  P c o u ld  b e  feasib le  if  traversin g  the in term ed iate  

n o d e s  t e P for w h ic h  ex ists  th e  c o m p u te d  p a th  from  th e sou rce  n o d e  s to  t  and  

the estim a ted  rem ain in g  p a th  from  t to  th e  d estin a tio n  n o d e  d.

3.3.2.5 R a n d o m ise d  a lg o r ith m

T he sa m e au th ors, K ork m az a n d  K runz, p ro p o se  in  [93] a  ra n d o m ised  a lgorithm  

for th e  M C P p rob lem . It co n sists  o f  tw o  parts: th e  in itia lisa tion  p h a se  and  th e  ran­
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domised search. In the initialisation phase the algorithm computes the shortest 

paths from every intermediate node t  to d  considering each link weight and a lin­

ear combination of them. Then, the algorithm starts from s a randomised breadth 

first search (BFS), which only discovers nodes from which there is a good chance 

of reaching d. This is done by using the information collected in the initialisation 

phase.

3.3.2.6 Limited Path Heuristic

Yuan proposes in [173] two heuristics for the MCP problem: the lim ited  granu­

larity  heuristic and the lim ited  path  heuristic. The limited granularity reduces the 

MCP problem to a problem solvable in polynomial time by transforming all QoS 

metrics except one to take bounded integer values. The limited path heuristics 

(LPH) is based on the Bellman-Ford algorithm and uses the last two fundamen­

tal concepts of TAMCRA. The difference between TAMCRA and LPH is that the 

latter stores the first k  (not necessarily the shortest) paths and it does not check if 

a sub-path satisfies the constraints until it reaches the destination d.

3.3.2.7 A*Prune

Liu and Ramakrishnan consider in [112] the problem of finding K  shortest paths 

that are within the constraints. They calculate all the paths from s to d  in a similar 

manner to HJVICOP and return those that are within the constraints. If  more that 

K  paths are found, one is selected using Jaffe's linear length function.

3.3.2.8 Evaluation of MCP algorithms

The authors of [99] compared the MCP algorithms by simulation using Waxman 

graphs and square lattices. They obtained near-optimal success rates and small 

execution times for all MCP algorithms in the case of loose constraints. Thus, 

they focused their attention on the case of strict constraints. The simulations re-
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vealed that the Bellman-Ford-based algorithms (i.e. Chen's approximation and 

the Lim ited P a th  H euristic) require significantly m ore execution tim e than  their 

Dijkstra-based counterparts. The success rate7 simulations showed that the exact 

algorithms SAMCRA and A*Prune always give a success rate of one, while Jaffe's 

algorithm  perform s significantly w orse  th an  the  others. The norm alised execution  

tim es8 the algorithms used to obtain the corresponding success rates show that all 

algorithms display a polynomial execution time for the class of Waxman graphs. 

For the class of lattices, the execution times of the exact algorithms (i.e. SAMCRA 

and A*Prune) grow exponentially, which is the price paid for exactness in hard 

topologies.

The complexity of multi-constrained path algorithms was also evaluated in [99]. 

Their results are presented in Table 3.1. The authors of [99] warn that these com­

plexities should be interpreted with care because, for instance, the real execution 

time of HJMCOP w ill always be longer than that of Jaffe's algorithm under the 

same conditions, since HJMCOP executes Dijkstra's algorithm twice.

Table 3.1: Worst case time and space complexities o f multi-constrained (optimal) path algorithms 
evaluated in [99]____________ ____________________ ____________ _

Algorithm time complexity space complexity
Jaffe's approximation 0 ( N  log N  +  m E ) O ( N )
SAMCRA, TAMCRA 0 { k N l o g ( k N )  +  k 2m E ) 0 ( k m N )
EBF 0 ( x 2 . ..  x mN E ) 0 ( x 2 . . .  x  mN )
Randomised algorithm 0 ( m N  log N  +  m E ) 0 ( m N )
HJMCOP 0 ( N  log N  +  m E ) O ( m N )
A*Prune 0 ( N \ ( m  +  N  +  N  log N ) ) 0 ( m N \)

The concluding remark in [99] is that SAMCRA-like algorithms that use a k- 

shortest path algorithm with a nonlinear length function while eliminating paths 

via the non-dominance9 and lookahead10 concepts, provide the best performance

7The number of times that an algorithm returned a feasible path divided by the total number 
of iterations.

8The execution time of the algorithm divided by the execution time of Dijkstra's algorithm.
9The non-dominance principle is a very strong search-space reducing technique, especially 

when the number of constraints m  is small. When m  grows, the lookahead concept together with 
the constraint values provide a better search-space reduction [99].

10This concept is based on information from destination-rooted path trees which are computed
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amongst all algorithms evaluated.

3 .3 .3  H ie r a r c h ic a l  m u lt i - c o n s t r a in e d  r o u t in g

Within a hierarchical routing context, the multi-constrained problem becomes 

even more complex [ 9 2 ,104,114]. That is because it is very difficult to designate 

appropriate values for the multiple QoS parameters that are associated with a log­

ical11 link in order to build the aggregate nodal representations. That is because 

one path may be the best for one constraint but may not satisfy other constraints.

Figure 3.6 presents a network topology with each link having associated two 

additive weights. The issue here is what values should be associated with the 

logical link from the aggregated representation which connects nodes a and c.

/'“n (*,y)
.....

(a) The physical topology (b) the logical link

Figure 3.6: Example of topology aggregation considering two additive QoS metrics

As depicted in Figure 3.7, there are five possible paths between the border 

nodes a and c. Their representation in the bi-dimensional space determined by 

the two weights is also depicted in Figure 3.7.

The conventional methods for solving the "best" path problem are described 

in [92,104,105].

• Single path metric: The path selection is made based on only one QoS metric

Wi. The representative path P  is then the one that satisfies: w* < w \j> for all

j  =  1, m . The issue remains to select the actual metric. For the example in

in polynomial time. These paths are used to reduce the space-search and to facilitate the search 
for a feasible path [99].

n A  logical link is an aggregation of all physical paths between two border nodes.

I l l



Chapter 3 QoS routing challenges and solutions

A. a-c = (5,9)

B. a-b-c =(3,9)

C. a-b-d-c = (8,10)

D. a-d-c =(5,6)

E. a-d-b-c =(4,11)

Figure 3.7: The representation o f the paths into the QoS-metric bi-dimensional space

Figure 3.6 the chosen path w ill be (B )  if w x is the representative QoS metric, 

or (D ) if w 2 is the representative QoS metric.

' The best case approach: The aggregated link w ill have as QoS metrics (Wi)i=

the best metric values amongst all paths, i.e. for alH =  1, m :

Wi =  rnin w (3.7)
k = l,N

where N  is the total number of paths. For the example in Figures 3.6-3.7 the 

best case approach is (3,6).

The w orst case a p p roach ilhe  aggregated link w ill have as QoS metrics

the w orst metric values amongst all paths, i.e. for all i =  1 ,m :

Wi =  max w ^  (3.8)
k = l ,N

where N  is the total number of paths. For the example in Figures 3.6-3.7 the

w orst case approach is ( 8 ,11).

Other solutions which work only for bandwidth and delay constraints are also 

proposed in [92,114].

However, the most important requirement in multi-constrained hierarchical 

routing is not to find a "best" representative for the logical link, but to find the 

appropriate sub-path for the best final path. A method to find such sub-paths
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by considering more than one representative for a logical link is presented in 

Chapter 6.

3 . 4  N e w  a p p r o a c h e s  t o  t h e  Q o S  r o u t i n g  p r o b l e m

QoS routing using mobile agents is performed by exploring all possible direc­

tions starting from a given point, the agents terminating as soon as they have 

found a path or end up in a cycle. Thus, the routing protocol works in a highly 

parallel and distributed manner, thereby reducing the computational burden on 

individual nodes. Moreover, no routing information has to be disseminated as 

the mobile agents are consulting it in  s itu . This means that storage overhead for 

non-local information does not exist. Moreover, the quantity of state informa­

tion is no longer an impediment, so that more QoS constraints or more accurate 

aggregate representation for hierarchical routing can be used.

3 .4 .1  M o b i l e  A g e n t s  in  N e t w o r k  R o u t in g

A number of research groups have introduced new mechanisms for routing based 

on the mobile agent paradigm [48,59,71,88,121].

Most of the mobile agent routing proposals were based on the sw arm  intelli­

gence concept which was inspired by the behaviour of biological swarms (e.g., 

ants, bees). This was considered a good model for totally decentralised, yet ro­

bust and adaptive routing algorithms. The key element of this new concept is the 

em ergent behaviour or em ergent intelligence where a complex and often intelligent 

behaviour is gained through the interactions of thousands of autonomous swarm 

members, with simple primitives. The main principle behind these interactions 

is called stigm ergy, or communication through environment. This term was intro­

duced by Grasse in [75] to describe indirect communication among individuals 

through modifications induced in their environment. For instance, ants were able 

to find shortest paths using only the pheromone trail deposited by other ants.

Chapter 3 QoS routing challenges and solutions
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In the routing approaches which use swarm intelligence, the swarm members 

are mobile agents. The advantages gained by using such models are many [26, 

59,88, 111], as described in Section 2.5.2.

AntNet is one of the pioneering approaches for routing with mobile agents. 

This proposal, presented in [59], is inspired by the observation of ant colony be­

haviour where the ants cooperate to achieve the common goal of finding food [75]. 

The agents are modelled to emulate the ant's pheromone technique for finding 

the shortest path. Here, individual agents leave traces of their presence in net­

work nodes so that other agents can determine the probabilities of choosing spe­

cific paths to follow, until they all converge to a similar result (the shortest path). 

This work served as an inspiration for other research efforts [88, 97, 121]. The 

authors of [150] extended the ant-based routing by adopting the solution of mul­

tiple colonies of ants to search for optimal paths in order to mitigate the stag­

nation problem within ant colony optimisation algorithms. Stagnation occurs 

when the network state is unchanging and consequently the routing algorithm 

gets trapped in the local optima and is therefore unable to find new improved 

paths.

Mobile agent cooperative schemes were also introduced for routing purposes [97, 

121,169]. The authors of [121] proved that, within dynamic networks, a popula­

tion of mobile, cooperating software agents are able to build and maintain rout­

ing tables which remain reasonably accurate even as the topology of the network 

changes over time.

Mathematical models for determining the behaviour of mobile agents in net­

work routing were also built. Some analysed the growing and the jumping be­

haviour of an agent based routing algorithm [151], while others were concerned 

with the population distribution and probability of success of mobile agents [131]. 

Their results provide guidelines for future designs of agent-based routing sys­

tems.

A ll of the routing solutions presented above share the generic advantages of
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mobile agents over the traditional technologies (e.g. link-state approaches), as 

discussed in Section 2.5.2. Moreover, they represent the best distributed (loop- 

free) solution for decentralisation. They share disadvantages in the areas of secu­

rity and provability. The security problem constitutes an open area of research. 

Fundamental difficulties regarding security are inherent to all relatively open 

systems. Network behaviour which arises from the interactions of cooperating 

agents is difficult to model mathematically, and as a result is difficult to reason 

about deterministically. This means that only a significantly large deployment 

(in space as well as in time) of mobile agents w ill prove their reliability and pre­

dictability. The tests performed until now suggest [59] that mobile agent systems 

outperform both static and adaptive routing algorithms.

Mobile agents built using a general-purpose language such as Java or C++ 

tend to be difficult to program, because these languages are a better fit to the 

client-server architecture for distributed computed than to the mobile agent par­

adigm. Thus systems that use a dedicated language are, in general, more power­

ful, and their more elegant architecture outweighs the disadvantages of requiring 

a new language to be learned. Another issue of concern is the size of mobile agent 

generated by this dedicated code. A  system that generates particulary compact 

code w ill now be described.

3 .4 .2  W A V E  i n  N e t w o r k  R o u t in g

The WAVE system has been used for building IP routing tables [143] as well as 

for QoS routing schemes within MPLS networks [72].

3.4.2.1 WAVE in IP networks

Within IP networks, the forwarding procedure is based on consulting the rou ting  

tables which tell the router which is the next hop node for a certain destination. 

The building of such tables is the responsibility of routing protocols. Sapaty [143]
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proposes building optimum routing tables (OTR) using Wave technology.

This task is accomplished by using the shortest path-three (SPT) algorithm as 

in Figure 3.8. Starting from node a, the wave activity may spread in parallel to all 

neighbours via links (see Figure 3.8(b)), accumulating the growing distance from 

the starting node in a frontal variable F , which is incremented by the length L of 

the link passed.

Figure 3.8: Using waves to find  the shortest path tree

When waves arrive in nodes b and d, the value in F  is compared with a nodal 

variable residing on these nodes, i.e. N .  If this variable does not exist, it means
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that the nodes were not yet visited, and therefore the variable N  is created and 

initialised with the value of F . Then, the waves w ill spread further on to all neigh­

bours of the current node (i.e. b and d), as in Figure 3.8(c). If the nodal variable 

N  already exists in the targeted nodes (e.g., nodes a, b and d  in Figure 3.8(c), 

and nodes b and d  in Figure 3.8(d)), which means that those nodes were already 

visited, variables F  and N  are compared. If the value of F  is smaller, the value 

of N  is substituted with the value of F  and the waves are propagated onwards; 

otherwise, the wave propagation stops.

Any modification of variable N  (including its creation) is accompanied by the 

recording of the predecessor node which brought the latest distance F  to the cur­

rent node. This record is kept in nodal variable N l .

This parallel navigation process, which may continue only if waves can find 

shorter paths that the ones already found (i.e. F  < N ) , converges rapidly (as in 

Figure 3.8(e)) to a shortest path-tree. Moreover, the shortest path-tree found (i.e. 

Figure 3.8(f)) is a loop-less one as any loop via links returning to a node can bring 

only a bigger distance to this node from the starting node.

Optimum routing tables (ORT) are calculated by initiating shortest path-tree 

(SPT) processes from all nodes of the network in parallel. The nodes from which 

the STP processes are initiated are the final destinations, while all the other nodes 

w ill receive the best n e x t hop towards those destinations.

Solutions for more complex problems such as dynamic ORTs within networks 

with dynamic topologies are also treated in [143].

WAVE performance tests. The performance of Wave navigational techniques 

for their use in routing purposes was addressed in [74]. Here, all the basic navi­

gation mechanisms (also called m igration strategies) described in Section 2.5.4.2, 

are compared in terms of completion time. Tests were run on four different 

networks having 5, 10, 20 and 30 nodes, each with a random topology. The re­

sults show that the depth-first spread performed really poorly for networks larger
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than 20 nodes. However, almost all basic spreading techniques performed al­

most 10000 times better than depth-first spread on networks with 30 nodes, except 

the spiral spread (which was only 1000 times better then the depth-first spread). The 

best performance was obtained by the breadth-first parallel spread technique. It was 

observed that the recursive implementations of some navigational strategies per­

form slightly better than their sequential (repetitive) implementation. The opti­

mum routing tables (ORT) process described earlier in this section was also tested 

in [74].

The above algorithm's various implementation options were evaluated on a 

prototype software implementation of the Wave Interpreter installed on a 400- 

Mhz PC running RedHat Linux. The results for the breadth-first parallel spread 

executed in less than 1 ms for all networks considered, while the performance 

of the ORT implementation executed in 1.2 ms for networks of fewer than 30 

nodes. The overall computation delay for both BFPS and ORT grew almost lin­

early within the considered networks.

3.4.2.2 Wave in MPLS networks

The use of Wave technology for routing purposes within MPLS networks was 

advocated in [72, 73]. Here w aves were used to find multipoint-to-point path 

trees that satisfy QoS requirements in order to improve the current routing by 

addressing the Steiner Minimal Tree (SMT) problem [73]. Finding minimal cost 

trees leads to a minimisation of network resource usage and a better manage­

ment of data streams while grouping them on a similarity basis. This is done 

by searching a QoS-compliant route for each individual ingress node whose final 

path to the root may coincide, at least partially, with that of one or more ingress 

nodes. The goal is to find the maximum number of edges where individual path 

intersections occur to minimise the overall cost of the tree. The authors of [72] 

show that this goal can be achieved by using waves. This is done however at the 

cost of generating bursty traffic that may cause congestion in the queues of the
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agent processing units in the network when the colony of agents is launched to 

discover the mp2p tree.

The mobile agent technology presented above manages to generate very small 

mobile agent (packets) by using an entirely new programming paradigm that 

provides the fullest support for agent mobility [160]. Thus, this system is used for 

building the new hierarchical QoS routing algorithms, applicable within MPLS 

networks, and described in Chapters 5 and 6.

3 .4 .3  A c t iv e  N e t w o r k s  in  N e t w o r k  R o u t in g

There is a debate as to whether active networks should be deployed in the field 

or not. For instance, the authors of [107] state: "... it is not a priori obvious that 

a programable network is a good idea. It clearly offers increased flexibility but 

at some cost." That means that even though active networking has the potential 

to solve many outstanding problems of current "passive" networks, the impact 

that such services w ill have no network performance should also be accounted 

for. Psounis identified two active network tradeoffs in [130]: a tradeoff between 

security levels and performance, and a tradeoff between usability/flexibility and 

complexity.

There are however some QoS-related problems which can be easily solved 

by an active network implementation. An example of such an application is 

described in [57, 58], where active networks are used to solve the problem of 

reservation gaps in networks with incomplete QoS support and their impact on 

QoS provisioning. To support a required QoS level across paths traversing non- 

QoS segments, the Q-nodes run Active Network services to monitor and provide 

information about the availability of resources across the reservation gap. The 

reservation gap is monitored and managed by Netlets [48, 48], a form of active 

code residing at Active Nodes.
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Other researchers propose using active netw orks in the routing process [66,119, 

164]. For instance, the authors of [164] argue that active networking is a good can­

didate for QoS provisioning because it offers improved flexibility by allowing a 

user to individually choose QoS parameters and their method of calculation. The 

authors of [119] propose to use active networks in order to establish and con­

trol LSPs, to perform operations on label stacks, and to use flexible restoration 

techniques12. However, both proposals tend to involve customers/users in the 

routing process (i.e. to set routes, control LSPs, choose QoS parameters). The 

disadvantage of such systems is that not every customer/user knows the appro­

priate values to set for certain QoS parameters or how to identify the best route 

to select and most would not only want more involvement in sending their pack­

ets than selecting the destination. Moreover, even if a customer/user wants and 

knows how to use such systems he has to have a global view of the network to 

make a good decision.

There are also routing solutions inspired by the ants model [66] which are very 

similar to mobile agents implementations. A comparison between the two tech­

nologies (i.e. active networks and mobile agents) from the routing perspective is 

presented in Section4.1.

3 . 5  S u m m a r y

This chapter focused on QoS routing, presenting its main challenges and the ex­

isting solutions. The main source of these challenges are the communication, 

computational, and storage overhead introduced by QoS routing. A set of dis­

tinct solutions has been identified here for each of the three overheads. The most 

commonly used solution for reducing the communication overhead is topology 

aggregation. It also helps to reduce the storage and the computational overhead 

due to the smaller amount of aggregated routing information. The computational

12All of these are only proposals. N o implementations of such services are available yet.
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overhead can also be significantly reduced by distributed solutions to routing us­

ing modem techniques like active networks and mobile agents. Such distributed 

routing algorithms require state information to be available only locally, which 

significantly reduces the storage and communication overhead.

However, the most scalable topology aggregation techniques introduce inac­

curacy which may have a negative impact on the routing performance, while 

the most accurate aggregation techniques require too much state information to 

be distributed. Moreover, even within hierarchical routing protocols which use 

topology aggregation, the actual route computation may generate communica­

tion (see HDP) or computational overhead (see PNNI and Viewserver). Such 

issues w ill be addressed in the remainder of this thesis.

The main techniques for topology aggregation along with the QoS capable 

hierarchical routing protocols were introduced.

Another important issue is the tractability of the multi-constrained problem. 

Heuristical and approximation solutions for flat as well as hierarchical QoS rout­

ing algorithms available in the literature were described.

This chapter concluded by describing of research proposals which use mo­

bile agents and active networks for routing purposes. The next chapter compares 

these two new technologies in order to determine which is more suitable for im­

plementing efficient QoS routing protocols.
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CHAPTER 4

Active Networks or Mobile Agents?

"... the mobile agents paradigm  and  the active netw orks paradigm , although  

arising  o u t o f  tw o different com m unities, have m uch  in  com m on." Martin 

Collier [47]

The main similarity between the two paradigms is that they both use the mo­

bile code concept. However, active networks and mobile agents are distinguished 

by their different architectures.

4 . 1  C o m p a r i s o n  b e t w e e n  t h e  t w o  w o r l d s

The main difference between the two technologies, as the author sees it, consists 

in how the two technologies use the code and what impact the execution of such 

code has on current traffic. From this perspective, active networks have a direct 

impact on the existing/current traffic as the code either travels along with the 

(traditional) packets or waits for them on intermediate nodes in order to perform 

computations ranging from redirecting the packets to modifying their content. 

Mobile agents are more "passive" from this point of view as they travel indepen­
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dently of data traffic with the primary aim to "discover" the network and collect 

information scattered into the network rather than to change data traffic. How­

ever, mobile agents if used for routing purposes, can indirectly modify the way 

that data traffic flows.

Viewing these features from the QoS routing perspective, mobile agents are 

a more powerful tool because they are able to search feasible paths before such 

paths are traversed by the actual traffic, as happens in most QoS routing schemes. 

Moreover, mobile agents are able to perform path search in a distributed and 

parallel manner.

In an active network context, on the other hand, the actual traffic can also 

be redirected by the active code travelling along it and/or by the active nodes tra­

versed by it. The main difference compared with the mobile agent-based routing 

approach is that the routing decisions have to be made on the spot on a hop-by- 

hop basis. This has two main disadvantages:

1. routing decisions are made only based on the view of the network accessible 

from the current node;

2. the routing decision and the redirecting process have to be done at wire 

speed, which can be a serious impediment for most active network archi­

tectures as they propose the use of Java in the interest of portability and 

security.

There are however, as mentioned in Section 3.4.3, problems other than QoS 

routing, which can be easily solved only by using active networks. Section 4.2 

present examples of such applications.

4 . 2  A d d i n g  f u n c t i o n a l i t y  i n  f u t u r e  A c c e s s  N e t w o r k s

The separation between control and forwarding planes in MPLS brought great

benefits in the trunk/core network. First, because it introduced a very simple and
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efficient forwarding mechanism that can be implemented even at the hardware 

level1. And second because this separation allows the existence of one or more 

control planes. Thus, introducing tools like QoS and traffic engineering can be 

done transparently to the forwarding plane. Moreover, changing the forwarding 

mechanism w ill not require modifications in the control plane.

MPLS deployment is starting to reach beyond the core network, penetrating 

the access areas. The main benefit of wider MPLS deployment, beyond those 

which apply to MPLS in the core network, is the end-to-end continuity2. There­

fore, many now advocate MPLS deployment in access networks. As a result, 

hardware vendors are already introducing such functionalities in access equip­

ment.

There are also disadvantages to such MPLS expansion. One such disadvan­

tage is that the MPLS forwarding mechanism is too "opaque" for access areas. 

There are situations where packets need to be processed3 within the network. 

This is the case with firewalls, Web proxies, multicast routers, mobile routers or 

other similar services that need to access information from a packet header to 

decide whether the current packet should be dropped or how it should be for­

warded.

Active Networks is a novel solution for implementing such services. The in­

tegration of MPLS with active netw orks as a solution for future access networks is 

thus advocated by this author. A  novel architecture to achieve this is presented 

below. The resulting networks w ill provide all the features of MPLS, and in ad­

dition, w ill use active packets to support packet processing.

A c tiv e  netw orks, as defined in Section 2.4, are packet switched networks in 

which packets may contain code fragments that are executed on intermediate

1This mechanism works w ell also in optical networks (see the Generalised Multiprotocol La­
bel Switching (GMPLS) [20]).

2Reasons for control plane continuity are: a more efficient network management [86]; verifi­
able end-to-end Service Level Agreements (SLAs) [87]; and better provisioning of end-to-end QoS 
and traffic engineering [87].

3It is considered that packet processing takes place above layer 2 (link layer) and in particular 
to layer 3 (routing layer) packet processing.
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nodes or else references to already implemented functions residing on interme­

diate nodes. Thus, the network is transformed from a passive carrier of bits into 

a programmable packet processing environment as well as a packet transmission 

one.

4 .2 .1  I n t e g r a t in g  A c t iv e  N e t w o r k s  a n d  M P L S

In IP networks, routers can be augmented to have active capabilities. Moreover, 

active routers can coexist and inter-operate with legacy IP routers, which transpar­

ently forward packets in a traditional manner (see Figure 4.1).

Source Active Router Legacy Router Active Router Destination

Figure 4.1: Packet processing within the nodes o f a legacy Active Network

In the same way, as can be seen in Figure 4.2,1 propose an MPLS network in 

which some LSRs are augmented with active  capabilities. Legacy LSRs and active 

ones can coexist and inter-operate.

A more detailed architecture of an active LSR is shown in Figure 4.3. In a 

legacy LSR, a packet would follow the processing path indicated by continuous 

lines/arrows in Figure 4.3, while in the active LSR, the MPLS layer is modified to 

treat active packets separately. A  packet is determined to be an active packet or not 

based on the label. If  the packet is active, it is sent to the IP layer and from there 

to the relevant active code in order to be processed. After being processed, the 

packet is sent back to the MPLS forwarding plane. Here, the packet is assigned
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Source Active LSR Legacy LSR Active LSR Destination

Figure 4.2: Packet processing within the nodes o f an M PLS Active Network

to a Forwarding Equivalence Class and labelled accordingly to its class.

Using this architecture only the active packets (as identified by the label) that 

traverse an active LSR w ill be processed by the active code4. Conventional pack­

ets w ill be processed in accordance with the standard MPLS protocol.

4.2.1.1 The implementation

The framework has been implemented on the L in u x  O perating System . A simple

network was emulated using U ser-M ode L in u x  [61]. The details of and the moti­

4The active code can be carried by the packet or reside on the node in which case the packet 
contains only a reference to the relevant active code.
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vation for choosing Linux and User-mode Linux are presented in Appendix B. To 

configure the "active" LSR the Netfilter [136-138] framework, which is described 

in Appendix C, was used. The MPLS forwarding implementation chosen was the 

Sourceforge open-source project5, called m p ls-lin u x . The prototype featured static 

label assignment.

To prove the concept of integrating MPLS and active networks, a minimal 

MPLS network was configured containing four nodes: L S R  A ,  L S R  B , L S R  C , 

and L S R  D ,  connected with three links as shown in Figure 4 .4 .

Figure 4.4: A  minimal M PLS network

The LSP A  -  B  - C was set up, and contains an active node, i.e. L S R  B . The 

active packets are labelled with a distinct label identifying them as such to the 

active node L S R  B . Such packets contain code or references to code (residing on 

the node) that has to be interpreted and executed on their payload. Thus, the 

packets reaching L S R  B  and identified as being active are consequently sent up 

to the IP layer. Then, using the Netfilter framework as depicted in Figure 4.5, the 

content of the packets will be modified.

As a proof of concept, a trivial example was implemented which modified the 

packet's source address. Using the netfilter framework, the sample code registers 

to listen to the first hook defined by netfilter for IPv4 (NFJP_PREJROUIlNG) 

which is located at the entry of the packet in the protocol stack, just after the 

sanity checks (i.e. not truncate, EP checksum OK, not promiscuous receive). It 

captures packets passing that hook and queues them for userspace. A userspace 

application then modifies the packet's source address.

The system was tested as shown in Figure 4.6, by sending ICMP (Internet

5See h t t p : / / s o u r c e f o r g e . n e t / p r o j e c t s / m p l s - l i n u x /
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Control M essage Protocol) m essages from L S R  A  to L S R  C .

A  response ICMP m essage should be received by L S R  A  as a reply for each 

ICMP m essage sent, but because packets from L S R  A  destined to L S R  C  go 

through L S R  B , their source address is changed to that of L S R  D .  Therefore, w hen  

L S R  C  receives the ICMP m essages but thinks that the packets com e from a des­

tination other than L S R  A  (the destination address having been altered) it sends 

the reply to that destination, w hich is L S R  D .

This proof of concept demonstrates h ow  a labelled packet can be identified 

as an active packet and passed to/retreived from userspace. A  com plete active 

network architecture for MPLS w ould  require:
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Figure 4.6: Our experiment test

•  a m echanism  to load, upload and maintain active code in userspace;

• a label m anagem ent scheme w hich restricts the appropriate labels for use 

w ith  active packets;

• a security mechanism.

The first requirement is generic to all active network architectures. A n existing 

architecture, such as those discussed in Chapter 3, could readily be adapted to fit 

into the framework described here. Some minor changes to label managem ent 

software in passive MPLS nodes w ould  be required to ensure that they do not 

generate bogus active packets. Alternatively, the EXP bits in the MPLS header 

could be used  to identify active packets. If no active packets are relayed by edge 

routers from the external network, and all routers in the MPLS cloud are trusted, 

the security m echanism  can be m uch simpler than in IP networks.
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4 .2 .2  A p p l i c a b i l i t y  e x a m p le s

Some applications w hich could benefit from an integration of MPLS and active 

networks are presented below.

4.2.2.1 MPLS Web Sw itching

The solution jointly developed by this author and presented in [62] for the prob­

lem  of overloaded w eb servers w ithin an MPLS context, which required m odi­

fications to label assignments, can also be im plem ented using active networks. 

Here, a cluster of w eb servers is used for handling a large number of requests. 

The problem is how  to assign a specific request to a server w ithin the cluster. A  

dispatcher is positioned in front of the web server cluster in order to distribute 

the requests am ong the servers in a round-robin fashion.

MPLS cloud

— i J the dispatcher (Lsyn J dedicated label for marking the beginning of a TCP connection

O f Li ] specific label marking an established TCP connectior
MPLS LERs & LSRs -̂---  ,------ ,--------- ,

[iPpkt ) [IPpkt J common IP packets

Web servers web clients La fuT) regular MPLS labels

For treating the TCP continuity problem (i.e. all packets for one TCP connec­

tion should reach the same w eb server) a dedicated label w as used for marking

Figure 4.7: The MPLS Web Switching scenario
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the beginning of a TCP connection (e.g., Lsyn). Thus, for every new  connection the 

dispatcher w ill assign a new  specific label w hich w ill be placed in a table within  

the dispatcher to specify the server to w hich that connection (e.g., L \) has been as­

signed. Subsequent packets from that connection w ill contain the assigned label 

in  their label stack so that the dispatcher w ill know  to w hich server they should  

be sent. Such a scenario is illustrated in Figure 4.7.

By using active networks this m echanism  can be im plem ented w ithout the 

need of special labels (e.g. Lsyn and Lj). First, the ingress nodes are augm ented to 

have active capabilities. W hen the first packet (called SYN) from a TCP connection  

enters the MPLS cloud, the ingress router sends it directly to the dispatcher w hich  

recognises it as a SYN  and assigns a server for the new  TCP connection. After 

the dispatcher chooses the server, it sends an active packet to the ingress node  

w hich "instructs" the ingress node to redirect (using DNAT (destination network  

address translation)) all succeeding packets for that TCP connection directly to 

the corresponding server. The last packet of the TCP connection (called FIN) w ill 

delete the DNAT redirect established for this specific TCP connection w ithin the 

ingress node.

U sing active networks instead of dedicated /specific MPLS labels makes the 

com m unication betw een the servers and the clients more direct. Moreover, no  

more connection states need be kept w ith in  label edge routers (LERs) (e.g., Lx) 

or dispatcher. Since the LERs already have the responsibility of attaching labels 

to every packet entering the MPLS cloud, the added task of maintaining state 

for every TCP connection and its corresponding label is a significant extra bur­

den. This is not required in the active solution. A lso the passive solution uses as 

m any Lx labels as there are web connections, significantly reducing the number 

of available labels, compared w ith  the active approach.
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4.2.2.2 O nline auctions

Another example concerns a w eb server running a live online auction by collect­

ing and processing client bids for the available items. This server also responds 

to requests for the current price for an item as show n in Figure 4.8. For a large 

number of clients, the server can becom e overloaded and because of response 

time delay, the information about bids m ay be out of date by the time it reaches 

the client.

Figure 4.8: The online auction scenario

In an active network, low  bids can be filtered out in the network (as in Fig­

ure 4.9), before they reach the server. W hen the server senses that it is heavily  

loaded, it can activate filters in the nearby network nodes and periodically up­

date them w ith  the current price of the popular item.

Filtering active nodes drops bids lower than this price and sends bid rejection 

notices to the appropriate clients. This frees up the server resources for processing 

com petitive bids and reduces network utilisation near the server.
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Figure 4.9: Online auction using bid filters

4 . 3  A p p l i c a b i l i t y  t o  Q o S  r o u t i n g  s o l u t i o n s

The suitability of both m obile agents and active networks to im plem ent QoS rout­

ing algorithms is considered below. The features required of a ideal routing algo­

rithm are:

•  optimality: the capability of the routing algorithm to select the best route;

-  Mobile agents can in principle find the optimal route by exhaustively 

searching the network to find the best path, if such a path exists. More­

over, they can find all possible paths betw een a source and a destina­

tion through parallel searches performed b y  dispatching at each node 

a m obile agent through each outgoing link.

-  In an active network context, however, the active code travels along the 

traffic or awaits it on active nodes. Thus, a single path can be found, 

w hich m ay or m ay not be the optimal one.
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•  simplicity: be as simple as possible;

-  Both m obile agent and active networks offer potentially simple routing 

solutions by  distributing the overall problem across mobile agents or 

active code entities.

•  low  overhead: the algorithm should incur a minimum of software and utilisation 

overhead;

-  U sing m obile agents considerably reduces the computational and stor­

age overhead because of their distributed nature. However, the evolu­

tion of the m obile agent population m ay result in a considerable com­

munication overhead.

-  A s w ith  m obile agents, active networks routing solutions have low  

computational and storage overhead by distributing the computation. 

Moreover, the com m unication overhead is also very low  because un­

like m obile agents, active packets do not multiply.

•  robustness and stability: the algorithm should perform correctly in any unusual 

or unforeseen situation;

-  M obile agents have the ability to dynam ically react to unfavourable 

situations. They can change, terminate or replicate in response to any 

network changes. For instance, m obile agents can dispatch to other 

nodes or terminate as a reaction to network node or link failures. This 

means a system /algorithm  w hich uses a m obile agent population can 

typically survive m any types of failures and unplanned behaviours at 

the individual agent level, w ithout sacrificing task completion.

-  In an active network the loss of the current node or link can poten­

tially be fatal, unless redundancy has been specifically designed into 

the active application.
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•  flexibility: the algorithm should quickly adapt to changes.

-  Both mobile agent and active networks are able to change (i.e. con­

tained code can be easily changed) or extend their capabilities on-the- 

fly (e.g., by dow nloading code off the network).

The m ain advantage of m obile agent and active networks for QoS routing 

consists in treating the problem in a "divide et impera” manner. Thus, they may 

help reducing the overhead introduced by QoS routing:

• the state information is accessed in situ. Thus, the only communication 

overhead is the com m unication betw een active networks nodes or among 

the m obile agent population.

•  the distributed path computation considerably reduces the computational 

overhead at any single node.

•  there is no storage overhead because there is no need to gather the state 

information in  one place.

Moreover, the m odular structured code used b y  both paradigms allows their 

routing solutions to be more flexible (see above). It also allows the coexistence of 

m ultiple distinct routing techniques, used  by different end-user applications.

The specific advantages of active network approaches consist in:

•  They do not generate com m unication overhead (compared w ith  mobile agents).

•  End-users or applications are able to im plem ent their ow n algorithm s/pro­

cedures of packet routing.

M obile agent approaches have as their advantages:

•  A  great pow er of adaptability. They can change, die, or reproduce in  re­

sponse to network changes. Therefore they are robust, fault tolerant and

flexible.
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• Distributed and parallel computations. By dispatching throughout the net­

work, they can execute on different machines on parallel, reducing in this

w ay the computational burden as w ell as the time required for the specific 

task at individual nodes.

• The "stigmergy"6. The indirect communication betw een entities of the same 

or different m obile agent colonies.

•  Emergent behaviour5. Their ability to collectively exhibit com plex behaviour, 

such as is required in solving the QoS routing problem, as a result of using  

sim ple prim itives, i.e. m obile agents, w hich use sim ple interactions.

•  They can easily evaluate a m ultiplicity of paths, m axim ising the likelihood  

of finding the optimal path.

It is apparent from the above discussion that, provided care is taken to man­

age the m obile agent population (thereby lim iting the communication overhead 

incurred), m obile agents are a more pow erful tool than active networks for use in  

network routing. A  new  approach to QoS routing is described in the next chap­

ter, using m obile agents. It w ill be show n to offer advantages over conventional 

link-state approaches to this problem.

4 . 4  D e p l o y i n g  m o b i l e  a g e n t s  i n  M P L S  n e t w o r k s

Typically, m obile agent interpreters are part of the application layer. Thus, all 

m obile agents are encapsulated into IP packets and sent to the next node, where 

they have to traverse the protocol stack so they can get to the (local) interpreter to 

be processed. In general, a m obile agent interpreter uses a simple socket interface 

in order to communicate w ith  corresponding peers, as in the first implementation  

of the Wave Interpreter [31], Thus, the mobile agent system  can run on either an 

MPLS or legacy IP network, w ithout being recoded.

6See Section 2.5.2
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A ny large scale deploym ent of a m obile agent system  in MPLS routers w ould  

require careful attention to be paid to performance issues. The ideal solution  

w ould  be for each router to contain a hardware engine (either FPGA or ASIC) 

on w hich the agent could execute. A  hardware interface w ould  then need to be 

standardised betw een this engine and router resources such as routing tables and 

packet processing paths. In the absence of such a standard, it w ill need the co­

operation of vendors to incorporate the m obile agent architecture in their process­

ing engines. The security concerns of vendors regarding programmable networks 

w ould  need to be addressed in  advance of such deploym ents.

4 . 5  S u m m a r y

This chapter addresses the question of whether m obile code offers advantages 

in solving the QoS routing problem. The tw o paradigms considered are active 

networks and m obile agents. The problem dom ain being considered is that of 

MPLS networks, and thus the first concern is whether such networks can support 

these paradigms. A  proof of concept by  the author, im plem ented in Linux, shows 

that the active network paradigm , normally considered for use in  IP networks, is 

also applicable in MPLS. A  number of applications of active networks in MPLS 

networks are described to demonstrate that their deploym ent in an MPLS context 

w ould  be worthwhile.

M obile agent architectures are not tied to a specific networking protocol, un­

like active networks. Thus their deploym ent in an MPLS cloud requires no special 

consideration.

It is concluded that the search capabilities of m obile agents make them the 

more pow erful tool in im plem enting QoS routing, an application that w ill be ex­

plored in  Chapter 5.
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CHAPTER 5

Scalable Routing using Mobile 

Software Agents in MPLS networks

"The QoS routing is a key network function. It has two main objectives:

finding routes that satisfy the QoS constraints and making the efficient use 

of the network resources." Shigang Chen [41]

D eploying QoS routing in large networks raises scalability issues in terms of 

higher storage, computational and update overhead. This is because the size 

of routing tables increase w ith  the number of QoS constraints; the computa­

tional burden also increases w hen finding multiple-constraint paths or comput­

ing routes w ith  a very fine granularity dow n to the level of a flow; update m es­

sages used  for dissem inating the link state information are larger and more fre­

quent.

A  solution to these issues is presented in this chapter. It uses m obile agents to 

determine routes, because of the benefits of this approach, as discussed in Chap­

ter 4. The strengths of this solution are m ost apparent w hen applied to hierarchi­

cal QoS routing. This extension to the basic algorithm in described in Chapter 6.
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5 . 1  M a c r o - r o u t i n g

In this section a new  protocol is proposed that addresses the problem of hierar­

chical routing w ithin MPLS networks. It is called Macro-routing because, being  

an inter-domain routing protocol, its routing decisions at the higher levels are 

macro-decisions, as opposed to the detailed or micro-decisions m ade at the low ­

est level of the hierarchy.

Macro-routing is capable of both routing and signalling functionalities which  

are accom plished b y  the use of m obile agents. Thus, instead of advertising state 

information, small m obile agents are dispatched to process such information at 

each node. The advantage of this approach is that the information used to com ­

pute routes can be m uch more detailed that in traditional link-state protocols 

(e.g., it can feature m ultiple QoS constraints, or a Full-Mesh aggregated repre­

sentation). Moreover, by using m obile agents w hich can replicate at each node 

and therefore analyse a large set of paths, route computations are done in a dis­

tributed and parallel manner w hich reduces the time required for path setup and 

distributes the processing burden am ongst m obile agents.

5 .1 .1  P r o to c o l  d e s c r ip t io n

The hierarchical organisation of Macro-routing consists at the low est level of a 

number of dom ains w hich are typically independent administrative areas. The 

nodes w ith in  such dom ains are physical network nodes (i.e. router or switches). 

Each dom ain has a managing node, w hich m ust be able to interpret m obile agent 

code. It can either be selected from the nodes of the dom ain (as w ith  PNNI) or it 

can be a distinct node (as in HDP). Its m ain function is to maintain an aggregated 

representation of the dom ain it is m anaging.

A s the hierarchy is decided administratively, each domain at the low est level 

of the hierarchy m ay choose its ow n  routing strategy. For example it m ay use 

standard link-state m ethods, or m ay use mobile agents for route discovery. The
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latter m ethod im plies the existence o f a m obile agent interpreter on each router 

or switch. The only Macro-routing requirement is that the m anaging node must 

contain a Full-Mesh aggregate representation (see Section 3.2.1) of the managed 

domain. The maintenance of that aggregate representation is the responsibility 

of the dom ain administrator.

For the higher levels of the hierarchy the m anaging node creates an aggre­

gated representation in four steps:

1. Each border node (including the source and destination nodes) activates a 

m obile agent (i.e. a wave)1 that floods the dom ain by replicating itself at 

each node. Its goal is to find all possible paths to all the other border nodes 

w ithin the same domain. Each m obile agent records the path it follows 

and processes the routing information at each node. If one mobile agent 

is revisiting a node, or the path it has traversed to date does not satisfy the 

given QoS constraints, it w ill be discarded. If it reaches another border node 

it w ill transmit the path used and its cost to the managing node.

2. The m anaging node chooses one optimal path betw een each pair of border 

nodes. In describing the protocol, only additive path cost constraints (e.g., 

total delay) are considered, for ease of explanation. However, the selection  

can be based on any QoS constraint.

3. A  Full-M esh aggregation topology is created using the selected paths. The 

costs of the selected paths w ill becom e nodal costs w hen com puting paths 

at the next higher level of the hierarchy. Some or all of the other computed  

paths, w hich have not been selected for the Full-Mesh representation, can 

be cached for recovery purposes or as alternative paths.

4. There m ight be cases w hen  the best path betw een tw o border nodes tra­

verses other border nodes. This situation w as not considered2 during the

1see Section 5.1.2
2Every m obile agent terminates as soon  as it reaches a border node, w hich  m eans that no path
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wave-based search. Thus, the final Full-Mesh aggregation has to be re­

built by  changing every direct border-to-border connection w ith another 

path w hich  traverses other border nodes, if such path has better cost. The 

n ew  paths can be obtained by concatenating paths already found during the 

w ave-based search, w hile verifying that no node exists more than once in  

the concatenated paths except the border nodes that are the "concatenation 

points" for the given paths.

There are three major phases in  the Macro-routing protocol whereby it finds 

and selects a QoS path from a given source to a given destination.

5.1.1.1 D eterm ination o f participant dom ains

The first phase involves determining the domains through w hich the path is 

likely to pass. It develops in  tw o stages.

In the first stage, the source node initiates an "upwards search" in the hierarchy 

for the low est level parent node w hich has a v iew  of both source and destination, 

as in HDP and Viewserver.

In the second stage, the parent nod e initiates a "downwards search" in  parallel 

to all its children. Recursively, the nodes reached w ill continue the search to all 

their children until they reach the low est level of the hierarchy. A ll the physical 

dom ains reached by this search w ill be participant domains.

5.1.1.2 Path com putation

The second phase involves the determination of the path. This can be done either 

on-line a n d /o r  off-line.

For on-line path computation, every m anaging node of the participant do­

mains w ill create its ow n  aggregate representation b y  calculating routes between  

all dom ain border nodes. M obile agents search for paths that traverse the dom ain

betw een  tw o border n od es w ill traverse another border node.
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satisfying the QoS constraints. A m ongst those paths a single best path is selected 

for each border-to-border pair in order to build the Full-Mesh nodal aggregation 

for the next level in the hierarchy. A n exam ple of Full-Mesh aggregation within  

Macro-routing is depicted in Figure 5.1.

(a) Physical dom ain topology
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Figure 5.1: The Full-Mesh nodal aggregation

M obile agents released from each border node traverse the dom ain m ultiply­

ing them selves in search of all possible paths that satisfy the QoS constraints. At 

the end of its journey (i.e. upon reaching a border node different from the starting
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one) each m obile agent sends the gathered information to the m anaging node of 

the current dom ain (see Figure 5.1(c)).

Sending the information to the m anaging node can be done either by piggy­

backing on  legacy m essages or by using m obile agents. The WAVE system  has 

routines incorporated in  it that allow  a "virtual" direct access betw een any tw o  

network nodes.

The information sent by  a successful3 wave to the managing node comprises 

the following:

•  the starting border node: the ingress node

•  the list of traversed nodes

• the path cost (representing the final QoS metric for the path containing the 

nodes from the list of traversed nodes)

•  the final border node reached: the egress node

Starting from the second level of the hierarchy, nodal costs w ill be considered as 

w ell as link costs w hen  com puting the path cost4. The topm ost dom ain w ill have 

as border nodes only the aggregated representation of the source and destination  

domains. The m anaging node of this dom ain w ill determine all the possible paths 

betw een its border nodes (the source and the destination) and so it can determine 

the optim al path based on their costs. The other paths found during this process 

can be used by fast recovery mechanism s or as alternative paths.

The paths for perm anent a n d /or  long-term connections can be determined  

off-line and only updated if /w h en  necessary, w hile the paths used by  short-term  

connections are com puted online (i.e. on-demand). However, pre-computations 

or capacity planning can also be performed off-line.

3A  wave that traverses the entire dom ain from  one border node b y  another fo llow ing a path  
that satisfies the constraints. Other waves term inate along their journey either because the path  
they fo llow  does n ot satisfy the constraints or because they end up in a cycle.

4Costs include link costs and nodal costs. Nodal costs represent the cost of traversing a virtual 
node. This nodal cost is zero at the lowest level of the hierarchy.
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5.1.1.3 Path reservation and set up

To accommodate the traffic for w hich the request has been made, the final path 

m ust be set up and the resources reserved. The overall path can be determined  

by traversing the hierarchy downwards and interrogating all the m anaging nodes 

along the chosen path about the detailed sub-paths across their domains.

The path set up and resource reservation can be done either by existing sig­

nalling protocols if they can set explicit paths, by existing resource reservation 

protocols (such as the Resource reSerVation Protocol (RSVP)), or by using suit­

ably programmed m obile agents. The advantages of using mobile agents instead  

of RSVP for the reservation process are:

•  availability: M obile agent support is already available in the nodes, so there 

is no need to deploy or configure additional software;

•  parallelism : RSVP has to traverse the path in a sequential manner twice: by  

using P A T H  m essages, from source to destination, to determine the path 

and then by  using R E SV  m essages, from destination to source, to reserve 

the path. M obile agents can do the reservation in a parallel and distrib­

uted m anner so that, from each hierarchical level, w ithin each domain, a 

m obile agent can be dispatched to reserve resources corresponding to each 

logical/aggregated link. Moreover, this process can be performed w hile de­

termining the overall/"detailed" path as described previously.

•  hierarchical reservation: By "hierarchical" reservation is m eant the process 

of reserving the resources for the overall path in a manner w hich corre­

sponds w ith  the hierarchical representation used by the routing protocol 

(i.e. Macro-routing). Therefore, the first resources to be reserved are those 

corresponding to the links w ithin the topm ost (e.g., level k) dom ain w ithin  

the hierarchy. If such resources are not available another k level path w ill 

be selected until there is a path w ith available resources. Then, the process
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continues w ithin the k — 1 level dom ains w hich are represented by the vir­

tual nodes traversed b y  the selected path at level k. The process stops w hen  

k =  0. The advantage of such a reservation strategy is that any unavailable 

sub-path can be substituted on the spot w hile all other resources (previously  

addressed) remain reserved. RSVP, however, performs sequential reserva­

tion. This m eans that any failure is reserving a resource w ill result in an 

overall failure, w hich requires finding a new  source-to-destination path and 

starting the reservation process all over again.

Setting up a hierarchical path in an MPLS network is straight-forward, us­

ing the MPLS label stack capability. Thus, every sub-path w ithin every dom ain  

and every hierarchical level can be treated independently. U sing m obile agents 

for setting up the LSP (Label Switched Path) is also preferred as mobile agents as­

signed to reserve the resources can also set up MPLS labels and then replicate and 

dispatch to advertise/distribute them. This can be done in a distributed and par­

allel manner using m ultiple m obile agents as described above. A ny other label 

distribution protocol has to do the path set-up sequentially.

W hen all the resources have been successfully reserved and the overall path  

has been set up, the request is served and the traffic m ay flow. In the case of 

resource unavailability or lin k /n od e failure, alternative paths w hich are already 

com puted can be u sed  for a fast recovery.

5 .1 .2  I m p le m e n t a t io n  d e t a i l s

The Macro-routing protocol can be im plem ented using any mobile agent tech­

nology. The im plem entation presented here uses Wave technology, w hich is de­

scribed in Section 2.5.4 and Appendix A. The first5 implementation of the Wave 

m odel, written using the C programming language under Solaris-Unix, w as used.

5There was one more implementation, in  Common-Lisp, preceding this one, which was suf­
fering on efficiency problem s [29]. Thus, Peter Borst, the author of these im plem entations refers 
to the C im plem entation as the first.
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This im plementation of the Wave Interpreter w as written by Peter Borst and de­

scribed in [29].

Only the im plem entation of the Path computation phase of the protocol is de­

scribed below. The other tw o phases (Determination of participant domains and Path 

reservation and set-up) have a straightforward implementation.

The Path computation phase starts from the low est level of the hierarchy and  

sequentially progresses through the hierarchical levels until it reaches the root 

(the low est level parent of both source and destination). Within a single level of 

the hierarchy, our protocol evolves in  parallel w ith in  all domains. Each m anaging  

node initiates a search from each border node of its dom ain to all other border 

nodes. The im plem entation of this "wave-based path search" is described next.

The Wave approach to m obile intelligence requires us first to construct a vir­

tual Knowledge Network (KN) w hich is an abstract v iew  of the physical network  

assem bled by  the w ave agents as they probe its links and nodes. A  K N ([143]) 

can be created using very sim ple code6 as in Figure 5.2.

CR(@#a.Fa=A.7#b.\
4#c.Fc=A.5#d.2#Fa. 1 #Fc)

(a) physical (b) WAVE code for creating the
topology virtual Knowledge Network

Figure 5.2: The Wave implementation for creating a four-nodes network

The algorithm depicted in Listing 5.1 can be applied for the path search w ithin

first-level domains. The nodal costs at this level are zero as no aggregation has 

been performed yet. The corresponding Wave im plementation is depicted in  Fig­

ure 5.3. Since the Wave im plem entation is very compact, the waves used are very  

small.

Both algorithms in  Listings 5.1 and Figure 5.3 describe distributed7 and par-

6See a detailed explanation of this code in Appendix A  (Section A.3).
7Every jump to another node results in the remaining operations being performed on this new  

node.
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allei8 computations performed by w aves as they evolve w hile spanning the net­

work. Due to its recursive spatial control, the use of control rules (e.g., RP and OS 

in Figure 5.3) in WAVE allows coordinated societies of m obile agents to evolve.

Pseudo-code Listing 5.1: The path computation algorithm (for zero nodal costs).

1 Input BorderNodes
2 Input requirements
3 Input managing-node
4 FOR every node G BorderNodes DO
5 Other-Borders = BorderNodes \ {node}
6 netspan (node, 0, NULL, Other .Borders, requirements, managing .node)
7 ENDFOR
8 / /  t h e  d efin ition  o f the n e t s p a n  subroutine
9 n e t s p a n  {node, Path, path.cost, Borders, req, managing.node)
10 jump to node // jump is  a WAVE-specific command
11 / /  which re su lts  in  an e ffe c tive  jump to the specified  node
12 IF Path ^  0 THEN
13 link-cost =  cost of the passed link
14 ENDIF
15 IF node £ Path AND path-cost +  link.cost < req THEN
16 Path = Path U {node}
17 path.cost = path.cost +  L
18 IF node G Borders THEN
19 RETURN Path and path.cost to the managing .node
2 0 TERMINATE / /  current wave terminates upon finding a valid  path
21 ELSE
22 FOR every N  S Neighbours(node) DO
23 n e t s p a n  (JV, Path, path.cost, Borders, req, managing.node)
24 ENDFOR
25 ENDIF
26 ELSE
27 TERMINATE / /  cycle or unavailable resources have been encountered
28 ENDIF

F a l g = R P  (0 S (F c o s t» = 0 , A /~ F b o rd e rs )  , \
A /~ F p a th .F c o 8 t< F re q u ire d .F p a th & A .F c o s t+ L . f l)  , \

F b o rd e rs = A R G l. F re q u ire d = A R G 2 . Fm anag ing=A R G 3.\
© flF b o rd e rs . F c o s t= 0 . \
Fdg.\
F p a th S A . F c o s t+ L . F m a n a g in g . N p a t h & F p a th . N c o s t & F cos t

Figure 5.3: The Wave implementation o f Figure 5.1.

A t the next level of the hierarchy the algorithm m ust consider non-zero nodal 

costs before it does a local broadcast to all neighbouring nodes. Specifically, since the 

nodal cost depends on the outgoing link, each agent m ust (to use Wave terminol­

ogy) make an explicit jump to a specific next-hop node, rather than a broadcast jump 

(to all downstream  nodes), adjusting the nodal cost as appropriate. The extension  

of the algorithm for this operation is depicted in Listing 5.2.

8Multiple societies of mobile agents are generated to perform similar tasks in parallel (e.g. a 
different society is generated from each border node).
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Pseudo-code Listing 5.2: Modification of the path computation algorithm of Listing 5.1 to 
account for non-zero nodal costs.

22 FOR every N  G Neighbours(node) DO
-— > nodal.cost =  corresponding cost for traversing node from Predecessor (node) to N
— > path-cost = path-cost +  nodal-cost
23 n e t s p a n  (N , Path, path-cost, Borders, req, managing-node)
24 ENDFOR

5 .1 .3  M a c r o -r o u t in g  p e r fo r m a n c e

The Macro-routing protocol w ill be compared w ith HDP since this protocol was 

also designed to w ork in MPLS networks. For the example network depicted in  

Figure 5.4, the path chosen by  H DP has a cost of 85, w hile the Macro-routing pro­

tocol found a path w ith  a cost of 59. The HDP approach to topology aggregation 

resulted in a suboptim al path being chosen.

Figure 5.4: Macro-routing versus Hierarchical Distribution Protocol

Macro-routing rapidly finds the optimal path using path computations exe­

cuted in  parallel not only in different dom ains at the same hierarchical level but 

also betw een any tw o border nodes of a domain. However, this parallel operation 

can result in a large number of waves traversing the network. Simulations and an­
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alytical m odels are used below  to investigate this overhead, which, if excessive, 

w ould  render Macro-routing impractical.

To determine the amount of traffic generated by the protocol both the size 

and the number of m obile agents (waves) involved in the routing have to be de­

termined. The size of a mobile agent (in bits) depends on the m obile agent tech­

nology used but, unless excessive, is not likely to lim it the protocol's scalability. 

Counting the number of m obile agents requires either simulating the protocol 

operation over different topologies (such as Figure 5.5(a)) or developing a mathe­

matical formula. Both approaches are considered below. For both cases the worst 

case scenario where all paths betw een source and destination satisfy the QoS con­

straints w as considered, since this gives rise to the m ost waves.

5.1.3.1 The m athem atical m odel for calculating the traffic overhead

The m odel considers only the waves generated by a single border node (see Fig­

ure 5.5(b)).

xn+i =f(XtJ)
(a) simulations (b) analytical model

Figure 5.5: Wave counting tests

A  recursive mathematical formula to yield the number of waves w hich tra­

verse n + 1 nodes based on the number of waves traversing n nodes is described by  

Markov Chain branching processes (also know n as Galton-Watson processes) [35]: 

X n+i — Y lxr! Zn }, where Zn* is the number of waves generated by node k.

It is assum ed that =  0 if the current wave revisits the node k (i.e. if there 

is a cycle) or if node k is a border node (i.e. if a path has been found) and that
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Zn* =  a  otherwise, where a  is the average node degree. Hence,

X n-\-l =  (Xn Cn Bn) • 01,

where Cn is the number of waves w hich end up in cycles and Bn is the number of 

waves w hich found a border node. Moreover, if Cn =  X n ■ pcn and Bn =  X n ■ p^, 

where Pen and Pfm are the respective probabihties of a wave ending up in a cycle, 

and of finding a border node, results X n+i =  X n • (1 — pm — ptm) ■ a. This formula 

gives us the number of waves generated by  one border node. The values of the 

parameters and pbn m ay be estimated b y  simulation.

5.1.3.2 The sim ulation  m odel

Simulation tests w ere performed to continue the analysis from the mathematical 

model.

For all tests the Georgia Tech Internetwork Topology Models (GT-ITM) [175] was 

used to generate random  network topologies. A  few  examples of such topologies 

are presented in Figure 5.6. The corresponding values of number of nodes, num ­

ber of links and connectivity degree for each topology used in our simulations 

are show n in  Table 5.1.

One or m ultiple constraints w ere associated to each link. The m ain metrics 

used w ere administrative cost e  [1,15] and delay e  [2ms, 45ms]. For each link, the 

corresponding metric w as random ly chosen.

Two sets of tests were performed. For the first set of tests, the random topolo­

gies w ith  associated metrics w ere used to create virtual Knowledge Networks. Then, 

waves im plem ented as in Figure 5.3 w ere dispatched within these networks as de­

scribed in Section 5.1.2. Thus, one border node initiated a wave by  using the win- 

ject utility as described in Appendix A .4. The aim of the first set of tests w as to 

count the number of w aves generated and determine how  m any of these w aves 

are useful for the routing process and h ow  m any are not (i.e. end up in a cycle).
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(a) Low connectivity topology (b) High connectivity topology

Figure 5.6: Topologies used in simulation

This allows the cost of searching for "long paths" to be estimated.

The second set of tests w ere performed on tw o-level hierarchical networks 

(see Figure 5.6(c)). Rather than deploying w aves on these networks, an applica­

tion w as developed to generate a list of the paths the w aves w ould  discover. This 

application is presented in Appendix E.

The first step w as to generate a random tw o-level network.

The GT-ITM utility w as used to generate flat (single-level) topologies. The 

specification files generated by the GT-ITM contain information about nodes and 

links. So, the nodes are labelled and the links are presented in the format: fromjnode 

tojnode. The test application reads these topology specification files and associates 

a randomly chosen cost w ith  each link, so that a specific link is now  characterised
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Table 5.1: Details about topologies used in simulation
Flat topologies used fo r counting the number of waves
No. o f nodes N o. o f lin ks Connectivity degree

N L 2L/N
<  9 [5,10] [1.66,2.85]
9 [8,36] [1.77,8]
12 [11, 66] [1.83,11]
13 [12, 78] [1.84,12]
50 [57,74] [2.28,2.96]

Two-level hierarchical topologies
No. o f nodes No. o f links Connectivity degree

N L 2L/ N
4 x 4 =  16 24 3.00
9 x 9 =  81 124 3.06

10 x 10 =  100 149 3.98
12 x 12 =  144 [216,372] [3,5.166]
13 x 13 =  169 282 3.33
15 x 15 =  225 368 3.27
20 x 20 =  400 600 3.00

by its associated cost as w ell. Such cost can contain one or multiple metrics. Us­

ing these flat topologies, the hierarchy is automatically created by taking one flat 

topology for level tw o and using the other flat topologies to expand its nodes to 

represent the first level of the hierarchy. The hierarchy is created in such a w ay  

that no node w ould  have a degree9 smaller than tw o, otherwise the hierarchy w as 

considered invalid. To increase the average node degree, the topologies from the 

first hierarchical level w ith the few est number of links (i.e., the smallest average 

node degree) w ere associated w ith  the nodes of highest degree from the topol­

ogy at the second level of the hierarchy. Thus, dom ains corresponding w ith  such 

topologies w ould  have more border nodes (i.e. w ou ld  be aggregated as nodes 

w ith  highest degree).

For each test from the second set, one source and one destination node were 

random ly chosen so that no direct connection exists betw een them (neither at the 

first level of the hierarchy nor the second). Therefore, the context of each test is

9The d e g r e e  for a specific node is considered to be the number of (inter- and intra-domain) 
links that are incident to it.
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defined by the hierarchy, the random ly assigned costs for each link, the source 

and the destination nodes.

The application processes in turn each dom ain /top ology from the first level of 

hierarchy, so that, for each of them  the costs of all paths betw een all border node  

pairs are com puted, and the path w ith the best cost is selected for the aggregated 

representation. The search for all paths betw een tw o border nodes is done using  

an iterative backtracking algorithm described in Listing 5.3.

Pseudo-code Listing 5.3: Iterative backtracking for finding all paths between two nodes

Input source.node 
Input destination-node
//Path - vector containing the nodes within current path
//Neighbour - vector containing the neighbours o f the current node in  the path
i = 1 / /  current index for Path
j  =  1 / /  current index for Neighbour
Path[i] = sourcejiode
Neighbour\j] =  sourcejnode
WHILE j >0 DO / /  Neighbour ^  0

add.neighbor =  FALSE 
P =  j
FOR EACH node f o r  which, ex is ts  link  between i t B e l f  and Neighbour]p] DO 

IF node £ Path THEN
j  + +
Neighbour\j] = node 
addjneighbor =  TRUE 

ENDIF 
ENDFOR
IF NOT add-neighbor THEN

WHILE Path[i] == Neighbour[j] and j  >  0 DO
i -----
j ---

ENDWHILE 
ENDIF 
i +  +
Path[i] = Neighbour\j\
WHILE Path[i] = =  destinationjnode and j  >  0 DO 

RETURN Path 
j -----
WHILE Path[i — 1] = =  Neighbour\j] and j  > 0 DO

i -----
j ---

ENDWHILE
Path[i\ = Neighbour\j]

ENDWHILE
ENDWHILE_______________________________________________________________________

After finding each path, its cost is com puted correspondingly w ith its each 

metric's type (e.g. b y  adding the link costs if the metric is additive, or m ultiply­

ing the link costs if the metric is multiplicative). From all paths generated by the 

iterative backtracking, the best is selected. W hen only one metric is used, the se­

lection is straightforward. The selection m echanism s used in the case of m ultiple
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constraints are described in Sections 6.1.3 and 6.1.4.

These selected paths are used to build the aggregated nodes for the dom ain in  

the second level of hierarchy. Then, using the same iterative backtracking algo­

rithm, all paths betw een the aggregated "source" node and the aggregated "des­

tination" node are found. Com puting the path costs at the second level of hier­

archy requires nodal costs to be accounted as w ell. These nodal costs are stored 

in  an extended matrix. So that, if w e consider that the link costs are stored in an 

N  x N  matrix called X , where

X[u, v] =  cost of the link betw een u and v,

its extended version w ould  be an (N +  1) x (N +  1) x (N  -I-1) matrix, where

X[u,  0, v] — the link cost betw een u and v,

X[u, v, z] — the nodal cost o f node v if traversed from node u to
<

X[0, u0, tii] — the "nodal" cost of the source node,

X[uk-i,  uk, 0] — the "nodal" cost of the destination node .

In the actual Macro-routing implementation, the source and destination were 

considered border nodes, connected by virtual (zero-cost) links to virtual em pty  

domains. Therefore, the costs for source — to — border „node paths in the source 

dom ain and border.node — to — destination paths in  the destination dom ain were 

also considered nodal costs. A ll considered costs are depicted in Figure 5.7.

The costs of one such path (e.g. p =  { source — u0, U\,u2, . .. uk =  destination}), 

if for instance additive metrics are involved, w ou ld  be

C(p) =  X[0, u0, Mi] +  (j2 i= i X[ui_ 1 ,0 , Ui\ +  X[w2_i, Ui, ui+i]) +  X[uk- 1 ,0 , uk] 

+X[ uk_1,uk,0\.

The paths generated by this application10 are, in  fact the paths the wave pop-

10This application in presented in detail in Appendix E.
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Figure 5.7: Entry in the hierarchy specification file

ulation w ill find (i.e. all possible paths). This application generated cycle11 paths 

as w ell as successful paths. The total number of these paths are in fact the num ­

ber of generated waves, because each path is the record of nodes visited by a wave, 

if waves were used  to find them. The final goal of these tests w as to determine 

the effect on performance of lim iting the lifespan of a wave. Thus, the number of 

w aves as w ell as the Macro-routing algorithm's performance were observed for 

different lifespan values so as to determine the optim al value of this parameter.

5 .1 .4  S im u la t io n  r e s u l t s

5.1.4.1 The w ave  population  evolution  w ith in  flat dom ains

To observe h ow  the w ave population develops in  different contexts, m ultiple 

topologies w ith  different connectivity degrees were investigated. The results de­

picted in  Figure 5.8 show  that a higher connectivity (i.e. 2L/N),  and thus larger

11The cost of cycle paths w as considered -1 .
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number of links (i.e. L), leads to a more rapid wave population increase than does 

a larger number of nodes (i.e. N).

number of waves/link ■

F igure 5.8: Num ber o f waves/link in various topologies

Similar results are presented in Figure 5.9(a) for topologies having the same 

num ber of nodes and varying number of links, w hile Figure 5.9(b) shows that the 

number of w aves w hich end in cycles (and w hich thus do not contribute to route 

discovery) is very h igh  w ith  high connectivity.

For the next tests, the w ave population w as divided into various classes in  

accordance w ith Definition 1.

D efin ition  1 Border, cycle, and alive w aves

Let n be the number of nodes visited by the wave popidation. I define:

•  border w aves - waves which reach a border node and thus have found an n node 

path - Bffl is the number of such waves;

• cycle w aves - waves which reach (as the n-th node) an already visited node, and

thus enter a cycle - is the number of such waves;
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number of links number of links

(a) The average number of w aves/link  in (b) The proportion of waves which end in cy-
topologies w ith 12 nodes as a function of con- cles relative to the total number of waves in
nectivity degree (number of links) topologies with 12 nodes as a function of con­

nectivity degree (number of links)

Figure 5.9: The wave population evolution on different topologies as a function of connectivity 
(i.e. number of links)

•  alive w aves - waves that are still alive and continue to evolve in the network in 

search of a path as they have not encountered any border node nor entered a cycle 

before or when visiting the nth node - Aw is the number of such waves;

The total number of waves which already visited n nodes is given by:

TW =  flM  +  C<r> +  A<Zt> (5.1)

Figure 5.10 presents the number of waves w ithin a network of 13 nodes and 

20 links as a function of the path length (i.e. number of nodes already visited). 

The total number of waves increases w ith  the number of nodes visited until the 

path length is nine. Thereafter the high probability of waves ending in a cycle 

or finding a border node causes the total number of waves to decrease. A  path  

length of thirteen results in a wave population of zero, since the probability of a 

wave ending up in cycle is unity (all nodes have been visited).

These results allow  the cycle probability and the path effort, as defined below, to 

be calculated.

D e f in i t io n  2 Cycle probability
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Figure 5.10: T h e  n u m b e r  o f  w a v e s  p r o p a g a t i n g  f r o m  a  b o r d e r  n o d e .

The cycle probability, or the probability of one wave entering a cycle upon visiting 

the nth node is estimated as:

(5-2)Pc
r<(n)
rp{n) 
-L ill

D efinition 3 Path effort

The path effort is the ratio of the number of ineffective waves which end up in cycles 

after n nodes have been visited to the number of waves which might find a path:

En =
a (n)

A(n) (5.3)

The tests for finding the cycle probability and the path effort were performed on  

three m ain classes of topologies, i.e. w ith  9,12, or 13 nodes. Within each class, the 

connectivity degree is varied from the minimal level of connectivity (i.e. L =  N —l

links), close to the full m esh connectivity (i.e. L =_  N(N- l ) links).

The results obtained for cycle probability, depicted in Figures 5.11, closely match 

the follow ing function,

0, if x <  3
F(x) = (5.4)

where x is the number of nodes already visited (i.e. path length) and N  is the 

number of nodes. The value 3 from (5.4) means that there have to be at least 3 

nodes in order to exist cycles.
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path length (no. of nodes) 

(a) N — 9 and I = 8^36

path length (no. of nodes)

(b) AT= 12 and L = 11,66

path length (do. of nodes)

(c) N =  13 and L = 12J8
Figure 5.11: The cycle probability (see Definition 2)
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The metric called path effort w as considered in order to determine the thresh­

old above w hich the protocol becom es impractical. Figure 5.12 show s that the 

effort involved in finding long paths is excessive w hen more that 7  nodes are 

visited, where 7  =  7 in  the 9 node topology and 7  =  9 in the 12 and 13 node  

topologies. From this results it can be concluded that the protocol m ust be m odi­

fied to ensure its scalability.

5.1.4.2 Lim iting the population o f m ob ile  agents

A  parameter called lifespan is introduced to the algorithm w hich resembles the 

TTL field used in the IP protocol. Its purpose is to limit the number of waves 

generated during route search by reducing the number of generations which the 

parent wave can produce. The rationale for this is that the law  of dim inishing 

returns is assum ed to apply - it is unlikely that an exhaustive search of every  

possible path is necessary to find the optimal path. The m odified algorithm is no 

longer guaranteed to find the optimal path (and indeed w ill find no path if the 

destination is more than lifespan hops away).

The next set of tests verifies the influence of the lifespan parameter on the pro­

tocol performance. The metric used  to evaluate it, and the terms used to describe 

the range of possible outcom es of the revised algorithm, are given below.

D efin ition  4 Efficiency

Let Copt be the optimal path cost between a specific source and destination, and Cact 

the actual path cost obtained by the (sub-optimal) lifespan-limited Macro-routing algo­

rithm. Macro-routing's efficiency is then:

E  =  (5.5)âct

D efin ition  5 Failure, success, best

Let E  be Macro-routing's efficiency as defined in Definition 4 .1 define Macro-routing's 

results as:
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path length (no. o f  nodes)

(a) N  =  9 and L  =  8,36

path length (no. of nodes) 

(b) N  =  12 and L  =

0 2 4 6 8 10 12

patii length (no. of nodes)

(c) N  =  13 and L  =  12/78 

Figure 5.12: The path effort (see Definition 3)
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• failure: no pa th  is fo u n d  (because o f  too low  a lifespan value): E  =  0

• success: paths sa tis fy ing  the requirem ents are fo u n d , and: E  > 0

• best: the paths fo u n d  include the optim al path, i . e . : E  =  1.

The next set of tests were performed on two-level hierarchical networks with 

connectivity varying from 3 to 5.166 and 12 x 12 =  144 nodes. These topologies 

were divided into three different classes based on their connectivity (cd) varying 

in the following intervals:

1. cd e  [3,3.66]

2. cd e  [4,4.5]

3. cd € [5,5.166]

The mean values of the results obtained across the three classes are depicted 

in Figure 5.13. They show that on the given topology (with 12 x 12 =  144 nodes) 

a lifespan value above 5 does not affect Macro-routing's efficiency in a significant 

manner (see Figures 5.13(a) and 5.13(b)), while the number of waves is greatly 

reduced (see Figure 5.13(c) for the ratio between the cycle and the alive waves and 

Figure 5.13(d) for the total number of waves/link). Moreover, when the value of 

lifespan is set to 7 there is no loss in Macro-routing's efficiency, while its overhead 

(i.e. the number of waves) is considerably reduced.

The average communication overhead generated by waves, as depicted in Fig­

ure 5.13(d) is significant for lifespan values above 5, considering the relatively 

small size of the network. This is due to the large networks connectivity as can 

be seen in Figure 5.14, which shows the considerable variation in the number of 

waves generated on three different classes of topologies.

The number of waves generated by Macro-routing is overestimated in this 

results due to the assumption that all paths satisfy the constraints. Demanding 

constraints would significantly limit the number of compliant paths, and thus the 

wave population.
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lifespan

(a) Macro-routing's Mean E f f i c i e n c y

lifespan

(b) Mean proportion of success and best Macro­
routing paths found

p2o

30000

lifespan

(c) Macro-routing's Mean Effort (d) Mean number of w aves/link  generated

Figure 5.13: Macro-routing's performance when lifespan is limited

5 . 2  S u m m a r y

Deploying QoS routing strategies in large networks generates storage, computa­

tional and communication overhead. In this chapter a new routing solution was 

presented that addresses these scalability issues: a hierarchical routing protocol 

for MPLS networks, called M acro-routing , which also has signalling and resource 

reservation capabilities. By using mobile agents (called waves) for the routing 

process, Macro-routing distributes the computational and diminishes the storage 

overheads. The communication overhead generated by disseminating routing 

information does not exist in Macro-routing. That is because the routing infor­

mation is consulted "in-situ". This also allows the most accurate aggregation 

technique, i.e. F ull-M esh , to be used. However, due to its exhaustive search for 

sub-paths, Macro-routing dispatches waves which might generate a considerable 

communication overhead. This overhead is reduced by two strategies: terminat-
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lifespan lifespan

(a) Mean number of w aves/link  generated on (b) Mean number of w aves/link  generated on
topologies with ca e  [3,3.66] topologies with ca G [4,4.5]

lifespan

(c) Mean number of w aves/link  generated on 
topologies with Cd e  [5,5.166]

Figure 5.14: Macro-routing's communications overhead on different topologies

ing any w ave that reaches a border node and im posing a lifespan lim it on the w ave  

population. Moreover, the size of one wave packet is significantly smaller (i.e., 

less than one KB) compared w ith  the link-state packets used to distribute QoS 

routing information (see details about the PNNI packet sizes in [9]). A lso, due 

to the dynam ic nature of the routing information, such link-state packets need  

to be broadcast frequently. In contrast, w aves are only dispatched as needed. 

Thus, it can be tentatively assum ed that the communication overhead generated 

by the w ave population is, at w orse, no greater than the overhead generated by  

the link-state packets w hen  centralised QoS routing mechanisms are used. This 

qualitative argument w ill need to be confirmed by quantitative studies, which is 

a topic for further research.

The tests performed considered the worst-case scenario where the maximum  

number of waves is produced, w hich happens w hen all available paths satisfy the
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QoS requirements. In such cases simulations show that the number of waves is 

sensitive to the connectivity degree (i.e. the number of links) rather than to the 

number of nodes. Moreover, for highly connected networks, most long paths 

terminate in a cycle, and are thus useless for routing purposes. Therefore, the 

lifespan parameter is a desirable feature. Tests run on the two level hierarchical 

networks showed that there exists a threshold over which this parameter sig­

nificantly reduces the communication overhead without significantly impairing 

protocol performance.

The benefits of using an agent-based routing protocol are most pronounced 

when there are multiple path constraints. This is the subject of the next chapter.
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CHAPTER 6

Hierarchical QoS Routing with 

Multiple Path Constraints

"Routing subject to multiple path constraints (e.g., cost and delay constraints) 

is a desirable feature in today's integrated networks in spite of its intractabil­

ity" Whay C. Lee [106]

QoS routing for finding feasible paths that satisfy sim ultaneously multiple 

constraints is called multiple-constrained routing.

6 . 1  M u l t i - c o n s t r a i n t  M a c r o - r o u t i n g

The task of finding a path in the network satisfying m ultiple constraints is partic­

ularly challenging. This problem is even more com plex in the case of hierarchical 

networks (as discussed in Section 3.3.3). The problem here is that since a logical 

link at one level of the hierarchy corresponds to P  paths in the physical network, 

a com plete characterisation of the logical link, where there are M  constraints to be 

m et, requires M  x P  parameter values to be recorded. To do so w ould  negate the
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benefits of topology aggregation that a hierarchical routing scheme brings, and 

so some means must be found to reduce the amount of data used to characterise 

the logical links.

In the case where M  =  1 (the single constraint problem) this is straightfor­

ward. The lowest cost path among the set of P  paths is used to represent the full 

set, since this is the "best" path. This solution is no t available when M  > 1, since 

identifying the "best" path is problematic. The optimal path may be a compro­

mise between the various constraints, and it w ill not be apparent a priori which 

of the P  paths this is.

The obvious solution is to record the metrics of a candidate set of best paths, 

in the hope that one of these will be the appropriate path. This causes two diffi­

culties:

1. the amount of data used to describe a logical link , while reduced, is still 

considerable;

2. some mechanism is needed to record and select the candidate paths.

It is proposed here to address the first problem by extending M acro-routing  to 

handle multiple constraints. The use of mobile agents to perform routing reduces 

the amount of data that needs to be propagated around the network, compared 

to link-state protocols, and the parallel action of multiple agents accelerates the 

process of route discovery. The second problem w ill be addressed by using a new 

method to represent the aggregated topology of a domain, called the extended  

F ull-M esh .

6 .1 .1  T h e  e x te n d e d  F u ll-M e sh  (E F M ) a g g r e g a t e  r e p r e s e n t a t io n

The extended F ull-M esh  (EFM) aggregate representation extends the Full-Mesh 

(described in Section 3.2.1), by allowing not only one "best" path between any 

two border nodes but multiple satisfactory paths. The method shall be illustrated
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using an example network already considered in Figure 5.1. This is redrawn for 

convenience in Figure 6.1(a). This example features only a single constraint, for 

purposes of illustration. The extended  F ull-M esh  representation is found in two 

steps, illustrated in Figure 6.1(c) (and the associated table in Figure 6.1(b)) and 

Figure 6.1(e) (and the associated table in Figure 6.1(d)) respectively.

(a) Physical domain topology

from node to node ordered path costs
from 0 to 1 25. 26. 27. 31,32, 33,42, 43
from 1 to 6 6, 22, 32, 34
from 6 to 7 10. 20. 22,24. 26, 36
from 7 to 0 9.13. 14. 19. 20. 21, 23, 24. 25, 28, 30, 34, 35
from 0 to 6 21,22, 23 ,26,27 , 36
from 1 to 7i ------ 20. 24, 26. 30. 32. 42

(b) ordered path costs for every path found between any (c) the intermediate ex­
pair of border nodes t e n d e d  F u l l - M e s h

from node to node ordered path costs
from 0 to 1 25. 26. 27. 28. 29. 31. 32, 33, 40. 42. 43 ,...
from 0 to 6 19, 21. 22. 23. 26. 27. 29, 31. 32, 33, 36,...
from 0 to 7 9. 13.14, 19. 20. 21, 23, 24. 25. 28, 30, 31,...
from 1 to 6 6. 22, 32. 34. 47,...
from 1 to 7 16. 20. 24. 26. 28. 30. 32. 34. 35, 36, 42 ....
from 6 to 7 10. 20. 22. 24, 26, 30, 32, 36, 38,....

(d) final ordered path costs for every path found between 
any pair of border nodes

Figure 6.1: Building the extended Full-Mesh aggregate representation of a network in two steps

The first step involves searching all the possible paths between any two bor­

der nodes and calculating their costs. Then, for each pair of border nodes the path 

costs are sorted from best to w orst (that is, in increasing order for this example as 

it uses an additive metric). The results are presented in the table shown in Fig­

(e) the e x t e n d e d  F u l l -  

M e s h
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ure 6.1(b). For instance, there are eight possible paths from n od e 0 to n od e  1 w ith  

costs ranging from 25 to 43 and four possible paths from n od e  1 to n o d e  6 w ith  

costs in  the range from 6 to 34. These path costs are used in building the extended 

Full-Mesh aggregate representation b y  using intervals of metrics instead of single 

metric values (see Figure 6.1(c)). This is an intermediate result. The next step 

involves searching for border-to-border paths that traverse other border nodes, 

as explained in Section 5.1.1. Their resulting path costs are also considered for 

building the EFM, and therefore they are inserted (the bold  entries Figure 6.1(d)) 

in the vector of path costs obtained in the first step. The final EFM representation, 

show n in  Figure 6.1(e), does not specify the upper bounds of the path costs vec­

tors/intervals. These bounds can be determined by a variety of m ethods, as w ill 

be discussed in Section 6.1.3.

Next, som e abstract concepts, used  to describe the EFM aggregate representa­

tion are introduced. These are the EFM interval, the cost matrix, the metric vector, 

the path vector and the EFM feasible path.

D efin ition  1 EFM interval

Let

•  g be a graph describing a flat topology, with g =  {V, L, B }, where V  is the set of 

nodes, L is the set of links and B  is the set of border nodes, so that B  c  V.

•  Pi(u, v ) be the i th path between border nodes u and v.

• M  be the number of metrics associated with each link and/or node from the graph 

g. These metrics are considered while computing the paths between any pair (u, v ) 

of border nodes, u ,v  e  B.

• nu,„ be the number of paths connecting any pair of border nodes u ,v  e  B.

• C be the cost matrix for the paths from u to v, where is the value of metric j  

on path Pi(u, v). This is a matrix of dimension nUtV x M. The column vector gj'v is
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the j-th  column ofCu'v and is termed a metric vector as it lists the value of metric 

j  for all possible paths from u to v. The row vector Q ’v is the i-th row of C L,V and 

is termed a path vector as it lists the value of all metrics for path Pi(u, v).

D efinition 2 Feasible paths

Consider a cost matrix Cu,v and a constraint vector A u'v of dimension M  which lists 

the constraint values for each metric. If for some value of i, and 0 < j  <  M

j < a ; - ,  where the j-th  metric is additive, multiplicative or convex ^  ^  

or > AJ’V, where the j-th  metric is concave

then Pl(u, v ) is a feasible path.

The path vector defines a point in an M -dim ensional space. The cost matrix 

defines nU)V such points as illustrated in Figure 6.2. The shaded regions denote 

an M -dim ensional "volume" bounded by the m inim um  and maximum values 

of each metric. Such a region w ill be referred to as an EFM interval. The EFM 

interval and the cost matrix together constitute the EFM representation of the 

network domain.

worst

(b) for three metrics
metric 1 

(a) for two metrics

F igure 6.2: Visualization of the cost m atrix

If all paths satisfying the QoS constraint are retained in the EFM representa­

tion, there w ould  be no aggregation at all. However, this w ould  make the size
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of a wave excessive, especially w hen  there are m ultiple constraints (since a w ave  

has to carry M  x k values for M  constraints and k path vectors). Therefore, a 

threshold, T, is introduced to lim it the number of path vectors in the recorded 

cost matrix. M ethods for reducing the number of path vectors and the effect of 

im posing such a threshold w ill be discussed in Section 6.1.3.

6.1.2 Macro-routing with the extended Full-Mesh aggregation

The hierarchical routing protocol, Macro-routing, can be extended to find m ulti­

constraint paths using the EFM aggregate representation. To explain h ow  EFM 

works in a hierarchical network, consider a very sim ple hierarchical example of 

three dom ains and tw o hierarchical levels. This example is depicted on the left 

hand side of Figure 6.3. The path search is performed using tw o metrics; one 

is additive and the other is concave. The same algorithm can be applied should  

there be only additive or m ultiplicative metrics, w ithout modification. The ele­

m ents of the metric vector corresponding to the additive metric are enclosed in  

square brackets [ ], and this w ill be referred to as the additive metric vector, whilst 

the elem ents of the metric vector corresponding to the concave metric are en­

closed in chain brackets {}  - this is called the concave metric vector.

I define "h" to be the operator for the concave metric and "+" to be the op­

erator for the additive metric. These operators are applied to metric vectors in 

accordance w ith the follow ing rules, where x, y, z  and t are scalar metric values. 

xh y  — min(x, y), 

x&y&cz =  min(x, y , z) and 

{x, y } h z  =  {min(x, z ),m in (y , z)}

{x, y } k { z ,  t }  =  { m in(x , z),m in(y, z), min(x, t),m in(y, t )}

[x, y\ +  z = [ ( x  +  z ), (y  +  z)\ and

[x,y\ +  [z,t] =  [(x +  z) , (y  +  z) , (x +  t ) , (y +  t)]
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The algorithm starts from the source node a by initiating, as in Macro-routing, 

the search for all the participant dom ains. Then, w ithin each participant dom ain  

at Level 0 (all three dom ains in this example), Macro-routing initiates a wave-based 

search for all possible paths betw een all border1 nodes. They w ill be used to build  

the aggregate representations in  Level 1 as depicted in  Figure 6.3.

| ] the additive m e t r ic  v e c t o r  carried by a w a v e  l  f l  \ m e t r ic  v e c t o r s  o f the currant node

{  j  the concave m e t r ic  v e c t o r  carried by a w a v e  ^  affect on the other m e t r ic  v e c t o r

applying a constraint on a m e t r ic  v e c t o r

{ ] { / { } [  I I  1 1 I intermediate & final states of m e t r ic  v e c t o r s  | | number of p a t h  v e c t o r s

F ig u re  6.3: Example fo r  tw o metrics (additive and concave)

There are within Level 0 three participant domains: the source domain, one 

transit domain and the destination domain.

In the source domain there are two border nodes: a  (source) and c. Thus, the 

EFM aggregate representation for the source domain w ill have only a single link 

in this case. The computations for determining its cost matrix start by searching 

all possible paths between the two border nodes a and c.

a —» c =  5,2

a -> 6 -> c =  (1 +  2), (9&4) =  3 ,4

a ^ b - ^  d - > c = (  1 +  2 +  3), (9&3&5) =  6,3

1 Source and destination nodes are also considered to be border nodes (see the description of 
Macro-routing in Section 5.1.1).
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a ^ d ^ c = ( 4 +  3), (7&5) =  7,5 

o —i-d —> 6 —> c = ( 4  +  2 +  2), (7&3&4) =  8,3  

Therefore, the cost matrix for the source dom ain is

3 5 6 7 8

4 2 3 5 3

In the transit dom ain are tw o border nodes: e and h. The possible paths be­

tw een them are:

e —► g —> h =  (5 +  1), (4&6) =  6 ,4  

e - * f ^ > g - + h = (  1 +  3 +  1), (5&3&6) =  5,3

Thus, the cost matrix for the transit dom ain is

^ 5  3 ^

4 /

A t the next level of the hierarchy, i.e. Level 1, there is only one domain con­

taining three nodes, all representing the aggregate format of the domains from  

Level 0. After all these aggregated representations have been com posed (i.e. once 

Level 1 is complete), the m anaging node of the Level 1 dom ain initiates the search 

for all paths traversing this domain. A  wave is released from the source node to 

find all possible paths to the destination node. W hen leaving the source node, the 

wave w ill carry w ith  it the cost matrix for traversing the source node, i.e. the two  

metric vectors [3 ,5 ,6 ,7 ,8] and {4 ,2 ,3 ,5 ,3 } . A t the next node, this information 

(carried by the wave) w ill be used  for the "partial" path processing phase. This 

process is presented in  the right hand side of Figure 6.3 and proceeds in 5 steps:

1. "update" the cost matrix to take account of the metrics of the link just 

passed (from the source node to the transit node). This involves m odifying  

the tw o metric vectors as follows:

[3 ,5 ,6 ,7 ,8] +  4 =  [7,9,10,11,12] and
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{ 4 ,2 ,3 ,5 ,3}&8 =  {4 ,2 ,3 ,5 ,3 }  

The resulting cost matrix is:

(  7 9 10 11 12

4 2 3 5 3

2. apply the constraint tests for each metric vector. On the right hand side 

of Figure 6.3, the second elem ent from the concave metric vector w as elimi­

nated as it did not pass the constraint test. Consequently, the elem ent w ith  

the same index had to be eliminated from the additive metric vector as w ell.

3. "update" the cost matrix resulting from phases 1 and 2 to take account of 

the cost matrix for traversing the current node. This involves m odifying  

the tw o metric vectors as follows:

[7,10,11,12] +  [5,6] =  [12,15,16,17,13,16,17,18] and 

{ 4 ,3 ,5 ,3}& {3,4} =  {3 ,3 ,3 ,3 ,4 ,3 ,4 ,3 } .

After elim inating any identical path vectors (i.e. (16,3) in this case) and 

sorting them in  order o f the additive metric, the cost matrix becomes:

12 13 15 16 17 17 18  ̂

3 4 3 3 3 4 3 y

If there are more nodal traversing possibilities, there w ill be a separate com­

putation for each traversal. The incom ing w ave w ill duplicate w ith the 

number of outgoing links and each w ave w ill carry its corresponding cost 

matrix.

4. apply the constraint tests once more. Here, the last three elements w ithin  

the additive metric vector are eliminated. This w ill have the same effect on
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12 13 15 16 

3 4 3 3

the concave metric vector as w ell, resulting in

V

as the final cost matrix.

5. apply the threshold test. If the number of path vectors w ithin the EFM in­

terval exceeds the threshold, som e path vectors have to be eliminated using  

one of the techniques presented in  Section 6.1.3.

6.1.3 Decreasing the number of path vectors

The number of path vectors m ay increase to a value w hich can negatively influence 

the path com putation process. That is because more candidate paths require more 

com putations, and the size of a wave m ay increase so that the algorithm generates 

too m uch control traffic. The information a wave has to carry, in  addition to that 

of a standard Macro-routing wave, is M  x k x c bytes where M  is the number of 

metrics, k is the number of path vectors, and c is the number of bytes occupied by  

a metric value.

To control the wave size the num ber of path vectors can be lim ited by a thresh­

old T. Each path vector relates to a candidate path, hereafter referred to as an 

EFM path. The m ain factors that govern the number of EFM paths are:

a) The topology of the network. The number of EFM paths m ay increase w ith  

the network connectivity. This, is true especially w hen there are enough resources 

to satisfy the constraints.

b) The number of border nodes per domain. This does not directly influence 

the number of EFM paths w hen building the EFM aggregate representation at a 

single level. However, at the next level of hierarchy the number of border nodes 

becom es the node degree of the aggregated domain. The arguments of condition  

a) then apply.
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c) The number and severity of the constraints. One expects, in general, to

find few  EFM paths where the set of constraints is large an d /or  demanding.

d) The availability of resources.

It m ay be concluded that sparse networks, a large or dem anding set of con­

straints, and a poverty of resources are all contexts in  w hich a threshold m ay be 

unnecessary since the number of EFM paths expected to be found is low. In other 

contexts, for the algorithm to be efficient a threshold value is required to limit the 

number of EFM paths, and thus the number of path vectors, evaluated by waves. 

This how ever is not a trivial problem as it is not obvious a priori w hich path vec­

tor to discard w hen there are too many. In the remainder of this chapter possible 

selection criteria are investigated in order to determine their effectiveness.

Two classes of techniques are presented below  for reducing the number of
/

considered path vectors. One (truncation) is a greedy m ethod through which the 

best resources are occupied first; the other m ethod (random) tries to keep a larger 

spectrum of alternative path vectors.

In describing these techniques below, the follow ing special2 cases are consid­

ered:

• The m ethods are applied to a two-dim ensional EFM interval, (although 

they are applicable on any n-dim ensional EFM interval w ith  n >  2).

• A ll metrics are normalised to He in the range from 0 (best) to 1 (worst).

6.1.3.1 Truncation of the EFM interval

Here paths starting from the "worst" dow n until only T  path vectors remain are 

eliminated.

A  difficulty is that it is not possible to clearly distinguish the worst m ulti­

constraint paths. Three possible m ethods to select these paths are considered 

below. They are schematically represented in  Figure 6.4.

2The restriction to these cases is purely for clarity of explanation.
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(c) simple method 

Figure 6.4: Methods for truncating a two-dimensional EFM interval

The first m ethod, depicted in Figure 6.4(a) progressively eliminates the path 

vectors that are traversed by the line f (x, t )  =  21 — x, w hich lies perpendicular 

to the diagonal from the worst-worst (1,1) com er dow n to the best-best (0,0), as the 

parameter t decreases from 1 towards 0, until (at som e value t  =  t0) (at most) T  

path vectors remain. The path vectors that satisfy the inequality f (x,  to) > y are 

the selected ones3.

Another m ethod, presented in Figure 6.4(b), is similar but the delimitation 

betw een the selected and the unselected paths is not a line but an arc. This arc 

is part of the circle centred at x =  0, y  =  0. The circle's radius, r, varies from 

\/2  dow n to 0 until no more than T  path vectors remain. W hen the appropriate 

radius r =  r0 is found, all path vectors inside the arc are selected. Thus, an path 

vector is retained if it satisfies the inequality \Jx2 +  y2 <  r0.

Figure 6.4(c) depicts the third truncation m ethod, where the worst path w ith  

respect to a single metric is eliminated. The designation of the considered metric 

is done either starting w ith  a random ly chosen metric and then choosing other 

metrics for the next path elimination in a round-robin fashion or based on  a prior­

ity  metric attribute. The chosen attribute m ay change w ith  every path elimination 

allow ing another metric w ith  a higher priority to be the next decision factor. If 

only one metric is used  in the selection process (without alternation), this method  

is referred to as truncate single.

3x and y are the two metrics in this two-dimensional example.
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The first tw o m odels proposed for truncation techniques resemble solutions 

proposed for solving the multi-constraint path problems4 (see Section 3.3.2.3). 

The difference is that the latter were used to select final paths, w hile I use them  

to build an aggregate representation for hierarchical routing.

6.1.3.2 Random selection

Another m ethod for reducing the number of EFM paths is to reduce the density  

of path vectors w ith in  the EFM interval though random selection. Thus, T  EFM 

paths are picked at random from the available paths.

Another "random" path selection that can be im plem ented in a real system  is 

to consider the first T  paths reported back to the m anaging node. This m echanism  

is inherently biased and can also be considered a truncation selection because it 

tends to favor paths w ith  low  delay and few  hops.

6.1.4 Simulation results

The sim ulation environm ent used for Macro-routing's tests, as presented in Sec­

tion 5.1.3.2, w as extended for m ultiple m etrics/constraints. Algorithm s for the 

path selection m echanism s proposed in  Section 6.1.3 were also im plem ented. In 

the remainder of this chapter the im plem ented path selection techniques w ill be 

referred to by the acronyms presented in  Table 6.1.

T able 6.1: The acronyms used for the path selection techniques used for simulation tests
EFM path selection technique acronym
TRUNCATE SINGLE using metric j TS\j]
TRUNCATE NORMAL T N
TRUNCATE RADIUS TR
QUASI RANDOM QR

The quasi-random m ethod im plem ented selects the T  paths for the EFM ag­

gregate representation from the list of paths generated by the backtracking ap­

4The normal method (Figure 6.4(a)) uses a similar linear function to the Lagrangian relaxation 
techniques (e.g. Jaffe's approximation [84]), while the radius method (Figure 6.4(b)) uses a nonlin­
ear function that resembles the one used in the TAMCRA algorithm [55].
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plication described in the second part of Section 5.1.3.2, preserving the order in 

w hich the paths are generated by this application. The selected paths are distrib­

uted across the list, to m inim ise any possible correlations betw een them. Hence 

the z-th path selected is that in position l(i) in  the list, where

l(i) =  i
P
T

w ith  1 <  i < T  and P  is the total number of paths selected.

30 sets of tests w ere run on different hierarchical topologies w ith  tw o hierar­

chical levels (see Table 6.2).

T able 6.2: T o p o l o g i e s  used in the simulation tests
Topology

/nodes
intra+inter dom ain  

links
connectivity

2L/ N
4 dom ains x 4 = 16 20+4=24 3.00
9 dom ains x 9 = 81 110+14=124 3.06

10 dom ains x 10 = 100 137+12=149 2.98
12 dom ains x 12 = 144 208+15=223 3.09
13 dom ains x 13 = 169 265+17=282 3.33
15 dom ains x 15 = 225 343+25=368 3.27
20 dom ains x 20 = 400 565+35=600 3.00

Two additive metrics were used, administrative cost and delay. For each indi­

vidual test, the values for the tw o metrics w ere random ly chosen, for every phys­

ical link w ithin the hierarchical topology, from a g iven interval (i.e. administrative 

cost e  [1,15] and delay e  [2ms, 45ms]).

For all tests, the number of EFM paths to be selected w as lim ited to T  (e.g., 

T =  5 for the first set of tests). This m eans that the EFM aggregate representation 

w ill have flu,v path vectors for every pair of border nodes u,v e  B, where:

(6.2)

Each test perform ed on one topology resulted in different values for the best 

or the w orst costs of the designated metrics. In order to compare them, these
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results were norm alised so that 0 represents the best value and 1 represents the 

worst value of each metric.

The results on all topologies were similar. Figure 6.5 show s the results for tests 

rim on the 20x20 node topology.

A  separate v iew  on the three m ethods (i.e. T S [administrative.cost], TS[delay],  

and QR)  is presented in Figure 6.6. Similar results were obtained on other topolo­

gies (e.g., the topologies described in Table 6.2).

These tests show ed that:

•  TS[j] leads to better results w hen considering only metric j ,  but m ay pro­

duce worse results overall compared w ith  other approaches (e.g., T N  and

•  There are a few  cases w hen the QR  approach finds the best path costs. H ow ­

ever, such cases are rare and form no discernible pattern.

These patterns are not observed on the 4 x 4  node topology, as is show n in Fig­

ure 6.7. It is conjectured that too few  paths are available in such a small network  

for the m ethod of path selection to be significant.

r

0.8

0.6

<DT3

0.2 ft*
T S [admini strative_co st]

TS[delay] x

0.4

TN * 
TR □ 
QR ■ j0
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administrative cost

Figure 6.5: C o m p a r i n g  f o u r  o f  t h e  E F M  m e t h o d s  o n  a  2 0 x 2 0  n o d e  t o p o l o g y
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Figure 6 .6 : D e t a i l e d  c o m p a r i s o n  o f  T S [ a d m i n i s t r a t i v e c o s t ] ,  T S [ d e l a y }  a n d  Q R  m e t h o d s  o n  a  

2 0 x 2 0  n o d e  t o p o l o g y

The difference betw een the TRUNCATE NORMAL and TRUNCATE RADIUS 

m ethods on the tests performed on the 20x20 node topology are insignificant, as 

verified by the detailed /en laged  results in Figure 6.8. This suggests that any 

truncation rule w hich is fair (i.e., which favours no metric in its selections) w ill 

offer similar performance.

To establish whether this w as true in general, the next set of tests were per­

formed on different topologies w ith the same number of nodes (i.e. 12x12  =  144) 

but w ith  different connectivity degrees (i.e. cd e  [4,4.5], and cd G [5,5.3]). Then, 

the upper and lower bounds for each metric were determined from the EFM in­

terval.

This w ill be denoted by the (self-explanatory) nam es minadTn_cost, M A X adm_cost/ 

'WL'iHdeiay/ and M A X delay.
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For each metric interval obtained (i.e., [minadm_cosU M A X adm_C0St\ and [mindelay, 

M A X deiay]), the proportion of paths satisfying constraints lying w ithin these in­

tervals were plotted. Figure 6.9 show s that differences between the tw o path vec­

tor reduction m ethods (i.e. TRUNCATE NORMAL and TRUNCATE RADIUS) 

occur only in topologies w ith higher connectivity degree (i.e. cd £ [5, 5.3]), where 

the path vectors found by the NORMAL m ethod are satisfying stricter constraints 

in a larger proportion than RADIUS paths. Moreover, the TRUNCATE NORMAL 

approach presents in both Figures 6.9(a) and 6.9(b) smaller m in-M AX  intervals.
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Figure 6.9: C o m p a r i n g  T N  a n d  T R  m e t h o d s  o n  1 2 x 1 2  n o d e  t o p o l o g i e s

Next, the macro-routing approach w as compared to an existing hierarchi­

cal routing algorithm. The macro-routing algorithm w as Multi-constraint Macro­

routing w ith EFM aggregation (with T  =  4) and the TRUNCATE NORMAL path 

selection mechanism. This w as compared to a scheme w ith Full-Mesh aggrega­

tion and the Lagrangian-based linear composition5 for selecting the representative 

path for each port-to-port connection used for building the Full-Mesh aggregate 

representation. All metrics were considered equally w eighted w ith di =  where 

n is the number of metrics. Thus, the Lagrangian-based linear composition consid-

5See S ection  3.3.2.
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ered was:

w _ =  ^ k = i i (6.3)
n

The selection m echanism  based on (6.3), however, leads to the same results 

as w ould  Multi-constraint Macro-routing w hen the TRUNCATE NORMAL path 

selection mechanism is applied w ith  T =  1. Thus, the tw o different protocol 

implementations w ill be referred to as T  =  4 and T  =  1.

The results depicted in Figure 6.10 show  that T  =  4 generates much better 

results that T =  1.

(a) Cd G [4, 4.5]

proportion o f paths satisfying the constraints with T=4 
proportion o f paths satisfying the constraints with T=1 

1

adm. cost 45

delay 

(b) cd G [5,5.3]

F ig u re  6 .10 : C o m p a r e  T N  w i t h  T  =  4  a n d  T  =  1 o n  1 2 x 1 2  n o d e  to p o lo g ie s

proportion o f paths satisfying the constraints with T=4 
proportion o f paths satisfying the constraints with T=1 
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The next set of results show  the distribution of the length (i.e. number of nodes 

visited) of all paths found within each dom ain of the hierarchy. The results de­

picted in Figure 6.11, show  the proportion of paths w hose length does not exceed

I, as a function of I. These distributions are show n for the general population 

of paths in the network, as w ell as for the set of paths found using the various 

selection schemes. It m ay be observed that the paths selected using one of the 

im plem ented m ethods tend to be shorter compared w ith  all paths found. For in­

stance, Figure 6.11(d) show s that in a 20 node topology, non of the paths selected 

by any of the truncate m ethods is longer than 12, w hile the QUASI RANDOM  

m ethod finds paths w ith the m axim um  length of 18 nodes.

path length

(a) on an 9x9 topology

path length

(b) on an 1 2 x 12  topology

path length

(c) on an 15x15 topology

path length

(d) on an 20x 20 topology

Figure 6.11: T h e  c o n v e r g e n c e  o f  a l l  a n d  t h e  5 t h  s e l e c t e d  p a t h s  i n  t e r m s  o f  l i f e s p a n

This results provide further evidence that the lifespan parameter presented in 

Section 5.1 restricts the wave population expansion w ithout significantly impair­

ing the performance of the Multi-constrained Macro-routing protocol.
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6 . 2  S u m m a r y

This chapter addresses the hierarchical multi-constrained problem. Thus, the Ex­

tended Full-Mesh (EFM) aggregate representation w as proposed, as a compromise 

betw een the Full-Mesh aggregation and no aggregation. The Full-Mesh repre­

sentation works w ell for finding hierarchical paths based on a single metric, as 

presented in Chapter 5. However, it does not guarantee to find a hierarchical 

path based on  m ultiple metrics, even  if such a path exists. That is because it is 

very difficult to designate a single "best" multi-constrained path for every pair 

of border nodes in order to build the Full-Mesh aggregate representation. EFM 

allows more paths to be considered, and thus increasing the chances of finding a 

viable path. A  disadvantage of the EFM aggregation w hen  used  w ith  the Macro- 

routing protocol is that it can potentially generate too much routing traffic. Thus, 

the size of an EFM representation has to be limited. A number of techniques for 

lim iting the EFM representation w ere presented and discussed in this chapter. 

The tests conducted show ed that tw o of these techniques, i.e. truncate normal and 

truncate radius obtained the best results. Moreover, for highly connected networks 

truncate normal obtained better results than truncate radius. It w as also show n that 

the EFM representation obtained better results than Full-Mesh.

The results, concerning the length of feasible paths, obtained from this new  

set of tests provided further evidence that the use of the lifespan parameter w ill 

not significantly affect the performance of the protocol, w hile reducing the com­

m unication overhead.

A  final observation is that the amount of overhead generated by the Macro­

routing protocol w ith  EFM is, in principle, self-limiting. A  large number of wave 

packets w ill be generated only w hen  a range of routes m eet the multiple con­

straints. However, in  m ost cases, these constraints w ill include bandwidth, so 

that a large population of waves w ill be generated only in network conditions 

where capacity is available to transport them.
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Conclusions

Traditional routing techniques are no longer adequate for newly emerging net­

work applications. Although QoS routing can satisfy the requirements of such 

applications, it is not a mature solution yet and therefore, ongoing research is 

required on efficient QoS routing strategies.

Most QoS routing research proposals consider computing the paths using 

source routing and global state information, and thus they introduce considerable 

computational, storage and communication overhead. The solutions advocated 

here for overcoming the overhead induced by traditional QoS routing mecha­

nism are hierarchical aggregation and distributed routing using one of two mod­

em approaches to network software, i.e. mobile agents and/or active networks. 

The main advantage of using these two technologies is that by dispatching mo­

bile code the routing information can be consulted in -situ . This means that state 

information need only be maintained locally and that the most accurate aggrega­

tion technique can be used, i.e. the Full-Mesh.
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7 . 1  C o n t r i b u t i o n s

This thesis addressed the question whether m obile code offers advantages in 

solving the QoS routing problem. The tw o paradigms considered were active 

networks and mobile agents. The problem dom ain under consideration is that of 

MPLS networks, and thus the first concern w as whether such networks can sup­

port these paradigms. Therefore, a Linux proof of concept w as implemented. 

It show s that the active network paradigm , normally considered in the context 

of IP networks, is also applicable in  MPLS. A  number of applications of active 

networks in MPLS networks were also described, to demonstrate that their de­

ploym ent (and thus that of an active network architecture) in  an MPLS context 

w ould  be worthwhile. Mobile agents are not tied to a specific networking proto­

col. This gives them  an advantage over active networks, since their deploym ent 

in an MPLS cloud requires no special code to be written. M obile agents were 

identified as the preferred paradigm since their search capabilities make them a 

more pow erful tool in im plem enting QoS routing.

M obile agents called waves w ere used to im plem ent a new  scalable hierarchi­

cal QoS routing protocol nam ed Macro-routing which is also capable of efficient 

resource reservation and (label switched) path setup. The Wave architecture itself 

w as developed elsewhere [139]. Compared w ith traditional QoS routing schemes 

w hich use source routing and global state, Macro-routing generates less compu­

tational and storage overhead as the routing information is consulted in-situ in  

a distributed manner b y  the waves. The performance offered by Macro-routing 

w hich finds all feasible paths sim ultaneously am ongst which is the optimal one 

(where it exists), m ight come at the cost of generating too m uch communication 

overhead. The tests performed here proved that the expansion of the w ave pop­

ulation, w hich  is the source of the communication overhead, can be restricted 

w ithout significantly impairing Macro-routing's performance. Another strength 

of Macro-routing is that the distributed route computation using local state al­
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low s the use of the m ost accurate aggregation m ethod, i.e. Full-Mesh. However, 

w hen  processing m ultiple QoS constraints, even  the Full-Mesh representation is 

deficient as it is very difficult or im possible to designate a single "best" path be­

tw een any tw o border nodes in order to build the aggregate representation. Thus, 

a new  aggregation technique has been proposed nam ed Extended Full-Mesh (EFM) 

w hich is a compromise betw een Full-M esh aggregation and no aggregation. This 

new  technique allow s more than one border node - to - border node links to be 

considered (if they exist). The tests conducted here show  that this representa­

tion offers better results than Full-Mesh. A  disadvantage of the EFM aggregation 

technique w hen  used w ith  the Macro-routing protocol is that it can potentially 

generate excessive routing traffic. Thus, the size of an EFM representation has 

to be lim ited. A  number of techniques for lim iting the EFM representation were 

presented and discussed in this thesis. The tests conducted show ed that tw o of 

these techniques, i.e. truncate normal and truncate radius, obtained the best re­

sults. Moreover, for highly connected networks truncate normal obtained better 

results than truncate radius. The final observation resulted from tests w as that 

the am ount of overhead generated by the Macro-routing protocol w ith EFM is, 

in  principle, self-limiting. A  large number of wave packets w ill be generated only  

w hen a range of routes m eet the m ultiple constraints. However, in m ost cases, 

these constraints w ill include bandwidth, so that a large population of waves w ill 

be generated only in network conditions where capacity is available to transport 

them.

7 . 2  F u t u r e  w o r k

M y experience and results of the research conducted by  others support the idea 

that m obile agents are a technology that w ill becom e very useful, and perhaps 

even critical, in m any areas of distributed system  such as network routing. Recent 

developm ents in the use of the Internet underline the importance of agents in
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information-intensive applications. Thus, m y future focus w ill be on exploiting 

the work presented here in tw o m ain directions described as follows.

The Macro-routing protocol, as developed during the programme of research 

docum ented here, is very m uch a prototype. A n obvious next step is to augment 

the current im plem entation to make it deployable in the field. This w ould allow  

its scaling properties to be quantitatively evaluate and compared to reval link- 

state protocol such as PNNI. This w ou ld  require the existing interface between  

the routers for routing table maintenance and the routing protocol in soft MPLS 

routers to be reverse-engineered. D eploym ent in commercial routers w ould  re­

quire a measure o f vendor support. Another issue to investigate is the number 

of paths to be stored in  the EFM representation, and this w ill be undertaken in 

conjunction w ith  a study of a w ider range of path selection mechanisms. Finally 

the tradeoff betw een dom ain size and the number of hierarchical levels in a large- 

scale deploym ent merits investigation.

A  second area of investigation is to study the relevance of Macro-routing in  

contexts other than MPLS in the Internet core. A n area of particular interest is its 

suitability for deploym ent in wireless network. The difference is at the link layer 

and below, plus the possibility of node mobility, w ould  provide n ew  challenges 

for the protocol. Issues to consider w ou ld  be whether the broadcast features of 

w ireless networks could be used  to accelerate w ave deploym ent, whether the 

m obile agents could support novel forms of handover, and, in general, whether 

m obile code is a natural fit to the routing problem in mobile networks.

7 . 3  C o n c l u d i n g  r e m a r k s

The deploym ent and developm ent of efficient QoS routing strategies, although 

very difficult in the current Internet, is essential to provide reliable transport for 

critical future traffic (e.g., m ultimedia, real-time). In this thesis I have presented 

specific QoS issues and current solutions to address such issues. I also proposed
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new and more efficient QoS routing, resource reservation and path setup solu­

tions which use modem techniques (i.e. active networks and mobile agents).

These solutions, if deployed in a live network, should assist the migration 

from a best-effort service model to a future Internet that robustly supports real­

time applications and others with stringent QoS requirements.
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APPENDIX A

The Wave Concept

The Wave concept is best described in Sapaty's1 publications [139-146], and Borst's2 

publications [29-31]. This appendix is a mere schematically presentation of basic 

elements.

A . l  K n o w l e d g e  N e t w o r k s

The Wave system creates and processes knowledge networks (KNs), which con­

sist of nodes connected by directed or non-directed links. As depicted in Fig­

ure A .l, a KN maps into the real network such that one or more KN nodes may 

reside on one physical node, while KN links connect KN nodes, mapping on one 

or more physical links.

All KN nodes have unique addresses, which consist of two consecutive parts: 

a unique address of a node in a computer's memory and a unique address of 

the computer in a computer network. Both KN nodes and links have individual 

contents (or names) represented as arbitrary strings of characters.

1Peter S. Sapaty is the creator of the WAVE concept.
2Peter M. Borst wrote the first C implementation of a Wave interpreter.
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(a) The physical network (b) The Knowledge Network

F igure A .l:  The m apping of the K now ledge N etw ork  on the physical network

A ny K N node m ay be accessed from any other KN node either directly, by  

their contents or addresses (direct hops), or by propagating through KN links (sur­

face hops). Both direct or surface hops m ay be either selective (i.e. to a particular 

node), or broadcasting (i.e. to more than one node, including the cases where all 

other K N nodes are accessed by a direct hop, or only all neighbouring nodes by  

a surface hop).

A . 2  T h e  o r g a n i s a t i o n  o f  t h e  W A V E  l a n g u a g e

The general syntax of the Wave language, as described in Figure A.2, reflects its 

operation m ode, that is to propagate (parallel and asynchronous) through dis­

tributed data represented as a K nowledge N etw ork (KN).

A s already stated in Section 2.5.4.1, a Wave program, or a wave, consists of re­

cursive sequences of parallel (separated by comma) a n d /or  sequential (separated 

by period) spatial actions over KNs, called moves.

M oves can be either simple moves (i.e. sequences of data units separated by ele­

mentary operations, or acts), or compound moves (i.e. arbitrary waves in parenthesis 

w hich m ay be preceded by control rules).
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(tletter^

I n ^

-] I

{*}

string

zero or more repetitions ofX

(\le tter! I 

Fk )lc
$  SQ I OS I OP I AS I AP I RP I WT | CR

#1 ~l /~l < I <=l + l-I *1 /I K %| & I =| ?| !

[  X ] X is optional separates alternatives

Figure A.2: The syntax of the Wave Language

Data units are either sequences of vector elem ents separated by semicolon, 

or spatial variables. Elements of a vector are string elem ents or scalars and they  

m ay be accessed, using vector acts (see Table A.3), either by their indices or by  

contents. Indices m ay address vector elem ents from the beginning, starting w ith  

1 and being positive, or from the end, starting w ith  -1 and being negative. The 

number of vectors elem ents is not declared in advance and m ay vary (i.e. increase 

or decrease) during computations.

Strings are delim ited by single quotation marks, w hich can be omitted if the 

string contains only letters, digits and the underscore sign. It is recommended  

that strings starting w ith  capital letters be placed in  single quotes, as they m ay  

be interpreted as spatial variables, rules, or special scalars. A  common scalar is a 

string optionally prefixed by a sign (+  or —). A  special scalar is one of the reserved 

w ords in Table A .I.

Spatial variables are physically distributed in a K N space. They are divided  

into tw o classes, as depicted in Table A.2, as task variables serving different user 

algorithms, and environmental variables allowing access to different elem ents of
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Table A.1: Special scalars in Wave
LONG

NOTATION
SHORT

NOTATION EXPLANATION

D IR E C T @
used as left operand of a jump, provides the 
direct access to the node(s) determined 
by the right operant (e.g., @J)a)

IN F IN IT E $ (used to be used as local broadcast)
A N Y used as a left or right operand of a jump 

provides broadcasting w ave propagation
S T A Y represents an em pty m ove which performs 

no operation

N O N E
represents em pty vector elements, or used as 
right operand in an assignm ent removes 
the left operand object.

A B O R T 3 state that triggers an emergency abortion of 
the entire w ave program.

T R U E 2
state that indicates "full success" and allows 
the developm ent of further w aves from 
the current node.

D O N E 1
state that reflects the com pletion of that w ave  
program w hile forbidding further developm ent 
of it.

F A LSE 0 state that indicates "failure" of the w ave  
program w ith  blocking of its development.

both virtual (KN) and physical (computer network) environment. Environmental 

variables C, A, P, L, O, T, E, V are stationary (i.e. reside on  a node), w hile M, I are 

m obile (i.e. travel w ith in  a wave).

Acts, or elem entary operations, as described in Table A.3, can be either control 

acts performing local data m anagem ent and control in KN nodes, or fu s io n  acts 

processing local data w ithin nodes.

Rules are special Wave language constructs w hich set up constraints in the 

developm ent of w aves they precede. They m ay be nested recursively in a w ave  

string. Usually they suspend the remainder of the w ave program directly follow ­

ing the w ave they control and release it after the com pletion of the ruled wave. 

The presentation of Wave rules is contained in Table A.4.

195



Appendix A The Wave Language

Table A.2: Wave spatial variables
Task variables

Nodal Variables > start w ith  capital letter N
> reside on KN nodes

Frontal Variables > start w ith capital letter F
> belong and travel within a wave

Environm ental variables

CONTENT (C)
t> content of the current node 
i> assignm ent of an em pty (NONE) 
to C rem oves this node from KN

ADDRESS (A) > address of the current node
PREDECESSOR (P) > predecessor node address

LINK (L)
> content of a passed link 
o assignm ent of an em pty (NONE) 
to L rem oves this link from KN

ORIENTATION (O)
t> orientation of a passed link:
+ if traversed along its orientation 
- if traversed opposite its orientation

TERMINAL (T)
> special read and write variable 
w hich represents a terminal 
accessible from the current node

ENTRY (E)
o holds the nam e of the entry node 
w hich is a full network nam e 
of the current computer

VICINITY (V)
t> vector of nam es of computers that 
have Wave interpreters activated and 
linked directly to the current interpreter

MAP( M)
t> the m ap of KN
> vector of networks nam e and addresses 
of computers into w hich the created KN  
is distributed

IDENTITY (I) > alfanumeric string representing 
the identity of a wave (individual color)
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T able A.3: Wave acts
Control acts

Hop Ü hop betw een KN nodes
Filters

/  ~  

/== 
< 

<= 
> 

> =

belongs
does not belong  
equal 
not equal 
less
less or equal 
greater
greater or equal

Assignment = assignm ent
State generator ! generates one of the states: FALSE { 0 ) , 

DONE ( 1 ) ,  TRUE ( 2 ) ,  ABORT (3 )
Code injection

A
allow s injection of arbitrary strings 
into a w ave and executed im m ediately  
as program code

Fusion acts
Arithmetic acts +

*
/

add
subtract
m ultiply
divide

Vector acts & append vectors
f in d /reco rd  by  index 
find /reco rd  by content 
assignment

Vector-String conversions 1
%

split string into vector 
merge vector into string

String operations

V 
£=

V 
g? string concatenation 

concatenation of string vectors
External calls

?
enables access to any other systems 
on the sam e host v ia  the basic 
operating system
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Table A.4: Wave rules

Splitting  and branching rules

SQ
SEQUENCE
> activates all branches sequentially regardless of their resulting state

OS
OR SEQUENTIAL
t> activates branches sequentially until a branch returns TRUE or DONE

OP
OR PARALLEL
> activates branches in parallel and selects the branch that first replies with 
the state TRUE or DONE w h ile  discarding all other branches

AS
A N D  SEQUENTIAL
> activates the branches sequentially if all return TRUE or DONE and stops if 
any returns FALSE

AP
A N D  PARALLEL
> activates all branches in parallel and discards all branches still running if 
any returns FALSE

RN
RANDOM
> random ly chooses a single branch am ong those formed b y  the 
splitting procedure.

O ther rules

RP
REPEATE
> first lets the wave to develop freely in KN, and if terminates in TRUE,
the entire program, consisting of the RP-embraced w ave follow ed
by the w ave remainder, w ill be reapplied on the discovered set of K N nodes

W T
WATT
> suspends the w ave remainder until the entire controlled w ave terminates, 
resulting in logical w ave synchronisation

ID
INDIVISIBLE
> treats the w ave as an indivisible operation in  the relation w ith  the current 
node, w h ile  blocking all shared node resources from being used  
sim ultaneously by  other w aves

CR
CREATE
> supplies the w ave em braced w ith  the pow er to create or to extend  
the K N topology, w h ile  navigating in space.

RL
RELEASE
> m akes the w ave it embraces independent from the m ain program control.
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A . 3  W a v e  e x a m p l e :  C r e a t i n g  a  K n o w l e d g e  N e t w o r k

Arbitrary networks can be created in  Wave using a w ave embraced by a CR ("cre­

ate") rule. This rule allows a distributed topology to be created w ithout repeating 

CR for each elem ent because the CR-rule is inherited w hen w aves replicate [142]. 

There are a variety of possible strategies for creating the same topology. Two 

strategies for creating a reference four node network topology are described be­

low.

The first strategy, depicted in Figure A.3, which is a more detailed version of 

Figure 5.2, operates sequentially. Here the network is created in  six stages. In

CR(@#a.Fa=A.7#b.4#c.V 
Fc=A.5#d .2#Fa. 1 #Fc)

©

CR(7#b.4#c.Fc=A.
5#d.2#Fa.1#Fc)

<  Fa=[a]

(a) stage 1
3

(b) stage 2

©

©

©
CR(5#d.2#Fa.1#Fc) 

Fa=[a] Fc=[c]

5
(d) stage 4

©

© ■ ©

G> ©

C R (2#Fa.
1#Fc)

Fa=[a]
F c = [C ]

5
(e) stage 5

Figure A.3: Sequential creation of a four-nodes network topology

the first stage a direct hop is performed to node a, w hich is then created as a 

single-node KN. Moreover, the address of node a is saved in the frontal variable
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Fa. In the second stage, this newly created KN is enlarged, by the addition of one

associated attribute 7. The network is further expended in the following stages by 

adding two more nodes (i.e., c and d) and four more links with the attributes 4,5,

node (e.g., a or c), its absolute address is used. These addresses are obtained by 

accessing a special variable A  (ADDRESS), which returns the absolute address of 

the current node. These addresses are recorded in frontal variables (e.g., Fa and 

Fc) and carried with the waves for further use. If the name of the node is used 

instead of its address the result would be the creation of duplicate nodes with the 

same name but different addresses.

The second strategy for creating the reference network topology (also de­

scribed in detail in [143]) is depicted in Figure A.4 and contains only four stages, 

since it uses parallelism.

more node b, which is connected to node a through a non-directed link with the

2, and 1 respectively. Any time an explicit hop is performed on an already existing

CR(@ #a.F=A.1#c.
<4#b.7#F),(5#d.2#F))

(a) stage 1 (b) stage 2

CR
7#F

F=[a] CR(5#d.2#F)

(c) stage 3 (d) stage 4

Figure A.4: Parallel creation of a four-nodes network topology

The parallel sequences are separated by a comma (,). Clearly this second strat­

egy is more efficient, but it requires a prior analysis of the network topology.
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A . 4  T h e  W a v e  I n t e r p r e t e r

A.4.1 The first C implementation of the Wave Interpreter

The C im plem entation of the Wave Interpreter w as written by Borst, w hile he 

w as a student at the University of Karlsruhe, and is described in  detail in [29, 

31]. The basic information required to inject a Wave program, so that it w ill start 

navigating the network and performing arbitrary computations in  a parallel and 

distributed manner, is presented below.

The structure of the Wave interpreter, is depicted in Figure A.5. The wkernel 

process is the central elem ent of the architecture, and im plem ents the processing 

and control o f the Wave language. The process w hich performs the interface 

betw een the Wave interpreter and UNIX is called wexec and executes the external 

calls of the Wave language w hich specify a sequence of Unix commands.

C 3; Kernel Process

/  \  UNIX Interface Process

[___ J Communication Processes

| | User Interface Process

Computer
Network

Figure A.5: The Wave Interpreter
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The communication processes are connected to the Wave kernel through the 

w server process, w hich is responsible for the m anagem ent of m essage buffers and 

m essage exchange w ith  the Wave kernel. M essage transmission is performed by  

the w send  com m unication process, w hile m essage reception is the responsibility 

of the wrecv communication process.

A  further process, w hich does not appear in Figure A.5, is called the w start 

process. It is responsible for the initialisation and termination of the five processes 

m entioned above (i.e., wkernel, wexec, w server, w send, and wrecv). During the 

startup of the Wave system , w start creates the IPC structures for the interprocess 

communication and then activates all other processes in turn, synchronising them  

so that they start sim ultaneously [29].

The user interface to the Wave system  is performed by the w in ject process, 

w hich is fully em bedded in  the UNIX operation system  and m ay be called like 

any other UNIX command. M ultiple w in jec t processes m ay be active at the same 

time, each having a unique query identifier, automatically attached to the sub­

m itted query3. Thus, the Wave kernel can distinguish betw een different sources 

of injection and know s where to return the output of the Wave programs. Hence, 

m ultiple input and output streams betw een different w in ject processes and the 

w kernel process can be served simultaneously.

The injection of Wave code can be done, by  using the w inject utility in either 

interactive (using the -i option) or noninteractive modes. In the interactive m ode, 

the user is provided w ith  a prompt at w hich m ay directly type Wave programs. 

The termination of the Wave program coincides in  this case w ith the termination 

of the w in jec t process. In the noninteractive m ode, w inject interprets its arguments 

to be the nam es of files containing the Wave programs to inject. If no files are sup­

plied, it is assum ed that they w ill appear on the standard input. If more than one 

file is supplied, w in jec t submits them to the Wave kernel sequentially and termi­

nates only after all Wave programs (that have been injected) terminate. Parallel

3Q ueries overlapping in  one interpreter are processed concurrently in a tim e sliced fashion.
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injection of Wave programs is also possible, sim ply b y  invoking separate w inject 

processes.

A.4.2 Wave interpretation. The Wave Automaton

Basic description of the com ponents of the Wave implementation presented in  

Section A.4.1, is given below. More details about the architecture of an Wave 

Interpreter are given in [142,143].

The m ain com ponents of a Wave Interpreter, as described in [142, 143], are 

depicted in Figure A.6.

Figure A.6: The Wave Interpreter Architecture

The in com ing  queue collects w aves a n d /or  echoes received from other Wave in­

terpreters, w hile the ou tgo ing  queue collects w aves an d /or  echoes, already processed  

by the current interpreter, and w hich m ust be sent to other interpreters.

The m ain elem ents of the Wave Interpreter architecture are the three func­

tional units: parser, data processor, and control processor.

The first unit an incom ing w ave w ill encounter is the parser, w hich performs 

all the necessary manipulations for the recognition, decomposition, modification  

and execution of the code [143]. These operations include:
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• Rem oving unnecessary elements: redundant parenthesis, spaces, comments;

•  Replacing the nam e of the rules by  their abbreviations, the constants by  

their values, and expanding w aves w ith  new  w aves specified as procedures;

•  D ecom position of w aves into their heads and tails, and splitting the head  

into sectors and replicating the tail for each sector if necessary;

• Tracing hops b y  new  tracks, and determining dynamic track branches cor­

responding w ith  the rules encountered in waves;

•  Maintaining a pool of suspended w aves, w hich are w aiting for their desti­

nation set of nodes (on which they are supposed to execute) to be defined;

•  Determining the operations to be performed by the data processor.

W hen the head of the parsed w ave contains an act, nodal or environmental 

variables that m ust be evaluated, it is sent to the data processor. This functional 

unit executes all (control as w ell as fusion) acts (see Table A.3), and manages 

all nodal and environmental variables as w ell as the KN topology residing on  

the current node. U pon executing an act, the data processor sends either an ac­

know ledgm ent back to the parser, or new  w aves processed or retrieved4 as data. 

It invokes the control processor for linking new ly  created nodal an d /or  frontal 

variables to tracks. The data processor also makes any connections w ith  other 

system s that are resident on the same host (e.g., the established interface between  

the UNIX Operating System  and the im plem entation of the Wave interpreter de­

scribed in  Section A.4.1).

The control processor maintains the track forest, w hich represents the m ain spa­

tial control structure of the distributed language interpretation [143], and the ac­

tive rules. Thus, the control processor executes the rules discovered in w aves by  

the parser, and based on their result creates/updates the corresponding tracks.

4Nodal or frontal variables may include new procedures.
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It also processes echoes, m erging them  in track nodes. Upon terminating w aves, 

the control processor triggers the process of garbage collection in the data proces­

sor (for deleting redundant variables), w hich is associated w ith the deletion of 

tracks.

A . 5  W a v e  P r o g r a m s

The im plementation introduced in [29], and summarised in Section A.4.1, uses 

three m ain classes of Wave programs.

Plain Wave programs are "normal" Wave programs, written using the syntax of 

the Wave language as described in A.2 and injected by using the winject 

process. They usually have the .wave extension.

Parametrised Wave programs are Wave programs w ith  special placeholders for 

parameters. The parameter substitution is performed by a utility program  

called the Wave preprocessor. Thus, such programs have the .wpp extension.

Wave applications are com plex UNIX shell scripts w hich im plem ent user queu­

ing, preprocessing, com position and injection of Wave programs.

In the Wave im plem entation described in  Section 5.1.2 (Figure 5.1) a para- 

meterised Wave program w as used, w hich w as invoked by using the following  

com m and line:

w pp -f my_alg.wpp 'a0;a3;a4;a7;a8' '100' 'a2' | winject >  output_geo20

Here a0; a3; a4; a7; a8 are the border nodes betw een which all paths are to be 

found, 100 is the cost constraint, and a2 is the m anaging node responsible for col­

lecting and and analysing the results in  order to prepare the aggregated topology. 

After the algorithm is preprocessed by the wpp utility, it is injected in the network  

(through the Wave interpreter).
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A . 6  M e s s a g e s  i n  W a v e

The communication in  Wave is based on a message passing m odel [31]. In order 

to assess Macro-routing's com m unication overhead, a closer look at the packet- 

s / m essages generated b y the Wave system  is needed. The main Wave m essages 

are [31,143]:

Waves, w hich contain Wave programs;

Echoes, w hich are m essages used by  the rules to be sent backwards via tracks to 

assess success or failure of the w hole w ave branch at the root;

Tails, w hich are remainder of Wave packets suspended upon rule execution and

reactivated  u p o n  notification by  echoes.

The structure of these m essages is depicted in Figure A .7 and their possible 

content in  Table A .5 [31].

Waves:

Echoes:

Tails:

Figure A.7: The Wave Interpreter

Table A.5: Contents o f Wave messages
HEADER CONTROL PART DATA PART CODE

Type D estination Track Flags KN Ref. Local Data
WAVE KN node Pred. / / /
ECHO Track node Succ. - - / -
TAIL Track node Pred. / - - /

The destination of an echo an d /or  tail m essage is a track node. That is be­

cause echo a n d /o r  tail m essages are generated w hen rules are used. Moreover,
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as indicated by the ''Track" field in the Control part of the echo message, such  

m essages travel backwards in  the KN, follow ing the trails left by rule-embraced 

w aves (i.e. tracks). The m ode flags in the control part are present only in w ave  

and tail messages. They usually define special properties relating to the control 

rules (e.g. CR) as w ell as to garbage collection [31,143]. K N references, available 

only in a w ave m essage, correspond to the m obile environment (e.g., the source 

of the w ave, the link passed, the orientation of the link passed). Local data is 

available in w ave m assages, containing the colour or identity of the w ave and 

its frontal variable, and in echo m essages, containing the state transmitted (e.g., 

TRUE, DONE, FALSE, ABORT). The code part, present in w ave m essages and 

tails, contains the actual w ave code.
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Linux, MPLS-LINUX, and User-Mode 

Linux

B . l  T h e  L i n u x  O p e r a t i n g  S y s t e m

Linux is a Unix-type operating system. It had its origins in 1991 w hen a young  

student from the University of Helsinki in Finland, called Linus Torvalds wrote a 

kernel for a new  Unix-like operating system  w hich he called LINUX. Since then, 

the Linux Kernel w as rewritten m any times by  its creator together w ith  m any  

other programmers w orldw ide and continues to develop under the GNU General 

Public License (GPL)1 reaching in January of 2005 the stable version 2.6.12.

Its advantages, of free distribution, functionality, adaptability and robustness, 

have m ade it the m ain alternative to proprietary Unix and Microsoft operating 

system s for servers. IBM, Hewlett-Packard and other giants of the computing  

w orld have embraced Linux and support its ongoing development. Its use as 

a hom e and office desktop operating system  is also on the rise. The operating

aS e e : h t t p :  / / w w w .g n u . o r g / c o p y l e f t / g p l  . h t m l

208

http://www.gnu.org/copyleft/gpl


Appendix B Linux-UML

system  can also be incorporated directly into microchips in a process called "em­

bedding" and is increasingly being used  in this w ay in  appliances and devices.

Netw orking support in Linux is advanced and superior to m ost other Op­

erating Systems. Since the people developing Linux collaborated and used the 

Internet for their developm ent efforts, networking support came early in Linux 

developm ent. As an Internet server, Linux is a very good choice, often outper­

form ing W indows NT, N ovell and m ost UNIX system s on the same hardware 

(even multiprocessor boxes). Linux is frequently chosen by leading businesses 

for superior server and network performance.

B.1.1 The mpls-linux project

The mpls-linux project is an open source effort to create a set of MPLS signalling 

protocols and an MPLS forwarding plane for the Linux operating system.

MPLS for Linux becam e a Sourceforge project in 30 Novem ber 2000. It consists 

of tw o packages:

• m pls-linux - the Linux Kernel based forwarding plane released under the 

G N U  General Public License (GPL);

•  ldp-portable - a portable version of the LDP protocol released under the 

Lesser General Public License (LGPL).

More details, the description and code sources of the tw o packages are available 

at: h t t p : / / s o u r c e f o r g e  . n e t / p r o j e c t s / m p l s -  l i n u x / .

It is also possible to m anipulate MPLS tables from userspace, add/m anipu­

late incom ing and outgoing labels and establish (manually) Label Switched Paths 

(LSPs). The m ain tool to do this is mplsadm2.

2This utility was used to set up a LSP path for the sample application described in Sec­
tion 4.2.1.1
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B.l.1.1 The mplsadm  u tility

This utility is a userspace application that uses the MPLS subsystem  parts to man­

ually create LSPs from the com m and line. Figure B.l presents the command line 

and the parameters for the mplsadm utility.

u s a g e :  m p l s a d m  [ A D B U d h v T : F L : I : 0 : i : o : m : ]

-A add modifier

-B bind modifier

-D delete modifier

-U unbind modifier

-d toggle debug

-h this message

-V verbose info

- r <tunnel name>:<dest addr> mpls tunnel

-L cinterface name>:<label space> set the label space for an interface

- i cinterface name>:<label space> disable the label space for an interface

- i <gen|atin|fir>:<label>:<label space> create|delete an incoming label

- o <key> set a key for an outgoing label
* <opcode:opcode data>+ specify instructions for an incoming label

-o <opcode:opcode data>+ specify instructions for an outgoing label

-m <mtu> specifies the MTU

Figure B.l: Command line usage for mplsadm

A n exam ple of using mplsadm to set an outgoing label is presented in Fig­

ure B.2. Here a new  outgoing generic label (with label value 16) is allocated to

be used  betw een  the host LSR and  its dow nstream  LSR identified  by address 

128.104.17.130 and w hich can be reached via the interface ethO.

More details and m any more exam ples can be found at the Sourceforge site: 

h t t p : / / m p l s - l i n u x . s o u r c e f o r g e . n e t / . Specific steps to be follow ed for 

setting up a Label Switched Path (LSP) are also presented there. However, the 

mplsadm utility  w o u ld  n o t suffice for setting  up  an  LSP. The netfilter' framework

3Netfilter is described in Appendix C
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mplsadm -A -OO
A-.A

-o push:gen:16:set:eth0:ipv4:128.104.17.130
— -A------—  — ------—— -------------------------------

add
IP addr of next hop 

following info is ipv4 for the next hop 

out going interface 

set the next hop info

label 

generic label 

push a label

specify the intructions associated with this out label

specify a key of 0 when creating a new out label 

outgoing label

Figure B.2: Allocate /  Establish an out-going label using mplsadm

is also used for mapping the actual traffic to the LSP by specifying Forwarding 

Equivalence Classes for the ingress Label Switched Routers.

B.1.2 User-Mode Linux

User-Mode Linux (UML)[61] is a w ay of running multiple virtual machines on a 

single physical one. Each virtual machine is able to run a different Linux instance4 

and all instances have separate resources.

The partitioning of a large machine into a number of virtual machines also has 

security advantages. If a virtual machine gets compromised, it w ould not affect 

the other virtual machines. Thus, UML is m ost frequently used for:

•  kernel developm ent and debugging

•  process debugging

4They can be different Linux distributions or feature differen kernel versions.
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•  safely playing w ith  the latest kernels

•  trying out n ew  distributions

It can also be used in  education w hen  students need a dedicated machine. 

With a proper configuration which gives limited access, nothing that is done on a 

virtual machine can change or dam age the real computer, or its software. More­

over, UML virtual machines can be interconnected to each other, to the host, and 

to other physical machines in order to emulate a network. Thus, m any universi­

ties w hich are running courses on OS internals and networking use UMLs.

The actual architecture of User-M ode Linux is the one depicted in  Figure B.3(b), 

where it can be seen that the virtual machines run as com m on Linux processes.

Process 1 Process 2

Linux Kernel

Hardware
e I

Process 2

Process 1 User Mode Linux

Linux Kernel

Hardware

(a) (b)

Figure B.3: (a)The Linux Kernel (b)The User-Mode Linux Kernel

That m eans that if normally, the Linux Kernel communicates directly w ith  the 

hardware (video card, keyboard, hard drives, etc), and any programs which run 

ask the kernel to operate the hardware as show n in Figure B.3(a), the User M ode 

Linux Kernel is different. Instead of talking to the hardware, it talks to the real 

Linux kernel (called the "host kernel"), like any other program. Programs can then 

run inside User-M ode Linux as if they were running under a normal kernel, as 

show n in  Figure B.3(b).

The Sourceforge site (i.e. h t t p  : / /u s e r -m o d e  - l i n u x .  s o u r  c e f  o r g e . n e t / )  

presents detailed guidelines for User-M ode Linux installation.
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Netfilter

Netfilter [136-138] is an advanced framework within the Linux kernel that offers 

the possibility of packet mangling (i.e. modification of the header or payload con­

tents). For each networking protocol netfilter implements "hooks" that are w ell 

defined points in a packet's traversal of that protocol stack. In IPv4 there are 5 

such hooks placed as illustrated in Figure C.l:

N F  IP  P R E - R O U T IN G  - just after entering IPv4 and before any route module;

N F _ IP _ L O C A L _ IN  - after the point where the routing module decides that the 

packet is local and before exiting IPv4 for an upper (transport) layer;

N F _ IP J F O R W A R D  - after the point where the routing module decides that the 

packet should be forwarded;

N F  IP  P O S T  R O U T I N G  - after the point where the routing module decides where 

to forward the packet;

N F _ IP _ L O C A L _ O U T  - just after the IPv4 entry point from an upper (transport) 

layer and before any route module.
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Figure C .l: The Netfilter h ook s defined in IPv4

Parts of the kernel (i.e. kernel m odules) can register to listen to the different 

hooks for each protocol. That m eans that w hen  a packet is passed to the net­

filter framework, it checks to see if a m odule is registered for that protocol and 

hook. Then, w hoever registered for that protocol and hook can perform one of 

the follow ing operations on the packet's content:

•  NF-DROP - discard the packet;

•  NF_ACCEPT - continue traversal as normal;

•  NF_STOLEN - tell netfilter to forget about the packet;

•  NF_QUEUE - queued the packet for userspace.

Q ueued packets are sent to userspace, where a userspace process can examine 

the packet, can alter it, and re-inject it at the same or different hook from which it 

left the kernel.

Com plex packet m anipulation tools such as iptables can be built on top of the 

netfilter framework.
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C . l  P a c k e t  s e l e c t i o n :  I P  T a b l e s

IP Tables12 is a packet selection system  built upon the netfilter framework and is 

used for packet filtering (the filter table), Netw ork Address Translation (the nat 

table) and general pre-route packet m angling (the mangle table).

C.1.1 Packet filtering

The iptable filter m echanism  can only filter packets and never alter them. It hooks 

into netfilter at the NF JP_LOCAL J N , NFJPJFORWARD and 

NFJP_LOCAL_OUT points. That m eans that for any given packet there is one

possible place to filter it. Thus, iptables filtering is smaller and faster than ipchains.

C.1.2 Network Address Translation (NAT)

This table is slightly different from the filter table, in that only the first packet of 

a n ew  connection w ill traverse the table. The result of this traversal is applied to 

all future packets in  the same connection.

A s its nam e says, the nat table performs network address translations. Based 

on that, it is d ivided into tw o parts: source NAT (where the first packet is source 

altered) and destination NAT (the first packet is destination altered). For non-local 

packets the netfilter hooks used are are NF JPJPREJROUTING and 

NF JPJPOST ^ROUTING. They can have either the source or the destination ad­

dress altered. For local packets the netfilter hooks used for the destination ad­

dress alteration are NFJPJLOCALJN and NFJP_LOCAL_OUT.

1It is directly descendant of ipchains (that came from ipfwadm, that came from BSD's ipfw IIRC), 
with extensibility.

2More details at h t t p : / / w w w .n etf i l t e r . o r g /
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C.1.3 Packet mangling

The packet mangling table is used for actual changing of packet information. It 

hooks into netfliter at the NFJPJPRE.ROUTING and NFJP_LOCAL_OUT points.
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Complexity Classes

There are different complexity classes. According to such classes the problems 

can be divided into easy or tractable problems which can be solved by polynomial­

time algorithms and hard or intractable problems which require superpolynomial 

time.

0(1) < O(logn) < 0 ( n ) < 0 ( n  log n) < 0 ( n 2) < 0 (n3) < 0 ( 2 n ) < 0(10") 

represents the scale of some of the most common complexities from the easiest 

to the hard complexities. On such scale, the tractable problems are considered 

to be the ones which on inputs of size n, their worst-case running time is 0 ( n k) 

for some constant k.  They are representatives of the P class and can be solved 

in polynomial time. The other problems (e.g., with exponential com plexity  f ( n )  =  

0 ( x n)) are considered intractable problems and are members of the NP class.

D . l  P  ( P o l y n o m i a l - t i m e )

This class is the set of problems for which a solution can be found in polynomial 

time (i.e. in time 0 ( n k) for some constant k,  where n  is the size of the input to the 

problem). Different subsets of P class are depicted in Figure D .l.
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Figure D .l:  Polynomial-time complexity classes

It can be seen that the best performance is obtained by the algorithms in the 

logarithmic complexity class, follow ed by the algorithms from the polynomial com­

plexity class (e.g., 0 (n k), k >  0 ). The m ost efficient algorithms from the polynomial 

complexity class are the ones w ith  linear complexity (i.e. 0{n)  — 0 ( n ])).

D . 2  N P  ( A / o n d e t e r m i n i s t i c  P o l y n o m i a l  t i m e )

The set of problems for w hich a candidate solution can be verified in polynom ial 

time, but nothing is know n about how  long finding the solution takes (i.e. could 

be exponential (e.g. 0 ( 2n))), are called N P problems.

It is generally believed that P  is a proper subset of N P  (i.e. P  ^  NP).  That 

m eans that any problem  in P  is also in  NP,  or N  c  NP.

D . 3  N P C  ( N o n d e t e r m i n i s t i c  P o l y n o m i a l  t i m e  C o m p l e t e )

The set of problem s w ith  the follow ing properties are called NP-Com plete [51].

• the problem  is also an N P problem,

•  it is also NP-hard, i.e. every other problem in NP is reducible to it in  a
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polynom ial time.

Informally, this m eans that an NP-com plete problem is considered any prob­

lem  that is as "hard" as any problem in NP. This im plies that if any NP-complete 

problem can be solved  in a polynom ial time, then every N P problem has a poly­

nom ial time solution [52]. This can prove that P  =  NP.  However, no polynom ial­

time algorithm has yet been discovered for any NP-com plete problem. Thus, 

m ost theoretical computer scientists v iew  the relationships among P, N P and NPC  

as depicted in Figure D.2.

Figure D.2: The relationship between the three complexity classes, P, NP, and NPC, where 
P  c  NP, P  c  NP, and P  n N PC =  0

The N P-C om plete problems are considered to be the "toughest" problems in  

N P in  the sense that they are the ones m ost likely not to be in P. Thus, all known  

algorithms for NP-com plete problems require a time that is superpolynom ial in  

the input size. It is as yet unknow n whether there are any faster algorithms to 

solve such problems. Therefore, one of the follow ing approaches is used in these 

situations:

•  Approxim ation: Finding a suboptimal solution that is w ithin a certain (known) 

range of the optim al one.

•  Probabilistic approach: Only a given distribution of the problem instances 

(one that assigns low  probability to "hard" inputs) are considered.
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• Special cases: Only problem instances belonging to a certain special case 

are considered.

• Heuristic: U sing an algorithm that works "reasonably well" on many cases, 

but for which there is no proof that it is always fast and always produces a 

good result.
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The Multi-constrained Macro-routing 

application model

A  com plex Linux application using C programming language m odules, AWK 

scenarios and bash scripting w as developed, as depicted in Figure E.8 for repli­

cating the list of paths that the Multi-constrained Macro-routing protocol w ould  

discover in  a tw o hierarchical level network, based on m ultiple constraints.

Each set of tests can have either one or thirty iterations1. Each iteration devel­

ops in  three steps as follows:

1. A  new  hierarchy is built based on specification from the current configura­

tion file.

2. A  simulation that im plem ents the Multi-constraint Macro-routing m odel

computes the final paths.

3. Results are plotted.

A  series of flat random topologies were generated using GT-ITM, by using

aAs determined by executing the O n e . s h  or A l L i n . o n e . s h  shell scripts respectively.
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llnux bash scripting files 

awk scenarious

C compiled (under linux) executables

Figure E.1: The Linux application generating the Multi-constrained Macro-routing paths
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similar configuration files as the ones depicted in Figure E.2. For further details 

please refer to [174,175].

«method keyword> «number of graphs to generate>
«number of nodes> «space dimensions «generating methods <alpha>

(a) generic

geo 5 geo 13 geo 21
4 44 3 0.8 12 50 3 0.9 20 100 3 .12

(b) for 4 nodes (c) for 12 nodes (d) for 20 nodes

Figure E.2: S a m p l e s  o f  G T - I T M  c o n f i g u r a t i o n  f i l e s  t o  g e n e r a t e  f l a t  r a n d o m  t o p o l o g i e s

A  separate shell application (i.e. analyzeJopologies.sk) w as created to analyse 

the topologies used to build the hierarchy in terms of number of nodes, number 

of links and the connectivity degree. These computations are performed on all

topology files used for a single hierarchy. The average connectivity degree for all 

these topologies is also com puted.

A  configuration file is used to set the parameters specific to each iteration. A  

sample of such a configuration file is depicted in Figure E.3.

The configuration file specifies such parameters as the files containing the 

topology and the hierarchical specifications, the source and the destination, the 

lifespan, the T parameter (i.e. the EFM interval m axim um  size), the EFM path se­

lection m ethod used, and the type, number and values of the m etrics/constraints 

used for that iteration.

E . l  P r e l i m i n a r y  s e t t i n g s

Step 1 involves building a hierarchy and assigning random costs corresponding 

w ith every metric. Figure E.4 depicts the combination of programs used to ac­

com plish these tasks, as w ell as their input and output files.

The GT-ITM utility w as used to generate flat (single-level) topologies. The 

topology specifications generated by GT-ITM, are .alt files, a typical specim en of
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## file  containing the names of the files  with the domains/topologies to be aggregated 
HDomains=tests/geol2_3/hgeol2_50_3_45-2. rel

## the hierarchical relation file  
HReI=tests/geol2-3/hgeol2_50-3_45-2 . re l. rc

## the upper topology
D]pTop=tests/geol2-3 /geol2_50_3_45-2 . rc. alt

## the source as: DOMAIN.NODE
Source=2.3
## the destination as: DOMAIN.NODE
Destinations5 .3
## the path limit (max no. of nodes allowed)
PatUiimi th=
## the Extended-Full-Mesh limit = the max. no. of paths considered for one nodal link 
## for Full-Mesh EFMLimit=l 
EFMLimit=5
## if  EFMLimit>l, a path selection method has to be specified. It can be:
## 0 - TRUNCATE SINGLE ++ using only one metric (the first or specify with Q.i)
## 1 - TRUNCATE NORMAL ++ using the metric M=sum(Xi)/n i=l,n
## 2 - TRUNCATE RADIUS ++ using the metric M=sqrt(sum(Xi*Xi)) i=l,n
## 3 - DISPERSING RANDOM ++ using random selection
EFMSelectionMethod=1

## MetricType can be:
## A = additive 
## C = concave : MAX
## D = convex : MIN
## M = multiplicative
## NOTE: the number of metric types must be the same with the number of
## metrics presented within the topology files . If too few are specified in MetricType, 
## the last one is considered for the rest.
MetricType=A;A;

## MetricOrder can be:
## < increasing order 
## > decreasing order 
## Same NOTE as above!
MetricOrder=<;<;

## MetricCosts contains the name of the files which have the possible cost values. 
lfetricCosts=costs/administrative.cost ;costs/delay_ms,-

Figure E.3: S a m p l e  o f  c o n f i g u r a t i o n  f i l e

w hose content is depicted in  Figure E.5(a). Here vertices are w hat I refer to as 

nodes and edges are w hat I call links. The assign j-andom.-Costs.sh utility assigns 

random costs2 to every link in every3 topology specification file belonging to the 

hierarchy. A  representative specim en of output it generates is depicted in Fig­

ure E.5(b).

2The random costs are specified as a list of values in a separate c o s t  file for each metric.
3Both the . a l t  file representing the topology at the second level of hierarchy (i.e., specified in 

the configuration file as U p T o p ) ,  and all . a l t  files relevant to the lower hierarchical level named in 
the . h r e l  file depicted in Figure E.6(a).
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prepare_the_hierarchy.sh

Figure E.4: Preparing the hierarchy diagram

VERTICES (index name):
0 0
1 1 
2 2 
3 3

EDGES (from-node to-node)
0 3
0 1
1 2
2 3

(a) Relevant .alt content

VERTICES (index name):
0 0
1 1
2 2
3 3

EDGES (from-node to-node):
0 3 1 4 ; 4 4 ;
0 1 7,-45;
1 2 4; 2 7;
2 3 12 ; 2 1 ;

(b) Relevant .rc.alt content for 
two metrics

Figure E.5: S a m p l e  o f  t o p o l o g y  s p e c i f i c a t i o n s  f o r  a  4  n o d e  n e t w o r k

The hierarchy is built as described in Section 5.1.3.2 by the create Jopology.awk 

script, w hich uses the lower level topology specifications listed in the .hrel file and 

the topology aggregation file specified by the U pT op  parameter in the configura­

tion file to create an optimal hierarchy. The result is a hierarchy specification 

file, as depicted in Figure E.6(b), where each line contains information about one 

dom ain at the first hierarchical level in the format specified in Figure E.7.

This comprises:

a filen am e  representing a topology specification file with the random costs
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geo4_5 0.3.3. alt 
geo4.50.3_4 .alt 
geo4.50.3-5 .alt 
geo4.50.3_6.alt

geo4_50.3.3 .rc.alt 0 12 3 3
geo4-50-3_4.rc.alt 1 0 3 2 0
geo4.50.3_5. rc.alt 2 11  3 0
geo4_50_3_6 .rc. alt 3 0 0 2 2

(a) .hrel f i l e (b) .hrel.rc file

Figure E.6: Sample of hierarchical specifications for  « 4 x 4  node network

file name A B

degree(A)

Figure E.7: Entry in the hierarchy specification file

(i.e., .rc.alt);

•  A, the corresponding nam e of the node from the dom ain at the second level 

of the hierarchy;

• a list of pairs (B, A.barder), where the size of the list corresponds to the 

degree o f node A (i.e. the number of incident links to A), and where B  and 

A.barder represent the following:

-  B  is a node in the second level of hierarchy connected to A  (i.e. corre­

sponding with the information from the topology specification file of 

the dom ain in  the second level of hierarchy);

-  A.barder is the border node from the dom ain corresponding to A con­

nected to another border node of the dom ain corresponding to B.

During this phase a source and a destination node are also designated4 and

placed in the configuration file so that they can be used during the next applica­

tion phase, w hich  is described in the follow ing section.

4The process of electing the source and the destination nodes is described in Section 5.I.3.2.
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E .2  T h e  M u l t i - c o n s t r a i n t  M a c r o - r o u t i n g  m o d e l

The process of searching all possible paths in  the hierarchy and their correspond-

infig .....*>

MCMR_wp.sh

config

\

.rel.rc
■— i—

! -j all_paths.awk h

A
.rc.alt

select the best.awk \

in Figure E.8.

K 1
w

t
.rc.aux

£

I
.rc.ext ĵ

I add nodal costs.awk
I all_paths.awk \—j

i I expand the paths.sh

'SELECT THE BEST.sh

select the best.awk

Figure E.8: The Multi-constrained Macro-routing model

It starts by finding all paths betw een all border nodes within domains at the 

first hierarchical level, i.e. all paths across the transit domains. The border nodes 

are explicitly specified in the .hrel.rc file and the paths between them can be com­

puted based on the information from the corresponding topological specification 

(i.e., .rc.alt) files. This task is performed by alLpaths.awk. The select Jhe.best.awk 

script chooses only a number of these, the number of paths selected and the se­

lection technique being specified in the configuration file. All the intermediate 

results are placed in the .rc.aux file. A ny final paths found betw een two border 

nodes are also recorded in the extended5 matrix in the .rc.ext file.

All paths betw een the source node and all border nodes in the source domain 

as w ell as the paths betw een all border nodes in the destination dom ain and the

5See the description of the extended matrix in Section 5.I.3.2.
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destination node are also com puted in  a similar w ay  to the above. These results 

are also docum ented in the .rc.aux and the .rc.ext files.

A t the second level of the hierarchy, all paths betw een the source and the 

destination are com puted using alLpaths.awk. These paths are then expanded by  

including the nodal costs (as com puted b y  addjnodal _costs.awk from the extended  

matrix stored in  the .rc.ext file). A  number of these expanded paths are the selected  

using the selection mechanism specified in the configuration file. These are the 

final paths the Multi-constrained Macro-routing protocol w ould discover.

E.3 P l o t t i n g  t h e  r e s u l t s

I used this application to obtain paths for both Macro-routing and Multi-constrained 

Macro-routing.

A ll results obtained w ith  this application are plotted using the gnuplot6 utility. 

E.3.1 Macro-routing results

Macro-routing's tests w ere performed on tw o level hierarchies, by  using a single 

metric in conjunction w ith  the Full-M esh aggregation technique.

That part of the application w hich is responsible w ith  the interpretation of 

these results is schematically presented in Figure E.9.

This can evaluate:

•  Macro-routing's efficiency7;

•  The proportion of paths found, w hich are Macro-routing's success or best8;

•  Macro-routing's effort9 in  searching for long paths;

6Gnuplot is a freely distributable and portable command-line driven interactive data and func­
tion plotting utility. See more details on h t t p : //w w w . g n u p lo t . in f o .

7See Definition 4 from Section 5.I.4.2.
8See Definition 5 from Section 5.1.4.2.
9See Definition 3 from Section 5.1.4.
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MR_plots.sh

Figure E.9: The interpretation process for Macro-routing's test results

•  The com m unication overhead generated by  Macro-routing in terms of the 

number of w aves per link.

In order to perform the first three tasks, only the final paths (as recorded on the 

last line of the .aux files) from each test10 are selected by createjrez.sh and placed 

in  the results file. These results are gathered for different lifespan values, subject 

to the constraint that the final path m ust be no longer than the lifespan. Finally, 

the application computes:

• the ratio betw een the path cost obtained by Macro-routing w hen no lifespan

10With each iteration there was one test result for each EFM path selection mechanism imple­
mented. Thus, for 30 iterations and 5 EFM path selection mechanisms, 5 x 30 =  150 distinct tests 
were performed.
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is im posed and the path cost obtained by Macro-routing w hen a lifespan is 

im posed, for various lifespan values;

• the number of tests w hich find paths that have the best cost (i.e. Macro­

routing's best);

• the number of tests which at least find a viable path even if that path does 

not have the best cost (i.e. Macro-routing's success).

The subset of paths generated by Macro-routing w ith different lifespan values 

and docum ented in  .auxJimit files are processed in order to determine the average 

number of w aves/lin k .

A ll gathered data were plotted using gnuplot scripts (i.e., .pit) similar to that 

depicted in  Figure E.10. The plotted results w ere placed in .eps files.

reset
clear
set terminal postscript eps color "Times-Roman" 25
set output "MReffic.eps" # otherwise writes the postscript into the screen 
set size 1,1 # for plots which have a long x-axis 
set key right bottom

unset border 
set grid

set xlabel "lifespan" 
set ylabel "EFFICIENCY"

set xrange [2:10] 
set yrange [0:*]

plot "effic" using 1:2 notitle with linespoints lw 2

F igure E.10: Sample of gnuplot scripts used to plot Macro-routing's test results

E.3.2 Multi-constrained Macro-routing results

That part of the application w hich is responsible for the interpretation of the 

M ulti-constrained Macro-routing test results is schematically presented in Fig­

ure E .ll . It is m ainly concerned w ith  m aking comparisons between:

I. results generated by all EFM path selection mechanisms;
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II. TRUNCATE NORMAL and TRUNCATE RADIUS while considering the pro­

portion of paths satisfying various constraints;

III. FULL-MESH and EXTENDED FULL-MESH w hile considering the propor­

tion of paths satisfying various constraints;

IV. the length of paths generated all EFM path selection mechanisms;

MCMR_plots.sh

Figure E.ll: The interpretation process for Multi-constraint Macro-routing's test results

The results in  set I. are generated using createjrall.sh and plot.sh. The .aux files 

are used in a similar w ay  to that described in Section E.3.1 to obtain the results 

file. The data in this file is segm ented in distinct files corresponding w ith each
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EFM path selection mechanism used. As presented in Figure E.3,0.z corresponds 

to TRUNCATE SINGLE using metric i, 1 corresponds to TRUNCATE NORMAL,

2 corresponds to TRUNCATE RADIUS and 3 corresponds to DISPERSING RAN­

DOM. The values for each path cost are normalised with respect to the best path 

cost corresponding to each metric and then the results are plotted using a gnuplot 

script compare_EFMs.pit, which documents the plot in an .eps file.

The results for sets II. and HI. are generated using createjralljdiffS.sh and 

3Dplot-d.iff_T.sh. They process the data in .aux files in a similar way to those for 

set I., but also consider various values for the EFM interval dimension (i.e., T). 

The awk script also counts the proportion of paths meeting the constraints as the 

values of constraints vary (see Figures 6.9 and 6.10). A  sample gnuplot script for 

plotting the resulting three-dimensional data (for the case of two constraints) is 

given in Figure E.12.

reset
clear
# set time
set terminal postscript eps color "Times-Roman" 20
set output "3D_FM-EFMs.eps" # otherwise writes the postscript into the screen
# set size 1.2,1 # for plots which have a long x-axis
set key right top

set xrange [*:*]
set yrange [*:*]
set zrange [*:*]

# set nosurface
# set contour 
set view 80,80 
show view

set xlabel "adm. cost" 
set ylabel "delay"
# set zlabel "proportion of paths satisfying the constraints"

set ticslevel 0

set xtics 45 
set ytics 50
# set ztics 40

splot "T4_l" with dots t it le  "proportion of paths satisfying the constraints with T=4", 
"Tl_l" with dots t it le  "proportion of paths satisfying the constraints with T=l"

F ig u re  E .12 :  S a m p l e  o f  p l o t t i n g  f i l e
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The resu lts fo r  set IV . are  fo u n d  as fo llo w s. T he n u m b er o f p ath s w h o se  len gth  

is  b e lo w  a  g iv e n  p aram eter is  p erfo rm ed  se p ara te ly  on  each  .aux.p file , w h e re  p  is 

the v a lu e  fo r  the co rresp o n d in g  E F M  p ath  selection  m ethod. T he resu lts obtained  

are  gath ered  in  the pathJength  file , an d  then  p lo tted  u s in g  gn u p lot in  a  sim ilar 

m an n er to that u se d  fo r  set I.
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