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Abstract

Laser Induced Breakdown Spectroscopy (LIBS) in the vacuum ultraviolet (VUV)
spectral region was applied to standard steel samples in dual-pulse excitation mode
with an ambient gas. Two lasers were employed in collinear geometry, one as
an ablation laser (Spectron: 200mJ/15ns) and the other a reheating laser (Surelite:
665mJ/6ns).

A dual-pulse scheme was applied to the traditional single-pulse LIBS and led to
a significant enhancement, increasing both the signal to background ratio (SBR) and
concomitantly the limit of detection (LOD). Three types of gases, nitrogen, argon
and helium were investigated individually as ambient environment. The variation
in signal gain with ambient gas pressure was measured.

The feasibility study of dual-pulse (DP-) LIBS) in the deep VUV spectral region
was carried out by optimizing a number of parameters for limit-of-detection (LOD)
calibration. The pulse energy choices of laser beam, the signal recording position
for the space-resolved detection system, the CCD exposure time and the number
of laser shots accumulated for a spectrum were among the first few parameters
optimized for the current LIBS system.

The dependence of emission intensity on focusing conditions was investigated
for both single-pulse (SP) and dual-pulse (DP) mode. In DP mode, the lens-to-
target distance of the reheating pulse was varied while the ablation pulse was held
at a fixed focusing condition. The optimal focusing for signal enhancement was
found to be about 10 mm under the sample surface for single-pulse laser beam and
5 - 10 mm for the reheating pulse in dual-pulse mode.

The effect of inter-pulse delay on the emission intensity were studied in vac-
uum and in ambient gas background in the dual-pulse configuration. An intensity
peak at about 100 ns and an intensity revival in the µs range were observed on the
intensity vs. inter-pulse delay curves. The optimal inter-pulse delay was consid-
ered to be 100 ns. The µs range intensity plateau led to a discussion on the plasma
expansion dynamics in dual-pulse mode.

Finally the limit of detection (LOD) of C and S in steel was improved by a factor
of 2 or more over single pulse LIBS with the combination of optimized experimen-
tal parameters. The initial measurements and results suggest that DP-LIBS in an
ambient gas environment for VUV spectroscopy is practicable and brings with it
even further improvement of the LIBS performance in the VUV regime.
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Thesis Organization

This thesis is divided into 10 chapters as follows:
Chapter 1 - Laser produced plasmas in spectroscopy

The first part of the thesis provides some of the theoretical aspects of laser produced
plasmas including a fundamental overview of laser produced plasmas and the
atomic processes involved. The principles for using laser plasmas as light sources
for quantitative analytical spectroscopy is explained at the end of this chapter.

Chapter 2 - The fundamentals of LIBS
This chapter is a general introduction to Laser Induced Breakdown Spectroscopy
(LIBS) and contains a literature review of LIBS development. A particular emphasis
is placed on the basics of studies performed on determining concentrations of light
elements in steel in terms of the limit of detection (LOD).

Chapter 3 - The experimental setup
This chapter contains a description of the equipment used in the experiments per-
formed for the present work including details of the laser system employed, the
spectrometers, operational characteristics and the method by which radiation from
the laser plasma was captured.

Chapter 4 - The basic LIBS analysis
This chapter demonstrates how LIBS is used for direct detection of trace elements in
steels. A number of hardware parameters including the laser pulse energy choices,
observing position for space-resolved detection system, CCD exposure time and
number of shots accumulated for a spectrum are discussed and optimized. Fol-
lowing the basic settings, the computing processes for limit of detection (LOD) cal-
ibration including wavelength calibration and the data handling process are also
introduced. The complete procedure of spectroscopic analysis by a basic LIBS sys-
tem is summarized at the end of this chapter.

Chapter 5 - The improvement techniques
This chapter provides a comprehensive study of dual-pulse LIBS in ambient gas
environments. Firstly the dual-pulse or DP-LIBS and the ambient gases are intro-
duced to the basic LIBS setup. Then the DP-LIBS operation and the VUV emission
in several ambient gases are studied. A series of spectral comparisons are provided.
Emphasis is placed on the combination of dual-pulse and ambient gas techniques
as a further improvement to the conventional LIBS system.

Chapter 6 - The effects of laser beam defocusing
The laser beam defocusing is one of the parameters which can affect the signal
intensity significantly in both single- and dual-pulse LIBS. This chapter provides a
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detailed investigation of the effect of laser beam defocusing. In single-pulse mode,
the defocusing effect means the influence of the relative distance between the focal
point and the sample surface on the plasma emission behaviors. In dual-pulse
mode, the defocusing effect refers to the defocusing effect of the second/reheating
laser beam. The observations and discussions in both single- and dual-pulse mode
are provided in this chapter.

Chapter 7 - The effect of inter-pulse delay
Another worth-noting effect in the optimization process for dual-pulse LIBS is the
effect of inter-pulse delay. At certain inter-pulse delay times, the emission inten-
sity was dramatically enhanced. The optimal inter-pulse delay of 100 ns has been
achieved during the optimization process in chapter 5. When the inter-pulse de-
lay was extended to the µs range, an intensity revival was found in the cases with
ambient gas. Efforts have been made to investigate these interesting observations.
Questions are asked and addressed within the scope of the current work.

Chapter 8 - Emission enhancement mechanisms in dual-pulse LIBS
Two emission enhancements have been clearly shown and proved in the previ-
ous chapter 7 and the unique characteristics (i.e. ambient gas and pressure depen-
dence) of the second enhancement indicate a new enhancement mechanism dis-
tinct from the first one. Further investigations regarding the enhancement mech-
anisms in dual-pulse LIBS, especially with low-pressure ambient gases, have been
performed. A process of “phased enhancement” is proposed along with a brief
literature survey seeking more evidences on multi-phase enhancement.

Chapter 9 - Limit of detection calculation and comparison
Having optimized all possible parameters in dual-pulse LIBS in ambient gas, the
limit of detection (LOD) of carbon (C) and sulphur (S) in steel are extracted under
optimized conditions. The comparisons are also provided which include the good-
ness of LOD calibration curves and the final LOD values obtained under different
conditions. Finally the best LOD results achieved under the optimal conditions in
the current work are compared to those in the literature.

Chapter 10 - Conclusions and future work
This final chapter provides a summary of the experimental work and the general
conclusions formed as a result of the above research. Some future interests are
outlined in the context of the current research direction.

To help the reader with a clear view of the thesis, the thesis structure is summa-
rized in figure 1.
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Chapter 1

Introduction to Laser Plasmas and
Vacuum Ultraviolet Spectroscopy

This chapter deals with the fundamental physics of laser-induced plasmas includ-
ing the atomic processes involved in the plasma expansion and vacuum ultraviolet
(VUV) spectroscopy, followed by an introduction to the figures of merit which are
crucial to laser-induced plasma VUV emission measurements.
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1.1 Plasma formation and post-breakdown phenomena on
solid targets

When a Q-switched Nd:YAG laser pulse is focused onto a solid target with suffi-
cient energy, a certain amount of material is vaporized and thus a plasma is formed
on the target surface. Reported values of the laser-induced plasma breakdown
threshold of a solid target lie between 108 W/cm2 and 1010 W/cm2 [1]. For the
work reported here, the maximum Nd:YAG laser pulse energy lay between 600 mJ
and 800 mJ, operating at its fundamental wavelength 1064 nm with a 6 ns pulse
duration. Focused by a spherical lens with a spot diameter around 100 µm, the cal-
culated power density approached 1012 W/cm2, well above the breakdown thresh-
old.

When the laser irradiance is high enough to initiate a plasma on the sample
surface, some of the pulse energy heats, melts and vaporises material into a plume
above the target surface. Almost simultaneously, some seed electrons are produced
by one or more processes such as multiphoton ionization, laser assisted photoab-
sorption, etc. to form a weakly ionized plasma. These seed electrons allow for fur-
ther laser radiation absorption by the process of inverse bremsstrahlung which in
turn causes further ionization. The process is regenerative and results in avalanche
ionization since an increase in ionization rate results in an increase in laser light
absorption which in turn results in an increase in ionization rate and so on. Even-
tually, the plasma can become opaque to the laser pulse and the surface is shielded
from it. The plasma density at which the plasma becomes opaque to the incoming
laser light is termed as the critical density and can be calculated using equation 1.1.

nc =
meω2

4πe2
∼=

(
1021µm

λ2

)
/cm3 (1.1)

Symbols in the equation are:
me electron mass;
ω frequency of the laser radiation;
e electron charge;
λ laser wavelength measured in µm.

The critical density for the fundamental wavelength (1064 nm ≈ 1 µm) of a
Nd:YAG laser is approximately 1021 cm−3. When the plasma density reaches the
critical value, a large portion of the incident laser energy is reflected by the plasma
at and near the critical density zone. At this stage, the plasma starts to expand
rapidly from the initial point. The expansion reduces the electron density, the laser
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light is once again able to pass through the plasma and heat the target. This cyclical
process continues until the termination of the laser pulse(s). After the excitation
process, the plasma initiated by the laser pulse expands into vacuum or ambient
atmosphere. During the plasma formation and evolution, collisional ionization and
recombination processes dominate energy transfer in the plasma.

1.2 Atomic processes in laser induced plasmas

Atomic processes are key mechanisms of energy transfer between various species
in the plasma. The significance of these processes depends on the populations
of different energy levels and the ionization stages in the plasma. The ionization
stages depend on the electron temperature and density of the plasma [2]. Identifi-
cation of each process during the plasma evolution provides a better understand-
ing of the plasma behavior under various conditions. The following subsections
describe three fundamental atomic processes occurring in the plasma which are:
free-free, free-bound and bound-bound transitions.

1.2.1 Free-free transitions

Free-free transitions are processes where two or more particles are involved in an
interaction after which they remain free (Hughes, 1975 [3]). Bremsstrahlung radia-
tion is caused by collisions between free electrons, ions or neutrals. It occurs mainly
during the early stages of the laser plasma’s lifetime when the density is high. It
can be represented by the pseudo-equation (using X to represent the ion or neu-
tral, e∗ or e∗∗ for a free electron, the kinetic energy of electron e∗∗ (i.e., before the
collision) is greater than that of electron e∗ (i.e., post-collision) and γ for a photon):

X + e∗∗ → X + e∗ + γ (1.2)

The opposite process is termed inverse Bremsstrahlung. This interaction can be
described by:

X + e∗ + γ ↔ X + e∗∗ (1.3)

In inverse Bremsstrahlung, a free electron absorbs a fixed energy laser photon in the
vicinity of a nearby ion. It is raised to a higher energy level and hence its kinetic
energy is increased. This process is considered to be the main mechanism of laser
heating and ionization in the formation of laser plasmas. That is to say, it is the
main source of energetic electrons which ionize the target during the laser pulse.
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1.2.2 Free-bound transitions

Free-bound processes can happen in one of two ways. In electron collisional ioniza-
tion, an electron collides with an atom or ion, with the result that another electron
is freed from the parent particle, while the exciting electron remains free, with less
kinetic energy. The inverse process, three-body recombination, involves a collision
between an electron and an ion resulting in the capture of the electron, with the ex-
cess energy absorbed by a second free electron in close proximity. These processes
are shown as:

Xn+ + e∗∗ ↔ X(n+1)+ + e∗ + e∗ (1.4)

Photoionisation happens when a photon of energy greater than the ionization
potential of the target atom or ion is absorbed by an electron. The electron then has
enough energy to escape the atomic or ionic potential with an energy given by the
usual photoelectric process equation:

E =
1

2
mV 2 = hv − Ei (1.5)

where 1
2mV 2 is the kinetic energy of the electron, hv is the incident photon en-

ergy and Ei is the ionization potential of the atom/ion. This “atomic photoelectric
effect” can be represented as:

Xn+ + hv ↔ X(n+1)+ + e∗ (1.6)

Therefore, the inverse or radiative recombination process is simply the capture
of an electron by an ion with the surplus energy emitted as a photon. In general,
free-bound processes occur at intermediate times in the plasma lifetime when the
plasma is in transition from continuum-dominated to line-dominated radiation [4].

1.2.3 Bound-bound transitions

Bound-bound interactions are responsible for the discrete line emission from the
various atomic species in the plasma. Mainly occurring when the bulk of the
plasma has cooled significantly from the initial formation, line radiation from the
plasma is used mostly for plasma diagnostics and also LIBS studies. These pro-
cesses again consist of radiative or collisional interactions. In collisional interac-
tions, two atomic species collide with each other with a net energy loss from one
particle and a corresponding energy gain by the other. Collisional de-excitation is
simply the inverse of this process: an excited electron drops into a lower energy
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state of the atom or ion with the surplus energy transferred to the colliding particle
in the form of excitation into a higher energy state. Both processes are shown as:

X∗ +X
′ ↔ X +X

′∗ (1.7)

The radiative bound-bound processes are identical to the collisional ones, ex-
cept that the energy source for the excitation is a photon. These radiative processes
can be shown as:

X + hv ↔ X∗ (1.8)

In the inverse process, a photon is emitted when the atom/ion drops to a lower
energy bound state. It is extremely important to the application of plasma spec-
troscopy since this process yields the characteristic line spectra used for spectro-
chemical analysis.

1.3 General characteristics of plasmas

A plasma is a group of charged particles, which consists of free positive and neg-
ative charge carriers (Griem and Lovberg, 1970 [5]). In a partially or fully charged
plasma, the total number of positively charged and negatively charged particles are
balanced so that the plasma stays in a neutral state. The relationship between the
number density of electrons ne and charged ions nz is described as:

ne =
∑

z

nzz (1.9)

where z is the charged state of an ion. From this description, it is the charged
particles that distinguish plasmas from ordinary gases. The plasma characteristics
are determined by the charged particles and the interactions between them.

1.3.1 Debye sheath and plasma frequency

The electrons in the plasma produce electric fields which can be described by Coulomb’s
Law. The Coulomb forces between charged particles in this Coulomb field are
strong and long-ranged compare to an ordinary gas. Hence, if an electron or ion
is displaced from its equilibrium position it can affect or disturb its neighboring
electrons or ions. It in turn can react to these disturbed charged particles. When
electrons are displaced from the equilibrium position in a plasma they oscillate
together or “collectively” thereby creating an electron wave motion. The same ap-

9



plies to ions when displaced from equilibrium, they too move collectively and give
rise to ion waves. Since the ions are much more massive than the electrons, their
natural frequency of oscillation is much lower than that of the electrons. In low
density plasmas, this can be at acoustic frequencies and hence sometimes they are
referred to as ion-acoustic waves. In a laser produced plasma as described in the
previous section 1.1, with an electron density as high as 1021 cm−3, the plasma is
dominated by the collective phenomena.

A charged particle in the plasma interacts with its immediate neighbors with a
calculable Coulomb force. At greater distances the Coulomb force is weakened and
eventually cancelled by other surrounding charged species of opposite sign. The
distance that defines the region of the effective Coulomb interaction is known as
the Debye Length λD which is given by:

λD =

√
ε0kT

nee2
(1.10)

where ε0 is the dielectric constant, k is Boltzmann’s constant, T is the plasma tem-
perature, e is electron charge and ne is the electron number density. In a plasma
dominated by collective phenomena, the physical dimension of the plasma, L, must
be on a macro scale compared to the Debye length:

L >> λD (1.11)

When electrons in such a plasma are displaced collectively from the positive ions [6],
the plasma is polarized and the electrons tend to move back to their original equi-
librium position [7]. The resulting oscillation of electrons in the plasma is referred
to as plasma oscillation, and the frequency of this oscillatory motion is termed the
plasma frequency ωp which is given by:

ωp =

√
nee2

meε0
(1.12)

where ε0 is the electric constant, me is the electron mass, ne is the electron number
density and e is electron charge. Frequencies of ion oscillations can be described
and computed in the same way by simply replacing the electron mass me by the
ion mass mi in equation 1.12.

The plasma frequency determines the response of a plasma to an incoming elec-
tromagnetic radiation source such as a laser beam. Consider an incident wave of
frequency ω, when it matches the characteristic frequency of the plasma the energy
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transfer from the electromagnetic wave to the plasma will be significantly enhanced
due to the resonance interaction between them. The dependance of ω on the prop-
agation constant k = 2π/λ of the incoming electromagnetic wave is given by:

ω2 = ω2p + c2k2 (1.13)

where ωp is the plasma frequency and c is the speed of light. As the plasma fre-
quency ωp varies with the electron density ne, when ω > ωp, k is real and the wave
propagates through the plasma; when ω < ωp, k is imaginary and the wave does
not pass through, i.e., it is reflected or absorbed; when ω = ωp, the wave is reflected,
the electron density at this moment is then called the critical density nc. At this
point, consider that ω = 2πf = 2π(c/λ), a radiation source in the UV wavelength
range will penetrate a dense plasma to a greater extent than that in the VIS-IR wave-
length range. This is why X-ray sources are often used to probe laser produced
plasmas.

1.3.2 Thermodynamic equilibrium in a plasma

In an ideal thermodynamic enclosure, the plasma properties such as temperature,
density, and composition (when multi-elements are presented) can be fully charac-
terized by a finite number of thermodynamic variables. This complete thermody-
namic equilibrium state is described by Carroll and Kennedy [6]. The criteria for
a system to be in thermodynamic equilibrium system are: a) all particles includ-
ing electrons, ions and neutral species obey the Maxwell velocity distribution; b)
the population distributions over the states of any atom or ion are described by
the Boltzmann formula; c) the relationship between the number of ions in stage
z and the number in stage (z − 1) is given by the Saha equation; d) the intensity
distribution of the radiation in the cavity is given by the Planck formula.

In practice, thermodynamic equilibrium is rarely complete and so an approxi-
mation called local thermodynamic equilibrium (LTE) is applied. It only requires
that the equilibrium exists in small regions in the plasma, although each local equi-
librium state may vary from region to region. When collisions occur in a plasma as
described in the previous section 1.3.1, heavy particles (ions and atoms) and light
particles (electrons) are more likely to achieve equilibrium separately since energy
is likely to be distributed more equally between colliding particles with similar
masses. LTE or near-LTE in a laboratory plasma may be achieved after a sufficient
number of collisions occur between electrons and ions. Thus LTE is more likely to
be achieved at high electron densities since the radiative rate is significantly smaller
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than the collisional rate. The electron density required for LTE to hold in a plasma
was proposed by McWhirter [8] to be:

ne ≥ 1.6× 1012T 1/2
e χ3cm−3 (1.14)

where Te is electron temperature in Kelvin and χ is the excitation energy potential
(in eV) of the corresponding transition or emission line under study. Griem [9]
provided the example of a hydrogen plasma where his analysis suggested that for
a temperature of 1 eV (∼ 11000 K) and atmospheric pressure, an electron density of
1017/cm3 would ensure that LTE prevailed. This implies that LTE can be achieved
in a LIBS plasma generated by an irradiance of > 108W/cm2 (section 1.1).

1.4 Quantitative spectroscopy in the VUV

High-power pulsed lasers have the ability to produce dense hot plasmas which can
generate VUV emission in the wavelength range from 35 nm to 200 nm for spectro-
scopic analysis. Light emitted from the plasma is dispersed by a diffraction grating,
so that photons of different frequencies fall on the photo-sensitive detector (charge
coupled device or CCD) as an array of energies of the emitted light. The resulting
spectrum distribution is calibrated and plotted as intensity (counts) against wave-
length (nm). A spectrum often consists of a number of characteristic spectral lines
of a particular atom or ion as stated in section 1.2. These lines indicate the presence
of particular species and their intensities are related to the number densities of the
corresponding species while the number density of a specific charge state, in turn,
depends on the plasma temperature. Although the intensity of an emission line
can be related to the number density of the emitting species present in the plasma,
the radiation, on passing through the plasma can be scattered, absorbed or other-
wise affected, leading to a different measured intensity at the detector. Thus, not
only the origin, but also the transport of radiation through the plasma must be ac-
counted for in any analysis of line spectra of laser induced plasmas. The following
treatment follows Corney [10] and demonstrates the relationship between spectral
line intensities and plasma conditions.

The change of intensity Iω(x) of an approximately collimated beam of radiation
confined to the solid angle dΩ as it propagates in the direction 0 - x through a gas
of excited atoms is schematically illustrated in figure 1.1.

The radiation is assumed to be unpolarized and its angular frequency ω is
chosen to lie close to that of an atomic absorption line, ωki. The absorption and
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νI  (x) νI  (x+dx)

Figure 1.1: The geometric volume-element considered in the derivation of the equa-
tion of radiative transfer for a beam of light confined to the solid angle dΩ ( [10]).

emission coefficients of the gas will then be determined by the Einstein A- and B-
coefficients associated with the transition k - i (appendix C). The transfer equation
is obtained by considering the change in the radiant energy contained within the
angular frequency interval dω as the beam passes through a cylindrical volume-
element of cross-section dS and length dx.

As dx → 0 we have:

[Iω(x+ dx)− Iω(x)]dSdωdΩdt =
dIω
dx

dxdSdωdΩdt (1.15)

The energy absorbed Eabs from the beam as it passes through the volume-element is
given by the energy of one photon multiplied by the number of upward transitions
occurring in the time interval dt. If there are Ni atoms per unit volume in the lower
energy level i we have:

Eabs = !ωNidxdSB
I
ikg(ω)dω

dΩ

4π
Iω(x)dt (1.16)

The line shape factor g(ω) has been introduced to describe the atomic frequency
response or lineshape (Appendix C). The term dΩ/4π takes account of the fact that
we are considering transitions induced by a collimated beam of radiation confined
to the solid angle dΩ. Atoms in the excited level k give energy to the beam by
both spontaneous and stimulated emission of radiation into the solid angle dΩ and
frequency interval dω. The energy emitted Eemit in the time interval dt is given as:
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Eemit = !ωNkdxdSAkig(ω)dω
dΩ

4π
dt+ !ωNkdxdSB

I
kig(ω)dω

dΩ

4π
Iω(x)dt (1.17)

Taking equation 1.16 and equation 1.17 and substituting them into equation 1.15,
the radiation transfer equation becomes:

dIω
dx

=
!ω
4π

[AkiNk + (BI
kiNk −BI

ikNi)Iω]g(ω) (1.18)

As giBI
ik = gkBI

ki, the equation of radiation transfer can be written more concisely
as:

dIω
dx

= εω − κωIω (1.19)

where εω and κω are the volume emission and absorption coefficients respectively
defined by:

εω =
!ω
4π

AkiNkg(ω) (1.20)

and
κω =

!ω
4π

BI
ikNi

(
1− giNk

gkNi

)
g(ω) (1.21)

Once the emission and absorption coefficients of the excited gas are specified as
functions of frequency and position, the equation of transfer 1.19 may in principle
be solved to obtain the intensity. In practice this equation is difficult to solve in all
but some of the simplest possible situations.

In the current case, the laser was point-focused by a spherical lens onto a flat
surface, the laser-induced plasma can be considered as a uniformly excited source.
In this context, we assume that the volume emission and absorption coefficients
are independent of x, i.e. the atomic densities Nk and Ni and the line shape fac-
tor g(ω) are constant. In this case the equation of transfer 1.19 may be solved by
multiplication by the factor exp(κωx), giving:

d

dx
[Iωexp(κωx)] = εωexp(κωx) (1.22)

If the excited gas is taken to be in the form of a slab bounded by the planes x = 0

and x = L, the intensity of radiation at the angular frequency ω that would be
observed at the face x = L is given by

Iω(L) = Iω(0)exp(−κωL) +
εω
κω

[1− exp(−κωL)] (1.23)
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where Iω(0) is the intensity of the beam of radiation incident on the sample at x = 0.
The ratio Sω = εω/κω in equation 1.23 is usually referred to the source function

and the quantity τ(L) = κωL is known as the optical thickness of the source [10]. It
determines the amount by which a collimated beam of intensity Iω(0) is attenuated
as it passes through the medium. When the absorption coefficient is a function of
position, a more general expression for the optical thickness is:

τω(z) =

∫ z

0
κω(z

′
)dz

′
(1.24)

where z = L − x is measured from the plane x = L into the medium. In this case
τω(z) would more correctly be termed the optical depth. The distance z at which
τω(z) ≈ 1 represents the effective depth within the sample from which most of the
light of frequency ω/2π is emitted.

Optically thin sources, τω(L) << 1

To investigate the intensity of radiation emitted by a uniformly excited column of
gas of length L, we set the incident intensity Iω(0) = 0 and equation 1.23 becomes:

Iω(L) =
εω
κω

[1− exp(−κωL)] (1.25)

In an optically thin plasma, the effective optical depth is very small i.e., τω(L) =
κωL << 1. Expanding the exponential factor in equation 1.25 we have:

Iω(L) ≈ εωL =
!ω
4π

AkiNkg(ω)L (1.26)

In this case the intensity is proportional to the density of excited atoms Nk, to the
spontaneous emission transition probability Aki, and to the length of the excited
gas L. The spectral distribution of the emitted radiation is identical to the intrinsic
line profile g(ω). The measurement of the intensities of spectral lines emitted by op-
tically thin sources is the basis of two widely used techniques: the spectrochemical
analysis of metals and other materials and the determination of oscillator strengths
of atomic and molecular transitions.

Optically thick sources, τω(L) >> 1

In the case of spectral lines which terminate on the ground, metastable, or reso-
nance levels of an atom the assumption that τω(L) << 1 is no longer valid. Sub-
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stantial populations accumulate in these levels in a gas discharge and consequently
the emitted radiation has a large probability of being re-absorbed before it leaves
the source. When the optical depth is of the order of, or greater than unity, the εω
and κω in equation 1.25 can be substituted by expressions 1.20 and 1.21. Finally the
emitted intensity is given by

Iω(L) =
!ω3
4π3c2

1− exp(−κωL)
(Nigk/Nkgi)− 1

(1.27)

As the number density of atoms or the length of the plasma is increased, there
is initially a proportional increase in the emitted intensity Iω(L). However when
the optical depth κωL is of the order of unity, self absorption becomes appreciable
and the intensity increases more slowly. Simultaneously the profile of the emitted
radiation becomes broader and then starts to flatten off. Thus self absorption tends
to level out intensity differences between spectral lines. Self absorption may also
distort the intensity distributions predicted in fine or hyperfine structure multi-
plets. Eventually when κωL >> 1, self absorption leads to an equilibrium between
the radiation and the collision processes responsible for the excitation of atoms
in the plasma. If the populations of the levels i and k are maintained in thermal
equilibrium at the electron temperature Te then the limiting intensity, obtained by
using κωL >> 1 in equation 1.27, is given by the black-body distribution. Thus the
measurement of the absolute intensity of an optically-thick line would enable the
effective temperature of the system to be determined [10].

1.5 Analytical figures of merit

One of the most important figures in analytical spectroscopy is the limit of detec-
tion (LOD). It is defined as being “the smallest measure that can be detected with
reasonable certainty for a given analytical procedure” by the International Union of
Pure and Applied Chemistry (IUPAC). LOD depends on the statistical distribution
of data points in a spectrum using the Gaussian distribution which is given as:

P (x;µ,σ) =
1

σ
√
2π

e−(x−µ)2/2σ2
(1.28)

It is a function describing the statistics of an event or data occurring within an
interval defined by the standard deviation (σ) and the mean value (µ) of the data. In
terms of quantitative spectroscopic analysis, the general expression for a gaussian
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distribution is integrated and the integral is normalized to unity:

∫ +∞

−∞
P (x, µ,σ)dx = 1 (1.29)

When the limits of the integral are changed to values of σ, it give the probability of
a data point lying within the integrated area. And so the probability of a data point
lying outside the integrated area is 1 - P (−σ ≤ x ≤ σ). If the standard deviation
and mean are calculated from the background signal in a spectrum, the probabil-
ity that a data point lies outside the normal distribution can be estimated, within
a stated confidence limit. The confidence limit set by IUPAC for a particular ana-
lyte in a matrix is 3σ, giving a confidence level of 99.87% that a point is not part
of the background. That means the lowest quantity of a substance that can be dis-
tinguished from the absence of that substance (a blank value) within a confidence
level of 99.87% is:

xL = µ+ 3σ (1.30)

For a typical calibration curve, the intensity or line ratio is plotted versus the
concentration of analyte. The limit of detection can then be calculated as:

L.O.D. =
3σB
S

(1.31)

σB is the standard deviation of the background component of the spectrum with
the lowest concentration of analyte. S is the slope of the calibration curve. This is
justified by the assumption that, in a calibration curve with slope S , any x value
(elemental concentration) can be obtained by dividing the intensity by the slope at
a certain point y/( yx) = x. When the value of 3σB is substituted for the intensity of
the analytical line, the limit of detection is calculated.

1.6 Summary

Plasma formation and evolution processes were introduced with an emphasis on
the post-breakdown phenomena on solid targets. Three atomic processes in the
plasma and the general characteristics of a plasma were introduced. The bound-
bound transitions provide the characteristic emission lines that are essential to laser
induced plasma or LIP diagnostic and analysis. The basic principles of VUV emis-
sions and the analytical figures of merits of LIBS analysis were described at the end
of the chapter.
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Chapter 2

Introduction to Laser Induced
Breakdown Spectroscopy

The introduction to laser induced breakdown spectroscopy (LIBS) includes an overview
of the LIBS technique, a brief literature survey of the development of LIBS, and the
aim of the current work in a wider scientific context with an emphasis on direct
detection of light elements in steel.
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2.1 An overview of LIBS

Laser-induced breakdown spectroscopy (LIBS) is an atomic emission spectroscopy
technique which utilizes a highly energetic laser pulse as the excitation source. LIBS
can be used to analyze any matter regardless of its physical state: solid, liquid
or gas. Even aerosols, gels, and other aggregates can be readily investigated by
using LIBS. LIBS can detect almost all elements since all elements emit light when
excited to sufficiently high energies, limited only by the power of the laser as well
as the sensitivity of the dispersed radiation detector and wavelength range of the
spectrometer.

The description of the LIBS technique can be divided into three parts: LIBS
fundamentals, instrumentation and applications. The following three subsections
discuss each category respectively.

2.1.1 LIBS fundamentals

Laser-Induced Breakdown Spectroscopy (LIBS) also called Laser-Induced Plasma
Spectroscopy (LIPS) uses a pulsed laser to generate a plasma composed of a small
amount of a sample. Spectra emitted by the excited species, mostly atoms and
lowly charged ions, are used to develop both qualitative and quantitative analytical
information.

LIBS operates by focusing the laser beam onto a small area at the surface of
the sample to be analyzed. When the laser pulse is fired onto the target it ablates a
very small amount of material which rapidly absorbs laser energy to form a plasma
plume with temperatures typically ranging from a few 1,000 to 1,000,000 K. For
LIBS plasmas, the temperature is often in the range of 10,000-20,000 K. At these
temperatures, the ablated material dissociates (breaks down) into excited ionic and
atomic species. During this time, the plasma emits a continuum spectrum which
does not contain any spectral lines and so does not provide any useful information
about the individual atomic and/or molecular species present. However, within a
very small timeframe the plasma will have expanded at supersonic velocities and
cooled down. This entire process includes the generation and properties of the
energetic laser pulse, the formation and features of the plasma and the evolution of
the laser induced plasma (LIP).
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2.1.2 Brief outline of LIBS instrumentation

In LIBS, a high powered pulsed laser is used to generate a laser-induced plasma
(LIP) on the solid sample surface in vacuum or in a gaseous environment where
the pressure can typically vary from 1 to 1000 mbar (atmospheric pressure). Wine-
fordner et al [11] reviewed the advantages and convenience of LIBS in elemental
analysis compared to several other atomic spectrometric methods. A number of fig-
ures of merit, including detection power, selectivity, multi-element capability, cost,
application areas etc. have been considered. Song et al [12] provided a description
of the most recent development of LIBS instrumentation. Excimer, CO2, and Nd:
YAG laser systems and their performances for LIBS measurement were included in
the discussion. The authors also described several new approaches including dual
pulse UV-Vis LIBS, multi-fiber, resonant ablation, and combination with laser in-
duced fluorescence (LIF) techniques. The echelle spectrometer was also considered
with the combination of various charge coupled devices or CCDs.

In the work presented here the instrumentation for LIBS generally consists of
a pulsed laser beam for sample ablation or breakdown, the optics for focusing the
laser beam and collecting the plasma emission, an ablation chamber, and a spec-
trometer system for detection and the determination of specific elements in the
plasma. In the vacuum ultraviolet (VUV) region of the spectrum, the configura-
tion is a little more complex due to the nature of the radiation under investigation.
Since air is a VUV absorber, experiments must be performed in either partial or
good vacuum conditions. This means that the target, spectrometer and detector
must be held under vacuum conditions. However, ambient gases are sometimes
used to buffer laser plasma expansion, thus local pressure in the ablation chamber
must be generated separately from the spectrometer (which remains in vacuum
throughout the entire experiments). Details of the setup for the LIP VUV emission
measurements will be provided in the experimental chapter (Chapter 3).

2.1.3 LIBS Applications

Since the invention of the laser in the 1960s, diverse new spectroscopic techniques
utilizing the laser have been developed. The main characteristics of lasers com-
pared to conventional light sources are directionality, coherence, high power, pulsed
beam and monochromaticity. Because of these unique characteristics of lasers,
many new fields of applications in modern spectroscopy have evolved and lasers
are considered an essential tool in modern spectroscopic techniques.

A large number of publications provide good reviews on LIBS applications.
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These reviews include books [1, 13, 14] on general LIBS and articles on analytical
chemistry trends [15], LIBS fundamentals [16, 17], LIBS applications in elemental
analysis [18, 19, 20], LIBS for products analysis and applications in the steel indus-
try [21, 22, 23, 24] and other applications in a more general analytical spectroscopy
fields [25, 26, 27].

Among these applications, LIBS is particularly attractive for the analysis of al-
loys because the technique can be employed directly on a solid sample without
the necessity for sample pre-treatment, saving time and operating costs. Due to its
wide industrial applications, the alloy of greatest interest is steel. Element detection
is one of the main applications of LIBS in steel studies.

Steel is an alloy consisting mostly of iron, with a carbon content between 0.1-
1.7%. Carbon is the most cost-effective alloying material for iron. For example, the
carbon content in alloys that are used to manufacture car bodies and central heating
radiators must not exceed 0.3%, which are known as low carbon steels. Bridges and
ships use alloys that contain a medium concentration of carbon between 0.3% and
0.7%. In addition, high carbon steels are those that have carbon in the range from
0.7% up to about 1.3% and are used to make various cutting tools because of their
hardness. Other elements such as Al, Co, Cr, Cu, Mn, Mo, Ni, Si, Sn, Ti and V,
act as a hardening agent, preventing dislocations in the iron atom crystal lattice.
All of these elements can have a significant influence on the structure and physical
properties of carbon-steel alloys [28]. High precision of the chemical composition
of steel is desired for numerous tasks associated with process control in the steel
industry. The limit of detection (LOD) calibration results for various elements in
steel have been improved to the part per million (ppm) range. Great efforts have
also been made to enhance the LIBS technique system for better LOD result. Here
are some examples of elemental studies of steel using enhanced LIBS.

Sturm and Vrenegor et al. [23, 24] investigated the use of the multi-pulse excita-
tion LIBS with steel alloys. In 2000, they focused on the analyses of light elements
including C, P, S, Mn, Ni, Cr and Si, in the vacuum ultraviolet spectral region [23].
Analytical curves with good correlations and detection limits in the range of 7 to 11
µg/g were obtained. After that they compared the triple-pulse configuration with
single-pulse and double-pulse in 2004 [24]. C, P, S, Al, Cr, Cu, Mn, and Mo were
quantified. An increase in detectability was observed due to an enhancement of
material ablation. Good detection limits around 7 to 10 µg/g for Al, C, Cu, Mn, Mo
and detection limits two or three times greater for Cr, Ni, P and S were achieved. In
the following year, they quantified the content of Ni, Cr, Cu, Mo, Si, Ti, Mn, Al and
C in high alloy steel [29]. Investigations were made with single and double-pulse
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configurations with the same total energy and two different laser burst energies.
One particularly interesting conclusion was that the single-pulse mode was better
for Cr, Ni, Cu, Mo and the double-pulse mode was better for Si, Ti, Mn and C. The
use of inter-elemental corrections which improved the detection limits up to two or
three fold was also discussed.

Khater et al [30, 31] quantified carbon in steel alloys in the vacuum ultraviolet
spectral region. The analytical capability of laser-produced plasmas in combina-
tion with time-integrated, spatially-resolved (TISR) emission spectroscopy in the
vacuum ultraviolet (VUV) was investigated. For the first time, a study of the selec-
tion of the most appropriate spectral lines for carbon analyses in standard reference
steels was presented. In Khater’s work, four spectral lines (C2+ 45.96 nm, C+ 68.73
nm, C2+ 97.70 nm, C2+ 117.57 nm) were identified to present the best performance
and the 97.70 nm C2+ line allowed for the lowest detection limit and the best linear
analytical curve. With an optimization of experimental setup parameters, the de-
tection limit of carbon in steel was improved to (1.2 ± 0.2 µg/g) for the 97.70 nm
spectral line.

O’Leary [4] achieved low-level quantitative determination of sulphur in steels
in both vacuum and gaseous atmosphere studies. Two approaches to the cali-
bration curves were used: the internally referenced method and the unreferenced
method. The internally referenced calibration curve resulted in a limit of detection
of 1.8 ppm (part per million), while the unreferenced curve resulted in 1.7 ppm.
Both of these limits are far better than those produced in vacuum and almost three
times better than the best available LIBS limit of detection published in the litera-
ture to date.

2.2 Literature survey of LIBS

In addition to the introduction of LIBS fundamentals, the instrumentation and ap-
plications by example, a literature survey is provided, reviewing the development
of LIBS and to look at the future of LIBS.

2.2.1 A brief history of LIBS

With the invention of the Ruby laser in 1960, a laser-induced plasma was observed.
The laser was used primarily as an ablation source in the early stages of the laser
technique development. In 1963, Debras-Guedon and Liodec published its first
analytical use for spectrochemical analysis of surfaces [32], marking the birth of
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laser-induced breakdown spectroscopy (LIBS). LIBS experiments were carried out
on solid surfaces, in gases and in liquids. The requirements for studies to be carried
out on different materials using LIBS resulted in the development of instruments
specifically targeted on LIBS.

The early instrumental development included laser ablation and cross-excitation
with a conventional spark (e.g. by electrode). The spark could contaminate and
complicate the analysis through the introduction of electrode material and so cross-
excitation by electrode-less methods were also developed (e.g. inductively coupled
plasma, ICP). Although these instruments could handle nonconducting samples,
they could not typically compete in accuracy and precision with conventional spark
spectroscopy. A discussion of those devices and the associated techniques can be
found in Moenke-Blankenburg’s book [33], Laser Micro Analysis.

In the beginning of the 1970s, with more sophisticated LIBS instruments be-
coming available, time-resolved spectroscopic analysis of laser-induced plasmas
was developed to monitor the plasma evolution and help discriminate the contin-
uum background from the line spectrum. Different detection systems were also
employed to obtain temporally resolved spectra. As detectors have developed, the
preferred methods for time-resolved LIBS measurement have moved to gated, in-
tensified charge coupled detectors (CCD). These early innovative studies on the
spectral imaging and recording systems include Schroeder et al. [34, 35], Menzies
et al. [36], Koppel et al. [37], Brunol et al. [38].

Time-resolved laser plasma studies extended into the 1980s and the research
field widened as the in-situ advantages of the laser plasma became more obvious
when lasers and other LIBS components became more compact and user friendly.
During this period, laser induced plasma analysis covered spatial/temporal plasma
evolution [39, 40, 41], physical and chemical matrix effects on elemental analy-
sis [42], plasmas in water [43, 44], LIBS on aerosols [45, 46] and other functional
materials (e.g. [47]). Progress in both apparatus and understanding of laser plasma
fundamentals and techniques have made LIBS more capable of challenges such as
detection of toxic dust in air and on filters [48, 49], hazardous gases [50], aerosols [46]
and liquids [51].

Other studies focused on plasma diagnostics and enhancements from the late
1980s to the early 1990s. Characterization of laser induced plasmas and determina-
tion of plasma parameters such as electron temperature and density were carried
out by various groups (e.g. Essien and Radziemski in 1988 [52], Grant et al. in
1990 [53], Sabsabi in 1995 [54]). Attempts were also made to enhance the plasma
emission by a magnetic field [55] or an electric field [56].

23



From the 1990s to 2000, applications and fundamental studies developed rapidly.
The improvements on LIBS quantitative analysis continued. Quantitative LIBS
have been improved for aerosol analysis [57], artworks [25], ores [58] and also
remote-LIBS [59]. Remote-LIBS, which began in the 1980s, has been developed
rapidly since the 1990s and includes topics such as remote elemental analysis [60]
and the fiber optic probe in remote applications [61, 62]. LIBS for the analysis of
lunar surfaces was first mentioned by Blacic et al. [63] and Kane et al. [64]. A series
of works by Knight et al. [65] and Wiens et al. [66] provided further contributions
to planetary exploration and analysis with the aid of LIBS.

2.2.2 LIBS in recent years

Since the first international meeting on LIBS held in 2000 in Pisa, Italy to the most
recent Euro-Mediterranean Symposium of LIBS, LIBS has gradually developed into
a powerful and versatile analytical technique. Its maturity has also been marked
by its adoption in planetary geology on the 2009 mission to Mars.

New areas of study include increasing exploration of the vacuum ultraviolet re-
gion of the spectrum, biological applications on human teeth, bones and tissue,
surface mapping and imaging (scanning LIBS), instrumentation for commercial
and marketing purpose and sophisticated statistical techniques to enhance the effi-
ciency and reliability of LIBS analysis.

Here is a brief summary of the topics presented at the International LIBS con-
ferences held in recent years. These topics represent the current status of LIBS de-
velopment. Topics included at LIBS-2008 and the numbers of the talks belonged to
each topic are listed in table 2.1. The conference proceedings and the short courses
topics can be found at http://www.libs2008.de/. Among the wide range of

Topics number of talks
Fundamentals 14

Modeling and Calibration 5
Industrial applications 6

Romote and Environmental 11
Particles and Plasmas 4
Culture and heritage 3

Instrumentation 4

Table 2.1: List of topics discussed at LIBS-2008 conference

LIBS studies, about 1/3 of the talks were dedicated to the fundamental and theoret-
ical (including modeling and calibration) studies. There was a particular focus on
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double pulse (DP) techniques which included DP-LIBS with femto-second lasers
(Pinon, Spain), high resolution LIBS of sapphire using femto second double pulses
(Baumert, Germany), emission enhancement by a simultaneous CO2 laser pulse
with the combination of ablative Nd:YAG laser (Waterbury, FL, USA), a fundamen-
tal study of the effect of DP-LIPS (Giacomo, Italy) and comparison study of laser
ablation (LA) with double- and single-pulse excitation (Cristoferetti, Italy). Other
techniques also aiming for the enhancement of breakdown based spectroscopy in-
cluded filament-induced breakdown on organic thin films (Baudelet, MD, USA),
microwave enhancement for spark-induced breakdown (Kaneko, Japan) and laser-
assisted microwave enhancement of LIBS (Efthimion, NJ, USA). Besides the mod-
eling studies aimed at providing a deeper understanding of the plasma evolution
process, topics concerning multiple emission line (Mungas, USA) or multi-element
analysis (Death, Australia) were discussed and found to be appealing for some
LIBS applications. The multivariate approach turned out to be a useful tool for
LIBS analysis and this topic attracted numerous research groups in a short time.

The topics presented at the LIBS-2010 are categorized as in table 2.2. The confer-
ence proceedings and short courses are available at http://www.icet.msstate.
edu/libs2010/. The multivariate analysis was remarked as a great contribution

Topics number of talks
Fundamentals 5

Analysis 7
Industrial 6

Applications 8
Aerosol and Environment 4

Instrumentation/Commercialisation 4
Biomedical 3

Hyphenated Techniques 4

Table 2.2: List of topics at LIBS-2010 conference

to the traditional LIBS analysis as it provides the ability to perform simultaneous
observation and analysis of more than one statistical variable. Multivariate tech-
niques, often refereed to in this context as chemometrics, have been applied to
multi-element analysis, analytes in complex matrices, or residue mixtures on mul-
tiple substrates. The combination of LIBS and chemometrics has widened the anal-
ysis ability of LIBS. LIBS analysis has extended to encompass samples like mineral
ores, seawater, aerosols or solid samples covered by water droplets, biological and
organic samples, and other geochemical analysis.

As a further enhancement to LIBS, efforts have been made to modernize some
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of the traditional spectroscopy based methods by combining LIBS with Raman
spectroscopy or spark-induced breakdown spectroscopy (SIBS), laser-induced fluo-
rescence (LIP), laser ablation-inductively coupled plasma-mass spectroscopy (LA-
ICP-MS) and resonance-enhancement. As presented at LIBS-2010, there was an
increasing emphasis on commercialization and novel applications such as portable
LIBS. These applications are particularly popular in security and forensics.

From the above literature survey, one can conclude that LIBS has now been
developed into a unique and versatile analytical method. On the one hand, ex-
panding the analytical capability of LIBS has never stopped, either by enhancing
the LIBS analysis procedure or by combining LIBS with other new or developed
techniques. On the other hand, many of the earlier studied topics in LIBS history
have re-surfaced because of increased needs or improved instrumental capabilities.
These are the two main trends of the LIBS development and leads one to believe
that LIBS will always be a powerful analytical tool in many areas.

2.3 Aims and objectives of the present work

The ultimate goal of the current work is to improve the detection limit of light
elements (C and S) in steel using LIBS in the VUV regime. The investigations were
carried out using space-resolved spectroscopy which provides the spatial structure
of a laser-induced plasma (LIP) as an alternative to the more commonly used time-
resolved spectroscopy. A number of standard steel samples with carbon/sulphur
concentration varying from 0.001% to 1.32% were used to construct the calibration
curves from spectral data. A 1 meter normal incidence VUV spectrometer equipped
with a 1200 lines/mm reflective concave grating was used to disperse the emitted
plasma radiation while a VUV sensitive CCD camera was employed to detect the
emission signal.

To achieve a better limit of detection (LOD), dual-pulse operation was intro-
duced for the first time to the space-resolved LIBS system in the VUV emission
regime. Thus two Nd:YAG lasers were employed for the experiments. The Spec-
tron laser of 1064 nm wavelength, 15 ns pulse duration and 200 mJ output served as
the ablation laser, while the Surelite laser with 1064 nm wavelength, 6 ns pulse du-
ration and 665 mJ maximum output was used as the re-heating laser in a collinear
geometry. A number of important parameters in the dual-pulse LIBS scheme in-
cluding pulse energy, (de)focusing and inter-pulse delay time were studied in de-
tail.

All experiments were carried out in the vacuum ultraviolet spectral range. How-
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ever the efficiency of signal collection was low due to the fast expansion of the
plasma in vacuum, especially with high energy dual-pulse excitation. The aim of
bringing in ambient gas(es) was to buffer the expanding plasma in the chamber
thus increasing the overall signal level. The effects of gas pressure and gas type
were investigated in detail, considering especially the absorption of VUV light
caused by gases as a function of pressure. Dual-pulse parameters including re-
heating pulse focusing and inter-pulse separation were also re-examined in pres-
sure controlled ambient gases.

Applying the combination of dual-pulse irradiation in an ambient gas to the
LIBS VUV emission system is unique in the current literature and the overarching
aim of this work is to explore it parametrically and attempt to optimize it.

2.4 Summary

This chapter provided a comprehensive introduction to LIBS including the funda-
mentals, instrumentals, applications and an overview of LIBS in the literature of
laser-induced plasmas analysis. LIBS development in recent years was also de-
scribed based on a brief survey of LIBS conferences in the recent few years. The
brief but up-to-date literature survey of LIBS was followed by the aims and objec-
tives of the present work, given in the last sections 2.3.
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Chapter 3

Equipmental System

This chapter provides a description of the component parts of the DCU LIBS system
including lasers, targets, spectrometer, and detection system.
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The basic LIBS experimental setup is shown schematically in figure 3.1. The
essential parts of a typical LIBS system include the laser system, chamber, targets,
laser focusing optics, spectrometer and signal detecting system.

incoming laser beam

sample

sample chamber

He-Ne alignment laser

plasma plume

lens

CCD detector

Grating:
1200g/mm

fore-slit
(in the chamber)

entrance slit
(of spectrometer)

mirror

surelite III-10
/spectrum SL400
laser

lens moving direction

( to spectrometer )

Figure 3.1: Basic LIBS experimental layout.

In the vacuum ultraviolet (VUV) region of the electromagnetic spectrum, the ex-
perimental configuration was a little more complex than a typical LIBS setup due
to the nature of the radiation under investigation. Since air is a VUV absorber, the
target, spectrometer and detector must be held under vacuum conditions. As gases
were sometimes used to buffer laser plasma expansion, partial pressures must be
generated in the target chamber and separated from the spectrometer using differ-
ential pumping techniques. As can be seen in figure 3.1, the system consisted of the
key components for radiation generation, dispersion and detection, i.e., the laser
pulse, target chamber, spectrometer, grating and CCD camera respectively. Two
lasers were employed in this experiment, one was a Continuum Surelite model
III-10, capable of producing an optical pulse carrying an energy of up to 820 mJ
at a wavelength of 1064 nm (the Nd:YAG fundamental wavelength) in 6 ns. The
other laser was a Spectron SL404 laser with a maximum energy of 400mJ at 1064
nm delivered in a pulse of 15 ns duration. The target chamber was a simple alu-
minum cube (with sides of length 12.5 cm) which had been hollowed out. Two
slits were employed to enable space-resolved spectroscopy: a fore-slit (250 µm
width) mounted in the target chamber combined with an entrance slit (10 - 40 µm
width) placed at the entrance of the spectrometer. The spectrometer was a 1m nor-
mal incidence Acton Research Corporation model VM-521 equipped with a 1200
grooves/mm Bausch and Lomb Al+MgF2 coated holographically-ruled diffraction
grating. The radiation detection system was a back-illuminated, VUV-sensitive An-
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dor Technology CCD camera. In what follows the individual system components
are described.

3.1 The laser system

The main laser used in our experiments was a Continuum Surelite model III-10,
capable of producing a pulse with a maximum output energy of 820 mJ at a wave-
length of 1064 nm (The Nd:YAG fundamental wavelength) with a pulse width of 6
ns. The variation in the output pulse energy from this laser is typically 5%, which
is ideal for laser plasma experiments where repeatable results are highly desirable.
Figure 3.2 illustrates the optical layout of the Surelite laser.

1 2 3 4 5 6 7 983 4

Figure 3.2: Surelite III-10 Laser Optical Layout.

The main components are as follows:

1. Rear mirror, 100% reflectance

2. Pockels cell

3. λ/4 plate

4. Dielectric polariser

5. Laser head - 2 flashlamps, Nd:YAG rod, cooling system

6. Intra-cavity shutter

7. Gaussian mirror

8. Output beam compensator

9. Exit port
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Laser action requires the generation of a “population inversion” where the num-
ber of atoms of the lasing host material in an excited state exceed those in some
lower state. Stimulated emission, the process underpinning light amplification,
can then proceed between these states. In the case of the Continuum and Spectron
lasers used here, one or more flashlamps are fired to produce broad band radiation
extending from the near UV to IR spectral region. By appropriate choice of flash-
lamp filling gas and pressure, one can tune the peak wavelength and bandwidth
to best match the absorption band in the laser host material. A certain amount of
this pumping light energy is absorbed by the lasing material (Nd ions in a YAG
crystal matrix, YAG: yttrium aluminum garnet). When the pumping energy is suf-
ficiently high, the population inversion is established among the Nd ions in the
laser rod (see No.5 in figure 3.2). When the lasing medium is pumped, it con-
tains atoms with electrons in the upper level of the lasing transition. These excited
atoms can decay to the lower energy level of the lasing transition emitting pho-
tons at the laser wavelength. When one of these photons encounters another atom
that has an electron in the excited upper state of the lasing transition, stimulated
emission can occur. The first photon can stimulate or induce atomic emission such
that the subsequent emitted photon (from the second atom) produces a quantum
of radiation with the same frequency, direction and phase as the incoming photon
leading eventually to a monochromatic, collimated and coherent light beams re-
spectively. The incoming and stimulated photons continue their journey through
the laser medium and stimulate two more photons. Ignoring loss mechanisms,
these 4 can produce 8 in subsequent interactions and so the radiation field grows
along the laser medium, doubling at each interaction. In practice the gain is lower
as photons are lost through other loss mechanisms such as fluorescence outside the
laser emission band, and other parasitic losses. The net effect is Light Amplification
via the Stimulated Emission of Radiation or LASER action. The laser rod is typi-
cally enclosed in a resonant cavity composed of two mirrors which reflect some of
the amplified light back to the laser rod so that more atoms are de-excited and emit
more such photons via stimulated emission, when the reflected photons re-pass
through the laser rod. Thus significant amplification of light at the wavelength of
the lasing transition can be achieved in many passes of the radiation field until so
many atoms in the upper lasing level have been depleted that the population inver-
sion is lost, the stimulated emission process is switched off and the Nd ions begin
to absorb radiation again.

To obtain a short pulse on the nanosecond timescale, a Q-switched shutter is
placed in the cavity to prevent photons from completing the full path of the laser
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rod, thus the stimulated emission is interrupted and the population inversion be-
tween the upper and lower levels of the lasing transition can become very large.
When the Q-switch is activated by a timed gate pulse, the laser cavity transmission
is suddenly increased to close to 100% which allows the photons to pass through
the laser rod so that the excited atoms are stimulated to decay very rapidly (usually
in a couple of passes of the optical cavity corresponding to a few nanoseconds), re-
sulting in a high power laser pulse of short duration on the order of 5 - 10 ns. The
Continuum and Spectron lasers are normally internally triggered at a pulse repe-
tition frequency (or PRF) of 10 Hz and pulses were selected by gating the trigger
pulses for the Pockels cells. This repetition rate can also be adjusted to lower fre-
quencies down to 1 Hz. They can also be triggered manually for asynchronous op-
eration. For the experiments throughout this work the pulse repetition frequency
was fixed at 10 Hz.

3.2 Target chamber and targets

The target chamber used as part of the experimental system is an aluminum block
with a hollowed interior. While the block is cubic with sides of 12.5 cm, the interior
has been hollowed by simply drilling cylindrical holes through the block along
three orthogonal directions. Each hole has been drilled from face to opposite face;
the radius of each cylinder is 3.5 cm. This makes for a total internal volume of about
0.75 L. All sides were polished to accommodate standard o-ring sealed flanges,
which require rubber o-rings to form a vacuum tight physical seal between outside
fittings such as windows and connectors and the chamber itself. A photo of the
chamber is shown in Figure 3.3.

In order to optically align the system with the spectrometer and CCD camera, a
helium-neon laser was mounted on a 2-dimensional translation stage, and passed
straight through the fore-slit and the entrance slit of the spectrometer, onto the cen-
tre of the grating and reflected onto the centre of the “exit arm” of the spectrometer
with the grating set to the zero order position.

It is also important to align the Glass Capillary Array (GCA) with the optical
axis. This is done by placing the GCA in its holder and centering it on the optical
axis of the spectrometer. The He-Ne laser was passed through the GCA which was
adjusted until the characteristic diffraction pattern was centered on the spectrom-
eter entrance slit at which point its entrance and exit faces are orthogonal to the
He-Ne beam ensuring maximum transmission of the VUV radiation. The target
surface was aligned with the optical axis of the experiment by moving the target
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Figure 3.3: Target chamber and associated vacuum and optical components.

until the He-Ne laser beam was blocked by the front edge of the target.
The targets used in this experiment were mounted on an externally controlled

XYZ stage, shown in Figure 3.4. The target was screwed onto a post, which was
coupled to a micrometer outside the chamber so that it could be moved in the Z-
direction (towards/away from the optic axis of the spectrometer). The post itself
went through a pair of aluminum plates that were driven by separate micrometers
in the orthogonal (X, Y) directions, giving 3 dimensional motion control of the tar-
get in the chamber. All moving parts were O-ring sealed so that the target could be
moved during experiments with the chamber remaining under vacuum.

A wide range of targets (Carbon/Steel) with varying analyte concentrations
were purchased from Glen Spectra Reference MaterialsTM . For initial studies, a
single sample with a high concentration of the analyte was chosen and placed in
the target chamber. When optimum conditions were extracted from these studies,
samples with varying concentrations of analyte were machined and placed into a
carousel which had space for up to 6 targets as shown in Figure 3.5.

In this way, multiple samples could be studied while maintaining an identical
vacuum environment and ensuring that each target was automatically aligned with
the optic axis. One of the advantages of LIBS is that targets require very little prepa-
ration before study. Target surface cleaning was achieved in vacuum conditions in
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Figure 3.4: Target XYZ Manipulater (at the backside of the target chamber).

 

Figure 3.5: Target carousel loaded with six steel targets with varying carbon con-
centrations.
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the chamber by firing unfocused laser shots onto the target surface to remove any
surface contaminants like dirt or rust which were sometimes present. In addition
to these precautions, the target surface was rotated periodically in order to expose a
fresh surface after every train of shots; this reduced the possible effects of cratering
e.g., plasma confinement and/or occlusion by the target surface.

The targets (12 steel samples) with various light element concentrations em-
ployed in the study are listed in table 3.1.

Concentration (w/w%)
No. Sample C S Fe
1 361-50E 0.001 0.0119 99.83
2 084-CRMFE1 0.005 0.0027 99.75
3 361-XAAS 0.041 0.009 99.41
4 361-XCCV 0.44 0.024 97.35
5 361-2932 0.208 0.02 98.14
6 361-54D 0.668 0.046 97.09
7 351-215/3 0.91 0.031 98.00
8 371-229/1 1.32 0.021 97.71
9 15704a-1 0.34 99.35
10 15704a-2 0.013 99.81
11 15704a-3 0.018 99.62
12 15704a-4 0.087 99.17

Table 3.1: The steel samples used in the work reported in this thesis. The concen-
tration is given in weight/weight percent (W/W%) which is normally defined as
100 × the ratio of the solute weight to the solution weight. Here the solute is the
carbon (analyte) content (in grams) and the solution is the Fe (matrix) weight (also
in grams).

3.3 GCA and the spectrometer

As previously described, positioned in between the target chamber and the spec-
trometer, there is another important part of the LIBS-VUV spectroscopy system, a
so-called Glass Capillary Array (GCA). A GCA is a vacuum optical component that
allows pressure differences to exist between two separate parts of a vacuum system
while leaving the aperture between these two areas mostly transparent to light. A
GCA is basically a glass plate with very fine holes bored in it - these are capable of
maintaining up to 3 orders of magnitude pressure difference between its entrance
and exit faces, depending on the individual capillary diameters and the thickness
of the array itself. They are in effect bare micro-channel plates without the usual
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dynode coating material on the channel walls or any cathode or phosphor coatings
on the entrance/exit faces. A microscope image of a GCA is shown in Figure 3.6
below, taken from the Burle Industries Inc. website. The GCA shown has a pore
diameter of 5 µm.

 

Figure 3.6: Microscope image of a typical GCA (from Burle Industries Inc.).

The GCAs provided by Collimated Holes Inc. and used in the current experi-
ments were 25mm in diameter, 3mm thick and had a pore diameter of 50 µm. They
were made from lead-alkali silicate.

The spectrometer used was a 1 m normal incidence Acton Research CorporationTM

model VM-521 equipped with a 1200 grooves/mm Bausch and LombTM Al+MgF2
coated holographically-ruled diffraction grating. The stated spectral range of the
spectrometer extends from 30 to 325 nm but in practice this is limited by the effi-
ciency of the grating at longer wavelengths to the 30 to 160 nm range. Gratings
blazed for longer wavelengths are available. The lower wavelength limit is consid-
ered to be the transition wavelength between VUV and EUV radiation bands where
normal incidence optics tends to fail and reflectivity can be restored only by setting
optics at grazing incidence to the radiation. Hence, below 30 nm or so, grazing
incidence reflecting optics must be used due to the poor reflectivity of normal and
near normal incidence single layer metal coatings at EUV wavelengths.

The Al/MgF2 coating on the grating ensures enhanced reflection efficiency at
VUV wavelengths. The spectrometer uses an off-Rowland circle mount for the
diffraction grating. This means that, if an image is in focus on the entrance slit of
the spectrometer, it will be in focus on the exit slit so long as the exit slit is on the
Rowland circle.
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Figure 3.7: ARC VM-521 Spectrometer.

3.4 The Rowland circle and off-Rowland mount

The Rowland circle, as shown in Figure 3.8, is a spectrometer/grating combination
that employs a concave grating with radius of curvature R with entrance and exit
slits located on a circle of radius R/2. This combines in simple terms the disper-
sion properties of a plane diffraction grating, with the focusing power of a concave
mirror.

The grating is located in the spectrometer vacuum chamber so that both the
entrance slit and CCD camera face lie on the Rowland circle when the grating is
at the zero order position where both the incident and reflected radiation lie at an
angle of 7.5o to the grating normal. In other words, a point source on the entrance
slit is focused to a point image at the exit slit of the spectrometer. It should also
be noted that the geometrical location of both the vertical focus (which lies on a
tangent to the Rowland circle perpendicular to the grating normal) and the hor-
izontal focus (which lies on the Rowland circle itself) begin to coincide for small
angles of incidence and diffraction. So normal incidence VUV spectrometers suffer
less astigmatism than do grazing incidence systems that employ concave gratings.
Using corrective (usually toroidal) optics, astigmatism can be significantly reduced
for EUV spectrometers, at least over selected wavelength ranges.

Diffraction by the spherical concave grating of the constituent wavelengths of
light emerging from the entrance slit is described by the same formula that is used

37



Grating Normal

α
β

λ

Slit Entra
- Point E

Grating - Radius of
curvature = R

Rowland Circle
Diameter = R

Figure 3.8: Rowland Circle.

for a plane diffraction grating which is given by:

±mλ = d(sinα+ sinβ) (3.1)

where m (= 1, 2, 3, ...) is the spectral order, λ is the wavelength, and d is the inter-
groove spacing (d = 8.33 × 10−4 mm for the 1200 grooves/mm grating used). The
positive sign gives the inside spectrum positioned along the Rowland circle be-
tween the central image and the entrance slit. The negative sign describes the out-
side spectrum that lies along the Rowland circle between the zero order position
or the central image and the tangent to the grating. As for the configuration of
the spectrometer used in our experiments, only the inside spectrum is recorded so
equation 3.2 becomes:

mλ = d(sinα− sinβ) (3.2)

since α and β lie on opposite sides of the grating normal, they have opposite signs
The spectral region from 35 nm to 70 nm is predominantly first order light due
to the lower efficiency of the grating for short wavelengths below 35 nm. Higher
spectral orders of wavelength λ/m that satisfy equation 3.2, overlap first order
spectral light.

Light with different wavelengths is diffracted into different angles. The wave-
length distribution across the Rowland circle is called the angular dispersion of
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the grating. It is the ability to disperse radiation of different wavelengths per unit
angle, ∂β/∂λ, which is expressed as:

∂β

∂λ
=

m

dcosβ
(3.3)

A more practical property of the grating is the Reciprocal Linear Dispersion, dλ/dl,
which gives the degree to which radiation is dispersed along the Rowland circle. It
is expressed as:

∆λ

∆l
=

∆λ

∆β
× ∆β

∆l
(3.4)

If R∆β = ∆l, then,
∂β

∂λ
=

1

R
(
∆β
∆λ

) (3.5)

From equation 3.3,

dλ

dl
=

dcosβ

mR
=

(
cosβ

mR

)
× 8.33× 10−4mm (3.6)

where R is the radius of curvature of the Rowland circle measured in meters. These
expressions are not sufficient to completely describe the spectrometric system as
they assume a fixed angle of incidence and the exit arm is expected to be rotatable to
collect signal at different points along the Rowland circle. For a spectrometer with
fixed exit arm as in our case, an off-Rowland Mount is used to solve the problem.

The off-Rowland mounting system for a concave grating operates by moving
the grating on a fixed path along the bisector while rotating it through an angle θ
to the grating normal. The original state is θ = 0, and α = β, the centre of Rowland
circle is positioned as the bisector of the entrance arm. When the grating is rotated,
a portion of the inside spectrum appears on the exit slit/detector, the grating and
the Rowland circle are correspondingly rotated through an angle θ and shifted a
distance x along the bisector as shown in figure 3.9.

For the off-Rowland setting, the entrance slit and exit slit each have a displace-
ment s and s′ respectively after the grating was shifted. From the diagram we have:

Rcosα+ s = Rcosβ − s′ (3.7)

where R is the radius of curvature of the grating. When the change in α over the
observed wavelength range is small, we assume that s = s′, and let α0 be the angle
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Figure 3.9: Off-Rowland mount configuration.

subtended by the entrance arm at θ = 0, giving us that:

s = Rsinα0sinθ (3.8)

From the diagram, R = x + GP0 and GP0
∼= Rcosθ, the linear movement x can be

written as:
x = R(1− cosθ) (3.9)

The operating range of the spectrometer is 30 - 325 nm, the grating will rotate
from 0o to 20o. Therefore the total linear translation of the grating along the grating
normal will be from 0 to 60 mm. The grating currently used in the VM-521 spec-
trometer is blazed for a wavelength of 80 nm in the first order. In other words, the
grating works most efficiently at reflecting light at 80 nm.

3.5 Resolving power of the spectrometry system

An important parameter is the resolving power which is defined as λ/∆λ. The
theoretical limit to the resolving power of an instrument is given by Namioka ( [67])
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as:
∆β =

λ

Ndcosβ
(3.10)

When ∆λ is expressed in terms of ∆β as ∆λ = ∆β(dλ/dβ)s, and from equation 3.5
and equation 3.10, we have

∆λ =
λ

mN
(3.11)

So the resolving power is:
λ/∆λ = mN (3.12)

where m is the order of the radiation and N is the number of illuminated grooves.
More detailed information can be found in Namioka [67] and O’Leary [4]. In the
current case of our off-Rowland mount, shown in figure 3.9, the entrance and the
slit arm of the spectrometer are both set at 7.5o to the normal. Thus α = 7.5+ θ and
β = 7.5 − θ, where θ is the angle through which the grating has been rotated. The
grating equation 3.2 is now rewritten as:

mλ = d (sin(7.5o + θ)− sin(7.5o − θ)) (3.13)

it can be reduced to
mλ = 2d(cos7.5osinθ) (3.14)

The linear dispersion is redefined in terms of δθ so that

δλ

δl
=
δλ

δθ
· δθ
δl

(3.15)

From equation 3.14 we have

δλ

δθ
=

2dcos7.5ocosθ

m
(3.16)

And
δθ

δl
=
δθ

δβ
· δβ
δl

=
1

2
· δβ
δl

=
1

2R
(3.17)

The reciprocal linear dispersion of the grating as a function of grating angle is
now written as

δλθ
δl

=
dcos7.5ocosθ

mR
(3.18)

At the blaze wavelength of 80 nm where the grating is at an angle of 2.75o to the
grating normal, the dispersion is calculated to be about 0.83 nm/mm, which in
agreement with the manufacturer’s stated dispersion of 0.83 nm/mm. The actual
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resolving power of the system can be estimated by Namioka’s definition of ∆λ as

∆λ =
Wsd

m
(3.19)

Ws is the standard slit width of 50 µm, then the corresponding instrumental width
of the grating is 0.042 nm.

In the current work, the AndorTM CCD is 26.6 mm wide and has 1024 pix-
els along this axis. The capture interval of the camera is about 22 nm. It means
that the spectral distance between pixels is about 0.0215 nm. A previous estimate
by Khater [7] using low pressure Helium and Argon discharges in the 75 - 85 nm
range produced lines with had a Full Width at Half Maximum (FWHM) of about
2.1 pixels. Thus the instrumental width of the entire optical system was 0.045 nm
at 80 nm, compared to the theoretically calculated value of 0.042 nm. The resolving
power ∆λ/λ of the system using the values above is approximately 1780 at 80 nm
using a 50 µm entrance slit.

3.6 Signal detection and recording system

The radiation detection system used in the LIBS experiments was a back-illuminated,
VUV-sensitive Andor TechnologyTM CCD (charged couple device) camera, model
number DV420-BN. CCD cameras are devices which convert photons into elec-
tronic charge packets that can be stored, transferred, digitized and processed in the
chip and by the associated readout and signal conditioning electronics. The CCD
chip is a two dimensional array of Metal Oxide Semiconductor (MOS) capacitors.
The capacitor is composed of a layer of silicon dioxide (SiO2) grown on a silicon
substrate; a metal electrode is then evaporated on top of the oxide layer, see fig-
ure 3.10. The metal electrode is known as the gate and is biased positively with
respect to the silicon substrate.

When the gate is biased positively, photogenerated electron-hole pairs become
separated and the electrons are attracted to the SiO2 surface under the gate. It
is similar to a p-n junction, the potential well formed under the gate contact is
also called the depletion region which depletes the majority carriers (holes in p-
type silicon). The amount of trapped charge in the potential well is proportional to
the total integrated light flux incident on the CCD sensor during the measurement
period. As the number of trapped electrons rises with increasing integration time
and/or flux, the depletion region is widened, and the voltage between the gate
and the p-type silicon is consequently increased. This voltage is in opposition to

42



+ V
Transparent Conducting
 Layer (gate)

SiO2

p-type silicon

Photons

Figure 3.10: MOS capacitor structure.

the original gate bias, it is thus called the reverse-bias voltage. The strength of the
depletion zone electric field is also increased as the reverse-bias voltage increases.
Once the electric field strength is increased beyond a critical level, the depletion
zone breaks down and the reverse-bias voltage reverts to the original level. This
breakdown is reversible so long as the sensor is exposed to incident photons, and
the process is repeated [68].

The basic design of a CCD is shown in figure 3.11 to demonstrate how the signal
is read out. The geometric arrangement of the CCD pixels for the DV420-BN is a
rectangular array of dimensions 1024 × 512. The electronic image intensity signal,
represented by the geometric pattern of stored charges in the CCD pixel array, is
read out by shifting each row vertically downward, one at a time, into the shift
register which is then read out sequentially. After the pixel information in the shift
register is read out, all rows are shifted down one row again and the new data in
the shift register is read out.

In the LIBS experiments conducted in this work, the camera was used in “full
vertical binning” mode. In this mode the charges stored in each vertical column
are summed so that the final image is a one-dimensional (1D) one. This can be
done quickly by adding each vertically clocked row to the previously accumulated
values until all 512 rows in the case figure 3.11 have been added in the readout shift
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Figure 3.11: Design of a CCD.

register. The remaining 512 horizontal pixel values are then read out.
The thermally generated background signal (and hence the noise fluctuations

on it) can be reduced by lowering the temperature of the CCD chip which is ac-
complished with the aid of a thermo-electric or Peltier cooler. The temperature for
the Andor Technology camera can be reduced to -80oC with water assisted cool-
ing. Finally, read out noise, which is due to incomplete transfer of charge when
the readout frequency is too high, can be reduced most obviously by increasing the
readout time per pixel (i.e., reducing the readout frequency).

3.7 Summary

In this chapter, the equipment used in the LIBS experiments has been described.
The major features of the experimental setup included the Nd:YAG lasers, the vac-
uum system, the spectrometer & grating and the CCD camera. All these compo-
nents have been introduced and explained individually.
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Chapter 4

Basic LIBS: Typical LIBS Analysis
Process

This chapter provides a detailed description of the basic LIBS analysis procedure
including the choice of laser parameters, CCD settings, data calibration steps which
transfer the raw pixel data to analytical spectrum and finally some of the data han-
dling needed to extract useful and reliable information from the spectra for LOD
(limit of detection) calculation. In this chapter, carbon is chosen as the exemplar
element as it is an important light element in steel. Carbon spectra from graphite
and steel plasmas will be used to illustrate all of the above procedures.
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4.1 Choice of laser pulse energies

The pulse energy of the Surelite laser could be attenuated by a combination of a
half-wave plate and a polarizer. In single-pulse mode, the effect of laser energy in
the range of 200mJ to 800mJ has been presented by Khater et al. [31]. In his work,
line and background emission showed a monotonic increase with laser energy. In
our experiment, the polarizer can be rotated from 0o to 360o, the corresponding
output energy and the C 97.7 nm line intensity from a graphite sample are shown
in figure 4.1.
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Figure 4.1: Top panel: Modulation of the 97.7 nm line intensity resulting from the
laser pulse energy modulation shown in the panel below. Bottom panel: Modula-
tion of the laser pulse energy obtained with the aid of a halfwave plate and a high
power polariser combination.

As can be seen from the energy calibration curves, the average laser power was
a little more than 6.5 watts and lowest was about 3.4 watts. The pulse repetition
frequency was 10 Hz and therefore the estimated output pulse energy ranged from
650 mJ to 340 mJ. Within this energy range the intensity variation is proportional to
the pulse energy.
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4.2 Time-integrated space-resolved LIBS system

A fore-slit of 250 µm was placed in the chamber approximately 40 mm from the
plasma and 350 mm from the entrance slit of the spectrometer. The combination of
both slits yielded a spatial resolution of the plasma emission along the z-axis direc-
tion (perpendicular to the sample surface). Figure 4.2 schematically demonstrates
the time-integrated and space-resolved (TISR) principle.

The laser beam comes from the right hand side along the z-axis, indicated by
the red arrow in figure 4.2. The incoming laser beam is perpendicular to the sample
surface. The plasma was observed to expand along the axis of incident laser beam
(z-axis) but in the opposite direction. This direction is denoted as the plasma ex-
pansion direction here. As can be seen, the fore slit and the entrance slit are aligned
normal of the plasma expansion direction. Radiation from the plasma can pass
through the small gap, reach the grating in the spectrometer, be reflected onto the
CCD and finally be recorded as a spectrum.

Only a ’slice’ of the plasma radiation that passes through the small gap defined
by the two slits is detected by the CCD camera. It is like observing the plasma
radiation through the slits and so the position where the two slits are aligned is so
called the observing position, denoted as P . The distance from P to the sample
surface, denoted as s, is usually comparable to the size of the plasma because there
will be too much continuum emission if P is too close to the sample surface (s <

1 mm) where the very dense plasma core is, and the signal will be very weak if
P is too far from the sample surface (s > 10 mm) as the plasma will decay before
expands to the observing position P . Thus an optimal observing position, yielding
bright line emission and minimal continuum emission, will lie somewhere between
1 and 10 mm from the target surface.

By adjusting the relative position between the sample surface and the slit centre,
emission intensity can be recorded at different observing positions. At one partic-
ular observing position P , for example, when s = 4 mm, the total emission from
the plasma is implied by the curve in the bottom diagram in figure 4.2. However
the recorded emission signal is only the shaded area in the diagram. The emission
in the first 40 ns is not recorded because it takes about 40 ns for the plasma to ex-
pand to s = 4 mm and reach the observing position P . In fact, the very early stage
of a plasma is often dominated by continuum emission [1] and thus, by keeping
the observing position a certain distance above the sample surface, the continuum
emission can be screened out efficiently, as indicated by the empty area covered by
the dashed curve in figure 4.2.
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Figure 4.2: Schematic diagram of the observing position and the TISR scheme.
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The CCD exposure time is usually set at one or more seconds so that the signal
is recorded from the moment the expanding plasma reaches the observing posi-
tion till the plasma completely decays (the shaded area in the bottom diagram in
figure 4.2). This is so called the time-integrated space-resolved or TISR method.

In practice, a laser with a 10 Hz repetition rate is often used to generate the plas-
mas. In that case, one plasma is formed every 0.1 second and the emission signal
from each plasma is recorded from the moment the plasma reaches the observing
position till it decays (usually before the next plasma is formed). Within 1 second
CCD exposure time, 10 plasmas are formed in sequence and the emission signal
from each plasma is recorded by the space-resolved recording system, i.e., the con-
tinuum emission is screened out for each plasma while the characteristic emission
is accumulated in one spectrum. Increasing the exposure time/shots number fur-
ther will increase the detected VUV signal further but also the background level,
this will be discussed later in section 4.4.

4.3 The optimal observing position

In the context of time-integrated space-resolved (TISR) LIBS, experiments were car-
ried out to record the emission intensities at a number of observing positions from
2.5 - 5 mm. The spatially resolved intensity variations are shown in figure 4.3. The
sample position and lens positions were moved synchronously along the z-axis to
ensure that the focus condition of the laser beam was fixed while the relative po-
sition of the plasma and two aligned slits varied along z-axis. In other words, the
signal-acquisition position (i.e. observing position) of the plasma was moved thus
providing a spatially resolved intensity distribution along the z-axis.

As can be seen from figure 4.3, the intensity decreased with distance of the ob-
serving position from the sample target while the signal-to-background ratio (SBR)
increased with it and reached a plateau at approximately 4.5 mm above the sample
surface. Both intensity and SBR trends were quite similar in vacuum and gas (at
different pressures). It shows that the observing position between 3.5 mm and 4.5
mm is a common optimal position for both vacuum and gas conditions. Unless
specified, we use 4.0 mm as the observing position for all the experiments through-
out the remaining chapters.
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(a) Intensity

(b) S/B

Figure 4.3: C2+ 97.7 nm line intensity (4.3a) and signal to background ratio (SBR)
(4.3b) at different observing positions along the z-axis.
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4.4 CCD exposure time and number of shots accumulated

The number of single shot spectra accumulated for each spectrum is directly pro-
portional to the CCD exposure time in our time-integrated LIBS system. As the
pulse frequency (fp) was fixed at 10 Hz (see the previous statement in section 3.1),
we can easily obtain the relationship between the accumulated number of shots
(N(shots)) and the exposure time (Texpo):

N(shots) = fp × Texpo = 10 · Texpo (4.1)

A large number of shots is desirable to increase the accumulated line intensity
from the laser plasma, nevertheless one of the concerns with a large number of
shots on target is the effect of plasma confinement in the cratered target [69]. The
resulting plasma expansion from the target surface can be affected and the electron
densities and temperatures in the crater can be altered. Along with the effect of
plasma confinement, the more shots to be accumulated, the longer exposure time
is needed (see equation 4.1), in that case the more dark noise signal is recorded
in the spectrum. To optimize the number of shots, an experiment was carried out
to record spectra with the accumulated shots number varying from 10 to 80. The
corresponding variations of C2+ 97.7 nm line intensity and signal-to-background
ratio (SBR) are shown in figure 4.4.

The raw line intensity increased with the number of shots while the SBR leveled
off after the integration of 20 shots and started to drop from 60 shots integration
onwards. The general trend of line intensity and SBR indicated that with the ac-
cumulation of between 20 and 30 shots, the intensity was fairly good and the SBR
was optimal which was appealing for the final LOD calibration. We chose 20 shots
(10 Hz with 2 second exposure time) for all the other experiments presented in this
work. In double pulse mode, the number of shots accumulated for each spectrum
is then 40 since two lasers both operate at 10 Hz and inter-pulse delay time was in
the range of 0 - 10 µs, less than the pulse repetition period 0.1 s (1/(10 Hz)).

4.5 Wavelength calibration

The width of the spectra, over which the emission is captured by the CCD camera,
is a little more than 21 nm (section 3.6). The wavelength range of the deep VUV
region is more extensive and ranges from 30 nm to 130 nm. Therefore we recorded
the spectrum in a number of intervals of less than 20 nm and joined them together
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(a) intensity vs. shots number

(b) SBR vs. shots number

Figure 4.4: Effect of accumulated shots number on intensity (4.4a) and signal-to-
background ratio (SBR) (4.4b) in vacuum (!) and nitrogen at 0.1 mbar ("), 0.5 mbar
(#) and 1.0 mbar ($).

52



to form a single trace as shown in Figure 4.5.
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Figure 4.5: Series of carbon spectra from a graphite sample recorded with the LIBS
system.

Each wavelength range was overlapped with the adjacent ones; they were joined
together by matching corresponding peaks in the overlap regions. The x-axis scale
in the figure is wavelength and the y-axis scale is the intensity (in CCD counts).
The intensity of each spectrum was normalized to the maximum intensity (in each
spectral segment) so the intensity range of each spectrum was normalised to (0, 1].
Sixteen spectra were taken to cover a major part of the VUV region (30nm to 130
nm). The center wavelength of each spectrum was varied from 35 nm to 110 nm
in steps of 5 nm. To display all of the spectra in one figure, they were separated
vertically by adding an intensity value of unity to each successive spectrum. The
spectra were joined together to constitute the full spectrum of carbon in the deep
VUV region as shown in figure 4.6. The x-axis scale is wavelength and the y-axis
scale is intensity in relative CCD counts, i.e., spectra with different centre settings
were multiplied by a normalising coefficient to match overlapping line intensities

The detector software does not have wavelength calibration tables for the type
of spectrometer used in these experiments, so manual calibration of the wavelength
scale was performed. The NIST spectral line database was used as the basic source
of information on line position, and on relative intensities when lines from different
ion stages were to be identified. The calibration of C neutral and ion lines is shown
in figure 4.7.

By comparing the experimental spectrum and the corresponding spectrum ob-
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Figure 4.6: Wavelength calibration of carbon spectrum - step 1: composite carbon
VUV spectrum (graphite sample).
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Figure 4.7: Wavelength calibration of carbon spectrum - step 2: spectral line refer-
ence and identification according to NIST.

54



tained from the NIST database, we obtained a calibrated VUV spectrum in the
range of 70 nm to 105 nm which contained several strong emission lines of the
analytes of interest. The spectrum with identified emission lines is shown in fig-
ure 4.8. As one can see, apart from those Fe (matrix element) lines, a number of
highly charged ion lines from trace/light elements (C and S) were also found in
this region. Among those lines, C2+ 97.7 nm line and S4+ 78.65 nm line were supe-
rior to other existing lines as they had a relatively high intensity and were isolated
from other strong lines (thus avoiding a high background level). These two lines
were chosen as representative trace elements to be studied intensively throughout
the work.
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Figure 4.8: A typical VUV spectrum containing carbon and sulphur lines obtained
from a steel plasma.

4.6 Data handling

The experimental settings have been discussed in the last few sections. In this sec-
tion, two essential data handling processes which have been applied to the spectral
analysis procedure are discussed.

One of the processes is background elimination, which simply refers to the reduc-
tion of the background on the spectra. The causes of the ’background’ include the
dark noise, the continuum emission, or even emission lines from other elements
underneath or very close to the line of interest. As we have employed a water-
cooling system for the CCD camera (chapter 3) to reduce the dark noise, we have
also selected isolated spectral lines on the spectrum to eliminate the influence of
other lines. The remaining cause of the background is then the continuum emis-
sion.
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To eliminate the continuum emission on a spectrum, a computer program was
developed to locate the “background area” near the selected spectral line, take
records of the intensities in the background area and simulate the background in-
tensity underneath the spectral line. Since the actual background continuum can-
not be detected directly from the spectrum, the simulation process took the average
value of the intensities in the background area near the selected spectral line. For
each count on the intensity-axis (y-axis) that was integrated across the spectral line
profile, an averaged background count was subtracted from the intensity count.
The background underneath the chosen spectral line was then eliminated. By do-
ing so, we have obtained a more reasonable value of the integrated “line intensity”.

The other process to improve the calibration of limit of detection (LOD) is inter-
nal referencing. This approach uses relative intensities of the trace elements to the
matrix element instead of absolute intensities of the trace elements for LOD calibra-
tion. It is based on the influence of the emission source, i.e. the plasma. To reduce
the random errors we have taken a number of spectra and used the average value
for the line intensity and repeated the procedure a few times to ensure the repro-
ducibility. In this process, the plasma conditions (i.e. the plasma temperature and
the electron density) vary for each spectrum. This type of variation applies to the
absolute line intensities of the emission elements but can be adjusted by comparing
them to the line intensity of another more “stable” element. This “stable” element
must exist in each sample with a reasonably high concentration, and it must have
distinct emission lines in the same spectral region chosen for the selected lines.
Based on these considerations, the matrix element Fe is the best choice. It has a
high concentration of more than 99.8% in each sample and has several strong lines
in the VUV range. Since the influence of the plasma conditions (e.g. temperature)
applies to all the species in the plasma, it can be canceled by dividing the Fe line
intensity into the C or S line intensity.

Figure 4.9 gives an example of the calibration curve before and after internal
referencing. Each data point in figure 4.9a was an integrated line intensity (with
background elimination) of the C2+ 97.7 nm line. The linear fit of those data points
has a high deviation. Figure 4.9b shows the results after internal referencing, the
linear fit was much better than that in figure 4.9a. This procedure reduced the effect
of the variation caused by the plasma and better reflected the variation of analyte
concentration as a variation in carbon line emission intensity.

To complete the internal referencing process, the unit of intensity was converted
from ratios (C/Fe) back to counts for the limit of detection (LOD) calculation. The
conversion procedure was fairly simple, simply multiply the C/Fe ratios with the
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(a) Before internal referencing

(b) After internal referencing

Figure 4.9: Interior referencing applied to calibration of C2+ 97.7 nm line intensity.
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average absolute Fe line intensity. So the C/Fe ratios were converted to calibrated C
line intensities. In this way, the original raw carbon line intensities were optimized
for LOD calibration.

4.7 LOD calculation

The final step of a basic LIBS analysis is the limit of detection (LOD) calculation.
We have introduced the definition of LOD in chapter 2 as,

L.O.D. =
3σ

S
(4.2)

where σ is the standard deviation of the background and S is the slope of the
calibrated LOD curve. To calculate the slope of the LOD curve is fairly simple. The
linear fit to a basic LOD curve yields a function of intensity (y) v.s. concentration
(x): y = ax+ b. The slope of the linear fit is then the slope of the LOD curve:

S =
dy

dx
=

∆y

∆x
=

y2 − y1
x2 − x1

(4.3)

so that any two well separated points on the fitted curve can define the LOD slope.
The standard deviation of the background is based on the background selection

process. Close to the spectral line selected for LOD calculation, a line-free area is
considered to be a background area. This background area is usually wider than
the selected line width, it does not contain any spectral line and is not close to any
other spectral line. These three criteria help us to define the background for the
LOD calculation. A relatively “good” background area is wide enough to ensure a
reliable standard deviation and is not affected by any other spectral line. Once the
background area is selected, the standard deviation can be easily determined as:

σ =

√√√√ 1

N

N∑

i=1

(xi − µ)2;µ =
1

N

N∑

i=1

xi (4.4)

With σ and S both determined, the LOD can be calculated from its definition.

4.8 Summary

This chapter introduced the basic procedure underlying a typical LIBS analysis.
From the hardware settings (laser and CCD parameters) to the data acquisition
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and handling, the basic LIBS analysis procedure is summarized in figure 4.10.
The procedure begins with the raw pixel data extracted directly from the CCD

recordings. The first step is to calibrate and convert the count vs. pixel data to in-
tensity vs. wavelength. Then identify the spectral lines with the aid of the standard
database (NIST). The next step is to select spectral lines for the LOD calculation and
to extract the line intensity of the selected line. The line intensity data is processed
with background elimination and internal referencing. The processed data is con-
verted back to the line intensity vs. concentration plot. This LOD plot is then ready
for calculation. The linear fit to the LOD plot gives the value of the LOD slope,
the standard deviation is determined from the background on the spectrum. With
known values of both the LOD slope and the background standard deviation, the
final LOD value is then determined by equation 4.2. This procedure is applied to
every analysis process throughout the work. Unless specified, the intensities used
in the current work are all from the processed data.
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Figure 4.10: Basic LIBS analysis procedure.
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Chapter 5

Dual-pulse LIBS in the VUV in
Ambient Gases: Preliminary
Results

In this chapter we will introduce two improvement techniques to the basic LIBS,
which are the dual-pulse and ambient gas. Laser induced plasma (LIP) emission
intensities in dual-pulse mode are compared to that in single-pulse mode. The
emission behaviors in ambient gases are compared to those in vacuum. Some core
parameters are optimized for dual-pulse with ambient gas configuration.
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5.1 Introduction of two major technical improvements to ba-
sic LIBS

The ultimate goal of any quantitative LIBS analysis is to determine with high preci-
sion and accuracy the concentration of a species in a sample (e.g. parts-per-million),
the absolute mass of a species (e.g. ng in a particle) or a surface concentration (e.g.
ng/cm2) [1]. The quantitative analysis usually begins with obtaining the calibra-
tion curve based on a set of (more than two) samples with given concentrations of
an analyte. The concentration of this specific species in an unknown sample then
can be calculated from the calibration curve. The analytical figure of merit for this
type of LIBS analysis is termed the limit of detection (LOD). It is defined as the
ratio of three times the standard deviation of the background on the spectrum to
the slope of the calibration curve. Thus it is strongly dependent on the analysis
conditions through out the LIBS process (from plasma formation, light emission to
signal collection).

There are many parameters that affect the quantitative LIBS measurement. Some
of these can be controlled, such as the laser harmonic and pulse energy, optical
path and timing of the CCD, others are related to sampling or ablation processes
over which there may not be a high degree of control. Besides these factors, the
advantage of LIBS that materials can be directly sampled with little or no sample
preparation is also a challenge because the physical and chemical properties of the
sample can also have a strong effect on the quantitative data. A list of important
parameters that affect a LIBS analysis is presented in table 5.1.

Source Factor(s) Comment
Laser(s) Laser harmonics, pulse energy section 4.1

Single/Double pulse(s) operation section 5.3
Detector Exposure time, section 4.4
Environment Atmosphere above sample section 5.4.1
Sample Uniformity of composition/surface,

Physical/Chemical matrix effect

Table 5.1: Factors affecting quantitative LIBS analysis

In this list, laser harmonics decides the wavelength of the output laser pulse
which was discussed in a previous work [7] by M. Khater. The laser pulse en-
ergy and the detector exposure time are categorized as hardware settings and have
been discussed in the experimental chapter (chapter 3 Part II). The samples used
in this work are standard steel samples purchased from Glen Spectra Reference
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MaterialsTM . Thus the composition of those samples was presumed to be constant
and we refreshed the target surface by rotating the holder (section 3.2) frequently.

5.2 Experimental settings for dual-pulse LIBS in ambient
gases

A number of technical upgrades were made to the conventional LIBS system which
was introduced in the part I of this chapter. The main upgrades include a second
laser and correspondingly an additional set of lenses and mirrors for dual-pulse
generation, an inter-pulse delay-time generator and a needle valve, a gauge and a
pressure meter for ambient gases supplement. The upgraded experimental setup
is schematically illustrated in figure 5.1.
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Figure 5.1: Experimental settings for dual-pulse LIBS VUV emission in ambient gas
environment.

The two lasers are both Nd:YAG lasers. One is a Q-switched Continuum Sure-
lite (model III-10), operating at the fundamental wavelength of 1064 nm with a
pulse width of 6±1 ns and maximum output energy of 800 mJ (see part I sec-
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tion 3.1). The second laser is a Spectron SL404 laser, also operating at 1064 nm
wavelength with 200 mJ average pulse energy and 15 ns pulse width. The techni-
cal characteristics of two lasers are listed in table 5.2. Both Surelite and Spectron
lasers produce approximately 10-mm-diameter beams which were focused by two
plano-convex lens of 125 mm and 150 mm focal lengths respectively.

Laser Model
Characteristic SL803 Surelite III-10
Manufacturer Spectron, UK Continuum, USA
Laser type Q-switched Nd:YAG Q-switched Nd:YAG
Wavelength 1064nm 1064nm
Max. O/P energy 450mJ 800mJ
Pulse width 12-15ns 5-7ns
Rep. Rate 10Hz 10Hz

Table 5.2: Main technical specifications of the two lasers used in dual pulse VUV
LIBS experiments.

5.3 Dual-pulse LIBS operation

The basic idea of dual-pulse excitation is simply to provide a second time “en-
ergy input” to further enhance the optical emission from the plasma formed by the
first laser. However there are different dual-pulse schemes. These schemes can be
generally categorized into two types: collinear and orthogonal. With both configu-
rations, LIBS emission signals and signal-to-background ratios have been found to
be enhanced in many works (e.g. collinear [70, 71], orthogonal [72, 73]).

In the context of the LIBS VUV emission system, the ablation environment is
usually set in vacuum or low-pressure ambient gas (below 1 mbar) to guarantee
the transmission of VUV light. Thus the advantage of pre-spark approach [73]
mostly used in orthogonal geometry is somehow limited. For ablation efficiency,
dual-pulse operation is set in collinear geometry with re-heating configuration [74].
For versatility, two independently operating, separately triggered lasers were em-
ployed in this work. The pulses could be adjusted to overlap temporally or to be
separated by any selected time intervals and the pulse energies could also be ad-
justed independently.

It is worth noting that while the dual-laser technique has been previously ap-
plied in conventional LIBS with temporally resolved detection, the current work is
the first to investigate the dual-pulse technique for spatially-resolved time-integrated
LIBS in the VUV spectral regime.
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5.3.1 Inter-pulse delay generator

To begin with the investigation of the inter-pulse delay time effect, we introduce
the inter-pulse generation system. Figure 5.2 gives a schematic illustration of the
inter-pulse delay generation scheme.
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Figure 5.2: Inter-pulse delay time generation system.

The design of the delay generator is fairly simple, it contains an AND box with
two AND gates, an amplifier box and an Andor I/O box. The Andor delay-gate
generator has four I/O channels A, B, C and D. In our experiments, A and B were
assigned to the Q-switch and flashlamp respectively of the Spectron laser, C and
D were assigned to the Q-switch and flashlamp of the Surelite laser. Channel A
provides a signal to initiate the flashlamp of the Spectron laser which will be pro-
viding ablation pulses in the double-pulse mode. Channel B is connected to one of
the input ports of the AND gate in the AND box, the other input port of this AND
gate is triggered by the Andor I/O FIRE. Channel C provides the signal to start the
flashlamp of the Surelite laser which provides the reheating pulses. Channel D is
connected to one of the input ports of the other AND gate in the AND box which is
also triggered by the Andor I/O FIRE, similar to channel B. There are fixed response

65



time intervals between channel A and B, C and D (usually in the range of µs). This
fixed delay time ensures that the peaks of the flashlamp pulses are overlapped so
that the population inversions in each rod are at, or near, maximum when the Q-
switches are opened. Hence the Pockels cell can be both opened simultaneously for
overlapping optical pulses or delayed with respect to each other in time intervals
small compared to each flashlamp pump cycle, typically 0 - 10 microseconds for
typical flashlamp cycle times in the 150 to 300 microsecond range. Hence the actual
inter-pulse delay is the time delay between channels A and C and it can be adjusted
to either positive values (Surelite pulse after the Spectron pulse) or negative values
(Surelite pulse before the Spectron pulse).

5.3.2 Dual-pulse LIBS spectrum

To see the differences that dual-pulse excitation has made on the emission spectra,
we investigated the spectrum in single- and double-pulse mode in vacuum. Sample
spectra are shown in figure 5.3. The top spectrum (a) was recorded in single-pulse
mode with the Spectron laser only (pulse energy 200 mJ). The second spectrum (b)
was recorded in single-pulse mode with the Surelite laser only (pulse energy 465
mJ). The third spectrum (c) is simply a sum of the above two spectra in single-
pulse mode. The next spectrum (d) was taken using single-pulse excitation (using
the Surelite laser) with an energy equal to the sum of the first two single-pulse
excitation energies (i.e., Eexc(d) = Eexc(a)+Eexc(b), 665 mJ = 200 mJ + 465 mJ). The
last spectrum (e) was taken using dual-pulse excitation with a 200 mJ Spectron
pulse as the ablating pulse and a 465 mJ Surelite pulse as the reheating pulse.

The first thing one can easily see from the spectra comparison is that the signal
enhancement in dual-pulse excitation (e) is greater than any of the other single-
pulse cases. Start the comparison from the top spectra (a) and (b), both spectra
were taken in single-pulse mode except the excitation pulse energy in case (b) is
more than twice that in case (a). However the signal gain is barely seen on the
spectra. Next we summed the signals in (a) and (b) obtaining a new spectrum (c).
We also combined the pulse energies in (a) and (b), and recorded a spectrum (d)
using the combined excitation energy. The signal with combined excitation energy
in (d) was indeed greater than that in (a) and (b), but it was less than the sum of
the signals in (c). It is hence clear that with the same total amount of excitation
energy, two separated single pulses produced more total emission than one single
pulse with the combined energy did. Finally those two excitation pulses as in (a)
and (b) were operated in dual-pulse mode and the emission was recorded in (e).
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Figure 5.3: A spectra comparison of single- and double-pulse excitation with dif-
ferent energies.
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The peak signal in (e) with dual-pulse excitation is about 3 times greater than the
sum of the two individual spectra in (c) and nearly 4 times greater than that in (d)
using one pulse with the same total amount of energy. It is clear that with the same
total amount of energy, dual-pulse operation provides more signal enhancement
than the two separated pulses do. The spectra also display background variations.
Apart from the spectrum (c) as a summed result, judging from (a),(b),(d) and (e),
the background level is proportional to the line intensity level. It is implied that the
continuum emission level is affected in the same way as the line intensities by the
excitation scheme and pulse energies.

To examine the intensity enhancement quantitatively and thoroughly, the in-
tegrated line intensity of the C2+ 97.7 nm spectral line was recorded with several
different energy combinations. Note that the integrated line intensity is the inten-
sity integration under the line area after subtracting the corresponding under-line
background. By doing so any ’false line’ (e.g. one single data point appearing at
the line area is often caused by random error) and background noise are eliminated.
The recorded intensities are shown in Table 5.3.

Case Pulse energy LIBS Intensity Signal
No. 1st 2nd scheme (counts) gain
1 200mJ n/a SP 1039 -
2 n/a 300mJ SP 1553 -
3 n/a 465mJ SP 1652 -
4 n/a 665mJ SP 1769 -
5 200mJ 300mJ DP 6249 2.4
6 200mJ 465mJ DP 7823 2.9
7 200mJ 665mJ DP 8962 3.2

Table 5.3: Comparison of C2+ 97.7 nm line peak intensity in single-pulse (SP) and
double-pulse (DP) configurations.

In table 5.3, case 1 corresponds to the Spectron laser (1064 nm, 200 mJ, 15 ns,
10 Hz) in single-pulse mode. Intensity values in cases 2, 3 and 4 were recorded in
single-pulse mode with the Surelite laser (1064 nm, various outputs, 6 ns, 10 Hz) at
three different energies. Cases 5, 6 and 7 correspond to the dual-pulse configuration
in which the Spectron laser generated ablation pulses (at a fixed energy of 200 mJ)
and the Surelite provided reheating pulses (at various energies, 300 mJ, 465 mJ and
665 mJ) in collinear geometry. All of the results were in vacuum and the exposure
time was 2 seconds.

The last column in the table is the signal gain achieved in dual-pulse mode
compared to the sum of the corresponding intensities in single-pulse mode. Since
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the spectral comparison of the energy set (200 mJ (Spectron) + 465 mJ (Surelite))
has been provided earlier in figure 5.3, we take cases 1, 3, and 6 in table 5.3 for
comparison purposes. The integrated intensities obtained with 200 mJ and 465 mJ
in single-pulse mode were 1039 and 1652, respectively. The sum of these two values
is 1039 + 1652 = 2691. Comparing the intensity sum of cases 1 and 3 to case 6 which
used the corresponding 200 mJ pulse and 465 mJ in dual-pulse mode, the signal
gain was calculated as: 7823/2691 ≈ 2.9. The same principle was applied to cases
5 and 7. As can be read from the table, the emission signal in DP mode was at
lease twice as strong as that in SP mode. Also, with the same ablation energy (200
mJ), greater signal gain was achieved with higher reheating energy (case 7 > case
6 > case 5). It is indicated that stronger reheating pulses provide more signal gain
within the current energy range in our experiment. For the following results and
discussion the reheating pulse energy was set to 665mJ as it provided the greatest
signal enhancement.

5.3.3 Optimal inter-pulse delay time

In the above dual-pulse scheme, the inter-pulse separation was set to 100 ns based
on a scan of the intensity over an inter-pulse delay time ranging from 0 - 10 µs. A
number of selected emission lines were examined over this inter-pulse delay (∆t)
range. The scan result on the inter-pulse delay time is shown in figure 5.4. The
experiments were carried out in vacuum with both lasers at their maximum output
energies.

As can be seen from figure 5.4, from 0 delay time (simultaneous pulses) to 100
ns, the emission intensity increases rapidly. From 100 ns to 1 µs, the intensity goes
through a fast decline, even dropping below the original point (∆t = 0). Subse-
quently, the intensity varies very little from 2 µs to 10 µs. The highest intensity is
achieved within a time window of 20 ns around 100 ns. The intensity variation over
the inter-pulse delay time for each spectral line is quite similar to each other. This
similarity implies that the inter-pulse delay effect is independent of the emitting
elements or the ion stages and that the intensity behavior of one spectral line can
represent the laser induced plasma (LIP) emission behavior. In general, the emis-
sion behavior with inter-pulse delay time indicates an optimal ∆t of approximately
100 ns.

Since the optimal inter-pulse delay is indicated around 100 ns, a closer look at
the peak appearing within the first 500 ns is shown in figure 5.5. The inter-pulse
delay time is increased from 0 to 600 ns in 50 ns steps, and in smaller steps (20 or
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Delay (μs)

Figure 5.4: Intensity dependence on inter-pulse delay time of several spectral
lines in vacuum condition: C2+97.7nm(!), C+90.41nm("), Fe2+98.4nm(#) and
Fe2+89.12nm($). Spectron laser (1064 nm, 15 ns, 200 mJ) and Surelite laser (1064
nm, 6 ns, 665 mJ) in dual-pulse collinear reheating mode.
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30 ns) near the peak area from 60 ns to 300 ns. To reduce the random error, each
measurement contained 3 sets of ∆t ranging from 0 to 600 ns and for each set of ∆t,
the intensities were recorded in a different order. For example, one measurement
recorded the intensities at each ∆t in the following order:

(50; 100; 0; 200; 20; 80; 120; 300; 280; 150; 320; 350; 180; 400; 450; 600; 500; 170;
220)

The next measurement recorded the intensities at the same set of ∆t but in a
different order:

(0; 100; 200; 150; 80; 120; 300; 350; 220; 180; 320; 20; 50; 450; 600; 80; 400; 170;
500)

The third measurement recorded the intensities in a different order to the above
two. These three measurements were used to determine the average and the error-
bars on each data point indicate the intensity fluctuations.

The detailed scan of the first intensity peak in vacuum is shown in figure 5.5
with a 4th polynomial fit to the curve indicating the peak position and the width
of the peak. An optimal inter-pulse delay time of 100 ns within the range of ± 20
ns is indicated from the curve and the fitting. Based on the above discussion, the
inter-pulse delay time for LIP emission intensity in vacuum is optimized to 100 ±
20 ns.

Figure 5.5: The peak intensity as a function of inter-pulse delay within the first 600
ns. C2+ 97.7 nm line. Spectron laser (1064 nm, 15 ns, 200 mJ) and Surelite laser
(1064 nm, 6 ns, 665 mJ) in dual-pulse collinear reheating mode in vacuum.
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5.4 Ambient gases

5.4.1 Emission in ambient gases

LIBS in ambient atmospheres has been performed over the past couple of decades.
Not only is it a more natural situation in terms of industrial applications, there
are also significant changes in the characteristics of the laser induced plasma (LIP)
compared to the vacuum case. The main difference between LIP expansion into
vacuum and gas is that instead of free expansion of the plume, a shock wave is
formed in front of the expanding plasma as the ambient gas is compressed by the
fast-moving particles at the front of the plasma plume. The confinement or the
formation of the shock wave increases the collisions of the plasma species and so
can be a complimentary to the LIP signal enhancement. A study of LIP in ambient
gas with both single-pulse and dual-pulse operations was provided by Cristoforetti
et al. [75]. Neutral and singly charged copper lines from LIP on a brass sample were
investigated at different air pressures. An increase in the value of the emission
signal was obtained in both single- and dual-pulse configurations for pressures
ranging from 0.1 torr to 100 torr.

In what follows, we focus on dual-pulse LIBS VUV emission in ambient gaseous
atmospheres, specifically in diatomic molecular nitrogen, atomic argon and atomic
helium. The intensities of several selected emission lines from a number of species
are plotted against gas pressure in figure 5.6. These species (and their correspond-
ing emission lines) include the carbon trace element (C+ 90.41 nm and C2+ 97.7
nm), the steel matrix (Fe2+ 98.12 nm and 98.4 nm) and the ambient gases (N2+ 91.6
nm and Ar+ 91.98 nm). Helium does not have any distinct emission lines in this
spectral region. Each data point is an average intensity for the corresponding emis-
sion line. The average intensity is the mean value of the selected line intensities
obtained from three individual spectra taken under the same experimental setting
(20 dual-pulses in 2 seconds). This process was performed before any spectral anal-
ysis to reduce the random error.

VUV emission in helium atmosphere

As can be seen from figure 5.6a, line intensities grow with helium pressure up to
a value of ca. 30 mbar with perhaps a slightly decreasing trend from 30 mbar to
100 mbar, and remain almost constant for pressure in excess of this value up to 1
atmosphere. The pressure scale for helium shown in figure 5.6a is from vacuum to
350 mbar since very little difference is observed from 350 mbar to 1 atm. The next
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Figure 5.6: Emission intensity as a function of ambient gas pressure in helium with
pressure from 0 to 400 mbar (a), a close look at the first 10 mbar in helium (b), in
argon (c) and in nitrogen (d). Spectral lines presented: C2+97.7 nm(!), C+90.41
nm("), Fe2+98.39 nm(#), Fe2+89.12 nm($), gas element (N2+91.6 nm or Ar+91.98
nm)(%). Spectron laser (1064 nm, 15 ns, 200 mJ) and Surelite laser (1064 nm, 6 ns,
665 mJ) in dual-pulse collinear reheating mode with inter-pulse delay 100ns.
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figure 5.6b provides a close look at the intensity trend from vacuum to 10 mbar.
The emission intensity increases rapidly with pressure in the first couple of mbars
and slows down gradually as the helium pressure goes higher, the increase stops at
around 30 mbar. The optimal helium pressure at which the highest emission signal
is achieved is then 30 mbar within the range of ± 5 mbar.

VUV emission in argon atmosphere

The emission intensity in argon showed a steady increase with the argon pressure
from vacuum to about 7 mbar. The increase slowed down from 7 to 8 mbar, reached
a plateau at 8 mbar and remained relatively flat thereafter. As a matter of fact, the
background continuum on the spectrum also increased with argon pressure. It
became difficult to distinguish spectral lines from the overwhelming background
level. This was observed directly from the spectra collected at higher gas pressures.
Figure 5.7 shows a group of VUV spectra under different argon pressures ranging
from 0.5 mbar to 10 mbar.

Note the two marks on the top spectrum, mark 1 corresponds to the C2+ 97.7
nm line, mark 2 is the Fe2+ 98.39 nm line. Tracking down these two lines on the
spectra, one can see that the intensities of 1 and 2 increase dramatically with the
argon pressure and so does the underlying background of those two lines. The
line widths/ of these two lines are also increased. The intensity ratio of these two
lines stays the same through out the comparison which indicates that the effect of
ambient gas (argon in this case) is applied to the entire LIP emission. Comparing
the bottom two spectra at higher pressures, it is also clear that background is not
increased evenly over the spectra, which makes it more difficult to estimate the
actual line intensity. Based on these observations the pressure scale for argon is
limited to 10 mbar.

VUV emission in nitrogen atmosphere

The emission signal increase is only observed within the first 0.5 mbar in nitrogen.
The intensity values decline dramatically with nitrogen pressures beyond 1 mbar.
This is due to the strong absorption of VUV radiation by nitrogen gas.

To give a more detailed view on the absorption issue, the nitrogen transmis-
sion curve from vacuum to 1 mbar at 97.7 nm is plotted in figure 5.8(a). The
recorded C2+ 97.7 nm line intensity extracted directly from the spectra is shown
in figure 5.8(b). Each recorded intensity value was divided by the transmission
coefficients calculated in (a) to correct the absorption by nitrogen, the absorption-
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Figure 5.7: Several VUV spectra under different argon pressures. Spectron
laser(1064nm,15ns,200mJ) and Surelite laser(1064 nm, 6 ns, 665 mJ) in dual-pulse
collinear reheating mode with inter-pulse delay 100 ns.
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corrected results are shown in figure 5.8(c). Because of the strong absorption, the
emission signal gain due to gas buffering was significantly reduced by the absorp-
tion. The actual amount of radiation reaching the detector was even lower than
that in vacuum, as shown in the intensity records.

Fortunately, the amount of VUV radiation that is transmitted through nitrogen
gas can be calculated according to the standard database (CXRO, X-ray and mat-
ter interaction calculator). The transmission efficiency of VUV light in nitrogen at
97.7 nm is ca. 77% for a 10cm long column at a pressure of 0.1 mbar and it drops
rapidly to 28% at 0.5 mbar, 8% at 1mbar and below 1% above 2 mbar. So the signal
collected for a nitrogen pressure above 2 mbar is less than 1% of the signal with-
out any absorption. The emission signal corrected from N2 absorption, as shown
in figure 5.8(c) suggests that the actual emission scale is approximately linear with
gas pressure. In other words, the corrected emission signal would have been over
100 times more than the recorded signal.

It is interesting to investigate if the emission behavior in argon would be similar
to that in nitrogen. Since argon is transparent to any wavelength longer than 78.4
nm (CXRO), a dramatic signal enhancement is expected when the argon pressure
is significantly increased. However in the experiments, the line intensity reached
a plateau and had very little signal gain beyond 8 mbar as shown in figure 5.6a.
Although the intensity had a fast increase during the first few mbars, it represented
a saturation at higher pressures. Thus the idea of correcting the recorded signal by
the absorption coefficients to increase the intensity numerically was not practical in
the current case.

5.4.2 VUV light transmission in ambient gases

It is not difficult to see that the absorption is not the only factor affecting the line
intensity. There are a few other factors that must be considered for gas-plasma in-
teraction. For example, the chemical properties of different gases. Nitrogen is a
diatomic molecule with more chemical activity than argon and helium which are
both single-atom rare gases. It may affect the collision between gas particles and
plasma particles. Argon (Z = 18) and nitrogen (Z = 7) are relatively heavier gases
than helium (Z = 2). This may affect the energy distribution between particles dur-
ing collision. Also the thermal conductivity of helium (151.3×10−3 Wm−1K−1) is
nearly 6 times that of nitrogen (25.83×10−3 Wm−1K−1), and about 8.5 times that of
argon (17.72×10−3 Wm−1K−1). High thermal conductivity means that heat trans-
fers to the gas rather well and so the expanding plasma can be expected to cool
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Figure 5.8: Influence of the nitrogen absorption on VUV emission. (a) Calculated
nitrogen transmission curve for VUV radiation. (b) Recorded C2+ 97.7 nm line
intensity from the spectrum. (c) Absorption corrected intensity compared to the
recorded intensity. Spectron laser (1064 nm, 15 ns, 200 mJ) and Surelite laser (1064
nm, 6 ns, 665 mJ) in dual-pulse collinear reheating mode with inter-pulse delay
100ns.
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rather rapidly. Since helium has the highest thermal conductivity among these
three gases, the relatively low intensity in helium may be partly due to a lower
plasma temperature.

For example, in the current time-integrated space-resolved LIBS scheme, one of
the factors that is relevant to the recorded intensity at the 4 mm observing position
(Figure 4.3) is the expansion velocity of the plasma plume. The position-time plots
of an aluminum plasma front in ambient gas at several pressures from 2×10−2 Torr
to 100 Torr were measured by Harilal et al. [76] using gated ICCD plume images.
The results indicated that the plume expansion in the early stage ( ≈ 40 ns) is almost
linear irrespective of the background gas pressure and the estimated expansion
velocity is ≈ 107 cm/s. Based on these estimates, it takes about 40 ns for our plasma
to reach the 4 mm observing position (0.4 cm/107 cm s−1). Thus in the initial 40 ns,
it takes about the same time in each ambient gas for the plasma plume to reach
the observing position, the recorded intensity is then mostly affected by the plume
expansion and evolution after that. The plume expansion is represented by a shock
model given by [77]:

R = ξ0(E0/ρ0)
1/5t2/5 (5.1)

where E0 is the initial energy, ρ0 is the density of the background gas. ξ0 is a con-
stant which depends on γ, the specific heat capacity:

ξ0 =

(
5

2

)2/5( 3

4π

)1/5(γ + 1

2

)2/5

(5.2)

The above expressions related the plume front position R to the specific heat
capacity ratio (γ + 1)2/5 and the background gas density (ρ0)−1/5. A simple con-
clusion can be drawn as that the plasma plume expands further in gases with a
higher heat capacity ratio but lower density. The optimal expansion dynamics for
spectroscopy analysis should be a balance between the background heat capacity
and the density.

To fully understand the VUV emission behaviors in gases requires a compre-
hensive study of the physical and chemical properties of these gases first. It is,
unfortunately, beyond the scope of the current work which is to investigate the
dual-pulse LIBS VUV spectroscopy. So the discussion on ambient gases will not
continue from here. The next step is to choose the optimum ambient conditions for
the VUV spectroscopic analysis, mainly based on experimental observations.

As discussed above, ambient gases increase both the line intensity and the
background continuum. However the background continuum is not desirable for
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spectral analysis and often eliminated by the data handling process. High back-
ground continuum makes the elimination process more difficult. Thus signal to
background ratio (SBR) is often used as a factor indicating the reliability of the pro-
cessed line intensity. The line intensity and the signal to background (SBR) ratio
of the C2+ 97.7 nm line in several ambient gases was examined and are shown in
figure 5.9. For each gas the intensity was plotted under the SBR curve as a compar-
ison.

(a) Helium

S/B

Intensity

(b) Argon

S/B

Intensity

The SBR in helium increases with gas pressure in the first few mbars and stabi-
lizes after 5 mbar. The background level is saturated before the intensity growth,
thus the optimal helium pressure is 30 mbar ± 5 mbar where both the highest in-
tensity signal and SBR value can be achieved.

In argon the SBR dropped soon after the pressure reaches 2 - 3 mbar range while
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(c) Nitrogen

S/B

Intensity

Figure 5.9: Signal to background ratio (SBR) and line intensity plot in three types
of gases: (a) Helium, (b) Argon and (c) Nitrogen. Spectron laser (1064 nm, 15 ns,
200 mJ) and Surelite laser (1064 nm, 6 ns, 665 mJ) in dual-pulse collinear reheating
mode with inter-pulse delay 100 ns.

the raw line intensity is still increasing right up to pressures in the 6 - 7 mbar range.
As discussed earlier, this is due to the highly increased background level and is
shown on the spectra (figure 5.7). The maximum SBR value is located between 1 -
2 mbar range indicating the optimal argon pressure for spectroscopic analysis.

For nitrogen, the SBR drops with intensity due to the strong absorption since the
background emission is part of the VUV emission. The SBR curve peaks between 1
- 2 mbar and the intensity peaks between 0.1 - 0.5 mbar. For spectroscopic analysis,
any nitrogen pressure under 2 mbar would be good as long as the recorded inten-
sity is adequate. For the LOD calculation, lower nitrogen pressure is preferred as
a high intensity signal is desired, especially for the trace elements with extremely
low concentrations.

The above observations demonstrate that the VUV emission behavior of a metal
plasma in a background gas is sensitive to both the gas type and pressure. Al-
though the emission signal level may be dramatically enhanced (e.g., in argon at
ca. 10 mBar), that does not mean that the signal-to-background or SBR is concomi-
tantly enhanced. Therefore the optimal gas pressure for each gas should be deter-
mined individually. The signal intensity and the SBR should both be considered
when choosing the optimal gas pressure.
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5.5 Summary

So far, we have introduced two important techniques for LIBS enhancement which
were dual-pulse excitation and ambient gases. In the above discussions, the laser
beams were focused slightly under the sample surface and the inter-pulse delay
time in the dual-pulse mode was set to 100 ns. These two factors, i.e. the laser
beam defocusing and the inter-pulse separation are closely related to the laser ab-
lation/reheating mechanism and can thus significantly affect the emission intensity
and signal to background ratio (SBR). The optimization process for these two fac-
tors and quantitative investigations will be provided in the next chapter.
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Chapter 6

Effects of Laser Beam Defocusing

In the course of parameter optimization, some of the parameters were found to sig-
nificantly impact VUV emission in LIBS. One of them is the lens-to-sample distance.
The lens-to-sample distance defines the focusing conditions of the laser beam: be-
fore focus (when focal point is under the target surface), on focus (focal point on
the target) and beyond focus (focal point above the target). The power density
on the target surface, the ablation efficiency and the spectral profile of the emit-
ted radiation of the plasma are different for each focusing condition. In dual-pulse
LIBS mode, the defocus effect refers to the defocusing of the second/reheating laser
beam. The interaction between the second laser beam and the existing plasma is
also affected by the focusing conditions. The effects of laser beam defocusing on
VUV emission in single- and in dual-pulse mode are demonstrated in this chapter.
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6.1 Defocusing effect in single-pulse mode

6.1.1 Observations of the laser beam defocusing effect

The effect of laser defocusing was studied by varying the lens-to-sample distance.
In single-pulse mode, the Surelite laser, operating at the fundamental 1064 nm
wavelength with a 6 ns pulse width (FWHM) and at its maximum output energy
of 665 mJ was employed. By moving the focusing lens, the lens-to-sample distance
was altered while the observing position (slit-to-sample distance) remained fixed.
Figure 6.1 gives the details of the intensity dependence on the lens focusing condi-
tion. Three spectral lines, two from trace elements in steel (C2+ 97.7 nm, S4+ 78.65
nm) and one from the matrix element (Fe2+98.4nm) were tested in the experiment
and the intensities were normalized to unity.

Figure 6.1: Effect of single-pulse laser beam defocusing. Intensities of C2+ 97.7 nm
(!), S4+ 78.65 nm (") and Fe2+98.4 nm (#) spectral lines are included. Plasma was
generated by the Surelite laser (1064 nm, 6 ns, 665 mJ). The steel sample contains
0.041% carbon and 0.009% sulphur. The intensity of each line was normalized to
unity for comparison reasons. Positive focus distance denotes that the laser beam
was focused under the sample surface and negative position corresponds to the
focus distance above the sample surface.

The variations in emission intensity for all three spectral lines are very similar.
The highest intensities are achieved on either side of the tightest focus position
(designated 0 mm on the x-axis). In one case, the laser beam was focused about
10 mm to 15 mm under the sample surface (positive x-values in figure 6.1). In the
other case, the laser beam was focused 5 mm to 10 mm above the sample surface. In
between there is a dramatic fall-off in the intensity which indicates that the tightest
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focusing condition (from 5 mm above to 10 mm under the sample surface) is not
the optimal condition to achieve the best emission signal. The intensity decrease at
greater defocus, corresponding to large positive or negative x-values, is expected
because the power density on the target surface is reduced due to the large spot
size, which leads to less ablation of the sample and a lower temperature plume.

6.1.2 Discussion of defocusing effect in single-pulse mode

Similar behavior as a result of defocusing was observed by Harilal et al. [78] where
the influence of spot size on the EUV conversion efficiency (CE) of CO2 laser pro-
duced Sn plasmas. The best CE values were obtained at either side of the tightest
focal position. It is indicated in their work that the most suitable CO2 laser inten-
sity for the optimum production of EUV radiation is a few mms away from the
tightest focal position, where the CE is nearly 25% higher than at the smallest spot
size. Harilal’s work showed that the tightest focusing is not the optimal condition
for laser-sample coupling which is in good agreement with our results. To fur-
ther investigate the plasma emission behaviors with laser defocusing, a collisional-
radiative model by Colombant and Tonon [79] is applied to the laser produced
plasma.

For the emission element carbon in the current work, the relationship between
the ratio of the number density of a given charge Z (nz) to the total ion number
density (nT =

∑Z
k=1 nk) and the electron temperature (Te) is given in figure 6.2.

Figure 6.2: State of charge as a function of temperature for carbon, after Colombant
and Tonon [79].

From the distribution one can see that when Te lies below 10 eV and above 5 eV,
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the dominant ion stages in the plasma are C2+ and C+. When Te lies between 10 eV
to 100 eV, the plasma is predominantly composed of C2+, C3+ and C4+. When Te is
above 100 eV, the dominant ion stages in the plasma are C5+ and C6+. To relate the
laser irradiance to Te, Colombant and Tonon also gave an equation to compute the
initial plasma temperature in eV:

Te(eV ) ≈ 5.2× 10−6A1/5[λ2φ(W/cm2)]3/5 (6.1)

where the wavelength is in microns and A is in atomic mass units or amu.
In the current work, a Nd:YAG laser (1.064 µm, 6 ns) at the maximum output en-

ergy of 665 mJ was focused on a solid steel sample. The spot diameter in the tightest
focusing condition was estimated to be about 200 µm (D = 2r), and so from equa-
tion 6.1 the initial plasma temperature was calculated to be about 112 eV. According
to the ionization distribution in figure 6.2, in the tightest focus condition the domi-
nant ions are C5+ and C6+. It is clear from figure 6.2 that the C2+ is the dominant ion
stage for plasma temperatures in the range of 5 - 10 eV. However what we require
is C2+ in the excited state which can be produced either by collisional excitation of
C2+ or recombination (radiative or 3-body capture of an electron) from higher ion
stages, e.g., C3+ leaving the C2+ ion an excited state from which it decays, radiating
a VUV photon. Hence we suggest that the optimal plasma temperature is one in
which the electrons have sufficient energy to excite the C2+ ions and also to allow
C3+ and C4+ to exist in substantial number densities. It is implied in figure 6.2 that
a plasma temperature in the range of 10 - 20 eV is optimal.

The power density φ varies with the spot size (2r). For the spot size range from
200 µm to 4 mm (estimated results based on observation in our experiments), the
power density varies from ca. 8.3 to 0.02 GW/cm2 and the corresponding initial
electron temperatures can be computed. If we assume that the focusing lens is an
ideal thin lens with focal length f , the unfocused laser beam size is R, then the
focusing spot size (2r) on the sample surface can be related to the lens-to-sample
distance (d) as:

r =
d

f
R (6.2)

The initial electron temperature as a function of focal distance can also be achieved.
The dependence of Te on power density φ and on the lens-to-sample distance d are
plotted in figure 6.3. To simplify the model we first consider the focal point under
sample surface condition.

From the second plot we can see that defocus range 5 - 12 mm corresponds to
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Figure 6.3: Calculated dependence of electron temperature on laser power density
and on focusing distance for carbon.
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the estimated optimal electron temperature 10 eV ≤ Te ≤ 20 eV. This is in agree-
ment with the experimental observation in figure 6.1 that the maximum emission
intensity was obtained at focus distances between 5 - 10 mm.

When the focal point is above the sample surface, the plasma temperature is
expected to be higher because the plasma plume is expanding into the more tightly
focused laser beam region where the laser beam power density is correspondingly
higher than in the opposite case.

6.1.3 Summary of on-focus, before- and beyond-focus defocusing con-
ditions

Based on the above discussion, the defocusing effect can be summarized as follows:
On-focus (focal point very close to sample surface).
At the tightest focus, the power density on the sample surface is the highest and

the plasma temperature is the highest. The dominant ion stages could be signifi-
cantly higher than 2+ (the ion stage of interest for the selected C2+ 97.7 nm line).
Hence the 97.7 nm VUV emission is expected to be much reduced in the higher
power density regimes. The highly ionized/high density plasma formed in this
case tends to reflect a large portion of the laser radiation away from the plasma.
The optical emission volume is also smaller due to the small spot size.

Before-focus (focal point under sample surface).
When the laser beam is focused under the sample surface, the signal intensity is

increased due to the increased number of doubly charged ions in the plasma. The
intensity is increased as the focus is pushed deeper and deeper under the surface
until the enlarged spot size reduces the power density. The corresponding plasma
temperature is reduced to under 10 eV which is not sufficient to maintain the 2+
ions radiation.

Beyond-focus (focal point above sample surface).
In this case the tightest focus point is above the sample surface. The focal point

with the highest power density is hence in front of the expanding plasma. When the
plasma expands into the tightly focused laser beam region, part of the pulse energy
can interact with the plasma particles, causing a higher plasma temperature. In
fact, the plasma is formed almost instantaneously when the laser pulse reaches and
ablates the sample. The pulse duration of a typical Nd:YAG laser is usually 6 - 10 ns,
thus it is possible for the above-surface focusing pulse to couple with and heat the
plasma for a period of about 1 - 5 ns. The increased plasma temperature results in
an increased emission intensity and the intensity will decline with further enlarged
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spot size when the power density is below the level to maintain the 2+ ionization,
similar to the mechanics in the ’before focusing’ condition.

6.2 Defocusing effect in dual-pulse mode

6.2.1 Observations of the reheating pulse defocusing effect

The defocusing effect of the reheating pulse in dual-pulse mode is also investi-
gated. The emission intensity dependence on focus distance in vacuum and in gas
is shown in figure 6.4. Similar to the case of single-pulse in vacuum, the optimal fo-
cusing distance for C2+ 97.7 nm line intensity in dual-pulse mode is not the tightest
focus position. In the defocusing range of -15 mm to 15 mm, the lowest intensity is
obtained at -5 mm defocus position. The highest intensity is achieved at the defo-
cus positions between 5 and 10 mm. Another intensity peak is observed at -10 mm
defocusing. Different from that in single-pulse mode, the intensity peak at positive
focus positions is wider and higher than the peak at negative focus positions. The
optimal defocus condition for the second pulse in dual-pulse mode is considered
to be 5 - 10 mm under the target surface.

Figure 6.4: Effect of reheating laser beam defocusing in dual-pulse mode. Intensity
of C2+ 97.7 nm line was recorded in vacuum (!) and three types of ambient gases:
nitrogen at 0.3 mbar ("), argon at 1.5 mbar (#) and helium at 28 mbar ($). Inten-
sities were normalized to (0,1) for easy comparison. Dual-pulse experiment was
performed by the Spectron laser (1064 nm,15 ns,200 mJ) and the Surelite laser (1064
nm,6 ns,665 mJ) in collinear reheating mode with 100 ns inter-pulse delay. Positive
focus distance indicates that the second laser beam was focused under the sample
surface, negative distance corresponds to the above-surface defocusing.
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6.2.2 Discussions of the reheating pulse defocusing effect

The reason for the lowest intensity is similar to that in vacuum. The over-heated
plasma is dominated by highly charged species which are in the ion stages higher
than 2+, thus the signal intensity we have recorded for C2+ line is actually the
lowest.

In dual-pulse mode, the lowest intensity is achieved with -5 mm defocusing
rather than the tightest focus condition (0 mm on-focus condition). This is due to
the re-heating role played by the second pulse. As discussed in section 4.3, the
initial plasma is dense and dominated by continuum emission in the first tens of
ns (usually 40 ns) and so it would reflect most of the second pulse. Only when it
expands beyond approximately 4 mm does it start to absorb the second pulse effi-
ciently. Thus in the on-focus condition, most of the second pulse is reflected by the
plasma and the C2+ line intensity recorded at the 4 mm observing position (sec-
tion 4.3) is almost exclusively from the initial plasma which is not re-heated by the
second laser beam. At the -5 mm focusing condition, the second pulse is focused in
the “emitting zone” (4 - 5 mm) of the plasma. In this case the first plasma expanded
beyond 4 mm and is just about to emit the characteristic spectral lines when it is
re-heated by the second pulse to drive the average ionization state higher than 2+
and hence the bound-bound transition rate of 1s22s2 - 1s22s2p corresponding to
the 97.7 nm C2+ line is significantly reduced. Thus the intensity of this line is the
lowest.

When the second laser pulse is focused under the sample surface between 5
mm to 10 mm, the second pulse not only re-heated the existing plasma but also
ablated more material from the target since the tightest focused point with highest
power density is inside the target. When the reheating laser beam is focused deeper
below or further above the surface, the power density is reduced significantly by
the larger spot size and hence signal intensity is no longer enhanced by the second
pulse.

6.3 Summary

This chapter provided a study of the laser beam defocusing effect of LIBS in single-
pulse mode and reheating laser beam defocusing effect in dual-pulse mode. In
single-pulse mode, the lens-to-sample distance was optimized in vacuum. High
emission signals were obtained at focusing positions a few mms (within 10 mms)
above or under the sample surface. The observations were followed by a short
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discussion of the emission behavior with focusing distance. The VUV emission
intensity was also examined in dual-pulse mode with three different types of ambi-
ent gases. The intensity variations suggest an optimal defocusing distance of 5 - 10
mm under the target surface for all types of ambient gas. The emission behavior in
dual-pulse mode is slightly different from that in single-pulse mode. An explana-
tion and discussions are provided based on the comparison of defocusing in dual-
and in single-pulse.
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Chapter 7

The Effect of Inter-Pulse Delay

As can be seen from the optimization results of the inter-pulse delay in vacuum
in chapter 5, the emission intensity varies dramatically with the inter-pulse delay
time. In this chapter, the investigation of the inter-pulse delay effect is extended to
ambient gases at different pressures and the inter-pulse delay range is extended to
longer than 10 µs.
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7.1 The inter-pulse delay effect in vacuum and in ambient
gas

In section 5.3.3, the optimal inter-pulse delay time was measured to be 100 ± 20
ns for LIBS in vacuum. As shown in figure 5.4 of emission intensity vs. inter-
pulse delay in vacuum in the earlier chapter, the maximum emission signal was
about 2 - 3 times higher than the minimum signal. This is a significant influence
of inter-pulse delay on the emission signal. We combined the dual-pulse technique
with the use of ambient gases in section 5.4. The different emission behaviors in
each ambient gas was considered to be a complex plasma evolution process related
to the physical and chemical characteristics of gas and ambient pressure as well
as the influence of gas (including absorption) on VUV emission in this particular
case. These observations have raised the question of the inter-pulse delay effect in
ambient gas, how would the inter-pulse delay effect be affected by the ambient gas?
This section will provide a detailed investigation on the inter-pulse delay effect in
ambient gas.

7.2 The 100 ns peak

Figure 7.1 shows the intensity dependence on the inter-pulse delay of the C2+ 97.7
nm line in three different ambient gases: nitrogen, argon and helium. To aid com-
parison, the intensity dependence on the inter-pulse delay in vacuum is also shown
with plots.

In all the ambient gases examined in figure 7.1, a steep increase is observed dur-
ing the first few tens of nanoseconds with a peak at ∆t = 100 ± 20 ns. A sharp fall
follows and the intensity gradually declines to the simultaneous-pulses intensity
level (∆t = 0). Although there are some intensity variations from 1 - 10 µs on the
curves in nitrogen and argon, the maximum intensity is achieved at an inter-pulse
delay of 100 ns. Hence it is concluded that the optimal inter-pulse delay is 100 ± 20
ns for all three gases, very similar to that in vacuum.

Similar to that in vacuum, to verify the optimal inter-pulse delay time in ambi-
ent gases, we have closely examined the intensity variation and the corresponding
uncertainty in the range of 0 - 600 ns. A polynomial fit was applied to each curve as
shown in figure 5.5. The intensity vs. inter-pulse delay peak and fitting are shown
in figure 7.2. Although the polynomial fit does not represent the intensity peak
value, it does represent the optimum ∆t position. From the curve fits one can see
that, the highest 97.7 nm intensity is achieved at 100 ns while the intensities at ∆t

93



Argon @ 2.1 mbar

3000

5000

7000

6000

4000

2000

Nitrogen @ 1.4 mbar

Helium @ 25 mbar

Vacuum (~10   mbar)
-6

Int. (C III 97.7 nm) vs. Delay (ns) 
in ambient gases and in vacuum

Figure 7.1: Variation of C2+ 97.7 nm line intensity with inter-pulse delay time in
nitrogen at 1.0 mbar, in argon at 2.1 mbar, in helium at 25 mbar and in vacuum
(10−6 mbar). Spectron laser (1064 nm, 15 ns, 200 mJ) and Surelite laser (1064 nm, 6
ns, 665 mJ) in dual-pulse collinear reheating mode.
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= 80 ns or 120 ns are about 10% less than the peak value at ∆t = 100 ns. The inten-
sities obtained at these inter-pulse delays are significantly higher than the adjacent
intensity values. Thus within the uncertainty range of 10% for maximum intensity,
the estimated optimal inter-pulse delay time is 100 ± 20 ns.

7.3 The plateau and three questions about it

In figure 7.1, the intensity variation between 1 - 10 µs is worth noting. In the ni-
trogen and argon cases, the intensity peak at 100 ns is followed by a plateau area
ranging from 1 µs out to 5 - 6 µs. The intensity plateau, implying a second intensity
gain, declined either slowly in nitrogen or quickly in argon and remained stable in
the time delay range of 8 - 10 µs. To examine the stability of the intensity after 10 µs,
the intensity scan was extended up to 100 µs where no further intensity revival was
observed. The plateau area in the 1 -5 µs delay range is much wider than the gain
profile around the 100 ns peak, however the plateau intensity level is only roughly
1/3 of the peak intensity value achieved at 100 ns delay.

The plateau area on the curve is certainly of great interest but it is not as clear
as the intensity peak at 100 ns delay and it is not unequivocal in all cases shown in
figure 7.1. So a number of questions arise, namely:

1) Is the plateau an actual intensity revival?
2) What makes the plateau appear?
3) Could the enhancement of the plateau be more significant than the rather

narrow peak at shorter delay times?
The following sections attempt to answer these above three questions in turn.

7.4 Is the plateau an actual intensity revival?

We have observed the plateaus on the intensity vs. inter-pulse delay curves in
nitrogen and argon at one particular pressure in figure 7.1. However this plateau
was not clearly represent on the curves in helium or vacuum. To verify the existence
of the “plateau”, the inter-pulse delay effect in each ambient gas will be discussed
individually in the following few sub-sections.

7.4.1 Inter-pulse delay in nitrogen

The inter-pulse delay experiment was carried out at four different nitrogen pres-
sures from 0.36 mbar to 5 mbar, as shown in figure 7.3.
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Nitrogen @ 1.4 mbar

Argon @ 2.1 mbar

Helium @ 25 mbar

Figure 7.2: Trends in the C2+ 97.7 nm line intensity dependence on the inter-pulse
delay time in the range of 0 - 600 ns. 4th polynomial fits were applied to the profiles
for nitrogen at 1.0 mbar, argon at 2.1 mbar and helium at 25 mbar, corresponding
to figure 7.1.
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Int. (C III 97.7 nm) vs. Delay (ns)  
in Nitrogen @ 4 pressures from 0.36 - 5 mbar

3.1mbar

5 mbar

1.4 mbar

0.36 mbar

Figure 7.3: C2+ 97.7 nm line intensity dependence on inter-pulse delay time in
nitrogen at several pressures. Spectron laser (1064 nm, 15 ns, 200 mJ) and Surelite
laser (1064 nm, 6 ns, 665 mJ) in dual-pulse collinear reheating mode.
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From top to bottom, the four curves range from higher pressures to lower pres-
sures. Starting from the lowest pressure 0.36 mbar, the first intensity peak is clearly
shown on the curve but there is no sign of any further intensity revival. The next
one is the intensity dependence on the inter-pulse delay at 1.4 mbar. The first in-
tensity peak is again clearly shown at 100 ns delay. Compared to the case at 0.36
mbar, there is a clear intensity increase from 1 to 2 µs. Thereafter the intensity re-
mains quite stable with a slight decline. At the higher pressure of 3.1 mbar, the
plateau becomes a little higher than the one at 1.4 mbar, with a clearer decline after
6 µs. The top graph in figure 7.3 is the intensity vs. delay plot at 5 mbar in nitrogen
where absorption of VUV emission may now apply (section 5.4). The plateau is
even more evident and the intensity decline is faster than the lower pressure cases.
These four graphs of intensity vs. delay plots indicate that the higher the nitrogen
pressure, the more evident the plateau area.

Next we have examined the effect of inter-pulse delay in argon and in helium
where absorption is not a factor. The intensity vs. delay plots in helium from 2
- 150 mbar are shown in figure 7.4 and the plots in argon from 0.2 - 9.5 mbar are
shown in figure 7.5. The pressure range selected for each gas was different for
the same reasons as given in the section 5.4.1, i.e., VUV absorption in nitrogen,
the heightened level of VUV background continuum emission observed in argon
while a relatively low heat capacity ratio of helium resulting in a low signal gain.
The reason for the pressure range selected for each gas was to ensure the resolution
of the spectrum and to limit the background to within a reasonable level.

7.4.2 Inter-pulse delay in helium

Figure 7.4 shows the inter-pulse delay effect in helium at four different pressures.
The “plateau after peak” phenomenon is less obvious compared to that in nitrogen.
Although not a dramatic feature, one can still see the second plateau at 50 mbar and
150 mbar (top two graphs in figure 7.4). The intensity revival is completely invisible
at 2 mbar, it begins to appear at 25 mbar, becomes clearer at 50 mbar and is clearly
present at 150 mbar. This again indicates that the “plateau” is more likely to be
associated with an intensity revival at higher gas pressures.

7.4.3 Inter-pulse delay in argon

Figure 7.5 shows the intensity vs. delay plots in argon at four different pressures.
The 100 ns peak is again evident at all four pressures in argon. The plateau is
found at all pressures above 1.1 mbar. Again it is shown that the higher the argon
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Int. (C III 97.7 nm) vs. Delay (ns)  
in Helium @ 4 pressures from 2 - 150 mbar

Figure 7.4: C2+ 97.7 nm line intensity dependence on inter-pulse delay time in
helium at several pressures. Spectron laser (1064 nm, 15 ns, 200 mJ) and Surelite
laser (1064 nm, 6 ns, 665 mJ) in dual-pulse collinear reheating mode.
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Figure 7.5: C2+ 97.7 nm line intensity dependence on inter-pulse delay time in
argon at several pressures. Spectron laser (1064 nm, 15 ns, 200 mJ) and Surelite
laser (1064 nm, 6 ns, 665 mJ) in dual-pulse collinear reheating mode.
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pressure, the clearer the plateau is shown on the curve. The intensity of the first
point on each curve represents the case of overlapping pulses with 0 time delay.
The intensity value of the first point increases with the pressure, which agrees with
the emission intensity trend in argon (section 5.4).

To examine the variation in the 100 ns peak and the plateau, the ratio of the 100
ns peak intensity to the 0 ns intensity peak given by Rpeak = I100ns/I0ns, and the
ratio of the plateau (taking the intensity value at ∆t = 2 µs) to the 0 ns intensity
Rplateau = I2µs/I0ns were extracted from the data and plotted in figure 7.6.
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Figure 7.6: Comparison of the intensity enhancement vs. pressure at the 100 ns
peak and at the 2 µs plateau. The intensity enhancement is indicated by the relative
intensity of 100 ns peak to 0 ns starting point (Rpeak = I100ns/I0ns) and the relative
intensity of the plateau to the starting point (Rplateau = I2µs/I0ns), corresponding
to the intensities recorded in figure 7.5. Spectron laser (1064 nm, 15 ns, 200 mJ) and
Surelite laser (1064 nm, 6 ns, 665 mJ) in dual-pulse collinear reheating mode.

Four data points were included in each plot corresponding to the intensity
curves at the four different argon pressures shown in figure 7.5. The general trend
of each ratio is indicated by a linear fit to the four data points. In the top panel
of figure 7.6, Rpeak stays flat and the data points are evenly distributed around the
average level, only a slight decline is shown in the general trend. The stable Rpeak

suggests that the 100 ns peak intensity variation is synchronized with the intensity
at 0 time delay. This variation corresponds to the emission behavior we have in-
vestigated in section 5.4. However the Rplateau in the bottom panel of figure 7.6

101



shows an increase with argon pressure. The Rplateau values start at about 0.8, then
becomes greater than 1 when the argon pressure is above a certain level (estimated
to be between 3 and 5 mbar from the plot). It is implied that the higher the pres-
sure, the faster the plateau intensity increases. When the pressure goes above a
certain level, the plateau intensity becomes higher than the starting point level and
becomes an intensity enhancement. Comparing the two intensity ratios, we have
seen that the gas pressure does not affect the 100 ns peak greatly but has a notice-
able influence on the plateau. These observations show that the “plateau” on the
curve is genuinely an intensity revival and it is related to the gas pressure.

The next question is how does the gas pressure affect the intensity enhancement
in the plateau area and are there any other factors involved in the enhancement of
the plateau area? The next section: What made the plateau appear? will provide
more detailed discussion on the potential factors.

7.5 What made the plateau appear?

So far, we are certain that there is an intensity revival which corresponds to the
plateau observed at higher gas pressures. So we have come to the second question
raised at the beginning of this section, what made the plateau appear? In other
words, what are the underlying causes for the intensity revival at long time delays?
Gas pressure is one factor which was directly observed on the intensity vs. delay
curves. The gas absorption of VUV light could not be neglected in some cases
either (e.g., nitrogen). Another possible factor is the breakdown in each gas which
may result in an intense interaction between charged gas particles and the plasma
particles. Also we would like to examine if the inter-pulse delay effect applies to
one or two particular trace elements in the matrix or does it apply to all the emitting
elements in the plasma.

7.5.1 Gas pressure vs. plateau: a case study in argon

We have noticed that the plateau appeared in ambient gases at higher pressure
and we have briefly determined the “pressure threshold” above which the plateau
became noticable in argon (section 7.4). Here we will give an insight into how
the plateau is related to the ambient gas pressure by a case study in argon. As
introduced in the discussion of the inter-pulse delay effect in argon in section 7.4.3,
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the intensity ratio R is defined as:

R =
Iplateau
Iinitial

=
I∆t=2µs

I∆t=0
(7.1)

The intensity ratio of the plateau to the initial point in argon is then denoted as
Rargon. The plot of intensity ratio Rargon vs. argon pressure is shown in figure 7.7.
It corresponds to the raw plot (only 4 data points) of Rargon vs. argon pressure in
figure 7.6 but with a more detailed scan from 0.1 mbar to 10 mbar. It is seen that
after about 5 mbar, Rargon becomes greater than unity, i.e., the plateau is a second
intensity enhancement compared to the initial point (the first one was at the 100 ns
peak). As the pressure increases, the increase in the value of Rargon continues but
slows down slightly. The trend of Rargon within the first 10 mbar could be described
by a quadratic fit indicated by the solid red curve on the graph. It is implied that
Rargon can be increased further by increasing argon pressure, however the spectra
recorded at high pressures are dominated by continuum emission (section 5.4.1)
and so the recorded intensity would no longer be beneficial to our study as that
would reduce the effective signal to background ratio (SBR).

R_argon vs. Gas pressure

Figure 7.7: The intensity ratio of the plateau to the initial point (simultaneous
pulses) vs. argon pressure. Spectron laser (1064 nm, 15 ns, 200 mJ) and Surelite
laser (1064 nm, 6 ns, 665 mJ) in dual-pulse collinear reheating mode. Other settings
were the same as in figure 7.5.

At higher pressures the plasma expansion is buffered more effectively and so
the chances of the plasma interacting with another collisional source is increased.
This collisional source could be the second laser pulse, the ambient gas particles or
a second plasma produced by the second laser pulse. The interaction between the
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plasma and the second laser pulse was already considered in the first enhancement
(at 100 ns delay), hence the new collisional source could be the ambient gas break-
ing down caused by the second pulse or a second plasma produced by the second
pulse. These potential factors will be discussed later in this section.

7.5.2 Gas pressure vs. plateau: nitrogen and helium

Because of the strong VUV light absorption by nitrogen, the inter-pulse delay effect
was not as clearly present in nitrogen as in argon (figure 7.3). Helium as a light
gas did not provide a favorable environment for inter-pulse delay effect either (fig-
ure 7.4). Nevertheless, we still undertook an investigation of the inter-pulse delay
vs. gas pressure in the case of nitrogen and helium in the following.

The intensity ratio of the plateau at about 2 µs delay to the initial point at 0
delay is shown in figure 7.8. The curve of intensity ratio vs. nitrogen pressure
is seemingly broken into two parts. From 0.36 mbar to about 3 mbar, Rnitrogen

increases to the unity at about 1.2 mbar, the increase continues till 3 mbar. When
the nitrogen pressure is above 3 mbar, the increase in the value of Rnitrogen increases
again and shows a linear increase with the pressure. However this was mostly due
to the strong absorption of VUV light by nitrogen resulting in a reduction of the
intensity at the initial point (figure 7.3). The actual height of the plateau did not
increase as suggested by Rnitrogen.

R_nitrogen vs. Gas pressure

Figure 7.8: The intensity ratio of the plateau to the initial point (simultaneous
pulses) vs. nitrogen pressure. Spectron laser (1064 nm, 15 ns, 200 mJ) and Sure-
lite laser (1064 nm, 6 ns, 665 mJ) in dual-pulse collinear reheating mode. Other
settings were the same as in figure 7.3.
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The Rhelium vs. helium pressure is presented in figure 7.9. There is a fast in-
crease in Rhelium with pressure in the first 50 mbar but the gain flattens once Rhelium

is above unity. It is implied that helium is not as good a buffer gas as nitrogen or
argon in the current work.

R_helium vs. Gas pressure

Figure 7.9: The intensity ratio of the plateau to the initial point (simultaneous
pulses) vs. helium pressure. Spectron laser (1064 nm, 15 ns, 200 mJ) and Sure-
lite laser (1064 nm, 6 ns, 665 mJ) in dual-pulse collinear reheating mode. Other
settings were the same as in figure 7.4.

7.5.3 Ambient gas only experiments

In the case study of argon (section 7.5.1), the ambient gas breakdown was raised
as a potential factor for the inter-pulse delay effect. To examine the possibility of
gas breakdown, an additional experiment was carried out to test the source of gas
emission lines (N, Ar) in the spectra. The experimental setting was the same as
the dual-pulse set-up except the sample and sample holder were removed from
the sample chamber. When the laser was fired into the chamber it was therefore
actually fired into a chamber of gas. The spectrum was recorded the same way as
the other experiments. A pressure range of 0.1 mbar to 10 mbar was scanned for
nitrogen and argon, pressures from 1 mbar to 50 mbar were tested for helium. None
of the recordings showed a clear spectrum nor was a breakdown spark observed in
the chamber. The results indicated that the ambient gas is not ionized by the laser
pulses. Of course the gas breakdown could be seeded by the plasma formed on the
surface of the metal target. However, we were not able to observe any emission
lines from ions of the ambient gas with the metal target present. We believe that

105



this is the result of the low number density of emitting gas ions and not due to their
absence. Hence we were not able to disentangle the effects of any gaseous plasma
on the expansion dynamics of the metal plasma via this experiment.

7.5.4 Inter-pulse delay effect is independent of emitting elements

The relationship between the inter-pulse delay effect and the emitting elements was
examined by recording the intensity dependence on the inter-pulse delay time for
four different spectral lines. The results in nitrogen at 0.91 mbar are shown in fig-
ure 7.10. As one can see, the four intensity curves are fairly similar and there is
an “intensity revival” between 500 ns and 2000 ns observed on each line intensity
trend. The same four lines were examined also in argon at 1.3 mbar and helium
at 200 mbar, the details are provided in appendix D. The intensity dependence on
the inter-pulse delay exhibited for the four different lines in three types of gases
shows that the universal existence of the “plateau after peak” among emitting ele-
ments. Thus the “plateau after peak” phenomenon is independent of the emitting
elements.

The observations so far in ambient gases and in vacuum can be summarized as
follows:

The peak intensity was achieved between 100 to 200 ns in all cases, while the
“intensity revival” from 1 - 6 µs was only found at relatively higher gas pressures.
Thus we have limited the causes of the “plateau after peak” phenomenon to those
directly related to the pulse-plasma or plasma-plasma interactions such as gas pres-
sure and second pulse re-ablating the sample. Thus the reason of “plateau after
peak” may lie in the plasma expanding mechanism, specifically the collisions be-
tween plasma and a second plasma. The increased collision rate may be triggered
by the coupling of the buffered first plasma and the fast expanding second plasma.

7.6 Could the plateau be enhanced more significantly than
the first peak?

In our observations, the first peak, corresponding to the reheating pulse-sample
coupling, was narrow, while the second plateau was relatively wider and stable.
So we approach the third question, could the enhancement in the second phase be
greater than in the first phase? If so, there would be a wider range of inter-pulse
delay separations at which a more stable signal enhancement may be achieved.
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Int. (C) and Int. (Fe) vs. Delay (ns)
in Nitrogen @ 0.91 mbar
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Figure 7.10: Intensity dependence on inter-pulse delay time in nitrogen at 0.91
mbar. Spectron laser (1064 nm, 15 ns, 200 mJ) and Surelite laser (1064 nm, 6 ns,
665 mJ) in dual-pulse collinear reheating mode.
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Our results have shown that the second plateau becomes more evident when
the pressure of ambient gas is increased. However the VUV emission is sensitive
to ambient gases because of absorption, it was therefore difficult, in our case, to
examine the VUV emission in a good buffering gas (such as nitrogen) at a high
pressure. So the possibility of enhancing the plateau more significantly than the 100
ns peak was very low in our case. It would be difficult to record the VUV emission
signal at high pressures so the inter-pulse delay effect study in the current work
was limited to low pressure ambient gases.

7.7 Summary

The inter-pulse delay time was optimized in several ambient gases after the op-
timization in vacuum (section 5.3.3). There is a common intensity peak at 100 ns
in vacuum and in gases at all pressures below 10 mbar. When the inter-pulse de-
lay time span is extended to over 10 µs, an intensity revival between 1 to 6 µs in
ambient gases above certain pressures (1 mbar for nitrogen, 2 mbar for argon, 25
mbar for helium) is observed. Compared to the 100 ns intensity peak, the second
intensity revival is rather flat and wide and so it is referred to an intensity plateau.
This chapter was mainly focused on the interesting observations of the intensity
plateau. Three basic questions were raised about the plateau and the discussions
can be summarized as: (a) it is a genuine intensity revival, i.e., the emission is en-
hanced for a second time; (b) the second intensity enhancement is observable when
the condition of a proper ambient gas at an appropriate pressure is achieved; (c) the
second intensity enhancement is not as significant as the first one and it is difficult
in the current work to enhance it to be better than the first intensity peak.
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Chapter 8

Emission Enhancement
Mechanisms in Dual-Pulse LIBS

The inter-pulse delay effect discussed in chapter 7 has revealed two emission en-
hancements. One is a sharp intensity peak at 100 ns delay and the other is a wider
plateau region of intensity revival in the µs range between 1 to 6 µs. These enhance-
ments at different inter-pulse delays suggest two different enhancement mecha-
nisms, the second pulse interacts with the existing laser induced plasma (LIP) sys-
tem in its different phases. This chapter provides an insight into the mechanisms
of the emission enhancement in dual-pulse LIBS in our observations. Some sug-
gestions regarding the dual-pulse laser ablation mechanisms in general are also
provided.
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8.1 Introduction to the expansion mechanics of laser induced
plasma

The previous chapter focused on the effect of the inter-pulse delay on dual-pulse
LIBS and provided a preliminary discussion of the two clearly defined signal en-
hancement in the delay range of 0 to 10 µs in ambient gases. Three questions about
the second signal enhancement have been asked and addressed. A series of exami-
nations led us to believe that there was a genuine second intensity revival in the µs
delay range leading to a broad plateau region on the intensity vs. inter-pulse delay
curves. This second intensity revival (i.e., the plateau) only occurred in ambient
gases and its magnitude was proportional to gas pressure within an appropriate
range (0 - 10 mbar) for VUV emission.

While the first intensity peak corresponding to laser-plasma coupling is essen-
tially independent of the ambient gas type or pressure, the second intensity revival
suggests a different enhancement mechanism. The mechanics of the interaction
between the second pulse and the existing (first) “single-pulse-like” laser induced
plasma (LIP) system is highly dependent on two factors. One is the expansion dy-
namics of the first LIP, the other is the inter-pulse delay time, which means at what
stage of the first LIP expansion does the second pulse arrive at the plasma-target
system?

In section 4.3, which focused on the time integrated space resolved emission
behavior of the LIP, the VUV intensity decreased with the distance from the tar-
get surface while the signal-to-background ratio (SBR) increased at first and subse-
quently saturated at further distance. The intensity and SBR distributions indicate
the plasma evolution in a space-resolved (SR) but time-integrated (TI) way. Fig-
ure 4.2 (section 4.2) showed schematically the method of detection. At the begin-
ning there is a small dense plasma dominated by continuum emission, as it expands
to 4 mm (usually takes about 40 ns) it starts to emit a characteristic spectrum. The
line intensity is maximized while the background continuum level diminishes as
the plasma cools down. At greater distances the plasma will be on average more
dilute and the emission intensity will consequently be weaker.

Moreover, with time-resolved (TR) systems, there are many imaging works in
the LIBS literature providing direct pictures of the expansion mechanisms of single-
pulse LIP in vacuum and in gases. Harilal et al. provided an imaging study of
single-pulse laser produced plasma expansion in vacuum and in ambient gas [76].
The time evolution of an aluminum plasma expanding into vacuum (1 × 10−6 Torr)
is shown in figure 8.1. Over a time span of 300 ns, 8 typical ICCD images were
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Sample Surface

Obs. Position
(in our experiments)

~ 4 mm

Slit

Figure 8.1: Imaging study of single-pulse produced aluminum plasma expanding
in a background of the pressure of 1 × 10−6 Torr, by Harilal et al. [76].

taken and arranged in the time sequence from top left to bottom right. Each image
represents the spectrally integrated plume emission in the region 350 - 900 nm that
is due to the emission from the excited states of various species. In each image,
the laser is incident from the top in the direction indicated by the arrow in the first
image. The aluminum sample is at the bottom perpendicular to the laser beam
direction, indicated by the solid line in figure 8.1). The bright area against the dark
background is the recorded visible emission from the plasma.

As can be seen from these images, the development of a plasma in vacuum is
quite straight forward. In the initial stage, the laser beam interacts with the sample
and forms a dense plasma. Following this, the plasma expands into a vacuum en-
vironment with little or no interaction with ultra-low density residual background
at the base pressure of 10−6 Torr. At later stages (260 ns, 300 ns) the plasma cools
down and eventually decays. This is a typical free expansion.

It is worth noting that it takes 40 ns or so for the plasma to expand to 4 mm
where the observing position (section 4.3) is (indicated by the dash line in fig-
ure 8.1). The slit is aligned to record the emission from the plasma at 4 mm above
the sample surface as shown previously in figure 4.2.

The same aluminum plasma expanding in air at 1.3 Torr (≈ 1.73 mbar) is shown
in figure 8.2. Eight images of the plasma plume are shown with time delay increas-
ing from top left to bottom right. As one can see, the plasma is dense and the plume

111



Figure 8.2: Imaging study of single-pulse produced aluminum plasma expanding
in air at 1.3 Torr by Harilal et al. [76].

is again small in volume in the early stages (75 ns in the first image) which is very
similar to the case in vacuum. However when the plasma expands further into the
ambient gas, it is buffered by the gas. The plasma front, which is in direct contact
with the ambient gas, interacts intensely with the ambient gas. The increased colli-
sion rate between plasma particles and the gas particles results in an increase in the
intensity of radiation as plasma expansion or kinetic energy is converted into exci-
tation energy. This interaction zone moves forward as the plasma expands. Also,
the time evolution of the plasma plume in an ambient gas at 1.3 Torr in figure 8.2
(more than 1 µs) is much longer than that in vacuum (just over 300 ns).

Different from the free expansion in a vacuum or low background pressures, the
plume behavior is characterized by strong interpenetration of the laser plasma and
the ambient low-density gas when the ambient gas pressure increases. In general,
an increase in the background pressure results in several effects including (a) an in-
crease in fluorescence from all species due to enhanced collisions on the expansion
front and subsequent inter-plume collisions, (b) slowing of the plume propagation
resulting in the spatial confinement of the plasma, and (c) the formation of the
shock front.
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8.2 The phased enhancement

On the inter-pulse delay time scale, we can roughly divide the entire plasma evo-
lution process into three phases:

From 0 time delay to 1 µs, within which range the 100 ns peak was shown, is
designated as the first phase, Phase One. From 1 µs to 10 µs, which range contains
the second broad peak or the plateau in some cases with ambient gases, is desig-
nated as the second phase, Phase Two. From a delay of 10 µs up to potentially 100
ms when the laser are triggered again to produce the next pair of pulses, where no
significant intensity variation in intensity and/or SBR is observed is termed as the
third phase, Phase Three.

While the line emission at 97.7 nm was enhanced in the first and in the second
phase respectively, each gain or enhancement had its own corresponding mecha-
nism. We use the term “phased enhancement” in this context. Based on the above
observations and discussions, the process of the phased enhancement is proposed
to be as follows:

1. Phase One (0 - 1 µs).
When the second pulse arrives at the very early stage (0 - 50 ns) of the ini-
tial plasma, the plasma density is very high and although some of the laser
energy is absorbed much is scattered out of the plasma and so the degree
of reheating by the second pulse is not very high. When the second pulse
arrives between 50 and 100 ns, the reheating process is clearly more effec-
tive as witnessed by the increase in line emission. In this case we propose
the that plasma density at the 4 mm observing position is optimal for in-
verse bremsstrahlung absorption and so the greatest degree of reheating and
plasma emission occurs consistent with attaining a plasma temperature of a
few to 10 eV or so, yielding optimal excited C2+ ions in the plasma. The sig-
nal enhancement lasts a few tens of nanoseconds and the intensity reaches a
peak at 100 ns. Subsequently, the plasma expands so that the density drops
below the optimum value for IB absorption in the region of 4 mm from the
target surface and so the VUV emission intensity wanes.

2. Phase Two (1 µs - 10 µs).
In the next stage of the plasma i.e., after 1 µs, as the time delay increases,
more and more of the delayed second laser beam can pass through the dilute
plasma to reach the target where it can ablate material and form a second
plasma. Initially the second plasma expands rapidly, while the preformed
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plasma is buffered by the surrounding relatively heavy gas (i.e. nitrogen or
argon compare to helium or vacuum). The fast expanding second plasma
soon catches up and collides with the buffered initial plasma resulting in a
second intensity enhancement. According to a time-resolved study of overall
plume emission in ambience by Harilal et al. [76], for air at 1.3 Torr (1.73
mbar), the plasma plume expands rapidly at the early stage from 0 to ca. 150
ns, slows down from 200 ns to 1 µs, and thereafter remains stable where there
is no more reheating pulse or other source of post-excitation. It matches our
theory that the fast expanding second plasma in its early phase can interact
with the initial plasma in its stable phase (i.e., after 1 µs).

3. Phase Three (after 10 µs).
In this phase, the first plasma decays before the second plasma is able to inter-
act with it. It is equivalent to two distinct laser plasmas and thus no intensity
enhancement is expected in this phase.

An illustration of these processes based on the above discussion is presented
schematically in figure 8.3. As can be seen, the laser-plasma interaction is the dom-
inant process in the first phase. With longer inter-pulse delay times, the second
plasma is already formed and so the plasma-plasma interaction is the dominant
driver in the second phase. When the second pulse is well delayed, the first plasma
decays before the second plasma expands to interact with it. It is equivalent to the
formation of distinct plasmas by two separated pulses.

As also shown in figure 8.3, the signal gains arising out of the first and sec-
ond phases are due to different enhancement mechanisms. The first enhancement
during the reheating by the second pulse, cf. panel (ii) in figure 8.3. The second
enhancement occurs when the second plasma expanded rapidly and interacts with
the first plasma which was buffered by the ambient gas. It is effectively a plasma-
plasma coupling process, cf. panel (iv) in figure 8.3.

Based on the theory of “phased enhancement”, the process of dual-pulse exci-
tation in ambient gas can be summarized as:

The dual-pulse laser induced plasma process can be described in three phases.
Although at very short time delays much the second laser pulse is reflected by
the initial dense plasma, as the inter-pulse delay is increased, more and more of
the reheating pulse is absorbed by the expanding plasma leading to a distinct and
measurable signal enhancement. Later on the second laser pulse can penetrate the
dilute plasma, ablate material from the target and form a second plasma. At certain
inter-pulse delays, the second plasma expands and collides with the first plasma
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1st plasma

2nd plasma

Sample Sample Sample Sample Sample

(i) 0 - 50 ns (ii) 50 - 500 ns (iii) 500 ns - 1µs (v) 10 - 100 µs(iv) 1 - 10 µs

Dual-pulse LIP expands into ambient gas(es)
---- Illustration of Phased Enhancement

“Initial point”

2nd laser pulse 
was mostly 
reflected by the 
dense (1st) plasma

“Plasma-plasma 
coupling”

the 2nd plasma 
expanded rapidly 
and interacted 
with the 1st 
plasma

“The re-heating 
process”

part of the 2nd 
laser pulse 
interact with 
the expanded 
(1st) plasma

“2nd plasma 
formation”

2nd laser pulse 
reached and 
ablated the 
target to form 
a 2nd plasma 

“Plasmas decay”

the 1st plasma 
decayed before 
the 2nd plasma 
expanded to 
interact with it

Notations: 

laser-plasma / plasma-plasma interacting area (signal enhancement area)

observing position (4mm above sample surface)

2nd laser pulse

Phase 1 Phase 2 Phase 3

Figure 8.3: Schematic illustration of the phased enhancement during the dual-pulse
excitation process.
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surrounding it, providing another signal enhancement by the plasma-plasma cou-
pling. Finally at even longer delay times, the two pulses act as two separated pulses
yielding two individual plasma plumes and no more enhancement is expected.

8.3 A survey of inter-pulse delay effect on DP-LIBS in the
UV/IR compared with DP-LIBS in the VUV

Table 8.1 lists a number of studies on the inter-pulse delay effect and dual-pulse
LIBS. Most of these works were carried out at atmospheric pressure (1 atm) and
the optimal inter-pulse delay times were usually between 10µs and 30µs. A small
number of these works reported an optimal inter-pulse time below 1µs under cer-
tain experimental conditions. Some of the works have observed a hint of two in-
tensity enhancement regions but few of them have reported or discussed this phe-
nomenon. The works in the top part of table 8.1 observed one intensity peak while
the works listed in the bottom part (separated by the double line) of the table have
some evidence for the multi-phased enhancement observed on the C2+ 97.7 nm line
in VUV DP-LIBS.

It is important to note that in these previous works, the method of detection
was different. In those cases time-resolved detection was used and the emission
was recorded with various gate time and gate width as indicated in table 8.1. Fur-
thermore, as remarked earlier, many of the experiments were carried out in air at
atmospheric pressure while the current work was carried out at much lower pres-
sures. These factors make it difficult to compare our work to that reported in the
literature, nevertheless these studies of inter-pulse delay effect are instructive.

In Gautier’s work in 2005 [71], a rather steady signal enhancement was ob-
served as the time delay to the second or the reheating laser pulse was swept from
5 µs to 12.5 µs, although a small “first phase enhancement” was shown on the Mg+

intensity curve in the range of 0 - 0.5 µs. The first intensity increase was not as
significant as the enhancement in the later period (5 µs - 12.5 µs) thus it was not
discussed in the overall enhancement process. This may be due to the fact that
Gautier’s work was carried out in air at atmospheric pressure which was a much
higher pressure gaseous environment (1 atm ≈ 1000 mbar) than the ambient gas
used in the present VUV work (≤ 10 mbar). The plasma expansion was strongly
buffered by the air and so for the first couple of µs one may speculate that the elec-
tron density in the plasma was kept high and the second pulse would be mostly
screened out, hence any enhancement would be limited.
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1st

2nd

2nd

the “dip”

Figure 8.4: Gautier’s work in 2005 [71]. Inter-pulse delay effect on Mg neutral line
and Mg II line. The reported optimal ∆t for Mg I was 0.2 µs and 5 - 12.5 µs for Mg
II. However a small “peak” within 1 µs was shown on the Mg II intensity curve.

It was also indicated that due to the higher pressure ambient gas, the plasma
lifetime was lengthened and the time scale of plasma interaction with the second
pulse was also extended (i.e. from a few µs in our case to 30 µs in Gautier’s work).
Time scale differences were also found in other works using different experimental
settings. Thus the time range for phase one or phase two as we proposed previously
should be adjusted to a new time scale in each specific instance. But it doesn’t af-
fect the fact that these experiments have all indicated a “two-phase enhancement”
process in the dual-pulse excitation. It is the two different mechanisms of the en-
hancement in each phase that is of the most interest, rather than the time scales of
the two phases in each individual experiment.

Later in Gautier’s work in 2006 [81] the peak in the ’first phase enhancement’
was also shown on neutral Ni and Cr lines with a similar experimental setting of
solid metal sample in air. Our results also evidenced that the C+ line and C2+ line
had very similar emission behavior (see figure 5.6 and figure 5.4). As in the case of
the similarity between C line and Fe line VUV emission behaviors observed in gases
(section 5.4.1), the “phased enhancement” was independent of the emission species
or the ionization stage of the corresponding charged particles. In the literature,
plasma temperature and electron density have been considered to be two main
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1st

2nd

Figure 8.5: Gautier’s work in 2006 [81]. Inter-pulse delay effect on several lines
from steel sample.

factors related to the dual-pulse enhancement.
Sattmann et al. [70] examined the emission from laser produced plasma formed

on a solid steel sample in air. In the collinear DP mode, the intensity of an iron
visible line (IFe532.42nm), electron temperature (Te) and electron density (ne) were
plotted as functions of the inter-pulse separation from 0 to 80 µs. Sattmann showed
that the electron temperature Te increased rapidly from 0 to 5 µs, reached a plateau
from 10 µs to 20 µs, and remained steady thereafter. The electron density ne showed
a significant fall between 0 and 5 µs, followed by a sharp increase in the time delay
range from 10 µs to 20 µs. It reached a peak which was about 10% higher than
the starting point (simultaneous pulses, 0 delay) and stayed at roughly the same
level after 20 µs with very little fluctuation. The intensity trend for the iron line
(IFe532.42nm) increased rapidly from 0 to 5 µs, decreased a little from 5 µs to 10 µs,
grew again from 10 µs to 20 µs and remained steady thereafter so that two dis-
tinct intensity peaks at 5 µs and 20 µs could be discerned. The authors pointed out
that the line intensity behavior was similar to that of the electron density. This can
be briefly explained when we apply the two-phase enhancement proposal to this
case. In the early phase (from 0 to 5 µs in Sattmann’s case), the hot dense plasma
produced by the first pulse had a very high electron density (ne), and so one can
expect that a significant fraction of the second pulse energy was reflected. As time
progressed, ne dropped to a lower level, the re-heating process by the second pulse
became more effective as the collision rate over the electron-ion recombination rate
increased and so ne was then significantly increased. When the second pulse came
in a later phase, the re-heating process continued until the two pulses were eventu-
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Fe line intensity

Electron temperature

Electron density

1st 2nd

Figure 8.6: Sattmann’s work in 1995 [70]. Two peaks are clearly shown on the in-
tensity curve with a comparison of the electron temperature and density. Coloured
dashed lines and the arrows were drawn as guide lines for viewing.
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ally separated completely.
Hohreiter et al. [72] gave another example of a dual-pulse two-phase process

but with an orthogonal arrangement. The SNR of Mg I and Si I emission line inten-
sities vs. inter-pulse delay at 5 µs and a “second phase enhancement” at 20µs are
plotted. The author also noticed that the SNR fell somewhat between the 2 µs and
20 µs. However the line intensity and peak-to-base (P/B) measurements vs. delay
plot did not show any clear evidence of the “phased enhancement” 8.7(b). They
concluded that the optimal inter-pulse delay was 20 µs for line intensity and 2 - 20
µs for SNR.

1st 2nd

(a) (b)

Figure 8.7: Hohreiter’s work in 2005 [72]. Two peaks were clearly shown on the
signal-to-noise ratio (SNR) of Mg I and Si I lines. The author reported two optimal
inter-pulse delays of 5 µs and 20 µs.

Ahmed et al. [80] had a similar observation for the spectral line intensity. The
authors performed an inter-pulse delay study using the fundamental (1064 nm)
and the second harmonics (532 nm) of Nd:YAG lasers. Their result, as in figure 8.8,
shows two peaks on the intensity curves of several Al and Mg lines. The first peak
was at 5 µs and the second one was at 25 µs. The two peaks were at the same high
on the Mg I line but the first peak was weaker than the second one on the other
lines. So the author concluded that the optimal inter-pulse delay was 25 µs without
any remarks on the first peak.

As Scaffidi et al. [88] pointed out, on the time scale of a plasma evolution, laser
pulse-plasma coupling comes first and lives shortest, followed by the influence
of atmospheric number density and later the sample heating effect which could
persist for hundreds of µs. In our case with time-integrated or TI-LIBS in the VUV
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Figure 8.8: Ahmed’s work in 2009 [80]. Two peaks were clearly shown on the inten-
sity curve of several spectral lines, but the optimal inter-pulse delay was reported
to be 25 µs and no discussion on the 1st peak.

at low pressure, the influence of atmospheric number density is limited since the
ambient gas pressures are all below 10mbar. Sample heating effect (more significant
with pre-spark orthogonal scheme) is considered to become the “second ablation”
effect.

It is challenging to provide a comprehensive understanding of the entire pro-
cess as none of the factors are considered to be a sole cause. Hopefully the above
results and discussion will make a further step forward towards achieving a more
concrete fundamental knowledge of dual-pulse laser induced plasma expansion
process.

8.4 Summary

As two emission enhancements were clearly observed in the previous chapter of
the inter-pulse delay effect in ambient gases, the mechanisms of the emission en-
hancement in the dual-pulse LIBS is studied in this chapter. Firstly the single-pulse
laser induced plasma (LIP) expansion mechanism was discussed by introducing
some of the plasma imaging works in the LIBS literature. Based on the knowledge
of single-pulse LIP system, the investigation of intensity and signal-to-background
ratio (SBR) was performed in dual-pulse mode and was followed by a discussion on
the phased enhancement mechanisms. The two-phase enhancement mechanisms
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can be briefly summarized as follows: the first 100 ns peak is due to the second
laser re-heating the existing plasma while the µs range (1 - 4 µs) intensity revival
is due to the second plasma induced by the second laser pulse interacting with the
first plasma which has been buffered by the ambient gas. A literature survey on
this particular inter-pulse delay topic is provided where previous studies on opti-
cal dual-pulse plasma studies have shown that the phased enhancement exists but
its appearance varies in observations due to different experimental conditions. The
current results are unique as they demonstrate a ubiquitous sharp intensity max-
imum at 100 ns time delay and a second, less intense but much wider maximum
(referred as a plateau) at larger time delays of several microseconds. The latter is
clearly shown to scale with the gas pressure.
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Chapter 9

Limit of Detection

In the previous chapters, a number of essential parameters including hardware
settings, dual-pulse defocusing, inter-pulse delay as well as ambient gas type and
pressure were optimized for laser induced plasma (LIP) emission. These efforts
were made to improve the limit of detection (LOD) of trace elements in steel using
the LIBS technique. In the present chapter the LOD calibration of carbon (C) and
sulfur (S) in steel are performed. The calculated LOD values under different condi-
tions are compared and the optimal LOD values achieved in the current work are
summarized and compared to the results in the literature.
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9.1 LOD Calibration Curves for Carbon and Sulphur

The optimized parameters for LIP emission and eventually the LOD calibration for
C and S in steel are summarized in table 9.1.

Parameters Optimized Values
Spectra recording mode Time-Integrated Space-Resolved (TISR)
Observing position 4 mm above target surface
Detector and exposure time CCD, 2 seconds
Laser repetition rate and No. of shots 10 Hz, 20 shots
Excitation mode Dual-pulse, Collinear
1st laser Spectron, 1064 nm, 15 ns, 200 mJ
2nd laser Surelite, 1064 nm, 6 ns, 665 mJ
Laser beam defocusing 5 - 10 mm under target surface
Inter-pulse delay 100 ns
Ambient gases and optimal pressures Nitrogen (0.2 - 1.0 mbar),

Argon (1 - 2 mbar),
Helium (25 - 30 mbar)

Table 9.1: Parameters as optimized in the current work for LOD calibration for C
and S in steel using LIBS technique.

In the next few sections, the LOD calibrations for C and S are performed system-
atically in single-pulse and in dual-pulse mode, in vacuum and in ambient gases,
so that one can measure the LOD values before and after parameter optimization.

9.1.1 LOD calibration on the C2+97.7 nm line in single- and dual-pulse
mode

Figure 9.1 and Figure 9.2 present the LOD calibration curves of the C2+ 97.7 nm
line in single- and in dual-pulse mode, respectively. Calibration in each mode was
performed in vacuum and in various ambient gases at the optimal pressures (sec-
tion 5.4.1). Data handling procedures including background elimination and inter-
nal referencing have been applied to the data in these two figures. In single-pulse
mode (figure 9.1), the Surelite laser was set with the maximum output pulse en-
ergy of 665 mJ. In dual-pulse mode (figure 9.2), the Spectron laser and the Surelite
laser, both with maximum output, were arranged in collinear dual-pulse geome-
try with an inter-pulse separation of the optimal 100 ns. The parameters for either
single-pulse mode or dual-pulse mode were optimized to the extent allowed by the
current experimental conditions, the differences between figure 9.2 and figure 9.1
then indicate the differences that dual-pulse excitation makes. As one can see, no
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LOD calibration for Carbon,  Single-pulse 

Figure 9.1: Calibration curves of limit of detection (LOD) using C2+ 97.7 nm. Sure-
lite laser (1064 nm, 6 ns, 665 mJ) in single pulse mode. The straight red line is a
linear fit to the experimental intensity values.
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LOD calibration of Carbon, Dual-pulse

Figure 9.2: Calibration curves of limit of detection (LOD) using C2+ 97.7 nm. Spec-
tron laser (1064 nm, 15 ns, 200 mJ) as ablation laser and Surelite laser (1064 nm, 6 ns,
665 mJ) as reheating laser in collinear dual-pulse geometry. Inter-pulse separation
was 100 ns. The straight red line is a linear fit to the experimental intensity values.
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matter in which ambient environment, the data set achieved in dual-pulse mode is
more linear and has smaller error bars than that in single-pulse mode. The statis-
tics of the linear fitting and LOD calibration results for carbon are summarized in
table 9.2.

9.1.2 LOD calibration on the S4+78.65 nm line in single- and dual-pulse
mode

The LOD calibration curves of the S4+ 78.65 nm line in single-pulse mode are
shown in figure 9.3 and the results in dual-pulse mode are shown in figure 9.4.
In each configuration, the LOD was calibrated in vacuum, nitrogen, argon and he-
lium. Similar to carbon, each ambient gas was set to the corresponding optimal
pressure for VUV emission. In both single-pulse and dual-pulse mode, the sta-
tistical fits in ambient gases are better than that in vacuum judging from the error
bars on the calibration curves indicating greater measurement uncertainty vacuum.
Thus the ambient gas conditions are better for LOD calibration. Even in vacuum,
the LOD curve with dual-pulse configuration (figure 9.4) had less uncertainty and a
better linear fit than that with single-pulse configuration (figure 9.3). This improve-
ment on LOD calibration curves by dual-pulse operation can also be observed in
other ambient conditions with background gases present. Hence it can be con-
cluded that dual-pulse operation offers more stable and reliable LOD calibration
results.

9.2 Calculated LOD Values Under Different Conditions

In table 9.2, R2 is a coefficient indicating the goodness of the linear fit of the LOD
calibration. The definition of R2 and the method to calculate it in a data evaluation
process are provided in detail in appendix E. Generally speaking, R2 is a coefficient
which takes a value between (0, 1). The closer the R2 value to 1, the better the fit.
In the case of a linear fit for LOD calibration, R2 is often required to be at least
0.97, R2 values above 0.99 indicate a good linear fit and the result calculated from
this data set is considered to be more reliable. For example, in single-pulse mode
in table 9.2, the LOD result in nitrogen was 9.7 ppm which was better (lower) than
that in argon (12.6 ppm). However, the linear fit coefficient R2 in nitrogen was 0.875
which indicated that this data was not sufficiently good for a linear calibration
(LOD). The R2 value in argon was 0.995 implying a more reliable data set, thus
the result in argon was considered better even though the LOD value was slightly
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LOD calibration of Sulfur, Single-pulse

Figure 9.3: Calibration curves of limit of detection (LOD) using S4+ 78.65 nm. Sure-
lite laser (1064 nm, 6 ns, 665 mJ) in single pulse mode.
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LOD calibration of Sulfur, Dual-pulse

Figure 9.4: Calibration curves of limit of detection (LOD) using S4+ 78.65 nm. Spec-
tron laser (1064 nm, 15 ns, 200 mJ) as ablation laser and Surelite laser (1064 nm, 6 ns,
665 mJ) as reheating laser in collinear dual-pulse geometry. Inter-pulse separation
was 100 ns.
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Single-pulse compared to Single-pulse
α SP Nitrogen SP Argon SP Helium
SP Vacuum 5.57 4.29 3.14

Dual-pulse compared to Single-pulse
α DP Vacuum DP Nitrogen DP Argon DP Helium
SP Vacuum 3.97 18.62 15.0 9.47

Dual-pulse compared to Dual-pulse
α DP Nitrogen DP Argon DP Helium
DP Vacuum 4.69 3.78 2.39

Table 9.3: Improvement on LOD values, result comparison based on improvement
of LOD gain coefficient α. Data for C in steel derived from table 9.2.

higher for nitrogen.
The LOD values in dual-pulse mode were much lower than those in single-

pulse mode. Lower LOD value means a lower limit of detection of the particular
element and it is what we are aiming for. To measure the improvement of LOD by
using dual-pulse mode, an improvement coefficient α is introduced as:

α =
LODsp

LODdp
(9.1)

where sp denotes ’single-pulse’ and dp denotes ’double-pulse’. Higher α values
indicate reductions in LOD values, thus greater improvement. The improvement
coefficient α in each ambient gas are listed in the last column of table 9.2 For more
comparisons, the definition of improvement coefficient α can be extended to the
ratio of the original LOD value over the improved LOD value. The LOD improve-
ment compared in different ways is shown in table 9.3.

In table 9.3, the first group of comparisons shows the improvement by ambi-
ent gases in single-pulse mode. Compared to the LOD achieved with single-pulse
mode in vacuum, the greatest improvement in single-pulse mode is achieved in
nitrogen. The average value of the improvement coefficient in single-pulse mode is
about 4.3. The second group of comparisons is between dual-pulse in different am-
bient gases and single-pulse in vacuum. It is the most important comparison in the
current work as it demonstrates the improvement in LOD by combining dual-pulse
and ambient gases. As can be read from the values of improvement coefficient α,
the greatest improvement is achieved with dual-pulse excitation in nitrogen, the
second greatest improvement is achieved in argon, the α value in each case is above
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15 which means the limit of detection is reduced by more than an order of magni-
tude. The last group of comparisons represent the improvement obtained by using
ambient gases in dual-pulse mode. The average α value in dual-pulse mode is 3.62
and the greatest improvement is achieved in nitrogen.

9.3 Optimized LOD Values for C and S

The above comparisons presented the improvement by employing dual-pulse mode
and ambient gases, greater improvements were achieved when combining these
two factors. Although table 9.3 provided several comprehensive comparisons on
the improvement of LOD values, to decide the optimal LOD with a precise and
reliable calibration, calibration curves in figure 9.2 and curve fitting details in ta-
ble 9.2 must be also included in the consideration. In our case, the calibration in
argon has higher precision and an LOD value that matches nitrogen. Thus argon
is considered the optimal gaseous environment for LOD calibration of carbon in
steel, and nitrogen would be the second best choice. The calibration curves of C
with dual-pulse excitation in argon and in vacuum are shown in figure 9.5. The
calibration curve in argon not only has a better linear fit but also produced a much
lower LOD value.

The same procedure was repeated for the S4+ 78.65 nm line and the calibration
curves with single- and dual-pulse excitation in different ambient environments
are provided in figure 9.6. Similar improvements by dual-pulse mode over single-
pulse mode are exhibited by those curves and the calibration curve with dual-pulse
in nitrogen and in vacuum are shown in figure 9.6. The lowest LOD value of 1.5
ppm is achieved with dual-pulse excitation in nitrogen which is over 10 times better
than the LOD value in vacuum.

The above results are in agreement with the previous discussions on dual-pulse
LIBS and ambient gases. Combining these two modes of operation brings an im-
provement to the traditional LIBS technique but the enhancements are not simply
additive. There are a number of parameters to be considered in the process. Al-
though further understanding is needed, this work provides the experimental evi-
dence that dual-pulse excitation with ambient gas improves LIBS for VUV emission
in terms of the detection limit.

The optimized LOD values achieved in our experiments are also compared to
some of the existing results in the literature. Table 9.4 lists a number of LOD cali-
brated values in the literature. These LOD values of C and S are all based on steel
matrices, the wavelength of each specific line used for LOD calibration is given in
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Figure 9.5: Calibration curve and derived limit of detection (LOD) using C2+ 97.7
nm. Spectron laser (1064 nm, 15 ns, 200 mJ) as ablation laser and Surelite laser (1064
nm, 6 ns, 665 mJ) as reheating laser were in collinear dual-pulse geometry with
argon environment at 1.5 mbar. Inter-pulse separation was 100 ns. The straight red
line is a linear fit to the experimental intensity values.
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Figure 9.6: Calibration curve of limit of detection (LOD) using S4+ 78.65 nm. Spec-
tron laser (1064 nm, 15 ns, 200 mJ) as ablation laser and Surelite laser (1064 nm, 6
ns, 665 mJ) as reheating laser were in collinear dual-pulse geometry with nitrogen
environment at 0.2 mbar. Inter-pulse separation was 100 ns. The straight red line is
a linear fit to the experimental intensity values.
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the right hand column. The original sources of these works are listed next to the
LOD values. Other measurement parameters such as the pulse energy and envi-
ronment should also be considered as the LOD results can be significantly different
when measured in different laboratories.

Element LOD (ppm) Reference λ (nm)

C

65 Aguilera et al., 1992 193.09
80 Aragon et al., 1999 193.09
7 Sturm et al., 2000 193.09
3 Noll et al., 2001 193.1
5 Hemmerlin et al., 2001 133.571

1.2 Khater et al., 2002 97.7
3.6 Jiang et al. (current) 97.7

S

70 Gonzalez et al., 1995 180.7/182.0
8 Sturm et al., 2000 180.73

11 Noll et al., 2001 180.7
4.5 Hemmerlin et al., 2001 180.731
1.7 O’Leary, 2007 78.65
1.5 Jiang et al. (current) 78.65

Table 9.4: LOD values in the literature compared to our results

The absolute value of 3.6 ppm for the LOD of carbon in steel using DP VUV
LIBS compares well with the existing literature and is significantly better than sin-
gle pulse VUV LIBS in argon where the LOD is 12.6 or as high as 54 in vacuum. It
would appear from table 9.4, that DP VUV LIBS at a LOD of 3.6 ppm is perhaps
only as good as the best SP LIBS values in the literature. However, absolute LOD
values depend on the optical system and the optical performance of the VUV LIBS
system has degraded over time. Hence the absolute LOD values cannot be directly
compared and we can only look for improvements in LOD. However, when new
the system was able to attain a LOD for carbon in steel of 1.2 ppm using SP VUV
LIBS and so we would expect that the LOD improvement provided by DP excita-
tion would easily translate into an achievable LOD below 1ppm .

9.4 Summary

The ultimate goal of the current work is to optimize the limit of detection (LOD) for
light elements in steel. In the last result chapter, we have calibrated the LOD under
different circumstances. Better LOD results were achieved under the optimized
experimental conditions and data handling process. The improved LOD results
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in the current work were also compared to the LOD results in the literature. Our
results have shown a further improvement to the results achieved under similar
conditions in the literature.
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Chapter 10

Conclusions and Future Work

The final chapter of this thesis provides a general summary of the experiments per-
formed in this work and the conclusions which can be drawn from them. During
the course of the LIBS study in the VUV region, some concerns related to either
lasers/optics or analysis methods have been raised. These interesting topics lead
to an insight into the future of LIBS VUV development as both a fundamental study
of laser-matter interactions and as an industrially important diagnostic assay tool.

10.1 General Conclusion of Dual-Pulse LIBS in Ambient Gas
Condition

The main aim of this work was to further improve the ability of quantitative LIBS
analysis in terms of limit of detection (LOD) for light elements (C, S) in steel. In
the current work, we brought in two important improvements to the conventional
LIBS system which are dual-pulse excitation and the use of ambient gases. For the
first time dual-pulse LIP VUV spectroscopy is combined with low pressure ambient
gases which increase the signal intensity by buffering the plasma expansion.

Firstly we introduced the basic procedure of the conventional LIBS system with
one laser in single-pulse mode in vacuum. An initial survey of the VUV spectrum
from 30 - 130 nm was carried out to calibrate the raw spectrum data from pixel point
to wavelength. By reference to results from the National Institute of Standards and
Technology (NIST), we managed to identify a number of the spectral lines of inter-
est and to ascertain which light element emission lines were most suitable for the
present work. These lines were: C+ 90.41 nm, C2+ 97.7 nm, S3+ 75.03 nm and S4+

78.65 nm. Among these lines, C2+ 97.7 nm and S4+ nm had the highest integrated
intensities and signal-to-background ratios, thus these two lines were chosen as the
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main lines with which to conduct the optimization studies.
Secondly, we carried out a feasibility study of the unique combination of dual-

pulse LIP VUV emission in gas. Apart from the main light element emission lines
chosen previously, a few lines belonging to the matrix element (Fe2+ 89.12 nm, Fe2+

98.4 nm) and the ambient gases (N2+ 91.6 nm, Ar+ 91.98 nm) were also included to
perform a systematic investigation of the VUV emission. The first series of exper-
iments involved the comparison between single-pulse ablation and double-pulse
excitation. The peak intensity of the C2+ 97.7 nm line showed that dual-pulse exci-
tation could bring up to a 3.2 fold signal gain. As the laser pulse energy was varied
within the range of 300 mJ to 665 mJ, we found that the higher the reheating pulse
energy is, the greater the signal gain achieved. Thus the optimal pulse(es) config-
uration for our work was: Spectrum laser (1064 nm, 15 ns, 200 mJ) serving as the
ablation laser, Surelite (1064 nm, 6 ns, 665 mJ) used as the second laser, producing
a reheating pulse with a certain pulse interval after the plasma was initiated by the
ablation pulse.

Following the dual-pulse energy testing results, the influence of the ambient
gas type and pressure was examined. Three types of gases (Nitrogen, Argon and
Helium) within the pressure range of 0.01 - 700 mbar were examined. The optimal
pressures for VUV emission in each gas were: nitrogen 0.3 mbar, argon 1.5 mbar
and helium 28 mbar. The line intensity and signal-to-background ratios were all
found to be superior to those in vacuum. In this study we also discovered that
the main concerns for deep VUV emission (70 nm -100 nm) were the absorption in
nitrogen, the intensity saturation in argon and the inefficient buffering in helium.

With the success of combining the dual-pulse scheme and the use of ambient
gas, we extended our study into the optimization of some of the core parameters.
One of them was the defocusing effect of the laser beam in single-pulse mode or of
the reheating beam in dual-pulse mode. The focus condition was varied by moving
the lens into and out of focus on the target surface with the result that the power
density on the surface changed. This set of experiments was carried out in both
vacuum and gas environments. The emission trends upon different lens-to-sample
distances were quite similar. In single-pulse mode, two peaks were found on the
intensity curve implying that the emission signal was improved when the laser
beam was focused either 10 mm under or 5 mm above the sample surface. In dual-
pulse mode, the optimal reheating focal point was found to be 10 mm under the
target surface.

Another crucial factors for optimizing dual-pulse excitation was the inter-pulse
delay time. With our time-integrated space-resolved LIBS system the optimal inter-
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pulse separation was found to be 100 ns for nearly all the conditions (vacuum or gas
at different pressure). This interesting discovery led us to explore the mechanism
of plasma expansion. The behavior of the signal-to-background ratio along with
the emission intensity trend helped us propose a “two-phase enhancement” theory
to explain the effect of the inter-pulse delay.

Parameters of the LIBS system, some improvements in data handling were also
considered. Finally, with the analysis of optimum conditions completed, calibra-
tion curves of the data were plotted using a set of targets with low concentrations
of carbon and sulphur present in them. The best limit of detection (LOD) value for
C2+ 97.7 nm line was 3.6 ppm in argon and the best LOD value for S4+ 78.65 nm
line was 1.5 ppm in nitrogen. Both of these LOD results were far better than those
produced with the single-pulse technique in vacuum and they are close to or even
better than the best available LIBS limit of detection published in the literature to
date (C: 1.2 ppm by Khater [31], S: 1.8 ppm by O’Leary [4]).

10.2 Future Work on LIBS

10.2.1 The understanding of the LIBS process

Understanding the process of LIP formation and its further evolution improves the
ability to control, reproduce, and increase the analytical capability and acceptance.
Efforts towards establishing a solid LIBS foundation are made in both experimental
and modeling ways. These aspects include:

• Laser/Optical and technique related
These factors are usually considered in terms of the choice of experimental ap-
paratus. Besides our current experimental conditions (two ns Nd:YAG lasers,
vacuum normal incident grating spectrometer, and CCD camera), there are
some other interesting options such as:
Lasers: fs lasers to provide shorter pulses with higher power density; a com-
bination of different laser beam harmonics (e.g. [82]);
Optics: using fiber optics to carry the laser beam closer to the sample and
retrieve the emitted light; development of compact echelle spectrographs to
provide complete spectral coverage in a relatively small package;

• Modeling the plasma process
The Taylor-Sedov model [77] has been widely used to describe the expan-
sion of a blast wave (plasma). Recent works extend the model into vacuum
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or controlled ambient gases (e.g. [76]). More sophisticated models are desir-
able in advancing the understanding of the interaction of the plasma with the
ambient environment and even the process of dual-pulse excitations in am-
bient gas which includes plasma-plasma and plasma-ambience interactions.
Models of the effects of the ambient atmosphere on VUV emission can also
provide theoretical support for space exploration experiments (e.g. Mars type
atmosphere [89]).

• Chemometrics and other analytical methods
As a chemical analysis based science, chemometrics has recently become a
powerful analytical tool in LIBS research. At the international LIBS confer-
ence in 2008, there were only a handful of talks that included a substantial
portion of chemometrics in the analysis. Two years later, at the most recent
LIBS conference in 2010, over half of the presentations were related to mul-
tivariate calibration or multivariate curve resolution. The growth of chemo-
metrics underlines the LIBS potential for multi-element analysis.

In order to gain further insight into the process of the phased-enhancement
proposed in the current work and the LIP evolution process in general, it would
be interesting to use a fast framing camera to capture the temporal evolution of
the plasma in single- and dual-pulse mode for various time delays under different
ambient conditions. An example of such an approach has been demonstrated for
an atmospheric pressure LIBS experiment by Mao et al. [90].

10.2.2 The development of the dual-pulse LIBS technique

As indicated earlier, a great deal of research has been performed over the past num-
ber of years in the use of more than one laser pulse for the generation of laser
plasmas for the LIBS technique. A comprehensive review of dual-pulse excitation
has been published by Babushok et al. [91]. The geometrical configurations of the
dual-pulse scheme for LIBS can be summarized as follows:

• Collinear dual-pulse within the same flashlamp pulse.

• Collinear beams from two lasers focused on the same spot on the target.

• Orthogonal beams with one beam perpendicular and one parallel to the tar-
get surface:
a) the beam parallel to the target surface is first in time forming an air spark
(pre-spark/pre-ablation mode, at high gas pressure);
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b) the beam parallel to the target surface is second in time, it reheats the ma-
terial ablated by the first pulse (reheating mode).

Our work has focused on the collinear reheating dual-pulse excitation mode. It
would be interesting to apply other geometrical arrangements in future dual-pulse
applications, using the spatially resolved VUV detection mode.
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Summary

The main goal of the present work has been the low-level quantitative determina-
tion of carbon and sulfur in steel. Carbon was chosen as one of the primary test
elements because it plays an important role in determining some of the mechanical
and physical properties such as stiffness and ductility of almost all steel products.
Sulfur was another light element tested in this work because it has a large and
mostly undesirable effect on the material characteristics of steel, with most steel-
making processes designed to remove it completely from the end product.

To achieve the goal of precisely determining the content of carbon and sulfur
in steel, a number of optical emission spectroscopy (OES) experiments were car-
ried out designed to optimize the emission from carbon and sulfur ions using the
laser-induced breakdown spectroscopy (LIBS) technique. This technique typically
involves the use of a high power laser to generate a hot, dense and short-lived
plasma on the surface of a solid target. Radiation from the plasma is then used for
both quantitative and qualitative evaluation of both major and minor elements in
the material. LIBS has been almost exclusively used in the visible and UV regions
of the electromagnetic spectrum owing to the ease of use in this region. Recently,
interest has extended to the VUV region due to the fact that most of the strongest
emission lines of light elements (C, S, P, etc.) are from their ions in the vacuum
ultraviolet.

The time-integrated space-resolved LIBS system employed in our work is par-
ticularly designed for the quantitative characterization of steel alloys. In order to
improve the LIBS VUV technique aiming for better analytical figures of merit, i.e.
intensity, sensitivity, precision, etc., two important techniques were introduced to
the basic LIBS VUV system. In this work we evidenced the dual-pulse enhance-
ment for LIBS in the VUV. Ambient atmosphere buffers the plasma expansion thus
increasing the signal by extending the plasma life-time. These two approaches
turned out to be a successful combination for LIBS VUV emissions. The emission
intensity and the signal-to-background ratio were both found to increase and the
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calibration results of the LOD for carbon and sulfur were improved compared to
previous works in the literature.

Our results not only show an ubiquitous dramatic intensity enhancement at 100
ns in vacuum and in ambient gases but also clearly demonstrate a second intensity
revival in the µs delay range in ambient gases.

Although the mechanisms underlying the signal gain as a function of the inter-
pulse time delay, have not been fully elucidated in this work, a number of questions
have been raised and some insights have been gained. Specific questions addressed
the role of the inter-pulse time delay and the ambient gas type and pressure. A
“phased enhancement” theory was proposed based on our unique observations.
Hopefully it will provide one more step towards a better understanding of the dual-
pulse ambient gas enhancement mechanisms.
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Appendix A

Criteria for Thermodynamic
Equilibrium

Considering a plasma as an ideal thermodynamic enclosure at a temperature T,
there are four principles must be satisfied in such a thermodynamic equilibrium
state [6]:

(a) all particles, electrons, neutral species and ions obey the Maxwell velocity
distribution law;

dnv = 4πN

(
m

2πkBTk

)
exp

(
−mv2

2kBTk

)
v2dv (A.1)

where dnv is the number of particles (of mass m) having velocities between v and
v+ dv; N is the total number density of particles at all velocities; kB is Boltzmann’s
constant and Tk is the kinetic temperature.

(b) the population distributions over the states of any atom or ion are given
by the Boltzmann formula;

Ni

Nk
=

gi
gk

exp

(
− χ(i, k)
kBTexc

)
(A.2)

where i and k are lower and upper energy levels respectively; g is the statistical
weight of the level, calculated as gl = 2Jl + l, where J is the total angular momen-
tum quantum number for the species under consideration; χ(i, k) is the energy dif-
ference between the two levels and Texc is the excitation (population) temperature
of the species under consideration. Another form of the Boltzmann distribution
can be obtained by relating the number density of atoms/ions in the excited state
k, Nk, to the total number density of the corresponding species (in the same state
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of ionization), NT :
Nk

NT
=

gk
Q(Texc)

exp

(
− Ek

kBTexc

)
(A.3)

where Ek is the excitation energy of the state k as measured in reference to the
ground energy level of the species in the same state of ionization and Q(Texc) is the
partition function of the atoms/ions under consideration and is given by:

Q(Texc) =
∑

k

gkexp

(
− Ek

kBTexc

)
(A.4)

The sum is over all allowed electronic energy levels.
(c) the number of ions in stage z relative to the number in stage (z − 1) is

given by the Saha equation;

Nzne

Nz−1
= 2

(
2πmekBTion

h2

)3/2 Qz(Tion)

Qz−1(Tion)
exp

(
−Ez−1(∞)

kBTion

)
(A.5)

where Nz and Nz−1 are numbers of ions in two ionization stages z and z − 1; z =

1, 2, 3, ...; ne and Tion are the electron number density and ionization temperature
respectively; h is Planck’s constant and Ez−a(∞) is the ionization energy of the z−1

ionization stage.
(d) the intensity distribution of the radiation in the cavity as a function of

frequency and temperature is given by the Planck formula:

I(v, T ) =
2hv3

c2

[
exp

(
hv

kBT

)
− 1

]−1

(A.6)

I(v, T ) is the energy per unit time (or the power) radiated per unit area of emitting
surface in the normal direction per unit solid angle per unit frequency by a black
body at temperature T; h is the Planck constant; c is the speed of light in a vacuum;
k is the Boltzmann constant; v is the frequency of the electromagnetic radiation;
and T is the temperature of the body in Kelvins.

The corresponding expression for the wavelength λ is:

I(λ, T ) =
2h2

λ5

[
exp

(
hc

λkBT

)
− 1

]−1

(A.7)

In terms of the specific radiation energy densities uv, the above expressions will be:

uv =
8πhv3

c3

[
exp

(
hv

kBT

)
− 1

]−1

(A.8)
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and

uv =
8πhc

λ5

[
exp

(
hc

λkBT

)
− 1

]−1

(A.9)

At short wavelengths ( hc
λkBT >> 1), Wien’s approximation may be applied:

Bλ(T ) ≈
2hc2

λ5
exp

(
− hc

λkBT

)
(A.10)

For long wavelengths ( hc
λkBT << 1), we have the Rayleigh-Jeans radiation law:

Bλ(T ) ≈
2kBc

λ4
T (A.11)
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Appendix B

Kirchhoff’s Law of Radiation

Kirchhoffs law states that given thermal equilibrium within an enclosure, the radi-
ation inside is independent of the nature of the walls, or the objects they contain.
This is known as the concept of universality. That is, that the radiation within
an enclosure can always be described by a universal function dependent only on
temperature and frequency [7]. For plasma in a thermodynamic equilibrium state,
Kirchhoff’s law of radiation is stated as:

εv = k(v)Bv(T ) (B.1)

and

ελ = k(λ)Bλ(T ) (B.2)

where ε and k are the coefficients for emission and absorption respectively. For
LTE plasmas, the energy emitted from a unit volume, per second and per unit solid
angle can be expressed by the emission coefficient ε of the spectral line, integration
over the spectral line profile:

εL =
∑

line

εv,Ldv =
hvpq
4π

AqpNq (B.3)

Aqp is the Einstein coefficient to describe the spontaneous transition from a
higher level q to a lower level p. Nq is the population of the excited state. This
equation B.3 is known as the fundamental relation of emission spectroscopy. From
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Appendix A, we can substitute Nq with the Boltzmann expression:

I =
hv

4π
Aqp

NT gq
Q(Texc)

exp

(
− Eq

kBTexc

)
(B.4)

This equation can be used to determine the excitation temperature Texc in LTE plas-
mas. The absorption coefficient of a spectral line kL(v) can be described by the
atomic cross section of the line, σL(v), as:

kl(v) = σL(v)Npl (B.5)

where Np is the number density of atoms/ions in the lower energy level p. l is the
length of the plasma over which the absorption takes place. Both kL(v) and σL(v)
depend on the frequency v and thus can be described by the spectral line profile
I(v) as

∑
I(v)dv = 1. In the case where the upper energy level q is not populated,

the absolute value of kL(v), from Ladenburg’s formula [92], is:

∑
kL(v)dv =

hv

c
NpBpq (B.6)

where Bpq is the Einstein coefficient for absorption. Combining it with the line
profile, we have:

kL(v) =
hv

c
NpBpqI(v) (B.7)

When more atoms/ions are promoted to the upper energy level q, the effect
of stimulated emission must be considered in equation B.7. This modification is
based on the fact that the frequencies of the incident radiation and the stimulated
transition are the same. The absorption coefficient of the spectral line can be written
as:

KL(v) =
hv

c
P (v)(NpBpq −NqBqp) = kL(v)

(
1− NqBqp

NpBpq

)
(B.8)

For collision dominated LTE plasmas, the ratio of particle densities can be re-
placed by Boltzmann’s factor, e−hv/kBTexc , then:

KL(v) = kL(v)

(
1− exp(− hv

kBTe
)

)
(B.9)
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Appendix C

A Quick Note on Atomic Spectral
Lines

There are two types of atomic spectral lines corresponding to two types of transi-
tions:

Emission line: formed when an electron makes a transition from a higher energy
level of an atom to a lower energy state, emitting a photon of a particular energy
and wavelength, and

Absorption line: formed when an electron makes a transition from a lower to a
higher energy level, with a photon being absorbed in the process.

The two states must be bound states in which the electron is bound to the atom,
so the transition is sometimes referred to as a “bound-bound” transition, as op-
posed to a transition in which the electron is ejected out of the atom completely
(“bound-free” transition) into a continuum state, leaving an ionized atom. An il-
lustration of the transitions between the two states is shown in figure C.1. The
rate at which transitions take place between the levels k and i is given for atoms
interacting with radiation whose energy density per unit bandwidth is ρ(v).

In 1916, Albert Einstein proposed that there are three processes occurring in the
formation of an atomic spectral line. The three processes are referred to as sponta-
neous emission, stimulated emission and photon absorption. Each process is associated
with an Einstein coefficient which is a measure of the probability of that particular
process occurring.

Spontaneous emission
In a spontaneous emission process, an electron “spontaneously” (i.e. without any
outside influence) decays from a higher energy level (state 2 with energy Ei) to a
lower one (state i with energy Ek). The associated Einstein coefficient is Aki(s−1),
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Figure C.1: Spontaneous and stimulated emission and absorption of radiation.

and the emitted photon energy is hv = Ek − Ei. Due to the uncertainty principle
(∆E∆t ≥ h), the transition actually produces photons within a narrow range of
frequencies called the spectral line width. If ni is the number density of atoms in
state i then the change in the number density of atoms in state i per unit time due
to spontaneous emission is given by:

(
dni

dt

)

Aki

= Akink (C.1)

Stimulated emission
Stimulated emission is a process in which an electron is “stimulated” by the pres-
ence of an electromagnetic radiation (in the form of an electromagnetic field or
photons) and undergoes a transition from a higher level (state k) to a lower level
(state i). The stimulation source in this case has the same frequency as the transi-
tion (Ek − Ei = hv). The corresponding Einstein coefficient is Bki which describes
the probability of the process per unit time per unit spectral radiance. The change
in the number density of atoms in state i per unit time due to stimulated emission
is: (

dni

dt

)

Bki

= Bkinkρ(v) = Bkink
hv3

c2(ehv/kT − 1)
(C.2)

where ρ(v) is the radiation density of the radiation field at the frequency of the
transition.

Photon absorption
In a photon absorption process, a photon is absorbed by an atom causing an elec-
tron to undertake the transition from a lower level (state i) to a higher one (state
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k). This process is associated with Einstein coefficient Bik and the change of the
number of atoms in state i due to absorption is described as:

(
dni

dt

)

Bik

= −Bikniρv (C.3)
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Appendix D

More Details on Inter-pulse Delay
Time Investigations

During the investigations in this work, many spectra, under a wide range of exper-
imental conditions, were recorded. Some further examples of results for argon and
helium are included in this appendix.

Figure D.1 shows the intensity dependence on inter-pulse delay time in argon
and figure D.2 shows that in helium, both exhibit four different spectral lines. Al-
though there were differences on the intensities, the ’second plateau’ was found on
all the curves.
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Int. (C) and Int. (Fe) vs. Delay (ns)
in Argon @ 1.3 mbar

Figure D.1: Intensity dependence on inter-pulse delay time in argon at 1.3 mbar.
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Int. (C) and Int. (Fe) vs. Delay (ns)
in Helium @ 250 mbar

Figure D.2: Intensity dependence on inter-pulse delay time in helium at 250 mbar.

156



Appendix E

Goodness-of-Fit Statistics

To examine the goodness-of-fit statistics after using graphical methods to evalu-
ate the trend of a group of data (i.e. linear fit to LOD in our case), We used the
Matlab Curve Fitting Toolbox which supports some of the important statistics for
goodness-of-fit including the sum of squares due to error (SSE) and the R-square.

Sum of Squares Due to Error
This statistic measures the total deviation of the response values from the fit to

the response values. It is also called the summed square of residuals and is usually
labeled as SSE. In a fitting y = f(x) for a data set of n data points, the SSE is defined
as:

SSE =
n∑

i=1

wi(yi − ŷi)
2 (E.1)

A value closer to 0 indicates that the model has a smaller random error compo-
nent, and that the fit will be more useful for prediction.

R-square
This statistic measures how successful the fit is in explaining the variation of

the data. Put another way, R-square is the square of the correlation between the
response values and the predicted response values. It is also called the square of
the multiple correlation coefficient and the coefficient of multiple determination.
R-square is defined as the ratio of the sum of squares of the regression (SSR) and
the total sum of squares (SST). SSR is defined as:

SSR =
n∑

i=1

wi(ŷi − ȳi)
2 (E.2)
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SST is also called the sum of squares about the mean, and is defined as:

SST =
n∑

i=1

wi(yi − ȳi)
2 (E.3)

where SST = SSR + SSE. Given these definitions, R-square is expressed as:

R2 =
SSR

SST
= 1− SSE

SST
(E.4)

R-square can take on any value between 0 and 1, with a value closer to 1 in-
dicating that a greater proportion of variance is accounted for by the model. For
example, an R-square value of 0.8234 means that the fit explains 82.34% of the total
variation in the data about the average. Note that it is possible to get a negative
R-square for equations that do not contain a constant term. Because R-square is
defined as the proportion of variance explained by the fit, if the fit is actually worse
than just fitting a horizontal line then R-square is negative. In this case, R-square
cannot be interpreted as the square of a correlation. Such situations indicate that a
constant term should be added to the model.
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