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#### Abstract

Blinear maps have become an important new item in the cryptographer's toolkit They first came to prominence when they were used by Meneres, Okamoto and Vanstone to help solve the elliptic curve discrete logarithm problem on elliptic curves of small embedding degree

In 1984, Shamır developed the first identity based sıgnature scheme, and posed the construction of an identity based encryption scheme as an open problem [118] Subsequently identity based identification and ıdentity based key agreement schemes were proposed However, identity based encryption remaıned an open problem In 2000, Sakaı, Ohgıshı and Kasahara used blhnear maps to mplement an efficient identity based non-interactive key agreement and identity based dıgital sıgnature [111] In 2001, some 17 years after it was suggested, Boneh and Franklin proposed the first efficient identity based encryption scheme, constructed using bilmear maps [31]

In this thesis we review some of the numerous cryptographic protocols that have been constructed using bilinear maps

We first give a review of public key cryptography We then review the mathematics behind the two known bilnear maps, the Well and Tate parings, including several improvements suggested in $[67,14]$ We develop a Java library to implement parrng based cryptography In Ch 4 we look at some of the cryptographically hard problems that arise from bilnear maps In Ch 5 we review identity based signature schemes and present the fastest known scheme In Ch 6 we review some encryption schemes, make some observations that help improve the performance of many identity based cryptosystems, and propose the fastest scheme for public key encryption with keyword search In Ch 7 we review identity based key agreements and propose the fastest scheme secure in a modified Bellare-Rogaway model [19] In Ch 8 we review identity based signcryption schemes and present the fastest known scheme
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## Chapter 1

## Introductory Mathematical Background

## 11 Modular Arithmetıc

Nearly all modern cryptographic systems require a basic understanding of modular arithmetic The idea behind modular arithmetic is very simple and most primary school children are familiar with it from the concept of a clock face They learn to convert between 12 and 24 hour clock representation This is an example of congruence modulo 12, where 1300 in the 24 hour representation can be converted to 0100 in the 12 hour representation

Formally we work in the positive integers, including zero ${ }^{1}$ We fix a positive integer modulus $N$ and work with the set of integers $\{0,1, \quad, N-1\}$ This is the set of integers modulo $N$ Any numbers $a$ and $b$, that are related as $a=b+x N$, for some integer $x$, are said to be congruent modulo $N$ Congruence is usually denoted $\equiv$ That is, using our clock face example, $13 \equiv 1 \bmod 12$ If it is obvious that we are working modulo $N$ we may just say that $a=b(\bmod N)$ or $a=b$

When working modulo $N$ we can also consider negative numbers, but it is the convention to write them positively Again, we use the 12 hour clock face for our example Say that

[^0]we wish to take 2 hours away from 1 o'clock That is, what is 2 hours before 1 o'clock? If we thank of the clock face then we realise that this would be expressed as 11 o'clock What has happened is that we think of 12 , the modulus, as 0 Formally this means $N-a \equiv-a$ $\bmod N$ Informally, using our clock-face example, $11 \equiv-1 \bmod 12$ If $a<0$ or $a \geq N$ we add or subtract some multiple of $N$ untıl we have a number in the range $\{0, \quad, N-1\}$ This is known as reduction modulo $N$ This set of integers can be written formally as $\mathbb{Z} / N \mathbb{Z}$, or $\mathbb{Z}_{N}$

### 1.2 Infinite Groups

A group $(\mathcal{G}, *)$ consists of a non empty set $\mathcal{G}$ with a binary operator ${ }^{2} *$, which satisfies the following properties [125] [91, Ch 2] By way of example, we consider the set of integers, $\mathbb{Z}$ and the binary operation, integer addition, +

- The operation is closed

$$
\begin{array}{rl}
\forall a, b \in \mathcal{G} & a * b \in \mathcal{G} \\
& 5+4=9 \tag{12}
\end{array}
$$

- The operation is associative

$$
\begin{array}{r}
\forall a, b, c \in \mathcal{G} \quad(a * b) * c=a *(b * c), \\
(5+4)+3=5+(4+3) \tag{array}
\end{array}
$$

- The set $\mathcal{G}$ contains an identity element An identity element $e$ is one that has the property

$$
\begin{array}{r}
\forall a \in \mathcal{G} \quad(e * a)=a \\
0+5=5 \tag{16}
\end{array}
$$

[^1]- The unique existence of an inverse element Each element in the group $\mathcal{G}$ has a unque inverse The inverse of an element is an element in $\mathcal{G}$, such that the following property holds, where $b$ is the inverse of $a$ and $e$ is the identity element defined previously

$$
\begin{array}{r}
\forall a \in \mathcal{G} \exists b \in \mathcal{G} \quad(a * b)=e \\
5+(-5)=0 \tag{18}
\end{array}
$$

A group has all of the above four properties Some groups also have the following property

- The operation is commutative

$$
\begin{array}{r}
\forall a, b \in \mathcal{G} \quad(a * b)=(b * a), \\
5+4=4+5 \tag{110}
\end{array}
$$

A group that is also commutative is called an abelaan group Most of the groups that we use in cryptography are abehan, as it is this last property that makes them cryptographically useful $^{3}$ We will assume that all groups that we discuss in the remainder of this thesis are abelıan

A group is called multzplicative if we tend to write its group operation as, whereas a group where we tend to write its group operation as +19 called additvve This will also effect the way that we write the identity element and the inverse element

For a multipl2catıve group we have

- Identity element The identity element is written as 1

$$
\begin{equation*}
\forall a \in \mathcal{G} \quad(a \quad 1)=a \tag{111}
\end{equation*}
$$

[^2]- Inverse element The inverse element is written as $a^{-1}$

$$
\begin{equation*}
\forall a \in \mathcal{G} \quad\left(a \quad a^{-1}\right)=1 \tag{112}
\end{equation*}
$$

- Repeated application of the group operator A shorthand notation for repeated multiplication is exponentiation

$$
\begin{equation*}
\forall a \in \mathcal{G} \quad \underbrace{(a \quad a)}_{n \text { tımes }}=a^{n} \tag{113}
\end{equation*}
$$

For an additve group we have

- Identity element The identity element is written as 0

$$
\begin{equation*}
\forall a \in \mathcal{G} \quad(a+0)=a \tag{114}
\end{equation*}
$$

- Inverse element The inverse element is written as $-a$

$$
\begin{equation*}
\forall a \in \mathcal{G} \quad(a+(-a))=0 \tag{array}
\end{equation*}
$$

- Repeated application of the group operator A shorthand notation for repeated addition as scalar multiplication

$$
\begin{equation*}
\forall a \in \mathcal{G} \quad \underbrace{(a+\quad+a)}_{n \text { times }}=n a \tag{array}
\end{equation*}
$$

## 13 Infinite Fields

A ring is a set $\mathcal{A}$ with two operations, usually denoted + and, for addition and multiphration [91, Ch 2] The ring is usually denoted $\left(\mathcal{A}_{1},+\right)$ The addition operation has the same properties as it had when it was previously defined for groups If it happens that multiplication is commutative then we say that the ring is commutative [125] By definition a ring operation will be closed It should be obvious that $(\mathbb{Z},++)$ - the set of integers, $(\mathbb{Q},,+)$ - the set of rational numbers, and $(\mathbb{R},,+)$ - the set of real numbers, are all infinite commutative rings

If the ring has a multiplicative identity then we say it is a ring with adentuty
A field is a ring such that

- $(\mathcal{G},+) 15$ an abelian group with identity denoted by 0
- $(\mathcal{G} \backslash\{0\}$,$) is an abelian group, with identity denoted by 1$
- $(\mathcal{G},,+)$ satısfies the distributive law

$$
a(b+c)=\left(\begin{array}{ll}
a & b
\end{array}\right)+\left(\begin{array}{ll}
a & c \tag{117}
\end{array}\right)=(b+c) a
$$

Therefore, a field is a commutative ring for which every non-zero element has a multiplicative inverse

## 14 Finite Groups and Fields

A group is finite if it has a finte number of elements in its set [83, Ch 1] The order of a finte group $\mathcal{G}$ is the number of elements in its set, and is denoted $|\mathcal{G}|$ or $\# \mathcal{G} \quad$ An abelian group $(\mathcal{G}, *)$ is called cyclic if there is some element $\alpha$, from which every other element in the group can be obtaned though repeated application of the group operation Such an
element is called a generator of $\mathcal{G}$ Mathematically we denote that $g$ is a generator of the $\operatorname{group} \mathcal{G}$ as

$$
\begin{equation*}
\langle g\rangle=\mathcal{G} \tag{118}
\end{equation*}
$$

For an additive group this means

$$
\begin{equation*}
y=x g \tag{119}
\end{equation*}
$$

and for a multiplicative group this means

$$
\begin{equation*}
y=g^{x} \tag{1.20}
\end{equation*}
$$

where $y$ can be any element of $\mathcal{G} \quad y$ obviously depends on $x \quad x$ is called the dzscrete logarthm of $y$ with respect to (the base) $g$

The order of an element $g$, of a finite cychc group is the smallest non-zero integer $t$ such that $g^{l}=p$, the identity element

A group $(\mathcal{G}, *)$ may contain a number of subgroups A group $(\mathcal{K}, *)$ is a subgroup of $(\mathcal{G}, *)$ if it itself is a group with respect to the group operation * (to recap that means that it is closed, has an adentaty, every element has an inverse and the group operation is associative) and $\mathcal{K}$ is a subset of $\mathcal{G}$ The order of a group $\mathcal{K}$ will always divide the order of $\mathcal{G}(\mathcal{K}, *)$ is called a proper subgroup if $\mathcal{K} \neq \mathcal{G}$

An element $x \in \mathbb{Z}_{N}$ has a multiplicative inverse modulo $N$ if and only if the greatest common duvsor $\operatorname{gcd}(x, N)=1$ We can define the set of all invertible elements (those that
have multiplicative inverses) of the set $\mathbb{Z}_{N}$ as $\mathbb{Z}_{N}^{*}$ Formally $\mathbb{Z}_{N}^{*}$ is defined as

$$
\begin{equation*}
\mathbb{Z}_{N}^{*}=\left\{x \in \mathbb{Z}_{N} \quad \operatorname{gcd}(x, N)=1\right\} \tag{121}
\end{equation*}
$$

We would like to know how many elements are in $\mathbb{Z}_{N}^{*}$ This is given by Euler's Phi Function ${ }^{4} \phi(N)$, which for any integer $N$ returns the number of integers that are smaller than and co-prome to $N$

To determine the Euler $\phi$ function for an integer $N$ we must be able to factor $N$ The number of integers less than and co-prime to a prime $p$ is $(p-1)$ Since, if $p$ is a prime then all of the numbers less than st will have no factors in common with it

Therefore, for any prome $p$, we have

$$
\begin{align*}
\phi(p) & =(p-1)  \tag{122}\\
\mathbb{Z}_{p}^{*} & =\left\{x \in \mathbb{Z}_{p} \quad \operatorname{gcd}(x, p)=1\right\}=\{1, \quad p-1\} \tag{array}
\end{align*}
$$

Another group of integers that are of importance to cryptography are the prime powers What is the Euler totient function for any prime power $q=p^{m}$ ? The only numbers that are going to have factors in common with $q$ are the multiples of $p$ That is $p, \quad,\left(p^{m-1}\right) p$ For any prime power there are going to be ( $p^{m-1}$ ) of these factors [125, Ch 1]

Therefore, for any prime power $q=p^{m}$, we have

$$
\begin{equation*}
\phi(q)=(q)-\left(p^{m-1}\right)=\left(p^{m}\right)-\left(p^{m-1}\right)=p^{m-1}(p-1)=p^{m}\left(1-\frac{1}{p}\right) \tag{124}
\end{equation*}
$$

We also know that for any two co-prime numbers $n$ and $m$

$$
\begin{equation*}
\phi(m \quad n)=\phi(m) \quad \phi(n) \tag{125}
\end{equation*}
$$

[^3]Building on the above results, we can determine Euler's totient function for any arbitrary integer for which we have a known factorisation We simply work out Euler's totient function for each of the constituent prime powers and then calculate the product of these terms

$$
\begin{equation*}
\phi(n)=n \prod_{p \mid n}\left(1-\frac{1}{p}\right) \tag{126}
\end{equation*}
$$

## Finding the Members of $\mathbb{Z}_{N}^{*}$

If it is possible to quickly factor $a$ and $b$, then the $\operatorname{gcd}(a, b)$ is given as the product of the factors common to $a$ and $b$ However, this is generally not efficient with integers that are used in industrial strength cryptographic systems ${ }^{5}$ To find the gcd of two integers we use the Euclidean algorithm As before, for $\alpha$ to be a member of $\mathbb{Z}_{N}^{*}, \alpha<N$ and $\operatorname{gcd}(\alpha, N)=1$

## 141 Euchdean Algorithm

The Euchdean algorithm depends on the duvasion algorithm for antegers [91, Ch 2] The division algorithm makes use of the fact that if $a$ and $b$ are positive integers, there exist unique, non-negative integers $q$ and $r$ such that

$$
\begin{equation*}
a=q b+r \quad 0 \leq r<b \tag{127}
\end{equation*}
$$

This is simple to see given a numerical example, consider $a=75, b=34$

$$
\begin{equation*}
75=2 \quad 34+7 \tag{128}
\end{equation*}
$$

In the above, $q$ is known as the quotient, and $r$ as a remainder
The Euchdean algorithm, which is used to obtain the gcd of two numbers, works by

[^4]repeated application of the division algorithm until the remainder $r$ is 0 To get the gad of two numbers set the first equal to $a$ and the second equal to $b$ in equation 127 Now repeatedly apply the algorithm, at each stage replacing $a_{2}=b_{2-1}$ and $b_{2}=r_{2-1}$ This works since every divisor of both $a$ and $b$ will be a divisor of both $b$ and $r$

Continuing on, we now calculate the gcd of 75 and 34

$$
\begin{align*}
a & =q b+r  \tag{129}\\
75 & =2 \times 34+7  \tag{130}\\
34 & =4 \times 7+6  \tag{131}\\
7 & =1 \times 6+1  \tag{132}\\
6 & =6 \times 1+0 \tag{133}
\end{align*}
$$

Since $r=0$, we have that the $\operatorname{gcd}(75,34)=1$ (which is the last value of $b$ above) We also know that since the integers are co-prime, 34 has a multiplicative inverse modulo 75 Therefore, 34 is an element of $\mathbb{Z}_{75}^{*}$

```
Algorithm 11 Euclidean Algorithm
INPUT Positive integers \(a\) and \(b\), with \(a \leq b\)
OUTPUT \(\operatorname{gcd}(a, b)\)
    while ( \(b \neq 0\) ) do
        \(r \leftarrow a \bmod b\)
        \(a \leftarrow b\)
        \(b \leftarrow r\)
    end while
    return \(a\)
```


## 142 Extension Fields

The order of a finte field is the number of elements in the field, and is denoted $\# \mathbb{F}$ for the field $\mathbb{F}$ There exists a finite field $\mathbb{F}$ of order $q$ if and only if $q$ is a prime power, 1 e $q=p^{m}[125] \quad p$ is called the characteristic of the field, and is denoted char $\mathbb{F}$ If $m=1$ then we say that $\mathbb{F}$ is a prime field If $m \geq 2$ then we say that $\mathbb{F}$ is an extension field For any prime power $q$ there is only one field of order $q$ up to $2 s o m o r p h z s m$ Any two fields of the same order are said to be ssomorphic, meaning that they are structurally the same It is possible to map between two isomorphic fields (which we denote $\mathcal{F}_{1}$ and $\mathcal{F}_{2}$ ) using a field isomorphism $\Phi[125$, Ch 1]

$$
\begin{equation*}
\Phi \mathcal{F}_{1} \rightarrow \mathcal{F}_{2} \tag{134}
\end{equation*}
$$

The mapping $\Phi$ has the following structure-preserving properties

$$
\begin{align*}
\Phi(\alpha+\beta) & =\Phi(\alpha)+\Phi(\beta)  \tag{135}\\
\Phi(\alpha \beta) & =\Phi(\alpha) \Phi(\beta) \tag{136}
\end{align*}
$$

Hıgher degree extension fields contain all of the elements in $\mathbb{F}_{p}$ In fact, $\mathbb{F}_{p^{e}}$ will contain all of the elements of $\mathbb{F}_{p^{d}}$ for all $d$ dividing $e$ These lower degree extension fields are called subfields of the (higher degree) extension field

An somorphism that maps from a field $\mathcal{F}_{1}$ to itself, is called an automorphism

$$
\begin{equation*}
\Phi \mathcal{F}_{1} \rightarrow \mathcal{F}_{1} \tag{137}
\end{equation*}
$$

One particularly interesting automorphism is called the $p^{t h}$ power Frobenius map It is defined for any finite field as

$$
\Phi\left\{\begin{array}{rll}
\mathbb{F}_{p^{k}} & \rightarrow & \mathbb{F}_{p^{k}}  \tag{138}\\
\alpha & \rightarrow & \alpha^{p}
\end{array}\right.
$$

where $p$ is the characteristic of the field The set of elements fixed by the Frobenus map acting on extension field $\mathbb{F}_{p^{k}}$ is the set of elements in the prıme field $\mathbb{F}_{p}$

$$
\begin{equation*}
\mathbb{F}_{p}=\left\{\Phi(\alpha) \quad \alpha \in \mathbb{F}_{p^{k}}\right\} \tag{139}
\end{equation*}
$$

## 15 Calculating the Multiplicative Inverse

Finding multiplicative inverses is very important in cryptography It is the basis for determining key pairs in the famous RSA encryption algorithm devised by Rivest Shamir and Adleman [107] Now that we have established which integers have multıplicative inverses we wish to actually determine the multiplicative inverse To do this we use the extended Euchdean algorithm which is given in Sec 151

## 151 Extended Euclidean Algorıthm

The extended Euclidean algorithm is a variation on the Euclidean algorithm with some additional bookkeeping information The greatest common divisor of $a$ and $b$ can be expressed as an integer linear combination of $a$ and $b$ That 1 , there are integers $s$ and $t$ such that

$$
\begin{equation*}
\operatorname{gcd}(a, b)=s \quad a+t b \tag{140}
\end{equation*}
$$

Now, assume that $a$ is invertible $\bmod b(\operatorname{gcd}(a, b)=1)$, and that $b$ is larger than $a$ Rewriting the above equation, we have the following

$$
\begin{align*}
1 & =s a+t b  \tag{141}\\
1-t b & =s a,  \tag{142}\\
1 & =s a \bmod b \tag{143}
\end{align*}
$$

In other words, $s$ is the multiplicative inverse of $a \bmod b$ For finding multiplicative inverses we do not require $t$ Here we give a variation of the extended Euclidean algorithm where $t$ is ignored in the interests of computational efficiency We can calculate the value of $s$ as we work through the Extended Euclidean algorithm The values of $s_{0}$ and $s_{1}$ are mitially set to 0 and 1 , subsequent values of $s_{\imath}$ are given by $s_{\imath-2}-s_{\imath-1} q_{\imath-2} \bmod a_{0}$

$$
\begin{array}{rlrl}
75=2 \times 34+7, s_{0} & & =0 \\
34=4 \times 7+6, s_{1} & & =1 \\
7=1 \times 6+1, s_{2} & =0-(1 \times 2) & \bmod 75 & =73 \\
6=6 \times 1+0, s_{3} & =1-(73 \times 4) \bmod 75 & =9 \\
s_{4} & =73-(9 \times 1) \bmod 75 & =64 \tag{149}
\end{array}
$$

And so we have calculated that 64 is the multıplicative inverse of 34 modulo 75 This can be checked as

$$
\begin{equation*}
34 \times 64=2176 \equiv 1 \bmod 75 \tag{150}
\end{equation*}
$$

The Extended Euclidean Algorithm is given in Algorithm 12

```
Algorithm 12 The Extended Euclidean Algorithm for finding the multıplicative inverse
of \(a \bmod b\)
INPUT Two integers \(a\) and \(b\) such that \(a \geq b, b>0\) and \(\operatorname{gcd}(a, b)=1\)
OUTPUT \(a^{-1} \bmod b\)
    \(x_{1} \leftarrow 0\)
    \(x_{2} \leftarrow 1\)
    \(y_{1} \leftarrow 1\)
    \(y_{2} \leftarrow 0\)
    while ( \(b>0\) ) do
        \(q \leftarrow\lfloor a / b\rfloor\)
        \(r \leftarrow a-q b\)
        \(x \leftarrow x_{2}-q x_{1}\)
        \(a \leftarrow b\)
        \(b \leftarrow r\)
        \(x_{2} \leftarrow x_{1}\)
        \(x_{1} \leftarrow x\)
    end while
    return \(x_{2}\)
```


## 16 Random Number Generation

Most cryptographic algorithms rely on the ability to produce random numbers The RSA encryption algorithm has a requirement to generate two large random primes El Gamal and discrete logarithm based encryption systems have a requirement that a private key be a random integer in a suitably large interval $\{0, \quad, n\}$ The size of this interval is known as the key space The key space should be large enough that even the most determined adversary cannot search for the actual key used

Suppose we have a truly random 128 bit number (for example, to be used as an AES ${ }^{6}$ encryption key) Then, an adversary would have to make on average $2^{127}$ guesses before her stumbled upon the correct value Even af only one bit of a supposedly random sequence is known then the key space is halved This means that the remaining key space can be searched in half the time

Suppose for example that the attacker knows half of the bits in the key ${ }^{7}$, then the key

[^5]space is only $2^{64}$, takıng on average $2^{63}$ guesses before the correct combination is stumbled upon Such a scheme, that was considered secure using a full length random key would no longer be considered secure Therefore a good source of random numbers is critical to the security of all cryptographic systems One of the best attacks on implementations of cryptographic systems is to cripple the random number generator in the system The beauty of this attack is that as long as the output of the random number generator still "looks" random (but actually has some explotable properties) then the unsuspecting user may continue to use the random number generator for years into the future

There are a number of ways to produce random numbers We give some examples in Sec 161

## 161 Natural Sources of Randomness

There are many natural sources of randomness [60] One that we would all be familiar with is background noise This fluctuates constantly Someone shuffling paper at the desk next-door Someone typing on a keyboard across the office Colleagues discussing work in an open plan office Someone taking a drink from a water cooler Buses, cars and lorries driving past the window These sounds naturally vary throughout the day We can use this naturally occurring randomness to generate random numbers for cryptographic systems

Compact disc audio is encoded at 16 bit resolution, this gives the ability to trace a sound wave though 64 K different levels of displacement If we take just the least sıgnificant bit of this representation it will be randomly switching from zero to one and back This, in reality, bares hittle connection to the outside sound and would be extremely hard to manupulate Java code which uses background nove to generate random numbers in included in appendix A

Another natural source of randomness is background radiation There is a small amount of background radiation all the time The time between the emission of particles during radioactive decay is random This can be exploited to create a random number generator Intel's Hardware Random Number Generator uses electrically generated signals that


Figure 11 Generating random numbers from a sound wave
are produced randomly in resistors - for example Johnson noise (commonly referred to as thermal noise), shot noise, and flicker noise, which are as a result of random electron and material behaviour The difference in measurement between two resistors placed close to each other is taken, to reduce any effects caused by electromagnetic radiation, temperature, etc $^{8}$ [78]

Another natural source of randomness would be a person typing on a keyboard [39] This might, at first sound strange, but we do not look at the words that the person types Instead, we set a timer running and we time when the person presses the individual keys Provided the time increments are small enough then it will be impossible for the person to predict what the least significant bit of the timer will be when they press on the key If you have even tried to stop a $1 / 1000$ sec stopwatch exactly at 1000 sec you will know how difficult this is Computers can time increments much smaller than this

Of course, the above $1 s$ only an example of the methods that can be used it is also possible to combine the output of several different sources of randomness, for example, by using a one-way (hash) function ${ }^{9}$

## 162 Pseudo-Random Number Generators

"Anyone who considers arithmetical methods of producing random digits is, of course, in a state of $\sin$ " - John Von Neumann (1951) [78]

The random number generation methods mentioned above generate true random numbers Usually the above methods are not used to generate large quantities of random

[^6]numbers Instead we use one of the above methods to generate a random seed value $\approx 128$ bits in length We can then use this seed value as the basis for generating substantially more pseudo-random bits via a pseudo-random number generator (PRNG) The output of a PRNG is not truly random, but it should appear random Because we are not now working with random sources we introduce a definition that allows us to judge the quality of the randomness produced by our PRNG

Definition [91, Ch 5] A pseudo random bit generator is said to pass the next-but test if there is no polynomial-time algorithm which, on input of the first $l$ bits of an output sequence $s$, can predıct the $(l+1)^{s t}$ bit of $s$ with probability significantly greater than $1 / 2[91]$

The above definition seems ideal, but how do we know that no such algorithm exists? Strangely enough, we don't However, the approach taken is to link the difficulty in predicting the next bit of output with what is believed to be a cryptographically hard problem ${ }^{10}$ Therefore, a PRNG for which some advantage in predicting its output can be transformed into some advantage in solving an intractable problem is called a cryptographically secure pseudo-random number generator (CS-PRNG)

## Blum-Blum-Shub PRNG

The Blum-Blum-Shub (BBS) PRNG [24] is one of the most famous CS-PRNG's It links the intractability of integer factorisation with the ability to determine the next output bit of the pseudo random sequence See Algorithm 13

### 1.7 Prıme Number Generation

Prime number generation is needed for almost all public key encryption systems In the RSA encryption scheme the modulus is composed of two large primes

[^7]```
Algorithm 13 Blum-Blum-Shub CSPRNG
INPUT Two large primes \(p\) and \(q\), each congruent to \(3 \bmod 4, l\) the number of random
bits required, and a random seed \(s\) in the range \(\{1 \quad N-1\}\) such that \(\operatorname{gcd}(s, N)=1\),
where \(N=p q\)
OUTPUT A pseudo random number in the range \(\left\{\begin{array}{ll}0 & 2^{l}-1\end{array}\right\}\)
```

```
\(r \leftarrow 0\)
```

$r \leftarrow 0$
$x \leftarrow s^{2} \bmod N$
$x \leftarrow s^{2} \bmod N$
for $(\imath \leftarrow 0, \imath<l, \imath \leftarrow \imath+1)$ do
for $(\imath \leftarrow 0, \imath<l, \imath \leftarrow \imath+1)$ do
$z \leftarrow x \bmod 2$
$z \leftarrow x \bmod 2$
$r \leftarrow 2 r+z$
$r \leftarrow 2 r+z$
$x \leftarrow x^{2} \bmod N$
$x \leftarrow x^{2} \bmod N$
end for
end for
return $r$

```
    return \(r\)
```

$$
\begin{equation*}
N=p q \tag{151}
\end{equation*}
$$

In the generalısed El Gamal public key encryption scheme we need to find a large prıme modulus

There are algorithms that will produce a number that is provably prime There are also probabolustic algorithms that will tell us if a candidate number is probably prime However, these algorithms have a small probability of producing a 'false positive" That is, they may indicate that a composite number is prime With repeated independent tests we can reduce $e$, the error level, to one that is deemed acceptable

$$
\begin{equation*}
e=\varepsilon^{n} \tag{152}
\end{equation*}
$$

Where $\varepsilon$ is the probability of an error in one invocation of the primality test, and $n$ is the number of invocations of the test

The strategy in industrial cryptography is to generate a random large number, and
then check if it is prime This leads then to the obvious question, if we just generate a random large number, what are the chances that it is prime? Will it take days of trial and error before we happen upon a prime number? How many prımes are there anyway? The approximate number of primes, less than any number $x$ is given by

$$
\begin{equation*}
\text { number of primes less than } x \approx \frac{x}{\ln x} \tag{153}
\end{equation*}
$$

Luckıly there are infinitely many prime numbers [125, Ch 8$][91, \mathrm{Ch} 4]$ These prımes are also randomly distributed, If $x$ is a candidate number chosen at random, the probability that it is prime is given by

$$
\begin{equation*}
\operatorname{Pr}[x \text { is prime }] \simeq \frac{1}{\ln x} \tag{154}
\end{equation*}
$$

where $\operatorname{Pr}[]$ is used to denoted the probability of the event
To give some kind of perspective, this means that if we have a 512 bit candidate number the chance that it is prime approximately $1 / 177$ So, provided we have an efficient means of testing primality, obtaining a random large prime is not a particularly difficult task

## 171 Miller-Rabın Prımality Test

First we look at Fermat's test This in itself is a useful primality test Though not used in practice, it is ideal for some definitions

Theorem 171 Fermat's Little Theorem Suppose that $p$ is prime, and $\alpha \in \mathbb{Z}_{p}^{*}$, then

$$
\begin{equation*}
\alpha^{p}=\alpha \bmod p \tag{155}
\end{equation*}
$$

It follows from Fermat's little theorem that for any candıdate number $n$,

$$
\begin{equation*}
\alpha^{(n-1)}=1 \quad \bmod n \tag{156}
\end{equation*}
$$

will hold if $n$ is prime, whereas it is unlukely to hold if $n$ is not prime
If equation 156 does not hold then we know that the number is definitely composite However, if we have a number for which the above equation holds then there is still a chance that the number is a composite We call such a number a Fermat pseudo prime to the base $\alpha$ However, if $n$ is a composite then it can be shown that

$$
\begin{equation*}
\operatorname{Pr}\left[\alpha^{(n-1)} \neq 1 \quad \bmod n\right]>1 / 2 \tag{1}
\end{equation*}
$$

This test can be repeated $k$ times, each time with a different $\alpha$ A number that passes $k$ repetitions of the tests is composite with probability at most $1 / 2^{k}$ If a number is detected as composite, $\alpha$ is called a Fermat witness to the compositeness of $n$

However there are a certain class of composite numbers for which the Fermat test will report that $n$ is prime for any $\alpha$ co-prime to $n$ They are the so-called Carmichael numbers $[38,93]$ They are much rarer than the prımes, however they are still too common to allow the use of the Fermat primality test for industrial cryptography Instead we use the Mıller-Rabin prımality test

The Miller-Rabin primality test [106] is given in Algorithm 14 This test has a 1/4 chance of wrongly certifying that a composite number is a prime Again, however, this error rate can be reduced to any figure by repeated application of the test The error rate is given as $1 / 4^{k}$ where $k$ is the number of applications of the test Algorithm 14 repeats the test $k$ times where $k$ is given as an input

```
Algorithm 14 Miller-Rabın Prımality Test
INPUT Odd integer \(n\), and error bound \(k\)
OUTPUT If \(n\) is prime, with maximum error \(1 / 4^{k}\)
    Write \(n-1\) as \(2^{s} m\), with \(m\) odd
    for \((\jmath=0, \jmath<k, \jmath=\jmath+1)\) do
        \(a \in_{R}\{2, \quad, n-2\}\)
        \(b \leftarrow a^{m} \bmod n\)
        If \(b \neq 1\) and \(b \neq(n-1)\) then
            \(\imath \leftarrow 1\)
            while \(\imath<s\) and \(b \neq(n-1)\) do
                \(b \leftarrow b^{2} \bmod n\)
                If \(((b=1))\) then
                    return false
                end if
                \(\imath=\imath+1\)
            end while
            If \((b \neq(n-1))\) then
                return false
            end if
        end if
    end for
    return true
```


## 18 Discrete Logarithm Problem

The discrete logarithm is the inverse of discrete exponentiation in a finite cyclic group This was introduced in Sec 14 Given a cyche group $\mathcal{G}$ of order $n$, the group operation $*$ and a generator $g$, we saw earher that any element of $\mathcal{G}$ can be calculated as

$$
\begin{equation*}
y=g^{x} \tag{158}
\end{equation*}
$$

where $x$, the discrete loganthm of $y$ to the base $q$, is unque in the range $\{0 \quad n-1\}$ We denote that $x$ is the discrete logarithm of $y$ as follows $x=\log _{g} y$

Definition [91, Ch 3] The discrete logarithm problem (DLP) is the following Given a prime $p$, a generator $g$ of $\mathbb{Z}_{p}^{*}$, and an element $y$ in $\mathbb{Z}_{p}^{*}$, find the integer $x, 0 \leq x \leq p-2$, such
that $g^{x}=y(\bmod p)$
Definition [91 Ch 3] The generalised discrete logarithm problem (GDLP) is the following given a finte cyclic group $\mathcal{G}$ of order $n$, a generator $g$ of $\mathcal{G}$, and an element $y \in \mathcal{G}$, find the integer $x, 0 \leq x \leq n-1$, such that $g^{x}=y$

The security of many cryptographic systems depends on the assumption that the discrete logarithm problem is intractable The most famous of these include the Diffie-Hellman key exchange, the Digital Signature Algorithm and the El Gamal encryption scheme

## 19 Encryption Schemes

Encryption schemes are used to keep confidential information that is to be transferred over an insecure channel There are two man familes of encryption algorthms, symmetric or secret key encryption ${ }^{11}$ and asymmetric or public key encryption ${ }^{12}$

In a symmetric encryption scheme the same key is used to encrypt and decrypt information There are two functions, $E_{k}$, which is used to represent the encryption function $E$ with the secret key $k$ and $D_{k}$, which represents the decryption function $D$ with the secret key $k E$ and $D$ may or may not be the same function, but for a symmetric encryption algorthm the following relationship holds

$$
\begin{equation*}
m=D_{k}\left(E_{k}(m)\right) \tag{159}
\end{equation*}
$$

where $m$ is the data that is to be encrypted, and the same key $k$ is used both for encryption and decryption

Obviously if this information 1 going to be transferred from one user to another (as opposed to encrypting information held, for example, on a hard disk), then both of these

[^8]users must share the same secret key Symmetric encryption schemes suffer from two man problems

- Key Distribution Problem How to distribute encryption keys between users Depending on the importance of the secrets beng transferred it may be feasible for the communicating parties to meet and agree on encryption keys However, this is a huge overhead It may be possible for all users to agree long term keys with one trusted party, who then acts as a go between to help clients agree session keys between themselves This is the basis of the popular Kerberos network authentication protocol [132] This method does not scale well
- Key Management Problem A new key is needed for each chent with which you wish to communcate If the same key is used to commumcate with two different recipients, they will be both be able to read messages that were meant for the other To securely communcate with $n$ users, $n$ different encryption keys will be needed

Asymmetric cryptography helps to resolve these problems In asymmetric cryptography encryption and decryption are carried out with two separate, but mathematically related keys - often called a public key pair, and consisting of a public and private key The public key is made public and the private key remans secret It is computationally infeasible to determine the private key knowing only the public key In this setting, encryption is carried out using the public key, and decryption is carried out using the private key We have the relationship

$$
\begin{equation*}
m=D_{k_{p r 2}}\left(E_{k_{p u b}}(m)\right) \tag{160}
\end{equation*}
$$

where $E$ and $D$ are encryption and decryption functions and $k_{p u b}$ and $k_{p r i}$ are related public and private keys respectively

A related idea is that of a digital signature ${ }^{13}$ Using a digital signature you can sign

[^9]messages using the private key This signature can then be checked using the corresponding public key If $\sigma$ is output when the private key $k_{p r i}$ is used to sign the message $m$, then
\[

$$
\begin{equation*}
V_{k_{p u b}}(\sigma, m) \tag{161}
\end{equation*}
$$

\]

will only output true on mput of the same message $m$, signature $\sigma$ and corresponding public key $k_{p u b}$

## 110 El Gamal Encryption

The El Gamal encryption scheme [61] relies for its security on the assumption that the discrete logarithm problem is intractable The generalised El Gamal encryption scheme works over any finte cychc group $\mathcal{G}$ where the following three conditions apply

- Efficient The group operation in $\mathcal{G}$ should be efficient
- Secure The discrete logarithm problem should be computationally infeasible
- Practical Elements in $\mathcal{G}$ can be reasonably compactly represented

The following are some of the groups over which El Gamal can be implemented

- The multiplicative group $\mathbb{Z}_{p}^{*}$, where $p$ is prime
- The additive group of points on an elliptic curve over a finite field
- The multiplicative group $\mathbb{F}_{q}^{*}$, where $q$ is a prime power, $q=p^{m}$ for some prime $p$

The El Gamal encryption scheme requires that each user perform the following setup algorithm to obtain a key parr

To encrypt a message to a user in the system the sender must first obtain an authentic copy of the recipient's public key To authenticate a public key the users agree on a entity that they all trust Such an entity is called a trusted authority This trusted authority then uses its private key to sign and thereby authenticate the public keys of all other users in the

```
Algorithm 15 ElGamal Public Key Pair Generation Algorithm
INPUT A finte cyclic group \(\mathcal{G}\) of order \(n\), and \(g\), a generator of \(\mathcal{G}\)
OUTPUT An ElGamal public key parr ( \(k_{p u b}, k_{p r i}\) )
    Generate a random integer \(x \in_{R}\{1, \quad, n-1\}\)
    \(k_{p r i} \leftarrow x\)
    \(k_{p u b} \leftarrow g^{x}\)
    return ( \(k_{p r z}, k_{p u b}\) )
```

system The client's public key, information about the client and the trusted authority's signature, together with optional additional information is called a public key certuficate In this way the trusted authority binds the public key to the owner and the key distribution problem that we had with symmetric cryptosystems earher is overcome ${ }^{14}$

Once a certified public key for the recipient has been obtamed the sender now performs encryption as shown in Algorithm 16

```
Algorithm 16 ElGamal Pubhc Key Encryption Algorithm
INPUT \(\mathcal{G}, n, g\) and \(k_{p u b}\) as output from algorithm 15 , and \(m\), the message to be
encrypted
OUTPUT An ElGamal ciphertext
```

    Represent \(m\) as an element of the group \(\mathcal{G}\)
    Generate a random integer \(\alpha \in_{R}\{1 \quad, n-1\}\)
    \(R=g^{\alpha}\)
    \(C=m \quad k_{p u b}^{\alpha}\)
    return ( \(R, C\) )
    To recover the plaintext message, the recipient, being the only person who knows the private key corresponding to the public key that was used by the sender, can carry out Algorithm 17

It is possible for each user in the system to use the same group $\mathcal{G}$ and generator $g$ Now, since these values are common, and do not have to be distributed as part of the public key, the user's public key simply becomes $y=g^{x}$ The public key is distributed in an authenticated manner, whereas the private key is a secret known only the user who owns

[^10]```
Algorithm 17 ElGamal Public Key Decryption Algorithm
INPUT \(\mathcal{G}\), and \(k_{p r i}\) as output from algorithm 15 , and \((R, C)\), the output of algorithm
16
OUTPUT A plaıntext message \(m\)
    \(\gamma=R^{k_{p r_{2}}}\)
    \(m=\gamma^{-1} C\)
    return ( \(m\) )
```

the key pair ${ }^{15}$

[^11]
## Chapter 2

## Elliptic Curve Arithmetic

### 2.1 Long Form Weierstraß Equation

This chapter contains many well known standard number theoretic results. General references for this chapter include $[21,22,137]$ and [62] for the number theoretic material, [62, 72, 90] and [108] and also [125, Ch.2] for the implementational details.

Definition An Elliptic Curve $E$ over a field $\mathbb{F}_{p^{k}}$ (denoted either $E / \mathbb{F}_{p^{k}}$ or $E\left(\mathbb{F}_{p^{k}}\right)$ ) is defined by the equation

$$
\begin{equation*}
E: y^{2}+a_{1} x y+a_{3} y=x^{3}+a_{2} x^{2}+a_{4} x+a_{6} \tag{2.1}
\end{equation*}
$$

where $a_{1}, a_{2}, a_{3}, a_{4}$ and $a_{6} \in \mathbb{F}_{p^{k}}$. This is known as the long form, or generalised Weierstraß equation.

We must also check that the discriminant $\Delta \neq 0$, where $\Delta$, the discriminant, is defined as follows:


Figure 21 An elliptic curve

$$
\begin{align*}
d_{2} & =a_{1}^{2}+4 a_{2}  \tag{array}\\
d_{4} & =2 a_{4}+a_{1} a_{3}  \tag{2}\\
d_{6} & =a_{3}^{2}+4 a_{6}  \tag{24}\\
d_{8} & =a_{1}^{2} a_{6}+4 a_{2} a_{6}-a_{1} a_{3} a_{4}+a_{2} a_{3}^{2}-a_{4}^{2}  \tag{25}\\
\Delta & =-d_{2}^{2} d_{8}-8 d_{4}^{3}-27 d_{6}^{2}+9 d_{2} d_{4} d_{6} \tag{26}
\end{align*}
$$

If we want to consider the points $m$ some extension field $L$ of $\mathbb{F}_{p^{k}}, L \supseteq \mathbb{F}_{p^{k}}$, then the set of $L$-rational points on $E$ is given as

$$
\begin{equation*}
E(L)=\left\{(x, y) \in L \times L \quad y^{2}+a_{1} x y+a_{3} y=x^{3}+a_{2} x^{2}+a_{4} x+a_{6}\right\} \cup \mathcal{O} \tag{27}
\end{equation*}
$$

- The condition $\Delta \neq 0$ is required to ensure that the curve is smooth That means that there is no point on the curve that has two or more distinct tangent lines
- The point $\mathcal{O}$ is called the point at infinity, and exists in all extension fields

For clarificatıon, Fig 21 shows an elliptıc curve defined over $\mathbb{R}$, the reals

Two elliptıc curves $E_{1}$ and $E_{2}$ defined over $\mathbb{F}_{p^{k}}$ are said to be isomorphic over $\mathbb{F}_{p^{k}}$ if there pxists $u, r, s, t \in \mathbb{F}_{p^{k}}, u \neq 0$, such that the change of variables

$$
\begin{equation*}
(x, y) \rightarrow\left(u^{2} r+r, u^{3} y+u^{2} s x+t\right) \tag{28}
\end{equation*}
$$

changes $E_{1}$ into $E_{2}$ This transformation is called an admassible change of variables The point at infinity $\mathcal{O}$ remains unchanged

## 211 Short Form Weıerstraß Equations

This change of variables can be used to simplify the above Weierstraß equation These changes of varıables differ depending on whether the underlying field $\mathbb{F}_{p^{k}}$ has characteristic 2,3 or $p>3$ (sometımes called the large prime case)

If char $\mathbb{F}_{p^{k}}=2$, then there are two possible cases to consider If $a \neq 0$ then the admissible change of variables is

$$
\begin{equation*}
(x, y) \rightarrow\left(a_{1}^{2} x+\frac{a_{3}}{a_{1}}, a_{1}^{3} y+\frac{a_{1}^{2} a_{4}+a_{3}^{2}}{a_{1}^{3}}\right) \tag{29}
\end{equation*}
$$

which transforms

$$
\begin{equation*}
\mathbb{E} y^{2}+a_{1} x y+a_{3} y=x^{3}+a_{2} x^{2}+a_{4} x+a_{6} \tag{210}
\end{equation*}
$$

into

$$
\begin{equation*}
y^{2}+x y=x^{3}+a x^{2}+b \tag{211}
\end{equation*}
$$

Such a curve is called non-supersingular and has discrimmant $\Delta=b$
If $a=0$ then the admissible change of variables is

$$
\begin{equation*}
(x, y) \rightarrow\left(x+a_{2}, y\right) \tag{212}
\end{equation*}
$$

which transforms $E$ into

$$
\begin{equation*}
y^{2}+c y=x^{3}+a x+b \tag{213}
\end{equation*}
$$

Such a curve is called supersingular and has discriminant $\Delta=c^{4}$
If char $\mathbb{F}_{p^{k}}=3$, again there are two possible cases to consider If $a_{1}^{2} \neq-a_{2}$ then the admissible change of variables is

$$
\begin{equation*}
(x, y) \rightarrow\left(x+\frac{a_{4}-a_{1} a_{3}}{a_{1}^{2}+a_{2}}, y+a_{1} x+a_{1} \frac{a_{4}-a_{1} a_{3}}{a_{1}^{2}+a_{2}}+a_{3}\right) \tag{2}
\end{equation*}
$$

which again transforms $E$ into

$$
\begin{equation*}
y^{2}=x^{3}+a x^{2}+b \tag{2}
\end{equation*}
$$

where $a, b \in \mathbb{F}_{p^{k}}$ Such a curve is said to be non-supersingular and has discriminant $\Delta=$ $-a^{3} b$

If $a_{1}^{2}=-a_{2}$ then the admıssible change of variables is

$$
\begin{equation*}
(x, y) \rightarrow\left(x, y+a_{1} x+a_{3}\right) \tag{216}
\end{equation*}
$$

which transforms $E$ into

$$
y^{2}=x^{3}+a x+b
$$

Such a curve is called supersingular and has discriminant $\Delta=-a^{3}$
If char $\mathbb{F}_{p^{k}} \neq 2,3$ then the following admissible change of variables

$$
\begin{equation*}
(x, y) \rightarrow\left(\frac{x-3 a_{1}^{2}-12 a_{2}}{36}, \frac{y-3 a_{1} x}{216}-\frac{a_{1}^{3}+4 a_{1} a_{2}-12 a_{3}}{24}\right) \tag{218}
\end{equation*}
$$

transforms $E$ into

$$
\begin{equation*}
y^{2}=x^{3}+a x+b \tag{219}
\end{equation*}
$$

The discriminant $\Delta$ of this equation is given as

$$
\begin{equation*}
\Delta=-16\left(4 a^{3}+27 b^{2}\right) \tag{2.20}
\end{equation*}
$$

These shortened forms of the generalised (long form) Weierstraß equation are called simplified or short form Weierstraß equations. For the remainder of this dissertation we will, except where otherwise stated, use the short form Weierstraß notation. We will also assume that the curves are defined over a field $\mathbb{F}_{p^{k}}$ such that char $\mathbb{F}_{p^{k}} \neq 2,3$.

### 2.2 Group Law Over Elliptic Curves

We now show how a finite group (see Sec. 1.4) can be instantiated over an elliptic curve. If $E$ is a curve defined over the field $\mathbb{F}_{p^{k}}$ there is a binary group operation called elliptic curve point addition which operates on two points on the curve to give a third point on the curve. This is given by the chord-and-tangent rule [72, 125, 90]. Together with this addition rule the set of points on the curve (including $\mathcal{O}$ ) form an abelian group, with $\mathcal{O}$ serving as the identity element. The following two images show the two step chord-and-tangent process.



Table 2.1: Point Addition and Point Doubling.

The chord and tangent rule also defines addition of a point to itself. This operation is known as point doubling. This is similar to point addition, but instead of calculating the

```
Algorithm 21 General Point Addıtıon Algorithm for Ellıptıc Curves
INPUT An Elliptic Curve \(E\) defined over field \(\mathbb{F}_{p^{k}}\), two distınct points \(P, Q \in E \quad P \neq-Q\)
and \(P, Q \neq \mathcal{O}\)
OUTPUT \(R=(P+Q)\)
Calculate \(l\), the line that intersects \(P\) and \(Q\)
Calculate where \(l\) intersects \(E\) agan \(E\) being a cubir equatıon, this will always happen
Call this point \(-R\)
Calculate where \(v\), the vertical line that intersects \(-R\) intersects \(E\) agam
Call this point \(R\)
return \(R\)
```

line that intersects two points we calculate the tangent line to $E$ that intersects $E$ at the point $P$ This line will intersect $E$ at one more point, which we call $-2 P$ Reflect the point $-2 P$ in the $x$-axis to obtain the point $2 P=(P+P)$

```
Algorithm 22 General Point Doubling Algorithm for Elliptıc Curves
INPUT An Elliptic Curve \(E\) defined over field \(\mathbb{F}_{p^{k}}\), and a point \(P \in E \quad P \neq \mathcal{O}\)
OUTPUT \(2 P=(P+P)\)
Calculate \(t\), the line that is a tangent to \(E\), at \(P\) Assume \(t\) is not vertical Calculate where \(t\) intersects \(E\) again \(E\) being a cubic equatıon, this will always happen Call this point \(-2 P\)
Calculate where \(v\), the vertical line that intersects \(-2 P\) intersects \(E\) agan Call this point \(2 P\)
return \(2 P\)
```


## 221 Point Addition for $E / \mathbb{F}_{p^{k}}$ where char $\mathbb{F}_{p^{k}} \neq 2,3$

The addition of two points $P, Q$ where $P, Q \neq \mathcal{O}$ and $P \neq-Q$
Let $P=\left(x_{1}, y_{1}\right), Q=\left(x_{2}, y_{2}\right)$ and $R=\left(x_{3}, y_{3}\right)=(P+Q)$

$$
\begin{align*}
\lambda & =\left(\frac{y_{2}-y_{1}}{x_{2}-x_{1}}\right),  \tag{221}\\
x_{3} & =\lambda^{2}-x_{1}-x_{2}  \tag{222}\\
y_{3} & =\lambda\left(x_{1}-x_{3}\right)-y_{1} \tag{223}
\end{align*}
$$

## 222 Point Doubling for $E / \mathbb{F}_{p^{k}}$ where char $\mathbb{F}_{p^{k}} \neq 2,3$

The doubling of a point $P$ where $P \neq \mathcal{O}$
Let $P=\left(x_{1}, y_{1}\right), 2 P=\left(x_{2}, y_{2}\right)$

$$
\begin{align*}
\lambda & =\left(\frac{3 x_{1}^{2}+a}{2 y_{1}}\right)  \tag{224}\\
x_{2} & =\lambda^{2}-2 x_{1}  \tag{225}\\
y_{2} & =\lambda\left(x_{1}-x_{2}\right)-y_{1} \tag{226}
\end{align*}
$$

Java source code for point addition and point doubling over char $\mathbb{F}_{p^{k}} \neq 2,3$ is included in Appendix B, and in the accompanying CD-ROM

The addition operation, along with the set of points on an elliptic curve give us a group over which to implement cryptographic systems So far we have not dealt with $\mathcal{O}$, the point at infinity The point at infinity serves as the identity element of the group We specify special rules for point addition which include $\mathcal{O}$

## $223 \mathcal{O}$, The Point at Infinity

To define the point at infinity, we must first define what is meant by the negative of a point

## The negative of a point

The negative of a point is simply the reflection of the point in the $x$-axis An elliptic curve is symmetric about the $x$-axis For this reason the negative of a point $P=(x, y)$ will be the point $(x,-y)$ and is denoted $-P$ Point subtraction is carried out as the addition of the negative of a point

We now look at what happens if we are to perform the addition rule between a point and its negative Since the negative of a point is the reflection of that point in the $x$-axis, the line $l$ between a point and its negative will be a vertical line A vertical line that passes though an elliptic curve (which is not a tangent line) does not intersect the curve three
tımes ${ }^{1}$, as any non-vertical line would It intersects the curve only twice, once at the point $P$ and the again at the negative of that point $(-P)$ We say that this line also cuts the curve again at the point at infinity $\mathcal{O}$

If we go back to our group theory we see that this final definition allows us to complete the definition of a group This group is instantiated over the elliptic curve $E$

Special cases for point addition

- Addition of a point to its negative

$$
\begin{equation*}
\forall P \text { on } E(P)+(-P)=\mathcal{O} \tag{227}
\end{equation*}
$$

- Addition of a point to the point at infinity

$$
\begin{equation*}
\forall P \text { on } E \quad(P)+(\mathcal{O})=P \tag{228}
\end{equation*}
$$

The group $(G,+)$ instantiated over an elliptic curve $E / \mathbb{F}_{p^{k}}$ has the properties of a group

- Commutative $\forall P_{1}, P_{2}$ on $E \quad P_{1}+P_{2}=P_{2}+P_{1}$ This can be easily seen, since the line that intersects $P_{1}$ and $P_{2}$ is the same line that intersects $P_{2}$ and $P_{1}$
- Existence of an Identity Element As mentioned above, $\mathcal{O}$ is defined as the identity element, and has the properties expected of an identity element
- Existence of Inverse Elements As above, the negative of a point $P$ is denoted $-P$
- Associativity $\forall P_{1}, P_{2}, P_{3}$ on $E \quad\left(P_{1}+P_{2}\right)+P_{3}=P_{1}+\left(P_{2}+P_{3}\right)$ The proof of associativity is quite complex, see [137] for more details

[^12]
### 2.3 Group Order

Let $E / \mathbb{F}_{p}$ be a curve $E$ defined over a field $\mathbb{F}_{p}[72]$ Then the number of points with coordinates in $\mathbb{F}_{p}$ is denoted as $\# E / \mathbb{F}_{p}$ or $\# E\left(\mathbb{F}_{p}\right)$ This is called the order of the curve $E\left(\mathbb{F}_{p}\right)$ Since $E$ is defined over $\mathbb{F}_{p}$, and is symmetric about the $x$-axis then an upper bound for the number of points is given by $2 p+1$ ( 2 for each value of $x$ and remembering $\mathcal{O}$ ) Hasse gives us a tıghter upper and lower bounds on the number of points $\# E\left(\mathbb{F}_{p}\right)$

Theorem 231 (Hasse) If $E$ is an elliptuc curve defined over $\mathbb{F}_{p}$, then

$$
\begin{equation*}
p+1-2 \sqrt{p} \leq \# E\left(\mathbb{F}_{p}\right) \leq p+1+2 \sqrt{p} \tag{229}
\end{equation*}
$$

Since $\sqrt{p}$ is relatively small compared to $p$ we know that $\# E\left(\mathbb{F}_{p}\right) \approx p$

## 231 The Trace of Frobennus, $t$

$t$, the trace of Frobenuus is defined [125] as

$$
\begin{equation*}
t=p+1-\# E\left(\mathbb{F}_{p}\right) \tag{230}
\end{equation*}
$$

This gives us, when combined with equation 229 above

$$
\begin{equation*}
|t| \leq 2 \sqrt{p} \tag{231}
\end{equation*}
$$

The trace of Frobenus (which we will simply call the trace from now on) can be used to tell us whether a particular curve has cryptographic weaknesses or not

- The curve $E\left(\mathbb{F}_{p}\right)^{\text {is }}$ said to be anomalous if its trace is 1 This means, together with equation 230 , that the order of the curve is equal to $p$
- The curve $E\left(\mathbb{F}_{p}\right)$ is said to be supersingular if the characteristic $p$ divides the trace $t$ Since $|t| \leq 2 \sqrt{p}$, this means that $t=0$ and the order of such curves is $p+1$ Such curves are considered weak in cryptography, and for discrete logarithm based cryptosystems
are usually avoided However, these curves are popular in pairing based cryptosystems as it is only practical to operate on elements of $\mathbb{F}_{p^{k}}$ when $k$ is small ${ }^{2}$ If $p$ does not divide the trace then the curve is non-supersingular Much work has been done on the use of non-supersmgular curves in pairing based cryptosystems [15, 16, 95]


## 232 The Curve Embedding Degree, $k$

Consider an arbitrary elliptic curve defined over the field $\mathbb{F}_{p}$ This curve contans points $P$ of prime order $r$, meaning that $r P=\mathcal{O}$, and $r$ is the smallest positive integer for which $r P=\mathcal{O}$ The order of a point divides the curve order $\left(r \mid \# E\left(\mathbb{F}_{p}\right)\right)$

This same curve can be defined over an extension field $\mathbb{F}_{p^{k}}$ For a certain value of $k$ the group of points on the curve become interesting This is the lowest degree extension field which includes the $r^{\text {th }}$ roots of unity This value of $k$ is called the embeddin $q$ degree This is also referred to as the security multiplier The embedding degree $k$ is defined by the equations

$$
\begin{equation*}
r \mid p^{k}-1 \tag{232}
\end{equation*}
$$

and

$$
\begin{equation*}
r \nmid p^{s}-1 \forall 0<s<k \tag{233}
\end{equation*}
$$

The $r^{\text {th }}$ roots of unty also form a cychc group of order $r$

## 24 Discrete Logarıthm Problem over Elliptic Curves

Elliptic curves can be generated such that $E\left(\mathbb{F}_{p}\right)$ contains a unique group of points of large prime order $r$ This group of points is denoted $E\left(\mathbb{F}_{p}\right)[r]$ Formally we have

[^13]\[

$$
\begin{equation*}
E\left(\mathbb{F}_{p}\right)[r]=\left\{P \in \mathbb{F}_{p} \quad r P=\mathcal{O} \text { and } \forall 0<\imath<r, \imath P \neq \mathcal{O}\right\} \cup \mathcal{O} \tag{234}
\end{equation*}
$$

\]

This group of points can be used to instantiate a class of public key cryptosystems which are based on the difficulty of the discrete logarithm problem (DLP) These are loosely referred to as El Gamal type cryptosystems ${ }^{3}$ The difficulty of the discrete logarithm problem depends heavily on the group of elements $\mathcal{G}$ over which the problem is set Obviously using the set $\mathbb{Z}_{N}$, some group element $\alpha$, and the addition operation the discrete logarithm problem is trivial, given $y=x \quad \alpha, x$ is given as $x=y / \alpha$ The DLP over elliptic curves (EC-DLP), which uses as its set $\mathcal{G}$ the pounts of large prime order $r$ on a elliptic curve defined over a finite field $E\left(\mathbb{F}_{p}\right)$ is assumed to be intractable Therefore, provided $r$ is a large enough prime, this provides a suitable group over which to construct cryptographic systems

As mentioned in the previous section, some elliptic curves are weaker than others, for example supersingular curves and non-supersingular curves with small embedding degree ( $k$ ) Ironically, these curves are of particular interest in pairing based cryptography One of the first uses of pairings was to attack this group of curves, the attack was proposed by Menezes, Okamoto and Vanstone, the MOV attack We will look at this in more detall in section 425

### 2.5 Efficient Point Scalar Multiplication

When we looked at the discrete logarithm based problems (Sec 18 ), we requred that we had a finite group $\mathcal{G}$ over which the discrete logarithm problem was intractable, a generator $g$ of $\mathcal{G}$, and a random integer in the range $0 \leq x \leq r-1$, where $r=\# \mathcal{G}$ This satisfied the condition for security Also, for practicality we had the condition that the group operation + must be efficiently computable The group operation over the points on an elliptic curve is addition Obviously for the DLP to be computationally infeasible $r$ must

[^14]be large $x$ being uniformly distributed in the range $0 \leq x \leq r-1$, will be on average $\approx r / 2$ The naive approach to point scalar multiplication would be to repeatedly perform addition the required number of times This would require ( $x-1$ ) additions which would not be practical

The process of computing $y=x g$, where $y$ and $g$ are points on an elliptic curve is known as elliptic curve point scalar multiplication It is also sometımes called point exponentiation as it is seen as the elliptic curve analogue of exponentiation over finite fields

We look at two real world methods used to speed up elliptic curve point scalar multiplication These are the relatively simple to understand double-and-add method and the NAF window method Java code examples are included in the accompanying CD-ROM

## 251 Double-and-Add Method for Point Scalar Multıplication

The double-and-add method works for any group where the operation is written additively We will just give the generic case here Consider the multiplication of a. group element by 5 This can be performed in several equally valid ways For example, we could compute

$$
\begin{equation*}
5 x=x+x+x+x+x \tag{235}
\end{equation*}
$$

An equally valid way would be

$$
\begin{equation*}
5 x=(x+x)+(x+x)+x \tag{236}
\end{equation*}
$$

At this stage there probably looks like there $1 s n^{\prime}$ 't any difference in the two representations However, equation 236 actually requires one less addition operation than equation 235 This can be seen more clearly if it is written as

$$
\begin{array}{r}
y=x+x \\
5 x=(y)+(y)+x \tag{238}
\end{array}
$$

Now, it is obvious only 3 addition operation were needed as opposed to the 4 that were required in equation 235 If we expand out equation 237 again we see that it can be written as

$$
\begin{equation*}
5 x=2(2 x)+x \tag{239}
\end{equation*}
$$

This is known as the double-and-add method for fast scalar multiplication Equation 239 is particularly mice as it has a recursive formula

Take a slightly larger scalar, say 20 Written in its binary representation, 10100 , we see that if the least significant bit (rightmost bit) is a one then we double and add, if it is a zero, we just double Using this small example we have

$$
\begin{array}{lll}
z=0, & e=20 & \\
b \imath t_{0}(e)=0 & y=x & z=z=0 \\
b \imath t_{1}(e)=0 & y=2 x & z=z=0 \\
b \imath t_{2}(e)=1 & y=2^{2} x & z=z+y=0+4 x=4 x \\
b \imath t_{3}(e)=0 & y=2^{3} x & z=z=4 x \\
b \imath t_{4}(e)=1 & y=2^{4} x & z=z+y=4 x+16 x=20 x
\end{array}
$$

Each successive doubling takes one addition operation Each "add" takes one addition operation Therefore we have cut the number of group operations required from 19 to 6 Obviously an addition operation will be required if $L S B_{e}=1$, where $e$ is the multipher therefore we have cut the number of group operations required from (e-1) to $\approx 15 x$ where $x=[(\lg (e+1))]$ is the length of the binary representation of $e$ and $e$ is a random number ${ }^{4}$

The Double and Add algorithm is given in Algorithm 23

[^15]```
exponent \(x \quad 0 \leq x<r\)
OUTPUT \(R=x P\)
    let \(\left\{x_{l} \quad x_{0}\right\}\) represent the binary expansion of \(T\)
    \(Q \leftarrow \mathcal{O}\)
    for \((\imath=t, \imath \leq 0, \imath \leftarrow \imath-1)\) do
        \(Q \leftarrow Q+Q\)
        If \(\left(x_{2}=1\right)\) then
            \(Q \leftarrow Q+P\)
        end if
    end for
    return \(Q\)
```

Algorithm 23 Double and Add Algorithm for Elliptic Curve Point Scalar Multiplication
INPUT An Elliptic Curve $E$ defined over field $\mathbb{F}_{p^{k}}$, a point $P \in E\left(\mathbb{F}_{p^{k}}\right)[r] \quad P \neq \mathcal{O}$ and

## 252 NAF Window Method for Point Scalar Multiplication

## NAF Non-Adjacent Form

As we can see from the above calculation the number of operations that we carry out is dependent on the number of non-zero digits in the binary representation of the exponent Every time we encounter a 0 digit we must do one addition operation for the "double" Every time we encounter a 1 digit in the binary representation of the exponent we must do two addition operations, one for the 'add" and one for the "double" In order to make this operation more efficient, we must reduce the number of 1 digits - however, we cannot change the exponent If the exponent in discrete logarithm based cryptosystems is chosen in a way such that it is not random this would seriously damage the security of the system See the discussion on random numbers in Sec 16 However, using elliptic curves with char $\neq 2,3$ we have that if $P=(x, y)$, then $-P=(x,-y)$ This conversion is extremely efficient and can be used with a signed binary representation of the exponent

Consıder for example the number 31 in decimal Written in binary we have

$$
\begin{equation*}
31_{10}=11111_{2} \tag{240}
\end{equation*}
$$

This can also be written in signed binary representation, where the digits $0, \pm 1$ are
allowed Conventionally, -1 is written as $\overline{1} 31_{10}$ can be written as

$$
\begin{equation*}
31_{10}=(32-1)_{10}=(100000-1)_{2}=(1,0,0,0,0, \overline{1}) \tag{241}
\end{equation*}
$$

Therefore, if we are using 31 as an exponent ${ }^{5}$ the number of addition operations using the double-and-add method and the conventional binary representation would be 10 Using this new signed binary representation the number of addition operations would be 8

Formally, the NAF of a positive integer is defined as

Definition [72, Ch 3] A non-adjacent form (NAF) of a positive integer $k$ is an expression $k=\sum_{l=0}^{l-1} k_{\imath} 2^{l}$ where $k_{\imath} \in\{0, \pm 1\}, k_{l-1} \neq 0$ and no two consecutive digits $k_{\imath}$ are nonzero The length of the NAF is $l$

If $k$ is a positive integer, then a few properties of $\operatorname{NAF}(k)[72 \mathrm{Ch} 3]$ are

- For each $k, \operatorname{NAF}(k)$ is unıque
- Importantly, $\operatorname{NAF}(k)$ has the fewest nonzero digits of any signed binary representation of $k$
- If the binary representation of $k$ has length $l$, the length of NAF $(k)$ will not exceed $(l+1)$
- The average density of 1 digits in $\operatorname{NAF}(k)$ is $\approx 1 / 3$ for a random value $k$

The algorithm for working out the NAF representation of a number is given in Algorithm 24

This NAF representation can now be used with a modified version of the Double and Add algorithm given in Algorithm 23 Whereas in the conventional double and add algorithm only had "double" and 'add" operations to work with, we now have a subtraction operation that will be triggered by the -1 that we now have in the signed binary representation We can use the NAF representation obtained from Algorithm 24 in the following adapted

[^16]```
Algorithm 24 An Algorithm for Generating the NAF Representation of a Positive Integer
\(k\)
INPUT A positive integer \(k\)
OUTPUT \(\operatorname{NAF}(k)=\left\{k_{2-1}, \quad, k_{0}\right\}\)
    \(\imath \leftarrow 0\)
    while ( \(k \geq 1\) ) do
        If \(((k \bmod 2)=1)\) then
            \(k_{\imath} \leftarrow 2-(k \bmod 4)\)
            \(k \leftarrow k-k_{\imath}\)
        else
            \(k_{\imath} \leftarrow 0\)
        end if
        \(k \leftarrow k / 2\)
        \(\imath \leftarrow \imath+1\)
    end while
    return \(\left\{k_{k_{2-1}}, \quad, k_{0}\right\}\)
```

double and add algorithm The NAF point scalar multiphcation algorithm is given in Algorithm 25

```
Algorithm 25 An Algorithm for Elliptic Curves Point Scalar Multiplication based on
NAF Representation
INPUT An Elluptic Curve E defined over field }\mp@subsup{\mathbb{F}}{\mp@subsup{p}{}{k}}{}\mathrm{ , a point }P\inE(\mp@subsup{\mathbb{F}}{\mp@subsup{p}{}{k}}{})[r](P\not=\mathcal{O})\mathrm{ , and
exponent }x\mathrm{ ( 0 < x <r)
OUTPUT Q = xP
    let {\begin{array}{ll}{\mp@subsup{x}{2}{}}&{\mp@subsup{x}{0}{}}}\end{array}}\mathrm{ represent the NAF signed binary expansion of }x
    (for detalls see Algorithm 24)
    Q\leftarrow\mathcal{O}
    for }\jmath=\imath\mathrm{ downto 0 do
        Q\leftarrowQ+Q
        If (( }\mp@subsup{x}{j}{}=1))\mathrm{ then
            Q\leftarrowQ+P
        end if
        1f (( }\mp@subsup{x}{\jmath}{}=-1))\mathrm{ then
            Q\leftarrowQ-P
        end if
    end for
    return Q
```

Following on from the NAF representation presented in the previous section we can
produce a width-w NAF Whereas, previously we only had $0, \pm 1$ we now allow ourselves the integers in the range $-2^{w-1} \leq u<2^{w-1}$ Using this new representation we can require that for any $w$ consecutive digits, there is only one non-zero value

Definition [72, Ch 3] let $w>2$ be a positive integer A width-w NAF of a positive integer $k$ is an expression $k=\sum_{l=0}^{l-1} k_{\imath}\left(2^{w}\right)^{2}$ where each non-zero coefficient $k_{i}$ is odd, $\left|k_{2}\right|<2^{w-1}, k_{l-1} \neq 0$, and at most one of any $w$ consecutive digits is non-zero

The $w$-NAF of a number is computed using Algorithm 26 , which is closely related to Algorıthm 24

```
Algorithm 26 An Algorithm for Generating the \(w\)-NAF Representation of a Positive
Integer \(k\)
INPUT A positive integer \(k\)
OUTPUT \(w-\operatorname{NAF}(k)=\left\{k_{l-1}, \quad, k_{0}\right\}\)
    \(\imath \leftarrow 0\)
    while \((k \geq 1)\) do
        If \(((k \bmod 2)=1)\) then
            \(k_{\imath} \leftarrow k \bmod 2^{w}\)
            \(k \leftarrow k-k_{\imath}\)
        else
            \(k_{2} \leftarrow 0\)
        end if
        \(k \leftarrow k / 2\)
        \(\imath \leftarrow \imath+1\)
    end while
    return \(\left\{k_{\imath-1}, \quad, k_{0}\right\}\)
```


## 26 Multıple Point Scalar Multıplication

We now look at efficient multiple point scalar multiplication This is used for example if we wish to calculate some point $R=x P+y Q$ The idea is to perform two or more point scalar multiplications simultaneously A precomputed table is calculated such as the one shown in Table 22

```
\(w\)-NAF Representation
exponent \(x \quad 0 \leq x<r\)
OUTPUT \(Q=x P\)
    let \(\left\{x_{l-1} \quad x_{0}\right\}\) represent the \(w\)-NAF expansion of \(x\)
    (for detalls see algorithm 26 )
    \(Q \leftarrow \mathcal{O}\)
    \(P_{\imath} \leftarrow \imath P\) for \(\imath \in\left\{1,3,5, \quad\left(2^{w-1}-1\right)\right\}\)
    for \(\imath\) from \(l-1\) downto 0 do
        \(Q \leftarrow Q+Q\)
        If \(\left(x_{3} \neq 0\right)\) then
            \(Q \leftarrow Q+P_{x_{3}}\)
        else if \(\left(x_{3}<0\right)\) then
            \(Q \leftarrow Q-P_{-x_{j}}\)
        end if
    end for
    return \(Q\)
```

Algorithm 27 An Algorithm for Elliptic Curves Point Scalar Multuplication based on
$\overline{\text { INPUT An Elliptic Curve } E \text { defined over field } \mathbb{F}_{p^{k}} \text {, a point } P \in E\left(\mathbb{F}_{p^{k}}\right)[r] \quad P \neq \mathcal{O} \text { and }}$

$$
\begin{gathered}
\text { Precomputation } \\
0 P+1 Q \\
0 P+2 Q \\
\\
0 P+\left(2^{w}-1\right) Q \\
1 P+1 Q \\
\left(2^{w}-1\right) P+\left(2^{w}-1\right) Q
\end{gathered}
$$

Table 22 Combined multi-point scalar multiplication

Using this set of values, together with the $w-N A F$ representation, it is possible to adjust Algorithm 27 to compute any point of the form $R=x P+y Q$ The more points that are precomputed the more efficient the algorithm becomes, though the storage requrements become correspondingly larger

## 27 Point Compression

Because we know the equation of the curve, giving both co-ordinates is giving more than the minimum required information Given the $x$ co-ordinate, the corresponding $y$ co-ordinate must be one of two possible values The idea of representing a point as one co-ordinate plus additional identifying information about the second co-ordinate is called point compression [133]

Elliptıc curves are mapped by an equation of the form $y^{2}=x^{3}+a x+b$ Any $x$ coordinate of a point that is on the curve will be associated with two possible $y$ co-ordinate values These values will be $\pm y$, since $y= \pm \sqrt{x^{3}+a x+b}$ Therefore we must specify which of these two possible values is being referred to This requires one additional bit of information This is the bit $\bar{y}=L S B(y)$, and works, for curves defined over $\mathbb{F}_{p}$, since if $y$ is even, then $-y$ will be odd ${ }^{5}$ These points are the negatives of each other

The original supersingular curve specified by Boneh and Franklin for use with their 1dentity based encryption scheme [31], is $y^{2}=x^{3}+1 \bmod p$ where $p \equiv 2 \bmod 3$ This curve has the interesting property that for each $y$ co-ordinate there is exactly one $x$ coordinate Obviously, for each $x$ co-ordinate there are two possible values for $y$ However, this leads to an even more efficient compression based on the $y$ point In this situation an additional bit does not have to be stored, because $x$ can uniquely be recovered from the equation

$$
\begin{equation*}
x=\sqrt[3]{y^{2}-1} \tag{242}
\end{equation*}
$$

## 28 Projectıve Space

As we have seen all elliptic curve public key cryptosystems rely on the basic group operation - point addition We have looked at faster ways of computing point scalar multiplication, but

[^17]these technıques are built upon point addition and point doubling Obviously if we can make these operations faster then we can improve the performance of the overall cryptosystem

We have also seen that we can have several different representations for the same point For example a point defined over the field $\mathbb{F}_{p}$ can be represented as $P=(x, y)$, where $x$ and $y$ are both integers in $\mathbb{F}_{p}$ Alternatively if this point is to be transmitted, and we want to make a trade-off between computational and bandwidth considerations - decreasing bandwidth requirements at a cost of increasing computational requirements - then we can represent this point as $P=(x, \bar{y})$, where $\bar{y}$ represents the LSB of the $y$ co-ordinate There is now no redundancy in this representation

There are two issues raised above - the complexity of the basic point addition operation and the ability to represent points in different formats There are representations for points which allow us to perform the group operation using a smaller than standard amount of computation - especially by elimınating the modular inversion operation There are several such co-ordinate systems They are two dimensional Affine, and the three dimensional Standard Projectıve, Jacobian Projectıve and López-Dahab Projectıve [72, 1, 126] co-ordinate systems

Now we have the same set of points represented in four different ways The first of these representations is defined over two dimensions, whereas the others are defined over three dimensions Obviously, however, if all variables can be in the range $\{0, \quad,(q-1)\}$ then the latter three co-ordınate systems allow us to represent $q^{3}$ elements whereas the affine co-ordmate system allow us only to represent $q^{2}$ elements

We can construct equivalence classes One can define an equivalence relationship over the set $\mathbb{F}_{p^{k}}^{3} \backslash\{(0,0,0)\}$ as

$$
\begin{equation*}
\left(X_{1}, Y_{1}, Z_{1}\right) \equiv\left(X_{2}, Y_{2}, Z_{2}\right) \text { if } X_{1}=\lambda^{c} X_{2}, Y_{1}=\lambda^{d} Y_{2}, Z_{1}=\lambda Z_{2} \text { for some } \lambda \in \mathbb{F}_{p^{k}}^{*} \tag{243}
\end{equation*}
$$

Using Jacobian projective co-ordinates we have, $c=2, d=3$ and the following

$$
\left(\begin{array}{lll}
X & Y & Z \tag{244}
\end{array}\right)=\left\{(\lambda X, \lambda Y, \lambda Z) \quad \lambda \in \mathbb{P}_{p^{k}}^{*}\right\}
$$

( $\left.\begin{array}{lll}X & Y & Z\end{array}\right)$ is called a projective point, and $\left\{\left(\lambda^{c} X, \lambda^{d} Y, \lambda Z\right)\right\}$ is called a representative of this projective point if $Z \neq 0$ then $\left(X / Z^{c}, Y / Z^{d}, 1\right)$ is a representative of the point $\left(\begin{array}{lll}X & Y & Z\end{array}\right)$ Therefore, this gives us a one-to-one relationship between the set of projective points and the set of affine points

$$
\left.\begin{array}{rl}
\mathbb{P}\left(\mathbb{F}_{p^{k}}\right)^{*} & =\left\{\begin{array}{lll}
X & Y & Z
\end{array}\right) \quad X, Y, Z \in K, Z \neq 0
\end{array}\right\},
$$

Using standard projective co-ordnates we have the transformation $\left(\begin{array}{lll}X & Y & Z\end{array}\right) \quad Z \neq 0$ corresponds to the affine point $(x, y) \leftarrow\left(X / Z^{2}, Y / Z^{3}\right)$ Now, given the curve equation

$$
\begin{equation*}
y^{2}=x^{3}+a x+b \tag{247}
\end{equation*}
$$

we can substitute in these new values and get the corresponding curve equation using projective co-ordinates

$$
\begin{align*}
\left(Y / Z^{3}\right)^{2} & =\left(X / Z^{2}\right)^{3}+a\left(X / Z^{2}\right)+b(Z / Z)  \tag{248}\\
Y^{2} / Z^{6} & =X^{3} / Z^{6}+a\left(X / Z^{2}\right)+b(Z / Z),  \tag{249}\\
Y^{2} & =X^{3}+a X Z^{4}+b Z^{6} \tag{250}
\end{align*}
$$

Using projective co-ordinates, $\mathcal{O}$ is represented as the projective point ( $0,1,0$ )
Now that we have $q$ possible representations for each point, we have the ability to define point addition operations that do not require an expensive modulo inversion If we need to, we can convert first from affine to projective coordınates, then do the computationally
expensive operations, and then convert back to affine co-ordinates This will require an inversion, but will still be much quicker than working solely in affine co-ordinates If we need to convert from affine co-ordinates to standard projective co-ordınates we sımply set $Z=1$, and so the transformation is simply $(x, y) \rightarrow(X, Y, 1)$ To convert back we simply do the transformation $(x, y) \leftarrow\left(X / Z^{2}, Y / Z^{3}\right)$ Using Montgomery's trick, this requires one modular inversion

## 29 Point Reduction

A technique related to point compression is called point reduction Some elliptic curve cryptosystems don't require that we sperify whether we mean the positive or negative of a point Both points are treated equally Therefore it is possible to operate just using the $x$ co-ordnate of a point This was first pointed out by Miller in [94] In some situations, we can discard the $y$ co-ordinate, because there are formulas for calculating the $x$ coordinate of some multiple of a point that depend only on the $x$ co-ordinate of the original point

## 210 Group Structure

As described in Sec 232 , the embedding degree extension field is the lowest degree extension field which includes the $r^{\text {th }}$ roots of unity The $r^{t h}$ roots of unity form a cyclic group of order $r$ These elements are used in parrng based cryptography To keep the representation of this group reasonably small and to allow fast computation in this group we deliberately pick curves that have a small embedding degree If we restrict ourselves to supersingular elliptic curves then we always have $k \leq 6$ [92] If we use non-supersingular curves we can find curves that have much higher embedding degrees For the remander of this thesis we will assume that $k$ is small and even A popular choice of curve for identity based cryptography are curves where the embedding degree $k 192$ The order of this curve, denoted $\# E\left(\mathbb{F}_{p}\right)$ is $(p+1-t)$ where $t$ is the trace of Frobenius The order of this curve over $\mathbb{F}_{p^{2}}$ is $(p+1-t)(p+1+t)$, (which in the general case can be calculated
using Well's theorem) The group of points defined over $\mathbb{F}_{p^{2}}$ do not form a cychc group For a $k=2$ curve $r$ exactly divides both $p+1$ and $(p+1-t)$, and hence $r \mid t$ And $r^{2} \mid \# E$ [117, 14, 15]

Let the complete set of points defined over $\mathbb{F}_{p^{2}}$ be called $G$, of order $\# E\left(\mathbb{F}_{p^{2}}\right)$ The set of all points that are transformed to $\mathcal{O}$ by multiplication by $r$ is denoted $G[r]$ These are the $r$-torsion points Since $r$ is prime, these are all the points of order $r$ plus $\mathcal{O}$ There are $r^{2}$ such points, and these $r^{2}$ points can be organised as $r+1$ distinct cyclic subgroups of order $r$ - they all share $\mathcal{O}$ Note that one of these subgroups is $S[r]$ and consists of all those $r$-torsion points from the original curve $E\left(\mathbb{F}_{p}\right)$ - points of the form $P[(a, 0),(c, 0)]$, which are defined on both the base and extension fields

Let $C o F=\# E\left(\mathbb{F}_{p^{2}}\right) / r^{2}$ Then a random point on the curve can be mapped to a point in one of these sub-groups of order $r$ by multiplying it by this co-factor CoF The set of distinct points generated by multuplying every element of $G$ by $r$ is called $r G$ The number of elements in $r G$ is CoF This is called a co-set [117]

Consider the partitioning of the \#E points into distinct co-sets This can be done by adding a random point $R$ to every element of $r G$ There are exactly $r^{2}$ such distinct co-sets, each with CoF elements The original co-set $r G$ is the unique co-set that contans $\mathcal{O}$ Every co-set contains exactly one $r$-torsion point Elements of these co-sets are not all of the same order They do not form a group

The quotient group $G / r G$ is the group formed by all of these co-sets [117]

## Chapter 3

## Bilinear Maps

### 3.1 Divisor Theory

Let $E$ be an elliptic curve defined over the field $K$ For each point $P \in E(K)$ define a formal symbol $[P]$ A divisor [137, Ch 11][87] is a finite linear combination of such formal symbols with integer coefficients

$$
\begin{equation*}
D=\sum_{j} a_{j}\left[P_{j}\right], a_{j} \in \mathbb{Z} \tag{array}
\end{equation*}
$$

A divisor is therefore an element of the free abehan group generated by the symbols $[P]$ The group of divisors is denoted $\operatorname{Div}(E)$ The degree of a divisor is given by

$$
\begin{equation*}
\operatorname{deg}(D)=\sum_{j} a_{3} \in \mathbb{Z} \tag{32}
\end{equation*}
$$

and as shown above evaluates to an integer
The sum of a divisor is simply the sum of all of the points that are represented

$$
\begin{equation*}
\operatorname{sum}(D)=\sum_{\jmath} a_{\jmath} P_{\jmath} \in E(K) \tag{33}
\end{equation*}
$$

The sum function uses the standard addition formula on the points that are represented
by the formal symbols The support of a divisor is the set of all points represented by formal symbols for which $a_{j} \neq 0$ it 15 customary to only include formal symbols if they have non-zero coefficients

$$
\begin{equation*}
\operatorname{supp}(D)=\left\{\left[P_{j}\right] \in D \mid a_{y} \neq 0\right\} \tag{34}
\end{equation*}
$$

## 311 Function on a Curve

We now define what is meant by a function on a curve Suppose that $E$ is an elliptic curve, then $f$ is a function on $E$ if it is a rational function ${ }^{1}$

$$
\begin{equation*}
f(x, y) \in \bar{K}(x, y) \tag{35}
\end{equation*}
$$

that is defined for at least one point in $E(\bar{K})$, where $\bar{K}$ is the algebracc closure of $K$ This means that the function must intersect $E$ at some point A function takes values in $\bar{K} \cup\{\infty\}$ The evaluation of a function $f$ at a point $P$ is denoted $f(P)=f\left(x_{P}, y_{P}\right)$

A function is said to have a zero at $P$ if it takes on the value 0 at $P[87,137]$ A function is said to have a pole at $P$ if it takes the value $\infty f$ only has finitely many zeros and poles For every point $P$ for which the function $f$ is defined there is a function $u_{P}$ called a uniformiser at $P$ where $f$ can be expressed in terms of $u_{P}$ as follows

$$
\begin{equation*}
f=u_{P}^{r} \quad g, \text { where } r \in \mathbb{Z} \text { and } g(P) \neq 0, \infty \tag{36}
\end{equation*}
$$

A unformiser $u_{P}$ can be obtained as the equation of a line that passes though the point $P$ which is not a tangent to $E$ at $P$ Now that we have this definition we can define what is meant by the order of a function at a point $P$

$$
\begin{equation*}
\operatorname{ord}_{P}(f)=r \tag{37}
\end{equation*}
$$

If $f$ is a function on $E$ then $\operatorname{ord} p(f)$ counts the multiplicity of $f$ at $P \operatorname{ord}_{P}(f)$ is positive

[^18]when $f(P)=0$ and negative when $f(P)=\infty$ If $\operatorname{ord}_{P}>0, P$ is a zero, if ord ${ }_{P}<0, P$ is a pole, if $\operatorname{ord} p=0, P$ is neither a zero or a pole A pole or zero of multiplicity one is called "simple", of multıplicity 2 is called 'double'

## 312 Principal Divisor

A principal divisor on $E$ is a divisor of some function $f$ which is defined over $E$ [90], as shown in Equation 38 This is denoted as $D=\operatorname{div}(f)$

$$
\begin{equation*}
\operatorname{dıv}(f)=\sum_{P \in E} \operatorname{ord}_{P}(f)[P] \tag{38}
\end{equation*}
$$

A principal divisor $D$ will have $\operatorname{deg}(D)=0$ and $\operatorname{sum}(D)=\mathcal{O}$ We have now established a relationship between a divisor $D$ and a function $f$ on $E$

Suppose that $P_{1}, P_{2}$ and $P_{3}$ are three points on $E$ that lie on the line defined by the function

$$
\begin{equation*}
f(x, y)=a x+b y+c=0 \tag{39}
\end{equation*}
$$

Then, since $\operatorname{deg}(f)=0$, and $f$ has three zeros at $P_{1}, P_{2}$ and $P_{3}$ (since they are on the line) then it has a triple pole at $\mathcal{O}$ This can be written as

$$
\begin{equation*}
\operatorname{div}(f)=\left[P_{1}\right]+\left[P_{2}\right]+\left[P_{3}\right]-3[\mathcal{O}] \tag{310}
\end{equation*}
$$

We also know that $P_{3}$ is the point $-\left(P_{1}+P_{2}\right)$, since the reflection of $P_{3}$, using the elliptic curve addition formula given in section 22 is the point $\left(P_{1}+P_{2}\right)$ We know that the equation of the vertical line runnıng though $P_{3}$ and $-P_{3}$ is given by equation $\left(x-x_{3}\right)=0$, where $P_{3}=\left(x_{3}, y_{3}\right)$ That is

$$
\begin{equation*}
\operatorname{div}\left(x-x_{3}\right)=\left[P_{3}\right]+\left[-P_{3}\right]-2[\mathcal{O}] \tag{311}
\end{equation*}
$$

Therefore

$$
\operatorname{div}\left(\frac{a x+b y+c}{x-x_{3}}\right)=\operatorname{div}(a x+b y+c)-\operatorname{div}\left(x-x_{3}\right)=\left[P_{1}\right] \div\left[P_{2}\right]-\left[-P_{3}\right]-[\mathcal{O}]
$$

Since $P_{1}+P_{2}=-P_{3}$ on $E$, this may be written as

$$
\begin{equation*}
\left[P_{1}\right]+\left[P_{2}\right]=\left[P_{1}+P_{2}\right]+[\mathcal{O}]+\operatorname{div}\left(\frac{a x+b y+c}{x-x_{3}}\right) \tag{313}
\end{equation*}
$$

In this way principal divisors may be expressed in terms of a formal sum and the divisor of a function We can use this idea to incrementally buld from a divisor $D$, a function $f$ such that $\operatorname{div}(f)=D$, at each point replacing part of the formal sum by a more complex function First, we check that the formal sum has sum equal $\mathcal{O}$ and deg equal to 0

Consider for example the curve $E$ defined over $\mathbb{F}_{11}$ given by

$$
\begin{equation*}
y^{2}=x^{3}+4 x \tag{314}
\end{equation*}
$$

Let

$$
\begin{equation*}
D=[(0,0)]+[(2,4)]+[(4,5)]+[(6,3)]-4[\mathcal{O}] \tag{315}
\end{equation*}
$$

Then, with a bit of work, $\operatorname{sum}(D)=\mathcal{O}^{2}$, and $\operatorname{deg}(D)=0$, therefore it follows that $D$ is the divisor of a function We wish to find this function We use the approach taken above, where we incrementally resolve parts of the formal sum into divisors of functions and then combine these smaller divisors into a more complex divisor

The line though $(0,0)$ and $(2,4)$ is $y-2 x=0$ It is a tangent to $E$ at $(2,4)$, so

$$
\begin{equation*}
\operatorname{div}(y-2 x)=[(0,0)]+2[(2,4)]-3[\mathcal{O}] \tag{316}
\end{equation*}
$$

The vertical line though $(2,4)$ is $x-2=0$, therefore we have

[^19]\[

$$
\begin{equation*}
\operatorname{div}(x-2)=[(2,4)]+[(2,7)]-2[\mathcal{O}]^{3} \tag{317}
\end{equation*}
$$

\]

And

$$
\begin{gather*}
\operatorname{div}\left(\frac{y-2 x}{x-2}\right)=\operatorname{div}(y-2 x)-\operatorname{div}(x-2)  \tag{318}\\
\operatorname{div}\left(\frac{y-2 x}{x-2}\right)=[(0,0)]+[(2,4)]-[(2,7)]-[\mathcal{O}] \tag{319}
\end{gather*}
$$

Remember

$$
\begin{equation*}
D=[(0,0)]+[(2,4)]+[(4,5)]+[(6,3)]-4[\mathcal{O}] \tag{320}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
D=[(2,7)]+\operatorname{div}\left(\frac{y-2 x}{x-2}\right)+[(4,5)]+[(6,3)]-3[\mathcal{O}] \tag{321}
\end{equation*}
$$

We can also calculate the following function

$$
\begin{equation*}
[(4,5)]+[(6,3)]=[(2,4)]+[\mathcal{O}]+\operatorname{div}\left(\frac{y+x+2}{x-2}\right) \tag{322}
\end{equation*}
$$

Using these two equations we can determine the equation of the function $f$ for which $D=\operatorname{div}(f)$

$$
\begin{gather*}
D=[(2,7)]+[(2,4)]-2[\mathcal{O}]+\operatorname{dıv}\left(\frac{y-2 x}{x-2}\right)+\operatorname{div}\left(\frac{y+x+2}{x-2}\right)  \tag{323}\\
D=\operatorname{dıv}(x-2)+\operatorname{div}\left(\frac{y-2 x}{x-2}\right)+\operatorname{dıv}\left(\frac{y+x+2}{x-2}\right)  \tag{3}\\
D=\operatorname{dıv}\left(\frac{(y-2 x)(x+y+2)}{x-2}\right) \tag{325}
\end{gather*}
$$

[^20]
## 32 Weil Paırıng

The Weil pairing is a bilinear map which takes two points of order $r$ in the embedding degree extension field, and maps to an element of $\mathbb{F}_{p^{k}}[137]$

$$
\begin{equation*}
e \quad E\left(\mathbb{F}_{p^{k}}\right)[r] \times E\left(\mathbb{F}_{p^{k}}\right)[r] \rightarrow \mu_{r} \tag{326}
\end{equation*}
$$

Here $\mu_{r}$ is the set of $r^{\text {th }}$ roots of unity in $\mathbb{F}_{p^{k}}$
Let $T \in E[r]$ Then there exists a function $f_{T}$ such that

$$
\begin{equation*}
\operatorname{div}\left(f_{T}\right)=r[T]-r[\mathcal{O}] \tag{327}
\end{equation*}
$$

since $\operatorname{sum}\left(\operatorname{dıv}\left(f_{T}\right)\right)=\mathcal{O}$ and $\operatorname{deg}\left(\operatorname{div}\left(f_{T}\right)\right)=0$
Let $T^{\prime} \in E\left[r^{2}\right]$ be such that $r T^{\prime}=T$ Then there also exists a function $g_{T}$ such that

$$
\begin{equation*}
\operatorname{div}\left(g_{T}\right)=\sum_{R \in E[r]}\left(\left[T^{\prime}+R\right]-[R]\right) \tag{328}
\end{equation*}
$$

The sum of the points in the divisor is $\mathcal{O}$ This follows from the fact that there are $r^{2}$ points $R$ in $E[r]$ The points $R$ in $\sum\left[T^{\prime}+R\right]$ and $\sum[R]$ cancel and therefore the sum is $\sum\left[T^{\prime}\right]=\mathcal{O}$ The value of $g_{T}$ does not depend on $R$

Let $f_{T} \circ r$ denote a function that starts with a point, multiples it by $r$ and then applies $f_{T}$ The points $P=T^{\prime}+R$ with $R \in E[r]$ are those points $P$ with $r P=T$ It follows that

$$
\begin{equation*}
\operatorname{div}\left(f_{T} \circ r\right)=r\left(\sum_{R}\left[T^{\prime}+R\right]\right)-r\left(\sum_{R}[R]\right)=\operatorname{div}\left(g_{T}^{r}\right) \tag{329}
\end{equation*}
$$

Let $S \in E[r]$ and let $P \in E(K)$ Then

$$
\begin{equation*}
g_{T}(P+S)^{r}=f_{T}(r(P+S))=f_{T}(r P)=g_{T}(P)^{r} \tag{330}
\end{equation*}
$$

Therefore $g_{T}(P+S) / g_{T}(P) \in \mu_{r}$ and is independent of $P$
The Weal Parring is defined as

$$
\begin{equation*}
e_{T}(S, T)=\frac{g_{T}(P+S)}{g_{T}(P)} \tag{331}
\end{equation*}
$$

## 321 Bilnnearity of the Weil Parring

We now examine the bilnearity of the paring [137, 22]
We first look at linearity in the first variable To recap, from the previous section, we have

$$
\begin{equation*}
e_{r}(S, T)=\frac{g_{T}(P+S)}{g_{T}(P)} \tag{332}
\end{equation*}
$$

expanding we have

$$
\begin{equation*}
e_{r}\left(S_{1}, T\right) e_{r}\left(S_{2}, T\right)=\frac{g_{T}\left(P+S_{1}\right)}{g_{T}(P)} \frac{g_{T}\left(P+S_{2}\right)}{g_{T}(P)} \tag{333}
\end{equation*}
$$

But the result of the pairing is independent of the choice of $P$, so we can replace $P$ in the second pairing, with the (rather convenient) value $P+S_{1}$ This gives

$$
\begin{equation*}
e_{r}\left(S_{1}, T\right) e_{T}\left(S_{2}, T\right)=\frac{g_{T}\left(P+S_{1}\right)}{g_{T}(P)} \frac{g_{T}\left(P+S_{1}+S_{2}\right)}{g_{T}\left(P+S_{1}\right)}, \tag{334}
\end{equation*}
$$

which sumplifies to

$$
\begin{align*}
& e_{r}\left(S_{1}, T\right) e_{\tau}\left(S_{2}, T\right)=\frac{g_{T}\left(P+S_{1}+S_{2}\right)}{g_{T}(P)},  \tag{335}\\
& \text { e e } e_{r}\left(S_{1}, T\right) e_{r}\left(S_{2}, T\right)=e_{r}\left(S_{1}+S_{2}, T\right) \tag{336}
\end{align*}
$$

We next examine linearity in the second variable
Suppose we have three points $T_{1}, T_{2}$ and $T_{3} \in E(r)$, such that $T_{1}+T_{2}=T_{3}$ Let $g_{1} \quad g_{3}$ be the functions used to define $e_{r}\left(S, T_{2}\right)$ Let $h$ be the function, such that

$$
\begin{equation*}
\operatorname{div}(h)=\left[T_{3}\right]-\left[T_{1}\right]+[\mathcal{O}] \tag{337}
\end{equation*}
$$

We also know that if $T \in E[n]$, then

$$
\begin{equation*}
\operatorname{dvv}(f)=n[T]-n[\mathcal{O}] \tag{338}
\end{equation*}
$$

for some function $f$ and so for $\imath=1, \quad, 3$ we have

$$
\begin{equation*}
\operatorname{div}\left(f_{v}\right)=n\left[T_{z}\right]-n[\mathcal{O}] \tag{339}
\end{equation*}
$$

and so we can express $h \mathrm{in}$ terms of the $f_{\imath}$ 's

$$
\begin{equation*}
\operatorname{div}\left(\frac{f_{3}}{f_{1} f_{2}}\right)=n \operatorname{div}(h)=\operatorname{div}\left(h^{n}\right) \tag{340}
\end{equation*}
$$

This allows us to write

$$
\begin{equation*}
f_{3} \equiv f_{1} f_{2} h^{n} \tag{341}
\end{equation*}
$$

From equation 330 we have

$$
\begin{equation*}
f(n P)=g(P)^{n} \tag{342}
\end{equation*}
$$

Combining the previous two results we get

$$
\begin{equation*}
f_{3} \equiv f_{1} f_{2} h^{n} \text { imples } g_{3} \equiv g_{1} g_{2}(h \quad n), \tag{343}
\end{equation*}
$$

which mplies

$$
\begin{equation*}
e_{r}\left(S, T_{1}+T_{2}\right)=\frac{g_{3}(P+S)}{g_{3}(P)}=\frac{g_{1}(P+S)}{g_{1}(P)} \frac{g_{2}(P+S)}{g_{2}(P)} \frac{h(n(P+S))}{h(n P)} \tag{344}
\end{equation*}
$$

But, since $n(P+S)=\mathcal{O}$ the last term is equal to $1_{\mathrm{F}_{p^{k}}}$ this gives

$$
\begin{equation*}
e_{r}\left(S, T_{1}+T_{2}\right)=\frac{g_{3}(P+S)}{q_{3}(P)}=\frac{g_{1}(P+S)}{q_{1}(P)} \frac{q_{2}(P+S)}{q_{2}(P)}=e_{r}\left(S, T_{1}\right) e_{r}\left(S, T_{2}\right) \tag{345}
\end{equation*}
$$

as desıred

### 3.3 Tate Paring

There is another pairing called the Tate pairing, which is generally more efficient to compute It is a bilinear map of the form $[22,137]$

$$
\begin{equation*}
e \quad E\left(\mathbb{F}_{p^{k}}\right)[r] \times E\left(\mathbb{F}_{p^{k}}\right) / r E\left(\mathbb{F}_{p^{k}}\right) \rightarrow \mathbb{F}_{p^{k}} /\left(\mathbb{F}_{p^{k}}\right)^{r} \tag{346}
\end{equation*}
$$

where $r E\left(\mathbb{F}_{p^{k}}\right)$ is defined to be $r E\left(\mathbb{F}_{p^{k}}\right)=\left\{r P \quad P \in E\left(\mathbb{F}_{p^{k}}\right)\right\}$
Let $P \in E[r]$ Since $r P=\mathcal{O}$, it follows that there is a function $D_{P}$ such that $\operatorname{div}\left(D_{P}\right)=$ $r(\operatorname{div}(P)-r \operatorname{div}(\mathcal{O}))$ Let $D_{Q}$ be any degree 0 divisor such that the support of $D_{Q}$ is disjoint from the support of $D_{P}$ Now, two divisors are said to be equivalent, denoted $D \sim D^{\prime}$, if the difference between them is a principal divisor ${ }^{4}$ Therefore if we have two functions $f$ and $f^{\prime}$ such that $\operatorname{div}(f)=D$ and the $\operatorname{div}\left(f^{\prime}\right)=D^{\prime} f$, can be replaced by a function $f^{\prime}$ such that

$$
\begin{equation*}
\operatorname{dıv}\left(f_{P}^{\prime}\right)=[\mathcal{O}]-[P] \tag{347}
\end{equation*}
$$

Therefore exists a function $f_{P}$ such that

$$
\begin{equation*}
\operatorname{div}\left(f_{P}\right)=r D_{P} \tag{348}
\end{equation*}
$$

Let $D_{Q}=\sum_{\imath} a_{\imath}\left[Q_{\imath}\right]$ be a divisor of degree 0 such that $\operatorname{sum}\left(D_{Q}\right)=Q$ and such that $D_{P}$ and $D_{Q}$ have no points in common We can define the Tate pairing as

[^21]\[

$$
\begin{equation*}
\langle P, Q\rangle=f_{P}\left(D_{Q}\right) \tag{349}
\end{equation*}
$$

\]

where, for any function $f_{P}$, whose divisor has no points in common with $D_{Q}$ we define

$$
\begin{equation*}
f_{P}\left(D_{Q}\right)=\prod_{\imath} f_{P}\left(Q_{\imath}\right)^{a_{\imath}} \tag{350}
\end{equation*}
$$

Assume that $f_{P}$ is defined over $\mathbb{F}_{p^{k}}$, and let $R$ be any point in $E\left(\mathbb{F}_{p^{k}}\right)$ Let $D_{Q}=$ $[Q+R]-[R] \in \mathbb{F}_{p^{k}}$, then the Tate parming can be defined as

$$
\begin{equation*}
f_{P}\left(D_{Q}\right)=f_{P}(Q+R) / f_{P}(R) \tag{351}
\end{equation*}
$$

## 331 Bilinearity of the Tate Pairing

We now look at linearity of the first variable From equation 351 we have the Tate pairing defined as $\langle P, Q\rangle_{n}=f_{P}\left(D_{Q}\right)$ As with proving the bilinearity of the Weil pairing we let $P_{1}, P_{2} \in E\left(\mathbb{F}_{p}\right)[r], D_{P_{1}}$ and $D_{P_{2}}$ be the respective divisors and $f_{P_{1}}$ and $f_{P_{2}}$ be the corresponding functions

Adding two divisors of points gives the divisor on the addition of the two points, therefore we have

$$
\begin{equation*}
D_{P_{1}}+D_{P_{2}}=D_{P_{1}+P_{2}} \equiv\left[P_{1}+P_{2}\right]-[\mathcal{O}] \tag{352}
\end{equation*}
$$

For $\imath=1,2$, there exists functions $f_{P_{1}}$ such that

$$
\begin{equation*}
\operatorname{div}\left(f_{P_{1}}\right)=r D_{P_{2}} \tag{353}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{div}\left(f_{P_{1}} f_{P_{2}}\right)=r D_{P_{1}+P_{2}} \tag{354}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\left\langle P_{1}+P_{2}, Q\right\rangle_{r}=f_{P_{1}} f_{P_{2}}\left(D_{Q}\right)=\left\langle P_{1}, Q\right\rangle_{r}\left\langle P_{2}, Q\right\rangle_{r} \tag{355}
\end{equation*}
$$

Hence, the function is linear in the first variable
Looking at the second variable we have
Let $Q_{3}=Q_{1}+Q_{2}$ Let $D_{Q_{2}}=\left[Q_{2}\right]-[\mathcal{O}]$ for $\imath=1 \quad 3$
We know that

$$
\begin{equation*}
D_{Q_{1}}+D_{Q_{2}}=\left[Q_{1}+Q_{2}\right]-[\mathcal{O}]=D_{Q_{3}}=\left[Q_{3}\right]-[\mathcal{O}] \tag{356}
\end{equation*}
$$

Therefore we have

$$
\begin{equation*}
\left\langle P, Q_{3}\right\rangle_{r}=\left\langle P, Q_{1}+Q_{2}\right\rangle_{r}=f\left(D_{Q_{1}}+D_{Q_{2}}\right)=f\left(D_{Q_{1}}\right)+f\left(D_{Q_{2}}\right)=\left\langle P, Q_{1}\right\rangle_{r}\left\langle P Q_{2}\right\rangle_{r} \tag{357}
\end{equation*}
$$

Therefore we have linearity in the second variable

## 332 Reduced Tate Pairing

As we have established in the previous sections, the Well pairing gives a definitive answer, whereas the Tate paring equates to a set of equivalence classes The Weil paring can be used directly for implementing a bilinear function for use with the cryptographic protocols to be described in later chapters However, as it is described above, the Tate pairing is not ideal for use in cryptography We would prefer if the pairing resulted in a definitive answer

To make the Tate paıring useful for cryptography we need a many-to-one mapping that will take all the members of an equivalence class and reduce them to the same result This can be achieved by a simple exponentiation [22]

$$
\begin{equation*}
t_{r}(P, Q)=\langle P, Q\rangle_{r}^{\left(p^{k}-1\right) / r} \tag{358}
\end{equation*}
$$

This is known as the reduced Tate pairing ${ }^{5}$ and gives a definite result in the $r^{\text {th }}$ roots of unity group, which we denote as $\mu_{r}$. From now on, when we mention the Tate pairing it can be assumed that we are talking about the reduced Tate pairing.

### 3.4 Modified Pairings

The Weil and Tate pairings take two distinct (non linearly dependent) arguments. However, many protocols specify a bilinear map where both arguments come from the same group over $\mathbb{F}_{p}$. Therefore, when using a supersingular curve we need a non-rational endomorphism of the form [22]:

$$
\begin{equation*}
\phi: E\left(\mathbb{F}_{p}\right) \rightarrow E\left(\mathbb{F}_{p^{k}}\right) \tag{3.59}
\end{equation*}
$$

This mapping is known as a distortion map [134]. For a supersingular curve a distortion map always exists, whereas, for non-supersingular curves, no such distortion map exists [134]. We do not go into the details of these distortion maps here.

The modified Tate pairing is generally denoted $\hat{t}$ :

$$
\begin{equation*}
\hat{t}: E\left(\mathbb{F}_{p^{k}}\right)[r] \times E\left(\mathbb{F}_{p^{k}}\right)[r] \rightarrow \mu_{r} \tag{3.60}
\end{equation*}
$$

$$
\begin{equation*}
\hat{t}(P, Q)=t(P, \phi(Q)) \tag{3.61}
\end{equation*}
$$

where $\phi(\cdot)$ is used to denote the distortion map.
The distorted Weil pairing is generally denoted $\hat{e}$ :

$$
\begin{equation*}
\hat{e}: E\left(\mathbb{F}_{p^{k}}\right)[r] \times E\left(\mathbb{F}_{p^{k}}\right)[r] \rightarrow \mu_{r} \tag{3.62}
\end{equation*}
$$

$$
\begin{equation*}
\hat{e}(P, Q)=e(P, \phi(Q)) \tag{3.63}
\end{equation*}
$$

[^22]Using all of the above techniques, on a supersingular curve, we can take both points from the same group, use the computationally much more efficient Tate pairing and get a concise result (as opposed to an element of an equivalence class) This is now ideal for cryptography

## 35 Miller's Algorithm for Pairing Computation

The methods that we have given so far are probably of more use to a mathematician than a computer programmer There are much more concise, and therefore scalable methods of computing bilnear maps Miller's algorithm which is based on the 'double and add" algorithm for Point Scalar Multiplication (PSM) is at the centre of the construction of the function $g$ which is at the heart of the Weil and Tate pairings Miller's algorithm takes both points and evaluates a partial function at each stage of an iterative process

Let $D_{S}$ and $D_{T}$ be two divisors of degree $\neq 0$ with no points in common, such that
$1 \operatorname{sum}\left(D_{S}\right)=S$
$2 \operatorname{sum}\left(D_{T}\right)=T$
and, using the same notation as before, let $f_{S}$ and $f_{T}$ be two functions such that
$1 \operatorname{div}\left(f_{S}\right)=r D_{S}$
$2 \operatorname{div}\left(f_{T}\right)=r D_{T}$

Then, the Well parring 19 given as

$$
\begin{equation*}
e_{T}(S, T)=\frac{f_{T}\left(D_{S}\right)}{f_{S}\left(D_{T}\right)} \tag{364}
\end{equation*}
$$

and the Tate pairing can be defined as

$$
\begin{equation*}
\langle S, T\rangle=\frac{f_{S}(T+R)}{f_{S}(R)} \tag{365}
\end{equation*}
$$

Interestingly, the Weil pairing can be expressed $m$ terms of the Tate pairing

$$
\begin{equation*}
e_{r}(S, T)=\frac{\langle T, S\rangle}{\langle S, T\rangle}=\frac{\frac{f_{T}(S+R)}{f_{T}(R)}}{\frac{f_{\varsigma}(T+R)}{f_{S}(R)}} \tag{366}
\end{equation*}
$$

Therefore, both pairings rely on an ability to construct the appropriate function $f_{P}$ with divisor

$$
\begin{equation*}
\operatorname{div}\left(f_{P}\right)=r[P+R]-r[R] \tag{367}
\end{equation*}
$$

with points $P \in E[r]$ and $R \in E$, efficiently
Miller's idea uses successive doubling to get to $r$ However, one techncality is that $\jmath[P+R]-\jmath[R]$, for values $\jmath<r$ are not divisors of functions ${ }^{8}$, however we get a very similar divisor

$$
\begin{equation*}
D_{\jmath P}=\jmath[P+R]-\jmath[R]-[\jmath R]+[\mathcal{O}] \tag{368}
\end{equation*}
$$

So

$$
\begin{equation*}
\operatorname{div}\left(f_{j} P\right)=D_{3 P} \tag{369}
\end{equation*}
$$

Now, assume for a moment that we know $f_{j}\left(Q_{1}\right)$ and $f_{k}\left(Q_{2}\right)$ and let $x_{(\jmath+k)}+d=0$ be the vertical line though $(\jmath+k) P$ Then

$$
\begin{equation*}
\operatorname{dıv}\left(\frac{a x+b y+c}{x+d}\right)=[\jmath P]+[k P]-[(\jmath+k) P]-[\mathcal{O}] \tag{370}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\operatorname{div}\left(f_{(\jmath+k) P}\right)=D_{\jmath P}+D_{k P}+d v v\left(\frac{a x+b y+c}{x+d}\right)=\operatorname{dıv}\left(f_{\jmath} f_{k} \frac{a x+b y+c}{x+d}\right) \tag{371}
\end{equation*}
$$

[^23]To make the example concrete, consider

$$
\begin{equation*}
\operatorname{div}\left(f_{(J+k) P}\right)=\left.\operatorname{div}\left(f_{j P} f_{k P} \frac{a r+b y+c}{x+d}\right)\right|_{Q_{1}=(x, y)} \tag{372}
\end{equation*}
$$

The above equation is often just written as

$$
\begin{equation*}
\operatorname{div}\left(f_{(\jmath+k) P}\right)=\operatorname{div}\left(f_{3 P} f_{k} P \frac{l}{v}\right) \tag{373}
\end{equation*}
$$

where $l$ is the sloping line between the two points ( $3 P$ and $k P$ ) and $v$ is the vertical line passing though $k P$

To conclude

$$
\begin{equation*}
\operatorname{div}\left(f_{P}\right)=r[P+R]-r[R]-[r P]+[\mathcal{O}]=r[P+R]-r[R] \tag{374}
\end{equation*}
$$

Therefore, we have successfully constructed the function $f_{P}$ at the heart of both the Well and Tate Pairıngs

We finish this section by giving a concise algorithm for the construction of the Well and Tate parmgs in Algorithm 31 There is Java code in the accompanying CD-ROM which implements Miller's algorithm

Algorithm 31 is Miller's algorithm for the construction of the reduced Tate pairing

## 36 BKLS Algorithm for Paıring Computation

The BKLS algorithm [14] is a version of Miller's algorithm for efficiently computing the Tate pairing, it makes several improvements for cases that are of cryptographic interest

## 1 Denominator Elimination

If we consider the extremely common 'modified Tate pairing"

$$
\begin{equation*}
\hat{t}(P, Q)=t(P, \phi(Q)) \text { where } P, Q \in E\left(\mathbb{F}_{p}\right)[r] \tag{375}
\end{equation*}
$$

```
Algorithm 31 Miller's algorithm for computation of the reduced Tate paring
INPUT \(P \in E\left(\mathbb{F}_{p^{k}}\right)[r], Q \in E\left(\mathbb{F}_{p^{k}}\right)\)
OUTPUT \(t_{T}(P, Q)\)
```

    Choose suitable \(S \in E\left(\mathbb{F}_{p^{n}}\right)\)
    \(Q^{\prime} \leftarrow Q+S\)
    \(T \leftarrow P\)
    \(m \leftarrow\left\lfloor\log _{2}(r)\right\rfloor-1\)
    \(f \leftarrow 1\)
    while ( \(m \geq 0\) ) do
        \(T \leftarrow 2 T\)
        \(f \leftarrow f^{2} \frac{\left(l\left(Q^{\prime}\right) v(S)\right)}{\left(v\left(Q^{\prime}\right) l(S)\right)}\)
        If \(\left(r_{m}=1\right)\) then
        \(T \leftarrow T+P\)
        \(f \leftarrow f \frac{\left(l\left(Q^{\prime}\right) v(S)\right)}{\left(v\left(Q^{\prime}\right) l(S)\right)}\)
        end if
        \(m \leftarrow m-1\)
    end while
    return \(f \leftarrow f^{\left(p^{k}-1\right) / r}\)
    we see that denominator elimination can be applied
Denominator elimınation can be applied to Miller's algorithm in certain settings By picking parameters as outlined in $[14, \operatorname{Sec} 5]$, the denominator ( $f_{2}$ in 31 ), when exponentiated to $(p-1)^{k / 2} 7$ can be made to become the value $1_{\mathbb{F}^{k}}$, and obviously $x / 1=x$, therefore $f_{2}$ can simply be ignored This halves the amount of computation in Miller's algorithm

## 2 Choice of Subgroup Order

Solinas [128] had previously noted that there are many primes that have Hamming weight as low as three ${ }^{8}$ Using signed binary representation, these primes can be written as $2^{\alpha} \pm 2^{\beta} \pm 1^{9}$ It is possible to construct elliptic curves such that $r$, the order of the group $\mathcal{G}$, is a Solinas prime The reduces the amount of computation from $\approx 15 \lg r$ to $\approx \lg r$

[^24]
## 3 Speeding Up the Final Exponentiation

A sizeable part of the computational effort in evaluating the reduced Tate pairing is the final exponentiation For the $p>3$ and even $k$ case the BKLS algorithm replaces

$$
\begin{equation*}
t=m^{\left(p^{h}-1\right) / r} \tag{376}
\end{equation*}
$$

with

$$
\begin{align*}
x & =\bar{m} / m  \tag{377}\\
t & =x^{\left(p^{k / 2}+1\right) / r} \tag{378}
\end{align*}
$$

where $\bar{m}$ is the complex conjugate of $m$ Calculating the conjugate is very efficient, and the exponent is now much smaller this will lead to a much more efficient implementation

## 4 Fixed Base Pairing Computation

We can optimise the pairing based on repeatedly using the same base point $P$ When using a fixed base point, the same values will recur in repeated pairing computations These values can be computed just once and stored

When applying precomputation to pairings, the coordinates of these points, along with the slopes of the lines that connect the points are stored, as it is these values that are used in the computation of the function $f_{P}$ A series of tuples $\{\lambda, x, y\}$ are stored, one for each point that arises in the calculation of $r P$ Then simply recalculate $f_{P}$ using these stored values and new values for $x_{Q}$ and $y_{Q}$, the co-ordnates of the second point

## 5 Using MNT curves

For a time it was thought that parring based rryptography may have to be restricted to supersingular curves Menezes Okamoto and Vanstone had pointed out that supersingular curves have embedding degree of at most 6 [92] Curves of low embedding degree are ideal for parmg based cryptography As it turns out, it is quite easy to construct (non-supersingular) curves with $k \in\{3,4,6\}$ A method for generating such curves was first described by Mıyajı, Nakabayashı and Takano in [95] (these are known as the MNT curves) Although there is no hard evidence, non-supersingular (a k a 'ordinary") curves are believed to be at least as safe, if not safer than supersingular curves, since they have less structure and there are a lot more of them

Finding curves with larger, but still manageable values of $k$ is an area of great academic interest See for example the work of $[15,16]$ and recently, work by [17]

We now include the BKLS algorithm from [116], where $Q$ is on the twisted curve ${ }^{10}$

```
\(\overline{\text { Algorithm } 32 \text { BKLS algorithm for } k=2 \text { computation of the Tate pairing using the }}\)
Twisted Curve [116]
INPUT \(P \in E\left(\mathbb{F}_{p}\right)[r], Q \in E\left(\mathbb{F}_{p}\right)\)
OUTPUT \(t_{r}(P, Q)\)
```

```
\(f \leftarrow 1\)
```

$f \leftarrow 1$
$A \leftarrow P$
$A \leftarrow P$
$n \leftarrow r-1$
$n \leftarrow r-1$
for ( $2 \ln \lfloor\lg (r)\rfloor-1$ downto 0 ) do
for ( $2 \ln \lfloor\lg (r)\rfloor-1$ downto 0 ) do
$f \leftarrow f^{2} \quad g(A, A, Q)$
$f \leftarrow f^{2} \quad g(A, A, Q)$
If $\left(n_{2}=1\right)$ then
If $\left(n_{2}=1\right)$ then
$f \leftarrow f g(A, P, Q)$
$f \leftarrow f g(A, P, Q)$
end if
end if
end for
end for
$m \leftarrow \bar{m} / m$
$m \leftarrow \bar{m} / m$
$m \leftarrow m^{(p+1) / r}$
$m \leftarrow m^{(p+1) / r}$
return $m$

```
    return \(m\)
```

[^25]
## 37 GHS Optımısations for Parıng Computation

The following three optimisations, which are also in the BKLS paper, are due to Galbraith, Harrison and Soldera in [67] They are observations on the basic Tate pairing that allow it to be implemented more efficiently

## 1 Choice of Points

Compute the pairing using $t(P, Q) \quad P \in E\left(\mathbb{F}_{p}\right)[r]$ Although, for the Tate pairing $P$ does not have to be an element of $E\left(\mathbb{F}_{p}\right)$, making it an element of $E\left(\mathbb{F}_{p}\right)$ results in much smaller representation for $\lambda, x_{P}, y_{P}$ and much more efficient implementation This was coıned "Mıller-Lite" by Solinas at ECC 2003

## 2 Reduce number of $\mathbb{F}_{p^{k}}$ inversions

Another implementational issue that Galbrath, Harrison and Soldera noticed is that Miller's algorithm specifies computing a function $f_{n_{\mathbf{z}}} / f_{d_{v}}$ at each stage and then multiplying these fractions together Obviously, this improvement cannot be used in situations where BKLS [14] denominator elimination already applies

$$
\begin{equation*}
f \leftarrow \frac{f_{n_{1}}}{f_{d_{1}}} \quad \frac{f_{n_{r}}}{f_{d_{r}}} \tag{379}
\end{equation*}
$$

This is much more efficiently implemented as

$$
\begin{array}{rll}
f_{n} & \leftarrow f_{n_{1}} & f_{n_{r}} \\
f_{d} & \leftarrow f_{d_{1}} & f_{d_{r}} \\
f & \leftarrow \frac{f_{n}}{f_{d}} & \tag{382}
\end{array}
$$

requiring only one division

## 3 Use Faster Poınt Scalar Multiplication Technıques

The third observation of Galbraith et al is that one can use windowing methods instead of nave bit by bit double and add The authors claim that this method does not change the number of doublings, only reducing the number of additions Therefore it would probably be of hittle use if using a value $r$ of low Hamming weight

## 38 Products of Parrings

## 381 Solınas' Observation

As noted by Solinas at ECC 2003, it is possible to more efficiently compute the product of two or more reduced Tate parings [129] by using the simple observation that,

$$
a^{e} b^{e}=\left(\begin{array}{ll}
a & b \tag{383}
\end{array}\right)^{e}
$$

As we remarked earlier, the (reduced) Tate pairing requires an application of (some variant of) Miller's algorithm followed by a final exponentiation in order to get a concise result For a given curve, this final exponentiation will always be the same value, and is not in any way dependent on the inputs to the Tate pairing

We use $m$ to denote a non-reduced Tate parıng and $t$ to denote a full (reduced) Tate parring

$$
\begin{array}{rll}
t\left(Q_{0}, P_{0}\right) \quad t\left(Q_{n}, P_{n}\right) & = \\
& =\left\langle Q_{0}, P_{0}\right\rangle^{e} & \left\langle Q_{n}, P_{n}\right\rangle^{e} \\
& =\left(\left\langle Q_{0}, P_{0}\right\rangle\right. & \left.\left\langle Q_{n}, P_{n}\right\rangle\right)^{e} \tag{386}
\end{array}
$$

## 382 Scott's Observation

As noted by Scott in [116], it is possible to implement multi-pairing in a manner simular to multi-exponentiation The idea here is that we only have to do one squaring of $f$, the
'Miller variable" as Scott calls it The basic algorithm is shown in Algorithm 33, where we assume that all of the points are distinct (otherwise, the points could just be added before performing the pairing)

```
Algorithm 33 Multi-Miller algorithm for computation of the product of parings
INPUT \(P_{1}, P_{2} \in E\left(\mathbb{F}_{p^{k}}\right)[r], Q_{1}, Q_{2} \in E\left(\mathbb{F}_{p^{k}}\right)\)
OUTPUT \(t_{r}\left(P_{1}, Q_{1}\right) \quad t_{r}\left(P_{2}, Q_{2}\right)\)
    \(f \leftarrow 1\)
    \(A_{1} \leftarrow P_{1}\)
    \(A_{2} \leftarrow P_{2}\)
    \(n \leftarrow r-1\)
    for ( 2 in \(\left\lfloor\log _{2}(r)\right\rfloor-2\) downto 0 ) do
        \(f \leftarrow f^{2} g\left(A_{1}, A_{1}, Q_{1}\right) \quad g\left(A_{2}, A_{2}, Q_{2}\right)\)
        if \(\left(n_{2}=1\right)\) then
            \(f \leftarrow f g\left(A_{1}, P_{1}, Q_{1}\right) \quad g\left(A_{2}, P_{2}, Q_{2}\right)\)
        end if
    end for
    \(m \leftarrow \bar{m} / m\)
    \(m \leftarrow m^{(p / 2+1) / r}\)
    return \(m\)
```


## 39 Basic Properties of Paırıngs

Whilst there has been a great deal of research done on the efficient implementation of pairings, as outlined in the proceeding sections of this chapter, a great many papers have been written which simply make use of an abstract bilmear map ${ }^{11}$ Many protocols based on parings do not require specific pairings In this section we will look briefly at the properties of the different parings In the rest of this section let the points $P$ and $P^{\prime}$ be two linearly dependent points which are linearly independent of the points $Q$ and $Q^{\prime}$, which are also hnearly dependent

## 391 The Well Pairing

The Weil pairing satisfies the following properties

[^26]- Bilınearity For all $P, P^{\prime}, Q, Q^{\prime} \in E[n]$,

$$
\begin{equation*}
e\left(P+P^{\prime}, Q\right)=e(P, Q) \quad e\left(P^{\prime}, Q\right) \tag{387}
\end{equation*}
$$

and

$$
\begin{equation*}
e\left(P, Q+Q^{\prime}\right)=e(P, Q) \quad e\left(P, Q^{\prime}\right) \tag{388}
\end{equation*}
$$

- Alternating

$$
\begin{equation*}
e(P, P)=1 \tag{389}
\end{equation*}
$$

and

$$
\begin{equation*}
e(P, Q)=e(Q, P)^{-1} \tag{390}
\end{equation*}
$$

- Non-degeneracy

If $e(P, Q)=1$ for all $Q \in E[n]$ then $P=\mathcal{O}$

## 392 The Tate Paırıng

In this section we will concentrate on the reduced Tate pairing since this is the version of the Tate pairing that is used in the construction of cryptographic protocols The reduced Tate pairing satisfies the following properties

- Bilinearity For all $P_{1}, P_{2}, Q_{1}$ and $Q_{2}$ such that $P_{2} \in E(K)[n]$ and $Q_{2} \in$ $E(K) / n E(K)$ then

$$
\begin{equation*}
t\left(P_{1}+P_{2}, Q_{1}\right)=t\left(P_{1}, Q_{1}\right) \quad t\left(P_{2}, Q_{1}\right) \tag{391}
\end{equation*}
$$

and

$$
\begin{equation*}
t\left(P_{1}, Q_{1}+Q_{2}\right)=t\left(P_{1}, Q_{1}\right) \quad t\left(P_{1}, Q_{2}\right) \tag{392}
\end{equation*}
$$

- Alternating As we have already established, if we are using the Tate pairing both points do not have to be the of the same order and so the alternating property is not defined
- Non-degeneracy Suppose $K$ is a finite field For all $P \in E(K)[n], P \neq \mathcal{O}$, there is some $Q \in E(K) / n E(K)$ such that $t(P, Q) \neq 1$ Simılarly, for all $Q \in E(K) / n E(K)$ with $Q \notin n E(K)$ there is some $P \in E(K)[n]$ such that $t(P, Q) \neq 1$


## 393 The Modıfied Tate Paırıng

- Bilinearity For all $P_{1}, P_{2}, Q_{1}$ and $Q_{2}$ such that $P_{\imath} \in E(K)[n]$ and $Q_{2} \in$ $E(K) / n E(K)$ then

$$
\begin{equation*}
t\left(P_{1}+P_{2}, Q_{1}\right)=t\left(P_{1}, Q_{1}\right) \quad t\left(P_{2}, Q_{1}\right) \tag{393}
\end{equation*}
$$

and

$$
\begin{equation*}
t\left(P_{1}, Q_{1}+Q_{2}\right)=t\left(P_{1}, Q_{1}\right) \quad t\left(P_{1}, Q_{2}\right) \tag{394}
\end{equation*}
$$

- Alternating Since we are now using the modified Tate parring we have the requirement that both points be of the same order So, unlike the regular Tate pairing we can swap the order of the points For the modified Tate pairing we have the following relationship

$$
\begin{equation*}
e(P, Q)=e(Q, P) \tag{395}
\end{equation*}
$$

- Non-degeneracy Suppose $K$ is a finte field For all $P \in E(K)[n], P \neq \mathcal{O}$, there is some $Q \in E(K) / n E(K)$ such that $t(P, Q) \neq 1$ Simılarly, for all $Q \in E(K) / n E(K)$ with $Q \notin n E(K)$ there is some $P \in E(K)[n]$ such that $t(P, Q) \neq 1$


## 310 Strategies for Pairing Computation on a Smart card

In this section we look at alternative strategies that are of use for implementing parings on smart cards, such as "Chip \& PIN" credit cards or SIM's'12 We explot the idea of Chevallier-Mames et al [52]

A typical smart card has a very strictly defined API for interacting with the rest of the world The smart card should have some externally inaccessible memory locations These memory locations should be used to hold sensitive information such as private keys etc It is not possible to read memory locations directly and access to memory is via the card's API, and some logic circuitry on the card

Functions that makes use of the private data (key) should also be on the card For example, consider RSA signing, In this case, an RSA decryption exponent and modulus ( $d, N$ ) must be present on the card, along with a function $f$ that implements the signing algorithm Any application that wishes to make use of these private keys must, for example, supply all of the other arguments to $f$, in this case the message Therefore, any card requires (Just like any computer), a certann amount of storage and a certan amount of logic circuitry

Chevaller-Mames et al suggested a smart card on which no computer program was implemented on the rard - the card had no ROM The code was held on the (much more powerful) terminal This is elegant as exactly the same card could be used for multıple tasks depending on the program (terminal) used Any instructions that are given to the card must be signed by the program's author

In joint research with Gemplus ${ }^{13}$, we developed a solution similar to that of ChevallierMames et al The idea here was not to disembed the program, but to go one level deeper and disembed the computationally expensive pairing Obviously our card would need to be more aware of its environment than the card they describe The two objectives of this research were

[^27]

Figure 3.1: A basic interpretation of Chevallier-Mames et al's idea

- Make use of existing cards that are already in production at Gemplus. Would it be possible to implement pairing based protocols on Gemplus cards designed for use with regular ECC algorithms?
- Faster pairings for smart cards. Would utilising a powerful terminal make pairings on a card faster than just implementing the pairing on the card?

We developed a protocol that was to be run between a smartcard and a terminal. The card would output a series of values to the terminal. The card would then receive responses from the terminal. The desired outcome of a run of the protocol was that the card would obtain the result of the pairing and the terminal would not obtain any secret information (such as private keys) from the card. The protocol was to be designed in such a way that:

1. The computationally expensive pairing computation was to be off-loaded to the computationally more powerful terminal. The card was to only use algorithms that it could already implement ${ }^{14}$.
[^28]2 The smart card would be able to detect a cheating terminal, abort and return the $\perp$ symbol

Formally, a protocol is said to be a secure pairing delegation protocol if the following conditions hold [51]

- Completeness After completion of the protocol with an honest terminal, the card obtains $e(A, B)$, except with negligible probability
- Secrecy A (possibly cheating) terminal should not learn any information about the secret point or points being paıred More formally, for any malicıus terminal $\mathcal{T}$, there exists a simulator $S$ such that for any points $A, B$, the output of $S$ is computationally indistinguishable from $\mathcal{T}$ 's view $S$ is not given $A$ or $B$ as input
- Correctness The card should be able to detect a cheating terminal, except with negligible probability More formally, for any cheating terminal $\mathcal{T}$ and for any $A, B$, the card outputs either $\perp$ or $e(A, B)$, except with negligible probability

We came up with a number of solutions to this problem These solutions work in a variety of situations, however, the most practical protocols are shown below

Here we show only two of the protocols that we developed

1 Two public points ${ }^{15}$, with one constant point This is useful for encryption in Boneh and Franklın's IBE scheme (see Ch 6 for a detailed description of this scheme), where one point is public and constant (the KGC's $P_{p u b}$ ), and one point is public and variable (the recipient's public key $Q_{I D}$ ) Here we reasonably assume that the ciphertext mask in Boneh and Franklin's IBE is calculated in two parts

Boneh and Franklı's IBE encryption

$$
\begin{align*}
g & =e\left(P_{p u b}, Q_{I D}\right)  \tag{396}\\
\mathcal{M} & =g^{x} \tag{397}
\end{align*}
$$

[^29]2 The paring of two points, one of which is publir and the other of which is private and constant This is useful for Boneh and Frankln's IBE decryption or Sakaı and Kasahara s IBE decryption (see Ch 6 for a detalled description of this scheme), where one point is an element of the ciphertext and the other element is a long term private key, which will remain constant over many decryptions

Boneh and Franklın's IBE decryption

$$
\begin{equation*}
M=e\left(R, s Q_{I D}\right) \tag{398}
\end{equation*}
$$

Sakaı and Kasahara's IBE decryptıon

$$
\begin{equation*}
M=e\left(R,(s+\imath d)^{-1} Q\right) \tag{399}
\end{equation*}
$$

In the first case, we propose the following protocol

## 3101 Constant public $A$ and public $B$

The card and the terminal are given as input a description of the groups $\mathcal{G}$ and $\mu_{r}$, and a description of the bilinear map $e \mathcal{G} \times \mathcal{G} \rightarrow \mu_{r} \quad$ Moreover, the card receives and stores the tuple ( $e(A, Q), Q$ ) for some random $Q \in \mathcal{G}$ These two elements are trusted to be related as described, and so are assumed to have come from a trusted party These two values will act as reference values in future calculations by the card The point $Q$ and the value $e(A, Q)$ are kept private by the card The card is given as input the point $B$ and must eventually output $e(A, B)$

The card generates a random $x \in \mathbb{Z}_{r}^{*}$ and queries the following pairings to the terminal

$$
\begin{align*}
& \alpha_{1}=e(A, B),  \tag{3100}\\
& \alpha_{2}=e(A, x B+Q) \tag{3101}
\end{align*}
$$

The card checks that

$$
\begin{equation*}
\alpha_{1}^{T} \quad e(A, Q)=\alpha_{2} \tag{3102}
\end{equation*}
$$

and that $\alpha_{1}^{r}=1_{\mu_{r}}$ In this case, it outputs $\alpha_{1}$, otherwise it outputs $\perp$
The protocol requires only one scalar multiplication and two exponentiations in $\mu_{r}$, it can also make use of existing hardware that efficiently implements point scalar multiplıcation Efficient point scalar multıplication is a more mature area than efficient pairing implementation

Theorem 3101 The previous protocol with constant publuc $A$ and publuc $B$ is a secure parring delegation protocol

Proof We do not have to prove the secrecy property since both points being pared are public values

The completeness property is straightforward to establish The protocol's correctness is shown as follows Let $b$ be such $B=b P$ Let $q$ be such that $Q=q P$ Let

$$
\begin{equation*}
u=x b+q \bmod r \tag{3103}
\end{equation*}
$$

which gives $x B+Q=u P$ We have that the terminal's view is entirely determined by ( $b, u$ ) and by the randomness used by $\mathcal{T}$ Since $x$ and $q$ are randomly selected from $\mathbb{Z}_{r}^{*}$, we obtain that the distribution of $x$ is independent from the terminal's view

Let $\beta_{1}, \beta_{2}$ be such that

$$
\begin{align*}
& \alpha_{1}=e(A, B) e(A, P)^{\beta_{1}}  \tag{3104}\\
& \alpha_{2}=e(A, x B+Q) e(A, P)^{\beta_{2}} \tag{3105}
\end{align*}
$$

We have that $\beta_{1}, \beta_{2}$ are a function of the terminal's view, and that $\alpha_{1}=e(A, B)$ if $\beta_{1}=0$ Moreover, we obtain from 3102 that the card outputs $\alpha_{1}$ iff

$$
\begin{equation*}
x \beta_{1}=\beta_{2} \quad \bmod r \tag{3106}
\end{equation*}
$$

Now, we know that $\beta_{1} \neq 0$ Then since $\beta_{1}$ and $\beta_{2}$ are a function of the termmal's view, and the distribution of $r$ is independent from the terminal's view, equality ( 3106 ) holds with probability at most $1 / r$ Therefore, for any cheating terminal, the card outputs either $\perp$ or the correct $e(A, B)$, except with probability at most $1 / r$

In the second case we have

## 3102 Constant prıvate $A$ and public $B$

The card and the terminal are given as input a description of the groups $\mathcal{G}$ and $\mu_{r}$, and a description of the bilinear map e $\mathcal{G} \times \mathcal{G} \rightarrow \mu_{r}$ Moreover, the card receives $e(A, Q)$ for some random $Q \in \mathcal{G}$ The points $A, Q$ and the value $e(A, Q)$ are kept private by the card The card is given as input the point $B$ and must eventually output $e(A, B)$

The card generates random $x, y, z \in \mathbb{Z}_{r}^{*}$ and queries the following parings to the terminal

$$
\begin{align*}
\alpha_{1} & =e(x A, B),  \tag{3107}\\
\alpha_{2} & =e(y A, z(B+Q)) \tag{3108}
\end{align*}
$$

The card computes

$$
\begin{align*}
e_{A B} & =\alpha_{1}^{x^{-1}}  \tag{array}\\
\alpha_{3} & =\alpha_{2}^{(y z)^{-1}} \tag{3110}
\end{align*}
$$

The card checks that

$$
\begin{equation*}
e_{A B} \quad e(A, Q)=\alpha_{3} \tag{3111}
\end{equation*}
$$

and that $e_{A B}^{r}=1$ In this case, it outputs $e_{A B}$, otherwise it outputs $\perp$ The protocol requires only 3 scalar multıplications and 3 exponentiations m $\mu_{r}$

Theorem 3102 The previous protocol with constant private $A$ and public $B$ is a secure parring delegatron protocol

Proof The protocol's completeness is easily established The protocol's secrecy follows from the fact that the terminal receives only randomly distributed points The protocol's correctness is established as follows Let $b$ be such $B=b P$ Let $q$ be such that $Q=q P$ Let

$$
\begin{equation*}
u=z(b+q) \quad \bmod r \tag{3112}
\end{equation*}
$$

which gives $z(B+Q)=u P$ The terminal's view is then entirely determined by $(b, u, x A, y A)$ and by the randomness used by $\mathcal{T}$ Since $z$ and $q$ are randomly generated in $\mathbb{Z}_{r}^{*}$, we obtain that the distribution of $z$ is independent from the terminal's view Let $\alpha_{1}, \alpha_{2}$ be such that

$$
\begin{align*}
& \alpha_{1}=e(x A, B)^{1+\beta_{1}}  \tag{3113}\\
& \alpha_{2}=e(y A, B+Q)^{1+\beta_{2}} \tag{3114}
\end{align*}
$$

We have that $\alpha_{1}$ and $\alpha_{2}$ are a function of the terminal's view Moreover, we obtain

$$
\begin{align*}
e_{A B} & =e(A, B)^{1+\beta_{1}}  \tag{3115}\\
\alpha_{3} & =e(A, B+Q)^{1+\beta_{2}} \tag{3116}
\end{align*}
$$

Therefore, $e_{A B}=e(A, B)$ iff $\beta_{1}=0$ Moreover, we obtain from (3111) that the card outputs $e_{A B}$ iff

$$
\begin{equation*}
e(A, B+Q)^{\beta_{1}}=e(A, B)^{\beta_{2}} \tag{3117}
\end{equation*}
$$

which gives

$$
\begin{equation*}
b \beta_{1}=(b+q) \beta_{2} \quad \bmod r \tag{3118}
\end{equation*}
$$

Then since $b, \beta_{1}, \beta_{2}$ are a function of the terminal's view, and the distribution of $x$ is unform in $\mathbb{Z}_{r}^{*}$, mdependent of the termnal's view, we obtain that if $\beta_{1} \neq 0$, the equality 3118 holds with probability at most $1 / r$ Therefore, for any cheating terminal, the card outputs ether $\perp$ or the correct $e(A, B)$, except with probability $1 / r$

## 311 Conclusion

In this section we have given, in the Well and Tate pairings, concrete examples of the parings that we will be using to mplement the various cryptographe protocols that we go on to describe in the following chapters We have given arcompanying code in the appendices We have shown some of the tricks that can be used, in cases of cryptographic interest, and shown this to be a progressive area of research

We have shown some techniques that could be used to convert existing Gemplus smart cards into cards suitable for use with paring based protocols Although we do not have precise timings for these results we were told that the time to implement a paring on a card is greater than 2 seconds, whereas with our scheme it took approximately $1 / 2$ second [96] ${ }^{16}$

[^30]
## Chapter 4

## Cryptographically Hard Problems

In this chapter we explain some mathematical, complexity theoretic and number theoretic concepts These concepts are reasonably straightforward, but are sometimes clouded in mathematical language that only serves to discourage their understanding We explain what is meant by a cryptographically hard problem There are certan problems that are believed to be intractable Cryptographic systems can be based on these problems

These intractable problems are sard to be cryptographically hard or computationally infeasible in certain settings The following definitions are all taken from the American government run National Institute of Standards in Technology (NIST) [20] Another useful reference for this material is [65] These definitions are for the technical meaning of these terms and may duffer from those found in a non-specialist dictionary, but are appropriate for this thesis

Definition [20] Algorithm A computable set of steps to achieve a desired result

In layman's terms, any computer program could be described as implementing an algorithm The type of algorithms that we are interested in are those that solve cryptographically hard problems

Definition [20] big-O notation $f(n)=O(g(n))$ means there are positive constants $c$ and $k$, such that $0 \leq f(n) \leq c g(n)$ for all $n \geq k$ The values of $c$ and $k$ must be fixed for the
function $f$ and must not depend on $n$.
The complexity of an algorithm is expressed using what is called "big-O" notation. BigO notation is used to used to describe an asymptotic upper bound for the magnitude of a function in terms of another, usually simpler, function [65]. For the algorithms that we will be examining here, we are interested in limits in running time and storage.

Definition [20] Linear time: The measure of computation, $m(n)$ (usually execution time or memory space), is bounded by a linear function of the problem size, $n$. More formally $m(n)=O(n)$.

Definition [20] Polynomial time: When the execution time of a computation, $m(n)$, is no more than a polynomial function of the problem size, $n$. More formally $m(n)=O\left(n^{k}\right)$ where $k$ is a constant.

Definition [20] Exponential time algorithm: In complexity theory, the measure of computation, $m(n)$ is bounded by an exponential function of the problem size, $n$. More formally if there exists a $c>1$ such that $m(n)=O\left(c^{n}\right)$.

Definition [20] Moderately (Sub) Exponential time algorithm: The measure of computation, $m(n)$ is more than any polynomial $n^{k}$, but less than any exponential $c^{n}$ where $c>1$.

Cryptographic systems should be based on problems which are intractable:
Definition [20] Intractable: A problem for which no algorithm exists which computes all instances of it in polynomial time.

When we develop a cryptographic protocol, such as we do in Ch. 5, 6, 7, and 8 , we wish to link the difficulty of breaking the system with the ability to solve an intractable problem. We will show this in detail when we give security arguments for the schemes that we develop.

Fundamentally there are three intractable problems that cryptosystems are based around.

- Integer Factorisation Problem (a k a factoring) [91, Ch 3] Given a positive integer $n$, find its prime factorization, that 1 s , write $n=p_{1}^{e_{1}}, p_{2}^{e_{2}}, \quad, p_{k}^{p_{k}}$ where the $p_{2}$ are pairwise distinct primes and each $e_{\imath} \geq 1$
- (Generalised) Discrete Logarithm Problem [91, Ch 3] Given a finite cychic group $\mathcal{G}$ of order $n$, a generator $\alpha$ of $\mathcal{G}$, and an element $\beta \in \mathcal{G}$, find the integer $\tau$, $0 \leq x \leq n-1$, such that $\alpha^{x}=\beta$
- Shortest Vector Problem Given a lattice $L$, find the shortest non-sero vector contaned in $L$ There may be several vectors of the same length This is the basis of NtruEncrypt [75] and other lattice based cryptosystems

Usually we do not know if the underlying problem really is intractable But these are well studied problems, and no known efficient algorithms to solve them exist That is why they are sometimes referred to as 'assumed to be hard" problems

## 41 Cryptographically Hard Problems Over Elliptic Curves

In the specific area of pairing based cryptography the following is a list of important problems Some are intractable, and others, with current knowledge, can only be solved using bilnear maps This hist is not exhaustive and the number of intractable problems in this area is growing Some work in proposing new hard problems has been done by Boneh and Boyen and others Other researchers feel uncomfortable trusting new, less well studied problems The belief that a problem is intractable grows the more that problem is studied The groups $\mathcal{G}$ and $\mu_{r}$, that we refer to in the list, are those groups such that a bilinear nap operates $\hat{e} \mathcal{G} \times \mathcal{G} \rightarrow \mu_{r} \quad$ We assume that $\langle P\rangle=\mathcal{G},\langle g\rangle=\mu_{r}$, and that $g=\hat{e}(P, P)$

A few good references for this section are [91, ch 3], [140] and [12] In this section we concentrate on problems that require use of a distortion map (and so must be implemented over a supersingular curve) For each of these problems there is a corresponding "co" problem which can be set over non-supersingular curves

- Bilinear Diffie-Hellman Problem Given $P, x P, y P$ and $z P \in \mathcal{G}$, Compute $g^{x y z} \in \mu_{r}$

This problem is intractable

- Decisional Diffie-Hellman in $\mathcal{G}$ Given $P, x P, y P$ and $z P \in \mathcal{G}$, Decide if $x y=z$

This problem is easy using the bilnear map Simply check the following equality

$$
\begin{equation*}
\hat{e}(x P, y P) \stackrel{?}{=} \hat{e}(P, z P) \tag{array}
\end{equation*}
$$

- Decisional Diffie-Hellman in $\mu_{r}$ Given $g, g^{x}, g^{y}$ and $Z \in \mu_{r}$, Decide if $Z=g^{x y}$ ? This problem is intractable
- Computational Diffie-Hellman in $\mathcal{G}$ Given $P, x P$ and $y P \in \mathcal{G}$, Compute $x y P$ This problem is intractable
- Computational Diffie-Hellman in $\mu_{r}$ Given $g, g^{x}$ and $g^{y} \in \mu_{r}$, Compute $g^{x y}$ This problem is intractable
- Discrete Logarithm Problem in $\mathcal{G}$ Given $P$ and $x P \in \mathcal{G}$, Compute $x$ This problem is intractable
- Discrete Logarithm Problem in $\mu_{r}$ Given $g$ and $g^{x} \in \mu_{r}$, Compute $x$ This problem is intractable
- Inverse Computational Diffie-Hellman Problem in $\mathcal{G}$ Given $P$ and $x P \in \mathcal{G}$, Compute $x^{-1} P$

This problem is intractable

- Inverse Computational Diffie-Hellman Problem in $\mu_{r}$ Given $g$ and $g^{x} \in \mu_{r}$, Compute $g^{x^{-1}}$

This problem is intractable

- Inverse Decisional Diffie-Hellman Problem in $\mathcal{G}$ Given $P, x P$ and $Z \in G$, Decide if $Z=x^{-1} P$

This problem can be solved using the bilinear map

$$
\begin{equation*}
\hat{e}(x P, Z) \stackrel{\imath}{=} \hat{e}(P, P) \tag{42}
\end{equation*}
$$

- Inverse Decisional Diffie-Hellman Problem in $\mu_{r}$ Given $g, g^{x}$ and $\gamma \in \mu_{r}$, Decide if $\gamma=g^{x^{-1}}$

This problem is intractable

- Divisible Computational Diffie-Hellman Problem in $\mathcal{G}$ Given $P, x P$ and $y P \in \mathcal{G}$, Compute $(x / y) P$

This problem is intractable

- Divisible Computational Diffie-Hellman Problem in $\mu_{r}$ Given $g, g^{x}$ and $g^{y} \in$ $\mu_{r}$, Compute $g^{x / y}$

This problem is intractable

- Divisible Decisional Diffie-Hellman Problem in $\mathcal{G}$ Given $P, x P, y P$ and $Z \in \mathcal{G}$,

Decide of $Z=(x / y) P$
This problem is intractable

- Divisible Decisional Diffie-Hellman Problem in $\mu_{r}$ Given $g, g^{x}, g^{y}$ and $Z \in \mu_{\tau}$, Compute $Z=g^{x / y}$

This problem is intractable

- Square Computational Diffie-Hellman Problem in $\mathcal{G}$ Given $P$ and $x P \in \mathcal{G}$,

Compute $x^{2} P$
This problem is intractable

- Square Computational Diffie-Hellman Problem in $\mu_{r}$ Given $g$ and $g^{x} \in \mu_{r}$, Compute $g^{x^{2}}$

This problem is intractable

- Square Decisional Diffie-Hellman Problem in $\mathcal{G}$ Given $P, x P$ and $Z \in \mathcal{G}$, Decide of $Z=x^{2} P$

This problem can be solved using a bilinear paring

$$
\begin{equation*}
e\left(P, x^{2} P\right) \stackrel{?}{=} e(x P, x P) \tag{43}
\end{equation*}
$$

- Square Decisional Diffie-Hellman Problem in $\mu_{r}$ Given $g, g^{x}$ and $\gamma \in \mu_{r}$, Decide if $\gamma=g^{x^{2}}$
This problem is intractable
- Bilinear Pairing Inversion Problem Given $P \in G$ and $\gamma \in \mu_{r}$, where $\gamma=$ $\hat{e}(P, Q) \in \mu_{r}$, Compute $Q \in \mathcal{G}$

This problem is intractable

- Bilinear Inversion Diffie-Hellman Problem Given $P, a P, b P \in G$, Compute $e(P, P)^{a^{-1} b} \in \mu_{r}$

This problem is intractable

- q-Strong Diffie-Hellman Problem Given the $(q+1)$-tuple $\left\{P, x P, x^{2} P, \quad, x^{q} P\right\} \in \mathcal{G}^{q+1}$, where $q \geq 1$, Calculate a tuple $\left((x+y)^{-1} P, y\right)$

This problem is intractable

- q-Bilnear Diffie-Hellman Inverse problem Given the ( $q+1$ )-tuple $\left\{P, x P, x^{2} P, \quad, x^{q} P\right\} \in \mathcal{G}^{q+1}$, where $q \geq 1$, Compute $g^{x^{-1}} \in \mu_{r}$
This problem is intractable
- Decisional q-Bilinear Diffie-Hellman Inverse problem Given the $(q+1)$-tuple $\left\{P, x P, x^{2} P, \quad, x^{q} P\right\} \in \mathcal{G}^{q+1}$, where $q \geq 1$ and $Z \in \mu_{r}$, Decide if $Z=g^{x^{-1}}$, where $g=e(P, P)$
This problem is intractable

Some assumptions are said to be stronger than others, and conversely some are sand to be weaker When an assumption $\mathcal{A}$ is said to be weak with respect to another assumption $\mathcal{B}$, it implies that the underlying problem of $\mathcal{A}$ is at least as difficult, if not more difficult than the problem underlying assumption $\mathcal{B}$ This is demonstrated by showing that an oracle that can break $\mathcal{A}$ can be used to break $\mathcal{B}^{1}$, but not being able to show the inverse

We are confident that the indicated problems are indeed intractable If the security parameter 15 chosen to be large enough, that $1 s$, if $r$, the order of the groups $\mathcal{G}$ and $\mu_{r}$ is a prime of at least $2^{160}$, then solving the above problems is currently computationally infeasible It is extremely important that $\mathcal{G}$ and $\mu_{r}$ are chosen carefully, and standardisation bodies, such as NIST or IEEE usually publish suitable parameters ${ }^{2}$ We will assume for the remainder of this thesis that $r$, the order of $G$ and $\mu_{r}$ is prime

## 42 Methods of Solving the Discrete Logarithm Problem

We now look at some of the best methods used to attack the elliptic curve discrete logarithm problem The most important method used to attack the discrete logarıthm problem over finate fields is the Index Calculus Attack However this method cannot be apphed directly to elliptic curves We will explain the reason for this $m$ detall later in this section, however, the important implication of this is that ECC can use smaller key szzes than dascrete logarithm systems over finite fields, for the same conjectured level of security Since smaller key sizes generally mean less computationally expensive algorithms, this has resulted in the widespread use of ECC in constrained devices such as wireless microcontrollers and mobile phones

For clarıty, we state once again the discrete logarithm problem over ellıptıc curves

- EC Discrete Logarithm Problem Given linearly dependent points ${ }^{3} P$ and $Q \in \mathcal{G}$

[^31]Calculate $x \in \mathbb{Z}_{r}^{*}$, such that $Q=x P$
Obviously one naive method of solving the discrete logarithm problem over elliptic curves is to try all possible values $a \in \mathbb{Z}_{r}^{*}$, where $r$ is the order of the group $\mathcal{G}$ This is known as the exhaustive search method But there are much better algorithms for solving the EC discrete logarithm problem

## 421 Shank's Baby Step Grant Step Method

The Baby Step Giant Step method was developed by Shanks in [119] It is a time versus memory trade-off of the exhaustive search algorithm The idea here is to break the problem down into two smaller problems that both have $\approx \sqrt{r}$ steps, where $r$ is the order of the group $\mathcal{G}$ One part of the algorithm takes "Giant" steps amongst elements of the group $\mathcal{G}$, whereas the other part of the algorithm takes "Baby" steps

The algorithm proceeds as follows
Let $m=\lceil\sqrt{r}$, where $r$ is the order of $P$ If $Q=x P$, then $x$ can be written as $x=\imath m+\jmath$, where $0 \leq \imath, \jmath \leq m \quad$ Therefore $x P=\imath m P+\jmath P \quad$ This equation can be rewritten, $x P-\imath m P=\jmath P$ This is the basıs of the Baby Step Giant Step algorithm

- Construct a table of size $m$ and populate this table with tuples for $(J, \jmath P)$, for all values $0 \leq \jmath \leq m$ Sort this table in ascending order based on the $\jmath P$ values
- Calculate the value $\imath m P$, for $\imath=0$ (this will be $\mathcal{O}$ ) Check if $x P-\imath m P \stackrel{?}{=} \jmath P$ If not, increment $\imath$, and repeat until the verification equation $x P-\imath m P \stackrel{?}{=}{ }_{\jmath} P$ is true
- Return the value $x=\imath m+\jmath \bmod r$ This is the discrete logarithm of $x P$ with respect to $P$

Shank's Baby Step Grant Step algorithm requires $O(\lceil\sqrt{r})$ storage, and $O(\lceil\sqrt{r})$ point scalar multıplications When $r \approx 2^{160}$, this attack would require approximately $2^{81}$ operations, and a table with $2^{80}$ storage entries and on average $15 \times 2^{80}$ point scalar multiplications Whilst being a huge improvement on the exhaustive search algorithm which would require on average $2^{159}=O(r)$ point additions, this is still impractical

## 422 Pollard's $\rho$ Method

We now look at Pollard's $\rho$ method for solving the discrete logarithm problem [105] Again we start off with the same basic problem, which is, given $P$ and $Q$, such that $Q=x P$, find $x$ The crux of Pollard's algorithm is to find two different ways of expressing any point in terms of the points $P$ and $Q$ Say for example we know that $R=a P+b Q$, and that $R=k P+y Q$ Then we have $a P+b Q=k P+y Q$, but we also know $Q=x P$, so we have $a P+b x P=k P+y x P$ which gives $(a-k) P=(y-b) x P$ which imples $x=(a-k)(y-b)^{-1}$ $\bmod r$

Formally, Pollard's algorithm needs a random function $f \quad \mathcal{G} \rightarrow \mathcal{G} \times \mathbb{Z}_{r}^{*} \times \mathbb{Z}_{r}^{*} f$ is a pseudo-random function That is, given the same input point, it will always return the same random output point However, we also need the function to return useful additional information about the point that is returned The function also returns two elements in $\mathbb{Z}_{r}^{*}$, these are the coefficients $k$ and $y$ in the equation $X=k P+y Q$, where $X$ is the point returned by the function, and $P$ and $Q$ are the points for which the discrete logarithm of $Q$ with respect to $P$ is to be determined

If the function $f$ is truly random, the expected running time of this algorithm is approximately $O(\sqrt{r})$ due to the birthday paradox, where $r$ is the order of $\mathcal{G}$ All of the points that are generated $\left\{X_{0}, X_{1}, \quad, X_{n}\right\}$ need to be stored, and this list needs to be searched though every time to see if we have a match between the current point and any previous point

However, Floyd [63] has proposed a more elegant solution, Floyd's cycle finding algorithm, which make use of a slow moving pointer (sometimes called a tortoise) and a fast moving pointer (sometimes called a hare) proceeds as follows

- make a pointer to the first element (the hare)
- make a pointer to the first element (the tortonse)
- advance the hare by two iterations for every one iteration by the tortoise
- since the group is finite and cychc the hare and tortorse will meet

The total amount of computation for this algorithm is $O(\sqrt{r})$ Again, the value $x$ is recovered as $x=(a-k)(y-b)^{-1} \bmod r$, where the two representations of the point recovered are $R=k P+y Q$ and $R=a P+b Q$ Pollard's $\rho$ method is probabilistic, meaning that it is not guaranteed to finish within this computational bound, but it is expected to do so with very high probability

## 423 Pollard's $\lambda$ Method

Pollard's $\lambda$ method [105] is very simılar to Pollard's $\rho$ algorithm It relies on a sımılar method of finding a point that can be represented in two separate ways using the points $P$ and $Q$ as a bass It also uses a random function $f$ The mam idea here is that one can use several random starting points $\left\{P_{0}, \quad, P_{n}\right\}$ The name $\lambda$ comes from the fact that the algorithm starts at 2 (or more) separate points and converges Once the two "walks" meet they will concide thereafter This is reminiscent of the greek letter $\lambda$ Again this algorithm, like Pollard's $\rho$ algorithm, is probabilistic

## 424 The Index Calculus Attack

The index calculus method is an ingenious way to calculate the discrete logarithm of a one element with respect to a generator element in a finite field $\mathbb{F}_{p}$ It is one of the most powerful attacks aganst the discrete logarithm problem over the finite field However, we must point out from the start that the index calculus attack cannot be used directly aganst elliptic curves ${ }^{4}$ This is extremely important, as it is this fact that allows us to use much smaller key sizes for elliptic curve cryptosystem See Table 41 for details

The reason that the index calculus attack does not work in the elliptic curve setting is that it requires elements of the group $\mathcal{G}$ be factored If we take elements in the finte field

[^32]| ECC key size (bıts) | El Gamal key sıze (bits) | Ratıo ECC/El Gamal |
| :---: | :---: | :---: |
| 163 | 1024 | 0159 |
| 256 | 3072 | 0083 |
| 384 | 7680 | 005 |
| 512 | 15360 | 003 |

Table 41 Key Sizes needed for Comparable Security [40, with reference to NIST]
$\mathbb{F}_{p}$, they are the integers $\{0,1, \quad,(p-1)\}$ These numbers can usually be easily factored The series of prime factors is called the factor base

Let $p$ be a large prime and $g$ be a generator element of the group $\mathbb{F}_{p}^{*}$ Then any element $h \in\{1, \quad,(p-1)\}$ can be written as

$$
\begin{equation*}
h=g^{k} \quad \bmod p \tag{4}
\end{equation*}
$$

for some unique $k$ with $0 \leq k \leq p-2 k$ is the discrete logarithm of $h$ with respect to the base $g$

Now, let $h$ be an integer, and let $h^{\prime}=g^{k^{\prime}} \bmod p$ be another integer Then we know that

$$
h h^{\prime}=\left(\begin{array}{ll}
g^{h} & g^{k^{\prime}} \tag{45}
\end{array}\right) \quad \bmod p
$$

or

$$
\begin{equation*}
h \quad h^{\prime}=\left(g^{k+k^{\prime}}\right) \quad \bmod p \tag{46}
\end{equation*}
$$

We also know that $h^{2}=h \quad h=g^{k+k}=g^{2 k} \bmod p$
Also, any integer can be expressed as

$$
\begin{equation*}
n=h_{0}^{e_{0}} \quad h_{1}^{e_{1}} \quad h_{n}^{e_{n}} \tag{47}
\end{equation*}
$$

where $\left\{q_{0} \quad q_{n}\right\}$ are the factors of $n$ and $e_{2} \geq 1$ The goal of the Index Calculus attack is
to build up a table of 2-tuples $(q, k)$, where $q$ is a factor of $n$ and $q=g^{k} \bmod p$ Once we are able to express $n \mathrm{~m}$ terms of factors for which we know the appropriate $k$ we can solve the discrete logarithm problem

If we view ( $q_{2}, k_{2}, e_{2}$ ) as a matching set, and $n$ can be factored as

$$
\begin{equation*}
q^{x}=n=q_{0}^{e_{0}} \quad q_{1}^{e_{1}} \quad q_{n}^{e_{n}} \tag{48}
\end{equation*}
$$

which is the same as

$$
\begin{equation*}
g^{x}=n=g^{k_{0} e_{0}} g^{k_{1} e_{1}} \quad g^{k_{n} e_{n}} \tag{49}
\end{equation*}
$$

then

$$
\begin{equation*}
x=k_{0} e_{0}+k_{1} e_{1}+\quad+k_{n} e_{n} \bmod (p-1) \tag{410}
\end{equation*}
$$

We will now give a trivial example of the index calculus method in action Suppose one wants to find the discrete logarithm of 15 to the base $3 \bmod 23,1 \mathrm{e}$ find $x$ such that

$$
\begin{equation*}
8=3^{x} \quad \bmod 23 \tag{411}
\end{equation*}
$$

First, build up a factor base The factor base is a relatively small subset of the elements of $\mathcal{G}$, such that a signoficant fraction of elements of $\mathcal{G}$ can be efficiently expressed as products of elements from the factor base For each element in the factor base, the discrete logarithm for that element (to the base $g$ ) is known For example,

$$
\begin{align*}
3 & =3^{1} \bmod 23  \tag{412}\\
9 & =3^{2} \bmod 23  \tag{413}\\
4 & =3^{3} \bmod 23  \tag{414}\\
12 & =3^{4} \bmod 23  \tag{415}\\
13 & =3^{5} \bmod 23  \tag{416}\\
16 & =3^{6} \bmod 23  \tag{417}\\
2 & =3^{7} \bmod 23 \tag{418}
\end{align*}
$$

From these equations we can buld up a table of $\left(x, g^{x}\right)$ pairs This is the factor base We then use these values to compute the discrete logarithm for any other element For example, we have

$$
\begin{equation*}
8=4 \quad 2=3^{3} \quad 3^{7}=3^{3+7} \quad \bmod 23 \tag{419}
\end{equation*}
$$

and so
$x=10$
The above is a very basic example, meant only to let the reader understand the basic operation of the index calculus attacks A more complex example is given in [137]

## 425 The MOV Attack

Menezes, Okamoto, and Vanstone (MOV) [92] proposed the following attack that reduces the EC-DLP to a DLP in a finite field The idea is that the $r^{\text {th }}$ roots of unity group is a subgroup of a finite field Therefore we can use the following observation to allow the apphcation of powerful Index Calculus attacks on EC-DLP

Given $P$, a point of order $r$, and $Q=x P$, find $x$
First select a suitable constant point $T$, the second input to the bilnear pairing $e$ Then
compute the following paring values

$$
\begin{align*}
e(P, T) & =g \in \mu_{r}  \tag{420}\\
e(Q, T) & =e(P, T)^{x}=q^{x} \in \mu_{r} \tag{421}
\end{align*}
$$

Now solve for $x$, using the values $g$ and $g^{x}$
Although this looks a very simılar problem, it is now set in a finite field where it can be solved using index calculus methods

Obviously for this attack to succeed, it is important that elements of $\mu_{r}$ can be easily manipulated and therefore that the problem be set over an elliptic curve with small embedding degree For standard elliptic curve cryptosystems we tend to avoid such curves However, we also need this property (and therefore curves of small embedding degree) for pairing based cryptography Provided we are careful in our choice of parameters pairing based cryptography is secure This means $q \geq 2^{160}$ and $q^{k} \geq 2^{1024}$, where $k$ is the embedding degree of the curve

## 426 Using Security Definitions

We have looked at a variety of intractable problems in this chapter But why are these problems important to cryptography? The security of cryptographic protocols is often linked to one of these problems, using what is sometimes called "proof by reduction"

The idea is to model an adversary of a particular cryptosystem, and to give that adversary every conceivable advantage to break the system in a non-trivial fashion If we are to prove that a new security protocol is secure then we should be able to show a reduction from having a non-negligible advantage in breaking our system to have a non-negligible advantage in solving one of the hard problems mentioned previously When we link a protocol to a specific hard problem, that problem is said to be the 'underlying hard problem" for the system Of course, should that hard problem be flawed, then the protocol, and any other
protocols based on the same hard problem, can be broken
Proofs in this model normally proceed as follows

- Define an adversary $E$ For our protocol we define an adversary by defining the scope of its powers and its goal The scope of the adversary's powers are different depending on the security objectives of the protocol For example, it might be to generate a signature without the correct private key, distinguish between the encryption of one message and another without the correct private key, or complete an authenticated key agreement without the correct private key

As an example, for an encryption scheme we might say that we have an adversary $E$ who

- might have access to all public keys of the system, and all private keys of the system apart from the one which trivially decrypts the message This defines the scope of its powers
- might wish to distinguish between the encryption of messages $m_{0}$ and $m_{1}$, encrypted under a public key for which $E$ does not know the corresponding private key This defines it's goal

We then define an algorithm $\mathcal{A} \mathcal{A}$ 's job is, by interacting with $E$, to solve the underlying hard problem How $\mathcal{A}$ does this is simply by imitating $E$ 's environment exactly, and getting results to particular queries back from $E$ But $\mathcal{A}$ can store extra information, for example, $\mathcal{A}$ would be allowed to know the discrete logarithm of points that are, from E's view of the system, mapped via an idealised hash function ${ }^{5}$, provided of course that the point is random and that the discrete logarithm is not disclosed to $E$ It is essential that $E$ 's view of the world is exactly as he would expect If he was breaking the protocol
$\mathcal{A}$ uses $E$ 's answers, and $E$ 's inability to distinguish between its simulated environment and the real world, to solve the underlying hard problem Since we assume that $\mathcal{A}$

[^33]cannot solve the hard problem Then $E$, who can break the protocol, cannot exist Therefore the protocol is secure

## Chapter 5

## Signature Schemes using Bilinear

## Maps

A digital signature on a message is a value, or series of values, which is generated using both a message and a private key It is important that a valid digital signature can only be created by an entity in possession of the correct private key It may be deterministic - that is given any private key and any message there 15 only one valid signature (the RSA signature [107] is an example of a determinıstic signature), or it may be randomised - given any private key and any message there may be many valid signatures (the El Gamal signature [61] is an example of a randomised signature)

The purpose of a digital signature is to provide the following assurances

1 Message Origin Authentication The identity of the signer of the message is known

2 Message Integrity The message has not been altered since it was sıgned

3 Non-Repudiation The signer cannot later deny having signed the message

A digital signature is checked using a public key Every digitial signature verification reduces to an equation which includes the public key of the claimed signer, the signature
element or elements and the message that was purportedly signed. If the verification equation is passed we can be confident that the message was signed by the holder of the private key.

$$
\begin{equation*}
\gamma \leftarrow V_{k_{p u b}}\left(S_{k_{p r i}}(m), m^{\prime}\right) \tag{5.1}
\end{equation*}
$$

where $\gamma$ is the result of the verification algorithm $V, S$ is the signing algorithm, $k_{p u b}$ and $k_{p r i}$ are a matching key pair, $m$ is the message that was signed and $m^{\prime}$ is the message as received by the verifier.
$\gamma$ will be true iff $m=m^{\prime}$ and $\left\{k_{p u b}, k_{p r i}\right\}$ is a valid key pair ${ }^{1}$.
What is the message? By message we mean any piece of data - for example a Microsoft Word ${ }^{(3)}$ document or an MP3 music file. Someone would want to sign a digital document for the same reasons they would want to physically sign that document once it was printed out and in the form of a hard copy. Perhaps it is a contact by which two parties agree to do business. Perhaps the person wants to claim ownership of ideas in a document or copyright of a song. This can be achieved with the assistance of a notary public.

Usually the message is pre-processed using a cryptographic hash function ${ }^{2}$, as this produces a much smaller hash value. This hash value can then be further processed to produce the signture ${ }^{3}$. This is much more efficient. A hash function should have the property that it is not possible to find a message that hashes to a predetermined value - this is known as "pre-image resistance". It should also be "collision-resistant", meaning that it should not be possible to find any two messages $m_{0}$ and $m_{1}$ such that, using a hash function $\mathcal{H}, \mathcal{H}\left(m_{0}\right)=\mathcal{H}\left(m_{1}\right)$. This is to prevent an attack whereby one message is exchanged for another with the same hash value.

There are several non-identity based digital signatures, for example those in [107, 64, $112,100]$. In this chapter we will examine digital signature schemes that arise out of

[^34]bilinear maps. There are many different digital signature schemes that utilise pairings, some with interesting and novel properties; for example, conditionally verifiable signatures [42], aggregate signatures [32, 25, 50], multi designated verifier [80], blind [25, 144] and ring signatures $[7,53,73,84,139]$.

We concentrate on standard identity based signature schemes in this chapter. Sakai-Ogishi-Kasahara [111] presented the first identity based signature. A more efficient scheme was proposed soon after by Paterson [102]. Cha-Cheon [41] formally defined a security model for identity based signatures, and in [50] Cheon, Kim and Yoon altered this signature to allow for batch verification. In [141] Yi proposed a signature scheme similar to that of ChaCheon with point reduction. Other signatures of note include [74], and two pairing based signatures by Sakai and Kasahara in [109]. A large number of identity based signatures were proved secure in a framework proposed in [18].

There are a number of important pairing based, but not identity based signatures, such as $[33,145]$. The BLS and ZSNS signatures are useful because they produce the shortest secure (traditional) PKI signatures.

Recently there have been a number of non-identity based signature schemes that have been proven secure in the standard model, for example [28] and [143]. The signatures produced by these schemes are larger than the corresponding signatures produced by schemes proven secure in the Random Oracle Model (ROM), but are assumed to be "safer". At present there is a trend away from schemes proven secure in the ROM. This has been fuelled by the observation of Goldreich et al. that proofs in the ROM do not necessarily convert to secure schemes when the random oracles are instantiated [36]. There has also been some success in attacking modern hash functions such as SHA-1 ${ }^{4}$ [135] and MD-5 [136]. However, moving away from the random oracle model causes problems of its own. Now cryptographers generally must trust much less well studied hard problems.

For many important dealings, i.e. buying a car or house, most people would feel more comfortable with handwritten signatures on hard copies of documents, but Irish law [101]

[^35](Electronic Commerce Bill 2000), in line with EU directive 1999/93/EC [59] makes no distinction between handwritten and electronic signatures The Electronic Commerce Bill, 2000, is written in such a way as to be as flexible as possible and does not specify which algorithms must be used for the digital signature to be legally binding This leaves another caveat as the legal situation with regard to identity based signatures is somewhat unclear Identity based signature schemes inherently make use of a KGC which knows all of the private keys in the system Therefore it is trivial for the KGC to be able to forge signatures in the system A simılar issue pertains for traditional PKI signatures generated using private keys that are known to more than one party Or indeed the PKI may produce false certificates and forge signatures in this manner

In this chapter we will be looking at traditional PKI signatures and identity based signatures that ran be constructed using bilinear maps We will look briefly at the security models for each of these types of signatures

### 5.1 Definitions of PKI and IB Dıgital Signature Schemes

A standard PKI digital signature scheme consists of the following three algorithms KeyGen, Sıgn, and Verıfy

- KeyGen A random public key parr is produced, and the public component, along with any system parameters, is made public in an authenticated manner Often, common system parameters are used
- Sign Given as input a message $m \in\{0,1\}^{*}$ and a private key $k_{p r i}$, a signature $\sigma$ is produced
- Verify Given as input a public key $k_{p u b}$, a message $m$, and a signature $\sigma$, verify should only output true if $k_{p u b}$ and $k_{p r i}$ is a matching key pair, and $\sigma$ is a valid sıgnature for $m$, under this key parr

A identity based digital signature scheme consists of the following four algorithms, Setup and Extract, which are common to all identity based cryptosystems, and Sign and Verify which are common to all digital signature schemes

- Setup The Setup algorithm is carried out by the KGC It produces params, the system parameters, which are distributed to the users of the system It also produces a secret key $s$ which is known only to the KGC This is sometimes called the master secret key
- Extract The Extract algorithm is carried out by the KGC, and is used to produce private keys for users in the system It takes as input params, $s$ and the user identity $I D$ and produces a private key for that user $d_{I D}$
- Sign The Sign algorithm is carried out by the end users to produce a signature on a message $m$ It takes as input params, $d_{I D}$ and the message $m$ It outputs $\sigma$, a signature on the message $m$
- Verify The Verify algorithm takes as input params, $\sigma m$ and $I D$ It outputs true only if $I D$ and $d_{I D}$ is a matching key pair and $\sigma$ is a signature on $m$, by $I D$


## 52 Security Defintions for Signature Schemes

## 521 Security of a PKI Digital Signature Scheme

Existential unforgeability under a chosen message attack for a signature scheme (KeyGen, Sign, and Verify) is defined using the following game between a challenger and an adversary $\mathcal{A}$

- Setup The challenger runs algorithm KeyGen to obtain a public key $K_{p u b}$ and private key $K_{p r z}$ The adversary $\mathcal{A}$ is given $K_{p u b}$
- Queries Proceeding adaptively, $\mathcal{A}$ requests signatures with $K_{p u b}$ on at most $q_{s}$ messages of his choice $\left\{m_{1}, \quad, m_{q_{s}}\right\} \in\{0,1\}^{*}$ The challenger responds to each query
with a signature $\sigma_{\imath}=\operatorname{Sign}\left(K_{p r \imath}, m_{\imath}\right)$
- Output Eventually, $\mathcal{A}$ outputs a parr ( $m, \sigma^{*}$ ) and wins the game if
- $m$ is not any of $\left\{m_{1}, \quad, m_{q_{s}}\right\}$,
and
$-\operatorname{Verify}\left(K_{p u b}, m, \sigma^{*}\right)=$ true

We define $A d v_{S_{\imath g}} \mathcal{A}$ to be the probability that $\mathcal{A}$ wins in the above game, taken over the coin tosses ${ }^{5}$ of KeyGen and of $\mathcal{A}$

## 522 Security of an Identity Based Digital Signature Scheme

An identity based signature scheme is said to be strongly existentrally un-forgeable under chosen-message attacks if no probabilistic polynomial time (PPT) adversary has a nonnegligible advantage in the following game

- The challenger runs the setup algorithm to generate the system's parameters and sends them to the adversary
- The adversary $\mathcal{F}$ performs a series of queries
- Key extraction queries $\mathcal{F}$ produces an identity $I D$ and receives the private key $d_{I D}$ corresponding to $I D$
- Signature queries $\mathcal{F}$ produces a message $m$ and an identity $I D$ and receives a signature on $m$ that was generated by the signature oracle using the private key corresponding to the identity $I D$
- After a polynomial number of queries, $\mathcal{F}$ produces a tuple $\left(I D^{*}, m^{*}, \sigma^{*}\right)$ made of an identity $I D^{*}$, whose corresponding private key was never asked during the key extraction queries, and a message- signature pair $\left(m^{*}, \sigma^{*}\right)$ such that $\sigma^{*}$ was not returned

[^36]by the signature oracle on the input ( $m^{*}, I D^{*}$ ) during the signature queries for the identity $I D^{*}$

The forger $\mathcal{F}$ wins the game if the signature verification algorithm outputs true when it is run on the tuple ( $I D^{*}, m^{*}, \sigma^{*}$ ) The forger's advantage is defined to be its probabilty of producing a forgery taken over the com tosses of the challenger and $\mathcal{F}$

## 53 The BLS Short Signature Scheme

The BLS signature scheme produces the shortest secure digital signature, and is proven secure in the random oracle model It was presented in [33] Short signatures are needed in environments where there is a strong requirement that minımum bandwidth be used For example environments where digital signatures must be typed by hand, such as provably secure product licence numbers

There are also constraned wireless devices such as those developed by the DARPA funded "Smart Dust" project ${ }^{6}$ Generally rado communication uses much more battery power than anything else a wireless device will be required to do This means that it may be acceptable to live with high computational cost as long as the signatures produced have a munimal number of bits

The BLS short signature is aumed at addressing these problems Conventional RSA digital signatures, as they are most commonly used in industry, are 1024 bits in length For the equivalent level of security, DSA signatures are 320 bits in length The BLS signature, again for the corresponding level of security, weighs in at only 160 bits Also, signature generation is relatively fast, being just a single elliptic curve point scalar multiplication Signature verıfication is slightly more computationally complex as it includes a computationally expensive paring operation

The goal of the BLS algorithm is to acheeve a short signature (a signature with minimal bit length) When significantly reducing the number of bits in any security protocol it is

[^37]important to be aware of the attacks against the system See Ch 4 for an overview of some attacks aganst cryptographic systems These attacks tell us that, as a result of Pollard's attacks in generic discrete logarithm groups, the order of the points on the elliptic curve should be at least $2^{160}$ Since we also require the use of bilnear maps the embedding degree should not be too large But as a result of the MOV attack we need $r^{k} \approx 2^{1024}$ Therefore, If we chose to use elliptic curve groups with group order $p \geq 2^{160}$ (which is secure and yet small) we should use curves of embedding degree $k \geq 6$ [33]

The BLS signature scheme is a traditional PKI style signature scheme composed of three algorithms, Key Generation, Sign and Verify Here we describe an implementation of the BLS algorithm over non-supersingular curves as these curves allow for the smallest representation of the signature Over non-supersingular curves no distortion map exists, therefore, the bilnear map takes elements from two linearly independent groups The authors make use of a bilnear map of the form $e \quad \mathcal{G}_{1} \times \mathcal{G}_{2} \rightarrow \mu_{r}$ They use hash functions of the form $\mathcal{H}\{0,1\}^{*} \rightarrow \mathcal{G}_{1}$ to hash messages onto elements of the group $\mathcal{G}_{1}$ In the security proof these are modelled as random oracles We assume that $P_{2}$ is a generator of $\mathcal{G}_{2}$, and that the order of groups $\mathcal{G}_{1}$ and $\mathcal{G}_{2}$ is $r$

- KeyGen Generate a random $x \in \mathbb{Z}_{r}^{*}$ Calculate $V=x P_{2}$ Have this value authenticated by a TA This is the public key of the user, with $x$, the private key, known only to the user
- Sign To sign a message $m$, calculate $M=\mathcal{H}(m) \in \mathcal{G}_{1}$ The signature of the message is $S=x M$, for the public key $V$ This signature scheme is deterministic
- Verify Given the message $m$, the public key $V$, and the signature $S$, the signature passes the verification test if

$$
\begin{equation*}
e(M, V)=e\left(S, P_{2}\right) \tag{52}
\end{equation*}
$$

## 531 Security of the BLS signature scheme

The security of the BLS short signature reles on the co-BDH assumption

- co-Bilnear Diffie-Hellman Given $P_{1}, \alpha P_{1} \in \mathcal{G}_{1}$, and $P_{2} \in \mathcal{G}_{2}$ for unknown $\alpha$, calculate $\alpha P_{2} \in \mathcal{G}_{2}$ This problem is assumed to be hard using groups $\mathcal{G}_{1}$ and $\mathcal{G}_{2}$

The signature scheme is proven secure in the random oracle model, assuming that the coBDH problem is intractable The authors show how an non-negligble ability to existentally forge BLS signatures can lead to an efficient algorithm to solve the co-BDH problem

## 532 Efficiency of the BLS signature algorithm

The BLS signature scheme has an extremely efficient signing algorithm Note that the signing algorithm is the extract algorithm for Boneh and Franklin IBE The sign algorithm consists of just one hashing, followed by one point multıplication This seems like the mimmum possible effort for a secure digital signature Using the fast hashing idea (see Sec 622 ), when utilising the (asymmetric) Tate paring instead of the Well paring, this hashing algorithm can be made very fast by removing the need for multiplication by the curve co-factor from the hashung algorthm ${ }^{7}$

### 5.4 The Identity Based Signature Scheme of Sakai, Ohgıshi and Kasahara

We now look at the very first identity based signature scheme based on blinear maps It was proposed in 2000 by Saka1, Ohgishı and Kasahara in [111] This idea was developed around the same tıme as the identity based encryption scheme of Boneh and Franklin It appears that some identity based cryptosystems from parrings on elliptic curves may have origunally been proposed by these Japanese researchers Their cryptosystems appeared largely without any security proofs, but the following signature scheme was subsequently proven secure by

[^38]Libert and Quisquater in [82] We will first look at the original scheme and then brefly at the proof by Libert and Quisquater

The orıgınal Saka, Ohgıshı and Kasahara sıgnature scheme uses the same identity based key pair as Boneh and Franklin ${ }^{8}$ The signature scheme consists of the four algorithms common to any identity based signature scheme They are Setup, Extract, Sign and Verify

- Setup The setup algorithm is carried out by the KGC It outputs two groups $\mathcal{G}$ and $\mu_{\tau}$, both of large prıme order $r$, such that the discrete logarıthm problem in the groups $\mathcal{G}$ and $\mu_{T}$ is computationally infeasible It produces $P$, a generator of $\mathcal{G}$ It also produces two hash functions, $\mathcal{H}_{I D}$ and $\mathcal{H}_{M}$ of the form $\mathcal{H}_{I D} \quad\{0,1\}^{*} \rightarrow \mathcal{G}$, and $\mathcal{H}_{M}\{0,1\}^{*} \rightarrow \mathcal{G}$ It also produces a bilnear map of the form $e \quad \mathcal{G} \times \mathcal{G} \rightarrow \mu_{r}$ The KGC generates a random $s \in \mathbb{Z}_{r}^{*}$ and calculates $P_{p u b}=s P$ The setup algorithm outputs params, where

$$
\begin{equation*}
\text { params }=\left\{\mathcal{G}, \mu_{r}, e, P, P_{p u b}, \mathcal{H}_{I D}, \mathcal{H}_{M}\right\} \tag{53}
\end{equation*}
$$

These are published by the KGC

- Extract The KGC first verifies that a user has a valid claim to an identity ID The KGC then calculates $Q_{I D}=\mathcal{H}_{I D}(I D)$ This is the user's public key The associated private key is calculated as $s Q_{I D}$
- Sıgn To sign a message $m$, a user first generates a random $x \in \mathbb{Z}_{\tau}^{*}$ The signer also calculates $M=\mathcal{H}_{M}(m)$ The signer then calculates the following values

$$
\begin{align*}
R & =x P  \tag{54}\\
S & =s Q_{I D}+x M \tag{55}
\end{align*}
$$

[^39]The signature on the message $m$ by signer with private key $s Q_{I D}$, is the pair $(R, S)$

- Verify To verify a signature that was purportedly created by a signer with public key $Q_{i D}$, a verifier checks the following equality

$$
\begin{equation*}
e(S, P) \stackrel{?}{=} e\left(Q_{1 D}, P_{p u b}\right) e(M, R) \tag{56}
\end{equation*}
$$

where $M=\mathcal{H}_{M}(m)$

## 541 Security of the SOK Identıty Based Signature Scheme

The security of the SOK identity based signature was demonstrated by Libert and Quisquater in [82]

Theorem 541 [82] In the random oracle model, if a PPT forger $\mathcal{F}$ has an advantage $\epsilon$ in forging a signature in an attack modelled by the game of Sec 52 for proving the security of 2dentity based signature schemes, when running in time $t$ and asking $q_{H_{2}}$ querves to random
 oracle, then the Computational Diffie Hellman problem can be solved with an advantage

$$
\begin{equation*}
\epsilon^{\prime}>\epsilon-\frac{\left(q_{s}\left(q_{H_{2}}+q_{s}\right)+1\right) / 2^{k}}{e\left(q_{E}+1\right)} \tag{57}
\end{equation*}
$$

within a tume $t^{\prime}<t+\left(q_{H_{1}}+q_{H_{2}}+q_{E}+2 q_{s}\right) t_{m}+\left(q_{s}+1\right) t_{m m}$ where $e$ denotes the base of natural logarithms, $t_{m}$ is the time to compute a scalar multiplication in $\mathcal{G}$ and $t_{m m}$ is the time to perform a multz-exponentiation in $\mathcal{G}$

For the proof of this theorem, the reader is referred to [82], where the authors comment on the tightness of the reduction

## 55 The Identity Based Signature Scheme of Baretto et al.

Barreto, Libert, McCullagh ${ }^{9}$ and Qusquater (BLMQ) propose a new identity based sıgnature scheme based on the identity based key parr of Sakar and Kasahara The scheme they propose is the fastest provably secure identity based signature For signing the scheme requires one $\mathbb{F}_{p^{k}}$ exponentiation and one point scalar multiphcation This is in contrast to the scheme of Cha and Cheon [41] which requres two point scalar multiplications For the most popular commercial setting of a $k=2$ curve this will be appreciably faster For signature verfication the scheme requres one paring computation and one paring exponentiation We give a comparison of indicative timings in Sec 56 The BLMQ scheme is defined as follows

- Setup The KGC chooses a bilnear mape $\mathcal{G}_{1} \times \mathcal{G}_{2} \rightarrow \mu_{r}$, all of large prime order $r$ It also selects generators $Q \in \mathcal{G}_{2}, P=\psi(Q) \in \mathcal{G}_{1}$ where $\psi$ is a distortion map of the form $\psi \mathcal{G}_{2} \rightarrow \mathcal{G}_{1}$, and $g \in \mu_{r}$ such that $g=e(P, Q)$ It then selects a master key $s \in \mathbb{Z}_{r}^{*}$, a system-wide public key $Q_{p u b}=s Q \in \mathcal{G}_{2}$ and hash functions $\mathcal{H}_{1} \quad\{0,1\}^{*} \rightarrow \mathbb{Z}_{r}^{*}$, $\mathcal{H}_{2} \quad\{0,1\}^{*} \times \mu_{r} \rightarrow \mathbb{Z}_{r}^{*}$ The public parameters are

$$
\begin{equation*}
\text { params }=\left\{\mathcal{G}_{1}, \mathcal{G}_{2}, \mu_{r}, P, Q, Q_{p u b}, e, q, \psi, \mathcal{H}_{1}, \mathcal{H}_{2}\right\} \tag{58}
\end{equation*}
$$

- KeyGen For an identity $I D$, the private key is calculated as $S_{I D}=\frac{1}{\mathcal{H}_{1}(I D)+s} P$
- Sign In order to sign a message $m \in\{0,1\}^{*}$, the signer plcks a random $x \in \mathbb{Z}_{r}^{*}$ and computes the following values

$$
\begin{align*}
R & =g^{x}  \tag{59}\\
h & =\mathcal{H}_{2}(M, R)  \tag{510}\\
S & =(x+h) S_{\mathrm{ID}} \tag{511}
\end{align*}
$$

[^40]The signature on $M$ is $\sigma=(h, S) \in \mathbb{Z}_{r}^{*} \times \mathcal{G}_{1}$.

- Verify: A signature $\sigma=(h, S)$ on a message $M$ is accepted if the following equation holds:

$$
\begin{equation*}
h \stackrel{?}{=} \mathcal{H}_{2}\left(M, e\left(S, Q_{I D}\right) g^{-h}\right) \tag{5.12}
\end{equation*}
$$

where $Q_{I D}=\mathcal{H}_{1}(I D) Q+Q_{\text {pub }}$.

## A Proof of Correctness for the BLMQ Identity Based Signature

It is easy to see that all instances of a valid signature $\sigma$ will be accepted by a verifier:

$$
\begin{align*}
h & =\mathcal{H}_{2}(M, R)  \tag{5.13}\\
h & =\mathcal{H}_{2}\left(M, g^{x}\right)  \tag{5.14}\\
h & =\mathcal{H}_{2}\left(M, g^{(x+h)} g^{-h}\right)  \tag{5.15}\\
h & =\mathcal{H}_{2}\left(M, g^{\left(\frac{\mathcal{H}_{1}(I D)+s}{\mathcal{K}_{1}(D)+\sigma} x\right)+h} g^{-h}\right)  \tag{5.16}\\
h & =\mathcal{H}_{2}\left(M, e\left(S, Q_{I D}\right) g^{-h}\right) \tag{5.17}
\end{align*}
$$

### 5.5.1 Security Proof of the BLMQ identity based signature

The security proof relies on the forking lemma [103, 104]. As the security model of IBS schemes enables a forger to adaptively choose her target identity, we cannot directly apply the forking technique and we must follow the approach of [41] that first considers a weaker attack model where adversaries are challenged on a given identity selected by the challenger. In [41], an IBS scheme is said to be secure against existential forgeries on adaptively chosen message and given identity attacks if no adversary has a non-negligible advantage in the weaker model of attack.

Lemma 5.5.1 ([41]). If there is a forger $\mathcal{F}_{0}$ for an adaptively chosen message and identity
attack having advantage $\epsilon_{0}$ agannst our scheme when running in a tıme $t_{0}$ and maknng $q_{\mathcal{H}_{W}}$ queries to random oracle $\mathcal{H}_{W}$, then there exists an algorithm $\mathcal{F}_{1}$ for an adaptively chosen message and given identity attack which has advantage $\epsilon_{1} \leq \epsilon_{0}\left(1-\frac{1}{2^{k}}\right) / q_{\mathcal{H}_{W}}$ within a running time $t_{1} \leq t_{0}$ Moreover, $\mathcal{F}_{1}$ asks the same number key extraction querıes, sıgnature queries and $\mathcal{H}_{\mu_{r}}$-querıes as $\mathcal{F}_{0}$ does

Lemma 552 Let us assume that there is an adaptively chosen message and given vdentuty attacker $\mathcal{F}$ that makes $q_{h_{2}}$ queries to random oracles $H_{\imath}(\imath=1,2)$ and $q_{s}$ quertes to the sugning oracle Assume that, within a time $t, \mathcal{F}$ produces a forgery with probabiluty $\in \geq$ $10\left(q_{s}+1\right)\left(q_{s}+q_{\mathcal{H}_{\mu_{\tau}}}\right) / 2^{k} \quad$ Then, there exists an algorithm $\mathcal{B}$ that is able to solve the $q-S D H$ Problem for $q=q_{\mathcal{H}_{W}}$ an an expected time

$$
t^{\prime} \leq 120686 q_{\mathcal{H}_{\mu_{T}}}\left(t+O\left(q_{s} \tau_{p}\right)\right) /\left(\epsilon\left(1-q / 2^{k}\right)\right)+O\left(q^{2} \tau_{m u l t}\right)
$$

where $\tau_{\text {mull }}$ denotes the cost of a scalar multiplication in $\mathcal{G}_{2}$ and $\tau_{p}$ as the cost of a pairing evaluation

Proof We first show how to provide the adversary with a consistent view and we then explain how to apply the forking lemma

Algorithm $\mathcal{B}$ takes as input $\left(P, Q, \alpha Q, \alpha^{2} Q, \quad, \alpha^{q} Q\right)$ and aims to find a pair $\left(c, \frac{1}{c+\alpha} P\right)$ In a setup phase, it builds a generator $G \in \mathcal{G}_{1}$ such that it knows $q-1$ pars $\left(w_{2}, \frac{1}{w_{\mathrm{i}}+\alpha} G\right)$ for $w_{1}, \quad, w_{q-1} \in_{R} \mathbb{Z}_{p}^{*}$ To do so,

1 It picks $w_{1}, w_{2}, \quad, w_{q-1} \leftarrow^{R} \mathbb{Z}_{p}^{*}$ and expands $f(z)=\prod_{l=1}^{q-1}\left(z+w_{l}\right)$ to obtain $c_{0}, \quad, c_{q-1} \in \mathbb{Z}_{p}^{*}$ so that $f(z)=\sum_{i=0}^{q-1} c_{2} z^{2}$

2 It sets generators $H=\sum_{2=0}^{q-1} c_{2}\left(\alpha^{2} Q\right)=f(\alpha) Q \in \mathcal{G}_{2}$ and $G=\psi(H)=f(\alpha) P \in \mathcal{G}_{1}$ The public key $H_{p u b} \in \mathcal{G}_{2}$ is fixed to $H_{p u b}=\sum_{\imath=1}^{q} c_{\imath-1}\left(\alpha^{\imath} Q\right)$ so that $H_{p u b}=\alpha H$ although $\mathcal{B}$ does not know $\alpha$

3 For $1 \leq \imath \leq q-1, \mathcal{B}$ expands $f_{\imath}(z)=f(z) /\left(z+w_{\imath}\right)=\sum_{\imath=0}^{q-2} d_{\imath} z^{2}$ and

$$
\begin{equation*}
\sum_{\imath=0}^{q-2} d_{\imath} \psi\left(\alpha^{\imath} Q\right)=f_{\imath}(\alpha) P=\frac{f(\alpha)}{\alpha+w_{\imath}} P=\frac{1}{\alpha+w_{\imath}} G \tag{array}
\end{equation*}
$$

The pairs $\left(w_{2}, \frac{1}{\alpha+w_{i}} G\right)$ are computed using the left member of (5 18)
$\mathcal{B}$ is then ready to answer $\mathcal{F}$ s queries along the course of the game it first initializes a counter $\ell$ to 1 and launches $\mathcal{F}$ on the input ( $H_{p u b}, \mathrm{ID}^{*}$ ) for a randomly chosen challenge identity $\mid D^{*} \stackrel{R}{\leftarrow}\{0,1\}^{*}$ For simplicity, we assume that queries to $\mathcal{H}_{W}$ are distinct, and that any query involving an identifier ID is preceded by the random oracle query $\mathcal{H}_{W}$ (ID)

- $\mathcal{H}_{W}$-queries on an identity $I D \in\{0,1\}^{*} \mathcal{B}$ returns a random $w^{*} \leftarrow^{\mathbb{R}} \mathbb{Z}_{p}^{*}$ if $I D=1 D^{*}$ Otherwise, $\mathcal{B}$ answers $w=w_{\ell} \in \mathbb{Z}_{p}^{*}$ and increments $\ell$ In both cases, $\mathcal{B}$ stores (ID, $w$ ) (where $w^{*}=w$ or $w_{\ell}$ ) in a list $L_{1}$
- Key extraction queries on $I D \neq I D^{*} \mathcal{B}$ recovers the matching parr (ID,w) from $L_{1}$ and returns the previously computed $(1 /(\alpha+w)) G$
- Signature query on a message-ıdentity pair $(M, I D) \quad \mathcal{B}$ picks $S \stackrel{R}{R}_{\leftarrow}^{\mathcal{G}}, h \leftarrow^{\underline{R}} \mathbb{Z}_{p}^{*}$, computes $r=e\left(S Q_{I D}\right) e(G H)^{-h}$ where $Q_{I D}=\mathcal{H}_{W}(I D) H+H_{p u b}$ and backpatches to define the value $\mathcal{H}_{\mu_{r}}(M, r)$ as $h \in \mathbb{Z}_{p}^{*}$ ( $\mathcal{B}$ aborts in the unlikely event that $\mathcal{H}_{\mu_{r}}(M, r)$ is already defined)

We have explained how to simulate $\mathcal{F}$ 's environment in a chosen-message and given identity attack We are ready to apply the forking lemma that essentially says the following consider a scheme producing signatures of the form ( $M, r, h, S$ ), where each of $r, h, S$ corresponds to one of the three moves of a honest-verifier rero-knowledge protocol Let us assume that a chosen-message attacker $\mathcal{F}$ forges a signature $(M, r, h, S)$ in a time $t$ with probability $\epsilon \geq 10\left(q_{s}+1\right)\left(q_{s}+q_{h}\right) / 2^{k}$ ( $k$ being a security parameter chosen so that $h$ is uniformly taken from a set of $2^{k}$ elements) when making $q_{s}$ signature queries and $q_{h}$ random oracle calls If the triples $(r, h, S)$ can be simulated without knowing the private key, then there exists a Turıng machıne $\mathcal{F}^{\prime}$ that uses $\mathcal{F}$ to produce two valid signatures ( $m, r, \mathcal{H}_{W}, S_{1}$ ), $\left(m, r, \mathcal{H}_{\mu_{r}}, S_{2}\right)$, with $\mathcal{H}_{W} \neq \mathcal{H}_{\mu_{r}}$, in expected time $t^{\prime} \leq 120686 q_{h} t / \epsilon$

In our setting, from a forger $\mathcal{F}$, we buld an algorithm $\mathcal{F}^{\prime}$ that replays $\mathcal{F}$ a sufficient number of times on the input ( $H_{p u b}, \mathrm{ID}^{*}$ ) to obtain two suitable forgeries $\left\langle M^{*}, r, \mathcal{H}_{W}, S_{1}\right\rangle$, $\left\langle M^{*}, r, \mathcal{H}_{\mu_{r}}, S_{2}\right\rangle$ with $\mathcal{H}_{W} \neq \mathcal{H}_{\mu_{r}}$

The reduction then works as follows The simulator $\mathcal{B}$ runs $\mathcal{F}^{\prime}$ to obtain two forgeries $\left\langle M^{*}, r, \mathcal{H}_{W}, S_{1}\right\rangle,\left\langle M^{*}, r, \mathcal{H}_{\mu_{r}}, S_{2}\right\rangle$ for the same message $M^{*}$ and commitment $r$ At this stage, $\mathcal{B}$ recovers the pair ( $\mathrm{ID}^{*}, w^{*}$ ) from list $L_{1}$ We note that $w^{*} \neq w_{1}, \quad, w_{q-1}$ with probability at least $1-q / 2^{k}$ If both forgeries satisfy the verification equation, we obtain the relations

$$
e\left(S_{1}, Q_{I D}\right) e(G, H)^{-\mathcal{H}_{W}}=e\left(S_{2}, Q_{I D^{*}}\right) e(G, H)^{-\mathcal{H}_{\mu_{r}}}
$$

with $Q_{I D^{*}}=\mathcal{H}_{W}\left(\mathrm{ID}^{*}\right) H+H_{p u b}=\left(w^{*}+\alpha\right) H$ Then, it comes that

$$
e\left(\left(\mathcal{H}_{W}-\mathcal{H}_{\mu_{r}}\right)^{-1}\left(S_{1}-S_{2}\right), Q_{I D^{*}}\right)=e(G, H)
$$

and hence $T^{*}=\left(\mathcal{H}_{W}-\mathcal{H}_{\mu_{r}}\right)^{-1}\left(S_{1}-S_{2}\right)=\frac{1}{w+\alpha} G$ From $T^{*}, \mathcal{B}$ can proceed as in [28] to extract $\sigma^{*}=\frac{1}{w+\alpha} P$ it first obtains $\gamma_{-1}, \gamma_{0} \quad, \gamma_{q-2} \in \mathbb{Z}_{p}^{*}$ for which $f(z) /\left(z+w^{*}\right)=$ $\gamma_{-1} /\left(z+w^{*}\right)+\sum_{\imath=0}^{q-2} \gamma_{\imath} z^{2}$ and eventually computes

$$
\sigma^{*}=\left[T^{*}-\sum_{i=0}^{q-2} \gamma_{2} \psi\left(\alpha^{2} Q\right)\right]^{1 / \gamma_{-1}}=\frac{1}{w^{*}+\alpha} P
$$

before returning the pair ( $w^{*}, \sigma^{*}$ ) as a result
It finally comes that, if $\mathcal{F}$ forges a signature in a time $t$ with probability $\epsilon \geq 10\left(q_{s}+\right.$ 1) $\left(q_{s}+q_{\mathcal{H}_{\mu_{r}}}\right) / 2^{k}, \mathcal{B}$ solves the $q$-SDH Problem $m$ expected time

$$
t^{\prime} \leq 120686 q_{\mathcal{H}_{\mu r}}\left(t+O\left(q_{s} \tau_{p}\right)\right) /\left(\epsilon\left(1-q / 2^{k}\right)\right)+O\left(q^{2} \tau_{m u l l}\right)
$$

where the last term accounts for the cost of the preparation phase

## 56 Conclusion

In this chapter we have reviewed some important signature schemes that use bilinear maps We have seen that bilinear maps, although famous for their use in identity based cryptography, can make significant contributions to traditional public key cryptosystems Blinear maps allow for secure signature schemes where the signature is approximately 160 bits in length This is approximately half the size of the previous shortest signature scheme

As we have seen already, bilinear maps have been the enabling tool behind efficient identity based encryption We have tracked the progress of identity based signature schemes We give a table of the comparative performance of the different signature schemes below and note that the author has been involved in the design of the fastest identity based digital signature This new, fast, identity-based signature is based on the identity-based key parr proposed by Sakar and Kasahara The timıng comparisons in Table 51 do not take into account generation of the signer's public key from their identity

|  | Sign |  |  |  | Verify |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| signature scheme | $\exp$ | mul | parrngs | time (ms) | exp | mul | pairings | time (ms) |
| SOK | 0 | 2 | 0 | 188 | 0 | 0 | 3 | 516 |
| Paterson | 0 | 4 | 0 | 376 | 2 | 0 | 2 | 354 |
| Cha-Cheon | 0 | 2 | 0 | 188 | 0 | 1 | 2 | 438 |
| Hess | 1 | 2 | 0 | 193 | 1 | 0 | 2 | 349 |
| SK $_{\text {(ElGamal) }}$ | 0 | 3 | 0 | 282 | 0 | 2 | 2 | 532 |
| SK $_{\text {(Schnorr) }}$ | 1 | 2 | 0 | 192 | 0 | 1 | 2 | 438 |
| BLMQ (ours) | 1 | 1 | 0 | $\mathbf{9 9}$ | 1 | 0 | 1 | $\mathbf{1 7 7}$ |

Table 51 Efficiency comparison of identity based signature schemes

The timings mdicated in Table 51 were performed on an Athlon $643000+$ processor, with 512MB ram and using the Java 2 Platform Standard Edition 50 run time environment

Some schemes can benefit from pre-computation in the verfication stage We note here that ours cannot However, even when competing against schemes with pre-computation our scheme still matches the most efficient, with the added bonus that our scheme does not require any storage The competing schemes require $\mu_{r_{b}} n$ bits, where $n$ is the number of users in the system with which we communirate regularly, and $\mu_{r_{b}}$ is the number of bits
required to store an element of $\mu_{r}$ A comparison of timings with precomputation taken into account can be found in Appendix C

## Chapter 6

## Encryption Systems using Bilinear

## Maps

There were three papers in the early development of pairing based cryptography, that awakened cryptographer's interest in bilnear maps Firstly, there was the paper by Menezes, Okamoto and Vanstone which described an attack using the Well pairing to efficiently convert the elliptic curve discrete logarithm problem to a discrete logarithm problem in a finte field [92] This was important, because, although the resulting finite field is larger than the original elliptic curve group, this allows the attacker to use index calculus methods to attack the EC DLP This is a destructive use of bilinear maps and it revealed that certain elliptic curves were not as secure as once thought

The second fundamental paper was by Joux [77] It was the first paper that used parings constructively in cryptography This paper used the bilmearity of the pairing to include an extra entity in a Diffie-Hellman Key agreement Each party paired the contributions of the other two parties They then exponentiated the resulting pairing by their secret value This protocol was not without its problems It is essentially an unauthenticated three party Diffie-Hellman key agreement and as such is still subject to the "man-m-the-middle" attack

The thrd semmal paper, by Boneh and Franklin [31], was the spark that really got cryptographers interested in bilinear maps It closed a long standing open problem in
cryptography. The problem of constructing an efficient, secure identity based encryption (IBE) scheme had been proposed by Shamir in 1984 [118]. In his paper, Shamir proposed the first identity based signature scheme, but left the construction of identity based encryption schemes as an open problem. Seventeen years later, in 2001, an efficient solution was finally proposed by Boneh and Franklin. This solution made use of bilinear maps. The idea behind an identity based encryption scheme is that a user's online identity is used to encrypt information to them. An identity based cryptosystem (IBC) makes use of a Key Generation Centre (KGC). This substantially reduces the problems associated with key binding (certificates) in traditional PKI systems.

Since the Boneh and Franklin IBE scheme there have been many encryption schemes devised which make use of bilinear maps. Another example in their seminal paper was an escrowed El Gamal encryption scheme, which was somewhat lost in the shadow of IBE. Other examples include certificateless public key encryption [4, 49], public key encryption with keyword search [30, 9], broadcast encryption [34], hierarchical IBE [70, 76, 37, 55, 29], policy based encryption etc [3]. There are also some identity based encryption schemes that are proven secure in the standard model ${ }^{1}$, see for example $[27,26]$.

NB: Around the same time as the Boneh and Franklin discovery there was concurrent research in this area by Sakai, Ohgishi and Kasahara [111] who described the first identity based key agreement protocols and signature schemes based on bilinear maps. However this research was not generally known to western researchers until after the publication of the Boneh-Franklin paper.

### 6.1 Identity Based Encryption

An identity-based encryption scheme $E$ is specified by four randomized algorithms: Setup, Extract, Encrypt and Decrypt:

- Setup: takes as input a security parameter $k$. It outputs params (the system pa-

[^41]rameters) and a master-key The system parameters include a description of a finite message space $M$, and a description of a finite cıphertext space $C$ The system parameters will be publicly known, while the master-key will be known only to the KGC

- Extract takes as input params, the master-key, and an arbitrary $I D \in\{0,1\}^{*}$, and outputs a private key $d$ Here $I D$ is an arbitrary string that will be used as a public key, and $d$ is the corresponding private decryption key The Extract algorithm extracts a private key from the given public key
- Encrypt takes as input params, $I D$, and $m \in M$ It outputs a ciphertext $c \in C$
- Decrypt takes as input params, $c \in C$ and a private key $d$ It outputs $m \in M$ or, if the decryption fanls, $\perp$


## 611 Security Definition for Identity Based Encryption

Chosen ciphertext security (IND-CCA) is the standard notion of security for a public key encryption scheme Hence, it is natural to requre that an identity-based encryption scheme also satisfy this strong notion of security However, the definition of chosen ciphertext security must be strengthened a bit The reason is that when an adversary attacks a public key $I D$ in an identity-based system, the adversary might already possess the private keys of users $\left\{I D_{0}, \quad, I D_{n}\right\} \mid I D \notin\left\{I D_{0}, \quad, I D_{n}\right\}$ of her choice The system should remain secure under such an attack Hence, the definition of chosen cıphertext security must allow the adversary to obtain the private key associated with any identity $I D_{2}$ of her choice (other than the public key $I D$ being attacked) We refer to such queries as private key extraction queries Another difference is that the adversary is challenged on a public key $I D$ of her chorce (as opposed to a random public key)

We say that an identity-based encryption scheme $E$ is semantically secure against an adaptive chosen ciphertext attack (IND-ID-CCA) if no polynomially bounded adversary $\mathcal{A}$ has a non-negligıble advantage aganst the Challenger in the following IND-ID-CCA game

- Setup The challenger takes a security parameter $k$ and runs the Setup algorithm It gives the adversary the resulting system parameters params It keeps the master-key secret
- Phase 1 The adversary issues queries $\left\{q_{1}, \quad, q_{m}\right\}$ where query $q_{2}$ is one of
- Extraction query $\left\langle I D_{\imath}\right\rangle$ The challenger responds by running algorithm Extract to generate the private key $d_{2}$ corresponding to the public key $\left\langle I D_{2}\right\rangle$ It sends $d_{2}$ to the adversary
- Decryption query $\left\langle I D_{\imath}, C_{\nu}\right\rangle$ The challenger responds by running algorithm Extract to generate the private key $d_{2}$ corresponding to $I D_{2}$ It then runs algorithm Decrypt to decrypt the ciphertext $C_{2}$ using the private key $d_{2}$ It sends the resulting plaintext to the adversary

These queries may be asked adaptıvely, that $1 s$, each query $q_{z}$ may depend on the rephes to $\left\{q_{1}, \quad, q_{2-1}\right\}$

- Challenge Once the adversary decides that Phase 1 is over it outputs two equal length plaintexts $\left\{m_{0}, m_{1}\right\} \in M$ and an identity $I D^{*}$ on which it wishes to be challenged The only constrant is that $I D^{*}$ did not appear in any private key extraction query in Phase 1 The challenger picks a random bit $b \in\{0,1\}$ and sets $C^{*}=$ Encrypt(params, $I D^{*}, m_{b}$ ) It sends $C^{*}$ as the challenge to the adversary
- Phase 2 The adversary issues more queries $\left\{q_{m+1}, \quad, q_{n}\right\}$ where query $q_{z}$ is one of
- Extraction query $\left\langle I D_{2}\right\rangle$ where $I D_{2} \neq I D^{*}$ Challenger responds as in Phase 1
- Decryption query $\left\langle I D_{2}, C_{2}\right\rangle \neq\left\langle I D^{*}, C^{*}\right\rangle$ Challenger responds as in Phase 1

These queries may be asked adaptıvely as in Phase 1

- Guess Finally, the adversary outputs a guess $b^{\prime} \in\{0,1\}$ and wins the game if $b^{\prime}=b$

We refer to such an adversary $\mathcal{A}$ as an IND-ID-CCA adversary. We define adversary $\mathcal{A}$ 's advantage in attacking the scheme $E$ as the following function of the security parameter $k$ ( $k$ is given as input to the challenger):

$$
\begin{equation*}
\operatorname{Adv}_{\mathcal{A}}(k)=\left|\operatorname{Pr}\left[b^{\prime}=b\right]-1 / 2\right| . \tag{6.1}
\end{equation*}
$$

The probability is over the random bits used by the challenger and the adversary.

### 6.2 Boneh and Franklin's Identity Based Encryption Scheme

Boneh and Franklin's IBE system consists of the following four algorithms: Setup and Extract which are performed by the KGC, and Encrypt and Decrypt which are performed by the clients.

Boneh and Franklin's identity based key pair generation algorithms, Setup and Extract, have been used by many identity based cryptosystems, such as those in $[41,46,81,86,114$, 127]. It is the first ${ }^{2}$ of the two identity based key pair derivation algorithms for IBC systems based on bilinear maps, the other being from Sakai and Kasahara.

- Setup: The setup algorithm is carried out by the KGC. It takes a security parameter $k$, and outputs two groups $\mathcal{G}$ and $\mu_{r}$, both of large prime order $r$, such that the discrete logarithm problem in the groups $\mathcal{G}$ and $\mu_{r}$ is computationally infeasible. The KGC produces $P$, a generator of $\mathcal{G}$, four hash functions; $\mathcal{H}_{I D}$ of the form $\mathcal{H}_{I D}:\{0,1\}^{*} \rightarrow \mathcal{G}$, $\mathcal{H}_{\mu_{r}}$ of the form $\mathcal{H}_{\mu_{r}}: \mu_{r} \rightarrow\{0,1\}^{n}, \mathcal{H}_{r}$ of the form $\mathcal{H}_{r}:\{0,1\}^{n} \times\{0,1\}^{*} \rightarrow \mathbb{Z}_{r}^{*}$ and $\mathcal{H}_{v}$ of the form $\mathcal{H}_{v}:\{0,1\}^{n} \rightarrow\{0,1\}^{n}$. It also produces a bilinear map of the form $e: \mathcal{G} \times \mathcal{G} \rightarrow \mu_{r}$. The KGC generates a random secret $s \in \mathbb{Z}_{r}^{*}$ and calculates $P_{p u b}=s P$. The setup algorithm outputs params, where

[^42]\[

$$
\begin{equation*}
\text { params }=\left\{\mathcal{G}, \mu_{r}, e, P, P_{p u b}, \mathcal{H}_{I D}, \mathcal{H}_{\mu_{r}}, \mathcal{H}_{r}, \mathcal{H}_{v}\right\} \tag{62}
\end{equation*}
$$

\]

The KGC publishes params

- Extract The KGC first verifies that a user has a valid claim to an onlme identity $I D$ The KGC then calculates $Q_{I D}=\mathcal{H}_{I D}(I D)$ This is the user's public key The associated private key is calculated as $s Q_{I D}$
- Encrypt A user encrypts a message $m \in\{0,1\}^{*}$ to a recipient with identity $I D$ and private key $s Q_{I D}$ using the following probabilistic encryption algorithm

Choose a random $\sigma \in\{0,1\}^{n}$ and compute the following values

$$
\begin{align*}
x & =\mathcal{H}_{r}(\sigma, m)  \tag{63}\\
R & =x P  \tag{64}\\
g_{I D} & =e\left(P_{p u b}, Q_{I D}\right)  \tag{65}\\
\mathcal{M} & =\mathcal{H}_{\mu_{r}}\left(g_{I D}^{x}\right)  \tag{66}\\
V & =\mathcal{M} \oplus \sigma  \tag{67}\\
C & =\mathcal{H}_{v}(\sigma) \oplus m \tag{68}
\end{align*}
$$

The resulting ciphertext is ( $R, C, V$ ) It should be noted that at this stage $g_{I D}$ will not change for repeated encryptions to the same identity $I D$ It is therefore advisable, if storage limitations permit, to compute and cache the value $g_{I D}$

- Decrypt A user with private key $s Q_{I D}$, who receives a ciphertext $(R, C, V)$ intended for him, calculates the following values to recover the message $m$ The receiver first checks that $R \in \mathcal{G}^{3}$, then the user computes the following values

[^43]\[

$$
\begin{align*}
\mathcal{M} & =\mathcal{H}_{\mu_{r}}\left(e\left(R, s Q_{I D}\right)\right)  \tag{69}\\
\sigma & =V \ominus \mathcal{M}  \tag{610}\\
m & =\mathcal{H}_{v}(\sigma) \oplus C  \tag{6ll}\\
x^{\prime} & =\mathcal{H}_{r}(\sigma, m) \tag{612}
\end{align*}
$$
\]

And performs the following check

$$
\begin{equation*}
R \stackrel{?}{=} x^{\prime} P \tag{613}
\end{equation*}
$$

If the above check holds then the ciphertext is accepted as being valid, otherwise the ciphertext is rejected

## 621 The Security of Boneh and Franklin's IBE scheme

The security of the Boneh and Franklin scheme rests on the difficulty of the BDH problem Though we will not go into the detal of the security arguments here, we note that an 1dentity based system needs a new type of security model Boneh and Franklin address this issue by constructing the security proof in two parts

1 Construct a public key encryption scheme from an identity based encryption scheme by providing a fixed identity as part of the system parameters ${ }^{4}$ Prove the security of this scheme

2 Show how an advantage in breaking the equivalent identity based scheme can be transformed into an advantage in breaking the public key encryption scheme

[^44]
## 622 Implementational Improvements to Boneh and Franklın's IBE

As part of my Ph D work I have implemented several identity based cryptosystems ${ }^{5}$ I now note two improvements that I have observed Both of these ideas are of implementational importance, and can significantly reduce the time taken to perform IBE However, they are not substantial enough to warrant papers in themselves One of these has been published as a small section of an CT-RSA paper by $\operatorname{Scott}^{6}{ }^{6}[116]$, with reference to a personal communication The other idea remans unpublished

## McCullagh's Observation on the Boneh and Franklin Key Parr Derivation Algorithm

It is often reported in literature that, when doing identity based encryption, the most computationally expensive process is actually computing the paring When we implemented the Boneh and Franklin IBE system on a mobile phone we inserted many timing logs into the program so we could identify the bottlenecks Somewhat to our surprise ${ }^{7}$ we discovered that public key generation from an identity took twice as long as a paring calculation We then looked closely at the structure of the public key

The 'Map To Point" algorithm of Boneh and Franklin mandates that the public key is generated as follows

$$
\begin{align*}
y & =\mathcal{H}_{I D}(\imath d)  \tag{614}\\
Q_{p u b}^{\prime} & =(x, y) \in E  \tag{615}\\
Q_{p u b} & =l Q_{p u b}^{\prime} \tag{616}
\end{align*}
$$

This algorithm has three steps
1 Hashing, to produce an integer $y \in \mathbb{Z}_{r}^{*}$, which is relatively efficient

[^45]2. Solving the curve equation to obtain a point on the curve of unknown order. Again, this is reasonably efficient and, in the case of the curve recommended in [31] is deterministic, so should run in a reasonably quick time.
3. Multiplication of the point by an element $l$. In the case of the curves used in [31] $l=(p+1) / r$. Therefore, in the popular setting of $p=512, k=2$, which seems to be gaining favour as the curve specification to implement, this is $\approx 2^{512} / 2^{160}$. Therefore $l$ is a 352 bit number. This is substantially larger than the usual 160 bit integers that we associate with point scalar multiplication. This is obviously the bottleneck.

The reason for multiplication by $l$ is to ensure the point is of order $r$. When working with the Weil pairing both points must be of order $r$. Boneh and Franklin's paper concentrated on the use of the Weil pairing. However, it soon became apparent that the reduced Tate pairing provided much better performance than the Weil pairing. The first commercial applications are using the Tate pairing in place of the Weil pairing. However, they have kept the public key generation algorithm unchanged ${ }^{8}$.

Since the Tate pairing is preferred, the pairing need no longer be symmetric. Only the first argument of the pairing must be a point of order $r$. Therefore, as noted by Scott, the public and private keys, if they are used as the second argument to the pairing, need no longer be points of order $r$ [115] - we can use $Q_{p u b}^{\prime}$ in place of $Q_{p u b}$. Unfortunately, with Scott's fast key pair generation method we have lost compatibility with the Boneh and Franklin key server ${ }^{9}$. This is a problem in the commercial world, if not in the academic world. Ideally we wish to use Scott's optimisation, whilst still being Boneh and Franklin IBE "standards compliant".

If we look at the use of the public key we see that Boneh and Franklin encryption comes down to the equality:

$$
\begin{equation*}
e\left(x s P, Q_{p u b}\right)=e\left(x P, Q_{p r i}\right) \tag{6.17}
\end{equation*}
$$

[^46]where the left hand side is the basis of the sender's computation, and the right hand side is the basis of the recipient's computation

Expanding this equation a little we have

$$
\begin{align*}
e\left(x s P Q_{p u b}\right) & =e\left(x s P, l Q_{p u b}^{\prime}\right)  \tag{618}\\
e\left(l x s P, Q_{p u b}^{\prime}\right) & =e\left(x P, Q_{p r i}\right) \tag{619}
\end{align*}
$$

Therefore, we can simply replace the point $s P$ with the point $l s P$ This is the co-factor multıplication that we identıfied as the bottleneck above, however this only needs to be done once, and so can be amortized over the lifetime of the system Indeed, this new value can be distributed with the system parameters and so need not be calculated by the chent at all This very small change results in approximately 10 to 20 times faster public key generation on the client ${ }^{10}$, see Table 61 , whilst maintaining full complance with the Key Server ${ }^{11}$

| Boneh and Franklın's hash and map | The faster Boneh and Franklin compliant hash and map |
| :---: | :---: |
| 328 ms | 16 ms |

Table 61 Timings for Java Implementation

The code used for this test is available in Appendix B

## McCullagh's Observation on Boneh and Franklın Prıvate Key Distrıbution for Low Powered Constrained Devices

As should already be apparent, a user in an identity based cryptosystem does not have any PKI certıficate The assurances in a PKI come from the fact that a Certificate Authority (CA) has pubhcly certıfied that a user is linked to a partıcular public key We expect the CA to perform appropriate checks when certifying that a public key belongs to a user

[^47]Sumilarly a user in an identity based system is certıfied by a KGC We assume that the fact that a user has a private key imples that user has been authenticated by the KGC A user should not be able to generate a private key themselves

As part of my research, I was a member of a team which implemented identity based cryptographic solutions on very restricted devices Whilst it is quite common for high-end mobile phone platforms to support SSL, we were interested in developing a system for issung private keys that requires very low bandwidth Ideally this solution should be restricted to the set of operations that is inherently needed to perform identity based encryption (on elliptic curves), so as to shrink the size and power consumption of the processor We looked at the possıbility of using an SSL scheme which specified elliptic curve El Gamal, but we have come up with a slightly more streamlined solution which uses less computation and about half the bits of elliptic curve El Gamal - even before the excess overhead of SSL is removed The main performance improvements come from the observation that a BonehFrankhn private key is a BLS sıgnature by the KGC on the chent's identity BLS sıgnatures are explained in more detall in Ch 5

When developing for wireless devices, such as sensor networks, it is important that the absolute minmum number of bits is transmitted, since radio is the most power hungry resource on these devices Battery life can be dramatically increased of the use of radio is minımised

We note that previous work has been done in this area by Lee et al but in their scheme the end user is not verfied by the KGC ${ }^{12}$ A more complex multi-KGC variant that they propose, was, on another level, broken by Chunxiang et ab in [56] There is also previous work by Sur et al [130] However, therr scheme is computationally more complex and requires twice the bandwidth from user to KGC than our proposed solution It also uses a password as opposed to a digital signature for authentication We note that unlike these preceeding schemes our scheme is not annoymous An eavesdropper can determine the origin and authenticity of each message in the protocol

[^48]A user, at registration time, has a long term public key that is given to the KGC in an authenticated manner This is an El Gamal public key, based on the same elliptic curve $E$ and generator point $P$ as specified by the KGC for use with pairings The key pair is of the form $\{x, x P\}$ where the integer $x \in \mathbb{Z}_{r}^{*}$ is the private component and $x P$ is the public component

Likewise, the KGC has a simılar key paır, $\left\{s, P_{p u b}=s P\right\}$, were $P_{p u b}$ is the master public key as distributed in the IBE params At each time period, every user in the system should be able to generate every identity in the system, this being the fundamental point of an identity based cryptosystem It should be noted that a user is able to generate their own public key for the next time period, using whatever rules the KGC has set out

Our key issuing protocol is shown in Table 62

$$
\begin{array}{ccc}
\text { Client } & & \text { KGC } \\
Q_{I D} \leftarrow \mathcal{H}_{I D}(\text { ıdentıty } \| \text { tıme perıod) } & & \\
V=r Q_{I D} & \rightarrow & \text { verıfy BLS }(I D, x P, V, P) \\
& \leftarrow & S=s V\left(\text { which is } s x Q_{I D}\right) \\
Q_{I D}^{\prime}=x^{-1} S & & \\
\text { verıfy } \operatorname{BLS}\left(I D, Q_{I D}^{\prime}, P, s P\right) & & \\
Q_{I D_{p r_{2}}}=Q_{I D}^{\prime} & &
\end{array}
$$

Table 62 An Efficient Protocol for Private Key Distribution

Where verify BLS means simply to run the BLS verification algorithm on the inputs

## Heuristic Security Arguments for the Security of the Key Distribution Protocol

 The key issuing protocol exploits the fact that both the chent and the KGC can generate the public key for the next period solely from knowledge of the $I D$ and the public key construction algorithm ${ }^{13}$ as defined by the KGC The request for a new key starts with a BLS signature on the rdentity using the client's long term PKI key pair which has been authenticated by the KGC This ensures the authenticity of the claımant each time a new key is issued Any non-negligible ability by an adversary to fool the KGC at this stage[^49]implies an ability to forge BLS signatures
If the BLS signature passes the verification stage, then the KGC uses its public point $P_{p u b}$ as a regular PKI public key - it is, after all, a valid EC El Gamal public key It then BLS signs the value that was given to it by the client At this stage, the resulting value can be viewed as a blinded BLS signature by the KGC on the identity's public key This blinding is important, since the BLS signature by the KGC on the identity is the private key

The chent, who knows the value $x$, can, at the last stage, unblind the signature By doing this it will obtain the chent's private key (or the KGC's signature on the identity)

An eavesdropper can obviously check the validity of the messages that are being sent back and forth as they are just signatures on known messages by known entities (actually, this depends on whether or not the user's public key is made truly public or just known to the KGC)

The BLS check by the chent at the end of the protocol ensures that they have received the valid private key This check is important to ensure that an adversary does not inject a false value for the private key into the protocol

## 63 Sakaı and Kasahara's Identıty Based Encryption Scheme

The orıginal Sakaı and Kasahara scheme was an 'ID based public key cryptosystem with Authentication" described in [110, Sec 3] This is effectively a signcryption scheme Whilst both the signature scheme and the encryption scheme appear secure (the authors did not present proofs of security), there is a problem with the way that they aggregate the encryption and signature schemes, as pointed out by McCullagh and Barreto [88], which is an adaptation of an attack by Libert and Quisquater [81] on Malone-Lee's Signcryption scheme [86] This does not detract from the importance of the Sakal and Kasahara IBE scheme We will just look at the encryption scheme here

The encryption scheme defined here, which was never formally defined by Sakai and Kasahara, is their basic scheme with the Fujusakı-Okamoto transform [66] appled This is
the same mechanısm by which Boneh and Franklın transformed their "Basic Ident" scheme into their "Full Ident" scheme in [31] Chen and Cheng have recently proved the security of this scheme in [43]

- Setup The setup algorithm is carried out by the KGC It takes a security parameter $k$, and outputs two groups $\mathcal{G}$ and $\mu_{r}$, both of large prıme order $r$, such that the discrete logarithm problem in the groups $\mathcal{G}$ and $\mu_{\tau}$ is computationally infeasible The KGC produces $P$, a generator of $\mathcal{G}, g$, a generator of $\mu_{r}$, such that $g=e(P, P)$, four hash functions, $\mathcal{H}_{I D}$ of the form $\mathcal{H}_{I D} \quad\{0,1\}^{*} \rightarrow \mathbb{Z}_{r}^{*}, \mathcal{H}_{\mu_{r}}$ of the form $\mathcal{H}_{\mu_{r}} \mu_{r} \rightarrow\{0,1\}^{n}$, $\mathcal{H}_{r}$ of the form $\mathcal{H}_{r}\{0,1\}^{n} \times\{0,1\}^{*} \rightarrow \mathbb{Z}_{r}^{*}$ and $\mathcal{H}_{v}$ of the form $\mathcal{H}_{v} \quad\{0,1\}^{n} \rightarrow\{0,1\}^{n}$ It also produces a bilnear map of the form $e \mathcal{G} \times \mathcal{G} \rightarrow \mu_{r}$ The KGC generates a random secret $s \in \mathbb{Z}_{\tau}^{*}$ and calculates $P_{p u b}=s P$ The setup algorithm outputs params, where

$$
\begin{equation*}
\text { params }=\left\{\mathcal{G}, \mu_{r}, e, P, P_{p u b}, \mathcal{H}_{r D}, \mathcal{H}_{\mu_{r}}, \mathcal{H}_{r}, \mathcal{H}_{v}\right\} \tag{6}
\end{equation*}
$$

- Extract To generate a private key for a client of the system, the KGC verıfies the end user is entitled to a particular online identity, $I D \in\{0,1\}^{*}$, and generates the user's key pair, first by calculatıng $\mathcal{H}_{I D}(I D) \rightarrow a \in \mathbb{Z}_{r}^{*}$, and then computing the user's public key as $s P+a P=(s+a) P$, whilst the user's private key is $(s+a)^{-1} P$
- Encrypt To encrypt a message $m \in\{0,1\}^{*}$, to a user with identity $I D$, a user generates a random $\sigma \in\{0,1\}^{n}$ and calculates the following values

$$
\begin{align*}
x & =\mathcal{H}_{r}(\sigma, m)  \tag{621}\\
R & =x\left(s+\mathcal{H}_{I D}(I D)\right) P  \tag{622}\\
\mathcal{M} & =g^{x}  \tag{623}\\
S & =\sigma \oplus \mathcal{H}_{\mu_{r}}(M)  \tag{624}\\
C & =m \oplus \mathcal{H}_{v}(\sigma) \tag{625}
\end{align*}
$$

The ciphertext is the tuple ( $R, S, C$ ) It should be noted at this stage that encryption does not require a paring calculation and so is more efficient than the identity based encryption scheme proposed by Boneh and Frankln

- Decrypt To decrypt a cıphertext $(R, S, C)$, a user with private key $(s+a)^{-1} P$ computes the following values

$$
\begin{align*}
\mathcal{M} & =e\left(R,(s+a)^{-1} P\right)  \tag{626}\\
\sigma & =S \oplus \mathcal{H}_{\mu_{r}}(\mathcal{M})  \tag{627}\\
m & =C \oplus \mathcal{H}_{v}(\sigma)  \tag{628}\\
x^{\prime} & =\mathcal{H}_{r}(\sigma, m) \tag{629}
\end{align*}
$$

And check if the following test holds

$$
\begin{equation*}
x^{\prime} P \stackrel{?}{=} R \tag{630}
\end{equation*}
$$

The ciphertext is accepted if the equality above holds, otherwise the ciphertext is rejected

This IBE scheme is attracting a lot of attention from both the academic and industrial
communities not only because it is more efficient than the Boneh and Franklin scheme, but also for commercial reasons ${ }^{14}$

## 64 Public Key Encryption with Keyword Search

The idea of Public key Encryption with Keyword Search (PEKS), which was introduced by Boneh et al in [30] is that a specified user, who might not ordinarily be allowed to read encrypted data, is able to test if a specific word is present in the data This encryption scheme is based on public key encryption methods and so is not apphcable to large volumes of data, but may be appropriate for encrypting small amounts of data such as emall headers The example, given by the authors, was to alert a largely untrusted emall gateway to forward messages that were marked urgent (for example to a BlackBerry device), whilst not allowing the device to read any of the encrypted message Another example may be to allow clerks in the milhtary to effectively handle data which is classified above their security clearance Private decryption keys can be tallored to allow for the searching of any particular word, and only that word Obviously PEKS schemes must resist dictonary attacks

## 641 Definition of a Public Key Encryption with Keyword Search Scheme

In a PEKS scheme "public key" refers to the fact that ciphertexts are created by various people using Alice's public key, in the same way as a normal public key encryption scheme Suppose Bob wants to send an encrypted message $m$ to Alice with the keywords $\left\{W_{1}, \quad, W_{k}\right\}$ (we assume that $k_{1}$ is small) Bob then sends the following message

$$
\begin{equation*}
\left[E_{A_{p u b}}[m], \operatorname{PEK} S\left(A_{p u b}, W_{1}\right), \quad, \operatorname{PEK} S\left(A_{p u b}, W_{k}\right)\right] \tag{631}
\end{equation*}
$$

where $A_{p u b}$ is Alice's public key and $m$ is the email body We assume that this information is to pass though a mail gateway that is trusted to redirect messages contanning specific keywords, but which otherwise is not authorised to see the message

[^50]The goal of a PEKS scheme is to enable Alice to send a short secret key (ak a a trapdoor) $T_{W}$ to the mall gateway that will enable the gateway to locate all messages containing the keyword $W$, but learn nothing else about the messages Alice produces this trapdoor $T_{W}$ using her private key The server simply sends the relevant emails back to Alice Such a scheme 15 called a non-interactive public key encryption with keyword search, or as a shorthand, a 'searchable public-key encryption"

A PEKS scheme consists of the following algorithms

1 KeyGen(s) Takes a security parameter, $k$, and generates a public/private key pair $\left(A_{p u b}, A_{p r z}\right)$
$2 \operatorname{PEKS}\left(A_{p u b}, W\right)$ For a public key $A_{p u b}$ and a word $W$, produces a searchable encryption of $W$

3 Trapdoor $\left(A_{p r i}, W\right)$ Given Alice's private key and a word $W$ produces a trapdoor $T_{W}$

4 Test $\left(A_{p u b}, S, T_{W}\right)$ Given Alice's public key, a searchable encryption $S=$ $\operatorname{PEKS}\left(A_{p u b}, W_{0}\right)$, and a trapdoor $T_{W}=\operatorname{Trapdoor}\left(A_{p r \imath}, W\right)$, outputs true $\mathrm{ff} W=W_{0}$ and $\perp$ otherwise

Alıce runs the KeyGen algorithm In typical PKI fashon she publishes heı public key and keeps her private key secret It is assumed that all users in the system have access to an authenticated copy of Alice's public key With knowledge of $A_{p r i}$ and her choice of word $W$, she uses the algorithm Trapdoor to produce $T_{W}$, a trapdoor corresponding to to her public key and the word $W T_{W}$ is then given to the third party (in this case the emall gateway) The gateway can now check for the existence of the word $W$ in a given message

An important point is that $P E K S\left(A_{p u b}, W\right)$ must not reveal any information about the existence of the keyword $W$ unless $T_{W}$ is available

## 642 The security model for PEKS schemes

We define security aganst an active attacker who is able to obtain trapdoors $T_{W}$ for any $W$ of his choice Even under such attack the attacker should not be able to distinguish an encryption of a keyword $W_{0}$ from an encryption of a keyword $W_{1}$ for which he did not obtan the trapdoor Formally, we define security aganst an active attacker $\mathcal{A}$ using the following game between a challenger and the attacker

## PEKS Security game

1 The challenger runs the $\operatorname{KeyGen}(k)$ algorithm to generate $A_{p u b}$ and $A_{p r z v}$ It gives $A_{p u b}$ to the attacker

2 The attacker can adaptively ask the challenger for the trapdoor $T_{W}$ for any keyword $W \in\{0,1\}^{*}$ of his choice

3 At some point, the attacker $\mathcal{A}$ sends the challenger two words $W_{0}, W_{1}$ on which it wishes to be challenged The only restriction is that the attacker did not previously ask for the trapdoors $T_{W_{0}}$ or $T_{W_{1}}$ The challenger picks a random $b \in\{0,1\}$ and gives the attacker $C=\operatorname{PEKS}\left(A_{p u b}, W_{b}\right)$ We refer to $C$ as the challenge PEKS

4 The attacker can contınue to ask for trapdoors $T_{W}$ for any keyword $W$ of his choice as long as $W \neq W_{0}, W_{1}$

5 Eventually, the attacker $\mathcal{A}$ outputs $b^{\prime} \in\{0,1\}$ and wins the game if $b=b^{\prime}$ We define $\mathcal{A}^{\prime} s$ advantage in breakıng the PEKS as

$$
\begin{equation*}
A d v_{\mathcal{A}}(s)=\left|\operatorname{Pr}\left[b=b^{\prime}\right]-1 / 2\right| \tag{632}
\end{equation*}
$$

Definition A PEKS is semantically secure against an adaptive chosen keyword attack if for any polynomial time attacker $\mathcal{A}$ we have that $\operatorname{Adv}_{\mathcal{A}}(s)$ is negligıble

## 643 Boneh et al's Public Key Encryption with Keyword Search Scheme

The orignal PEKS scheme was proposed by Boneh et al in [30] This scheme exploits the fact that in IBE cryptosystems identities are, after all, only words Therefore the authors of [30] observed that they could create a PEKS scheme from the Boneh and Franklin IBE scheme In fact, as subsequently pornted out in [2], we can adapt any anonymous ${ }^{15}$ IBE scheme, by replacing the identity with a keyword The transformation is more complex, but this is the basic idea

In Boneh et al's scheme the length of the ciphertext of the PEKS increments with each key word appended It is assumed that PEKS will be used as part of a hybrid encryption scheme with a large symmetrically encrypted component Therefore a small increment in the size of the ciphertext is of no concern to the authors

In Boneh et al's PEKS scheme the four algorithms defined above are implemented as follows

- KeyGen This is a standard EC El Gamal public key generation algorithm over a group suitable for paring based cryptography a sutable group $\mathcal{G}$ of large prime order $r$ is chosen and $P$ a generator of the group $\mathcal{G}$ is picked A suitable bilinear map e $\mathcal{G} \times \mathcal{G} \rightarrow \mu_{\tau}$ is selected Two hash functions are chosen, $\mathcal{H} \quad\{0,1\}^{*} \rightarrow \mathcal{G}$, and $\mathcal{H}_{\mu_{r}} \quad \mu_{r} \rightarrow\{0,1\}^{n}$ The user generates a random $\alpha \in \mathbb{Z}_{r}^{*}$ and computes the public key pair $\left(K_{p r 2}, K_{p u b}\right)=(\alpha, \alpha P)$ As with standard EC El Gamal it is not necessary to pick a unique generator each time The user publishes the system parameters as

$$
\begin{equation*}
\text { params }=\left\{\mathcal{G}, \mu_{r}, e, P, K_{p u b}, \mathcal{H}_{W}, \mathcal{H}_{\mu_{r}}\right\} \tag{633}
\end{equation*}
$$

- PEKS To compute the PEKS of the keyword $W$, the user, using the recipients public key $K_{p u b}$, first calculates $t=e\left(\mathcal{H}_{W}(W), K_{p u b}\right)^{x}$ for a random $x \in \mathbb{Z}_{r}^{*}$ It calculates $H=\mathcal{H}_{\mu_{\tau}}(t)$ and the point $S=x P$, and outputs the tuple ( $S, H$ )

[^51]- Trapdoor: To generate $T_{W}$, the trapdoor information for the keyword $W$, a user with private key $K_{p r i}$ computes the value $K_{p r i} \mathcal{H}_{W}(W)^{16}$.
- Test: This is used to test whether a keyword is included in a ciphertext. Given a PEKS ciphertext, $W$ a keyword to search for, and $T_{W}$ Trapdoor information relating to $W$, Test performs the following check:

$$
\begin{equation*}
\mathcal{H}_{\mu_{r}}\left(e\left(T_{W}, S\right)\right) \stackrel{?}{=} H \tag{6.34}
\end{equation*}
$$

If the test passes then it is accepted that $W$ is in the list of encrypted keywords.

Theorem 6.4.1. The non-interactive searchable encryption scheme (PEKS) above is semantically secure against a chosen keyword attack in the random oracle model assuming BDH is intractable [30].

### 6.5 LMQ PEKS: A PEKS based on Sakai and Kasahara IBE

In [2] Abdalla et al. show that any annoymous IBE scheme can be transformed into a PEKS. In a new result we (Libert, McCullagh and Quisquater ${ }^{17}$ ) show the PEKS scheme resulting from Sakai and Kasahara's IBE. This is the most efficient PEKS scheme known, as in common with most Sakai and Kasahara identity-based cryptosystems it does not require a pairing computation in the ciphertext generation stage. It should be noted that in Boneh et al's scheme a pairing computation is required for every keyword that is included in the ciphertext. The scheme described in this section is otherwise very similar to Boneh et al's scheme.

The scheme consists of the same four algorithms that comprise any PEKS: KeyGen, PEKS, Trapdoor and Test. In our scheme they are instanciated as follows:

- KeyGen: This is a standard EC El Gamal public key generation algorithm over a

[^52]group suitable for pairing based cryptography Two suitable groups $\mathcal{G}$ and $\mu_{r}$ of large prıme order $r$ are chosen and $P$ a generator of the group $\mathcal{G}$, and $q=e(P, P) \in \mu_{r}$ a generator of $\mu_{r}$, are pıcked A suitable bilnear map e $\mathcal{G} \times \mathcal{G} \rightarrow \mu_{r}$ is selected Two hash functions are chosen $\mathcal{H}_{W}\{0,1\}^{*} \rightarrow \mathbb{Z}_{r}^{*}$, and $\mathcal{H}_{\mu_{r}} \quad \mu_{r} \rightarrow\{0,1\}^{n}$ The user generates a random $\alpha \in \mathbb{Z}_{r}^{*}$ and computes the public key parr $\left(K_{p r}, K_{p u b}\right)=(\alpha, \alpha P)$ The user publishes their public key and system parameters as
\[

$$
\begin{equation*}
\text { params }=\left\{\mathcal{G}, \mu_{r}, e, P, g, K_{\text {pub }}, \mathcal{H}_{W}, \mathcal{H}_{\mu_{r}}\right\} \tag{635}
\end{equation*}
$$

\]

- PEKS To compute the PEKS of the keyword $W$, a user, using the recipıents' public key and parameters, first calculates $t=g^{x}$ for a random $x \in \mathbb{Z}_{r}^{*}$ They calculate $H=\mathcal{H}_{\mu_{r}}(t)$ and the point $S=x\left(\alpha+\mathcal{H}_{W}(W)\right) P$, and output the tuple $(S, H)$
- Trapdoor To generate $T_{W}$, the trapdoor mformation for the keyword $W$, a user with private key $K_{p r \varepsilon}=\alpha$ computes the value $\left(\alpha+\mathcal{H}_{W}(W)\right)^{-1} P$ This is distributed to the third party, for example a mall gateway
- Test This is used to test whether a keyword is included in a ciphertext Given a PEKS ciphertext $(S, H), W$ (a keyword to search for) and $T_{W}$ (trapdoor information relating to $W$ ), the third party checks the following

$$
\begin{equation*}
\mathcal{H}_{\mu_{r}}\left(e\left(S, T_{W}\right)\right) \stackrel{?}{=} H \tag{636}
\end{equation*}
$$

If the test passes then it is accepted that $W$ is in the hst of encrypted keywords

Theorem 651 Using the same securty model as defined by Boneh et al, the PEKS defined in this section is semantzcally secure against chosen-keyword attacks of the $p$-BDHI problem is intractable The securaty of the scheme as shown using points from linearly independent groups

## 66 Security Proof of the LMQ PEKS

Theorem 661 The PEKS is semantically secure aqainst chosen-keyword attacks if the p-BDHI problem is intractable

Proof Algorithm $\mathcal{B}$ takes as input $\left\langle P, Q, \alpha Q, \alpha^{2} Q, \quad, \alpha^{p} Q\right\rangle$, where $P$ and $Q$ are from linearly independent groups, and attempts to extract $e(P, Q)^{1 / \alpha}$ from its interaction with $\mathcal{A}$

In a preparation phase, $\mathcal{B}$ selects at random an index $\ell \stackrel{R}{r}_{\leftarrow}\left\{1, \quad, q_{\mathcal{H}_{W}}\right\}$, elements $I_{\ell} \leftarrow^{R} \mathbb{Z}_{q}^{*}$ and $w_{1}, \quad, w_{\ell-1}, w_{\ell+1} \quad, w_{q_{\mathcal{H}_{W}}} \stackrel{R}{\gtrless} \mathbb{Z}_{q}^{*} \quad$ For $\imath=1, \quad, \ell-1, \ell+1, \quad, q_{\mathcal{H}_{W}}$, it computes $I_{2}=I_{\ell}-w_{2}$ As in the technique of Boneh-Boyen, it sets up generators $G_{2} \in \mathcal{G}_{2}, G_{1}=\psi\left(G_{2}\right) \in \mathcal{G}_{1}$, where $\psi$ is a distortion map from $\mathcal{G}_{2}$ to $\mathcal{G}_{1}$, and another $\mathcal{G}_{2}$ element $U=\alpha G_{2}$ such that it knows $q_{\mathcal{H}_{W}}-1$ parrs $\left(w_{2}, H_{2}=\left(1 /\left(w_{2}+\alpha\right)\right) G_{2}\right)$ for $\imath \in\left\{1, \quad, q_{\mathcal{H}_{W}}\right\} \backslash\{\ell\}$ The public key $Q_{p u b}$ is chosen as

$$
Q_{p u b}=-U-I_{\ell} G_{2}=\left(-\alpha-I_{\ell}\right) G_{2}
$$

so that its (unknown) private key is implicitly set to $x=-\alpha-I_{\ell} \in \mathbb{Z}_{q}^{*}$ For all $\imath \in$ $\left\{1, \quad, q_{\mathcal{H}_{W}}\right\} \backslash\{\ell\}$, we have $\left(I_{2},-H_{z}\right)=\left(I_{2},\left(1 /\left(I_{2}+x\right)\right) G_{2}\right)$
$\mathcal{B}$ then initializes a counter $\nu$ to 1 and starts the adversary $\mathcal{A}$ on input of ( $G_{1}, G_{2}, Q_{p u b}$ ) Throughout the game, we assume that $\mathcal{H}_{W}$-queries are distinct, that the target keywords $W_{0}^{*}, W_{1}^{*}$ are submitted to $\mathcal{H}_{W}$ at some point and that any query involving a keyword comes after a $\mathcal{H}_{W}$-query on it

- $\mathcal{H}_{W}$-queries (let us call $W_{\nu}$ the mput of the $\nu^{\text {th }}$ one such query) $\mathcal{B}$ answers $I_{\nu}$ and increments $\nu$
- $\mathcal{H}_{\mu_{r}}$-queries on mput $\gamma_{j} \in G_{T} \mathcal{B}$ returns a random $B_{j} \stackrel{R}{R}_{\leftarrow}\{0,1\}^{n}$ and stores the pair $\left(\gamma, B_{j}\right)$ in hst $L_{2}$
- Trapdoor queries on an input of a keyword $W_{\nu}$ if $\nu=\ell$, then the simulator farls

Otherwise, it knows that $\mathcal{H}_{W}\left(W_{\nu}\right)=I_{\nu}$ and returns $-H_{\nu}=\left(1 /\left(I_{\nu}+x\right)\right) G_{2} \in \mathcal{G}_{2}$

At the challenge phase, $\mathcal{A}$ outputs two distinct keywords $\left(W_{0}^{*}, W_{1}^{*}\right)$ for which she never obtained the trapdoors If $W_{0}^{*}, W_{1}^{*} \neq W_{\ell}, \mathcal{B}$ aborts Otherwise, we may assume that $W_{0}^{*}=W_{\ell}$ (the case $W_{1}^{*}=W_{\ell}$ is treated in the same way) $\mathcal{B}$ pıcks $\xi \stackrel{R}{r}^{\mathbb{Z}_{q}^{*}}$ and $B^{*} \stackrel{R}{R}_{\leftarrow}\{0,1\}^{n}$ to return the challenge $S^{*}=\left[A^{*}, B^{*}\right]$ where $A^{*}=-\xi G_{1} \in \mathcal{G}_{1} \quad$ If we define $\rho=\xi / \alpha$ and since $x=-\alpha-I_{\ell}$, we can check that

$$
\begin{equation*}
A^{*}=-\xi G_{1}=-\alpha \rho G_{1}=\left(I_{\ell}+x\right) \rho G_{1}=\rho I_{\ell} G_{1}+\rho \psi\left(Q_{p u b}\right) \tag{637}
\end{equation*}
$$

$\mathcal{A}$ cannot recognize that $S^{*}$ is not a proper ciphertext unless she queries $\mathcal{H}_{\mu_{r}}$ on $e\left(A^{*}, G_{2}^{\left(1 /\left(x+\mathcal{H}_{W}\left(W_{0}^{*}\right)\right)\right.}\right)=e\left(G_{1}, G_{2}\right)^{\rho}$ or $e\left(A^{*}, G_{2}^{\left(1 /\left(x+\mathcal{H}_{W}\left(W_{1}^{*}\right)\right)\right.}\right) \quad$ Along the second stage, her view is simulated as before and her eventual output is ignored Standard arguments can show that a successful $\mathcal{A}$ is very likely to query $\mathcal{H}_{\mu_{r}}$ on either $e\left(A^{*}, G_{2}^{\left(1 /\left(x+\mathcal{H}_{W}\left(W_{0}^{*}\right)\right)\right.}\right)=$ $e\left(G_{1}, G_{2}\right)^{\rho}$ or $e\left(A^{*}, G_{2}^{\left(1 /\left(x+\mathcal{H}_{W}\left(W_{1}^{*}\right)\right)\right.}\right)$ ff the simulation is indistinguishable from a real attack environment Let AskH $H_{2}$ denote this event

In a real attack, we have

$$
\begin{equation*}
\operatorname{Pr}[\mathcal{A} \text { wins }] \leq \operatorname{Pr}\left[\mathcal{A} \text { wins } \mid \neg \text { Ask } H_{2}\right] \operatorname{Pr}\left[\neg \text { AskH } H_{2}\right]+\operatorname{Pr}\left[A_{1} k H_{2}\right] \tag{638}
\end{equation*}
$$

Clearly, $\operatorname{Pr}\left[\mathcal{A}\right.$ wms $\left.\mid \neg A s k H_{2}\right]=1 / 2$ and $\operatorname{Pr}[\mathcal{A}$ wins $] \leq 1 / 2+(1 / 2) \operatorname{Pr}\left[\operatorname{AskH}_{2}\right] \quad$ On the other hand, we have

$$
\operatorname{Pr}[\mathcal{A} \text { wins }] \geq \operatorname{Pr}\left[\mathcal{A} \text { wins } \mid \neg \text { AskH } H_{2}\right]\left(1-\operatorname{Pr}\left[\text { AskH }{ }_{2}\right]\right)=\frac{1}{2}-\frac{1}{2} \operatorname{Pr}\left[\text { AskH }{ }_{2}\right]
$$

It comes that $\epsilon \leq \mid \operatorname{Pr}[\mathcal{A}$ wins $]-1 / 2 \left\lvert\, \leq \frac{1}{2} \operatorname{Pr}\left[\right.$ AskH $\left.H_{2}\right]\right.$ and thus $\operatorname{Pr}[$ AskH2 $] \geq 2 \epsilon$ This shows that, provided the simulation is consistent, $\mathcal{A}$ issues a $\mathcal{H}_{\mu_{\tau}}$-query on either $e\left(A^{*}, G_{2}^{\left(1 /\left(x+\mathcal{H}_{W}\left(W_{0}^{*}\right)\right)\right.}\right)$ or $e\left(A^{*}, G_{2}^{\left(1 /\left(x+\mathcal{H}_{W}\left(W_{i}^{*}\right)\right)\right.}\right)$ at some point of the game with probability at least $\epsilon$ With probability $\epsilon$, a $\mathcal{H}_{\mu_{r}}$-query involving $e\left(A^{*}, G_{2}^{\left(1 /\left(x+\mathcal{H}_{W}\left(W_{0}^{*}\right)\right)\right.}\right)=e\left(G_{1}, G_{2}\right)^{\rho}$ will be issued To produce a result, $\mathcal{B}$ fetches a random record from the lists $L_{2}$ With proba-
bility $1 / q_{\mathcal{H}_{\mu_{r}}}$, the chosen record contains the right element $r=e\left(G_{1}, G_{2}\right)^{\rho}=e(P, Q)^{f(\alpha)^{2} \xi / \alpha}$, where $f(z)=\sum_{i=0}^{p-1} c_{i} z^{i}$ is the polynomial for which $G_{2}=f(\alpha) Q$. The $p$-BDHIP solution can be extracted by noting that, if $\gamma^{*}=e(P, Q)^{1 / \alpha}$, then

$$
e\left(G_{1}, G_{2}\right)^{1 / \alpha}=\gamma^{*}\left(\sigma_{0}\right) e\left(\sum_{i=0}^{p-2} c_{i+1}\left(o^{i} P\right), c_{0} Q\right) e\left(G_{1}, \sum_{j=0}^{p-2} c_{j+1}\left(\alpha^{j}\right) Q\right) .
$$

In an analysis of $\mathcal{B}$ 's advantage, we note that it only fails in providing a consistent simulation because of one of the following independent events:

$$
E_{1}: W_{0}^{*}, W_{1}^{*} \neq W_{\ell} .
$$

$E_{2}: \mathcal{B}$ aborts when answering a trapdoor query.
We clearly have $\operatorname{Pr}\left[\neg E_{1}\right]=\left(q_{\mathcal{H}_{W}}-1\right) /\binom{q_{\mathcal{H}_{W}}}{2}=2 / q_{\mathcal{H}_{W}}$ and we know that $\neg E_{1}$ implies $\neg E_{2}$. We thus find $\operatorname{Pr}\left[\neg E_{1} \wedge \neg E_{2}\right]=2 / q_{\mathcal{H}_{W}}$. It follows that $\mathcal{B}$ outputs the correct result with probability $2 \varepsilon /\left(q_{\mathcal{H}_{W}} q_{\mathcal{H}_{\mu r}}\right)$.

### 6.7 Optimisations

In this section we look at the optimisations of Baek et al. [9] and consider their applicability to our scheme.

### 6.7.1 Refreshing Keywords

Obviously one of the problems with a PEKS system is that, for the system to become operational, the keywords must come from a relatively small set which we assume is publicly known. For example one might want to forward emails from known email addresses ceod company.com, or emails that mention a certain term such as new contract. Baek et al. [9] propose refreshing the keywords by appending date information in much the same way that identities are given validity windows in IBE [31]. Using this method the current date is appended to the keyword. This method seems reasonable as information on how to construct keywords can be distributed with public keys.

Another obvious method is the use of ephemeral public keys, which are signed using a long term private key Since this is an encryption scheme we assume that lookups of public keys are not an inconvenience to the sender Also, the sender will only have to check the last link in the certificate chain We note that this method is more efficient than the method of appending dates to the the keywords, as, if the keywords do not change, then we can store keyword hashes and do not have to repeatedly perform "hash and map"

Baek et al [9] seem to imply that the trapdoor information should only be released to the gateway at the start of its validity period, in much the same way as a private key is only distributed to a user of an identity based system at the start of the validity period for the corresponding public key We note here that this does not have to be the case for the distribution of trapdoor information The recipient could easily publish all of its intended public keys ahead of time, and at the same time give the gateway all of the corresponding trapdoor information The gateway could then store all of the trapdoor information and discard them when they expire

## 672 Removal of the Secure Channel

Another idea Baek et al [9] suggested was the removal of the secure channel for the distribution of the trapdoor information from the user to the gateway This incurred a penalty of one extra exponentation in the group $\mu_{r}$ for the sender We observe that with our scheme we can remove the secure channel without any additional burden on any of the users in the system The modified system is only slightly different from the original scheme that we propose in section 65 and is outhned here

A PEKS scheme with removal of the secure channel between the public key owner and the third party requires five algorithms KeyGen User, KeyGen GW, Encrypt, Trapdoor, Test KeyGen User is a public key generation algorithm carried out by the recipient KeyGen GW is an algorithm carried out by the mal gateway Encrypt is carried out by the sender Trapdoor is carried out by the recipient to produce the trapdoor information which is given to the gateway Test is carried out by the gateway

- KeyGen User This is a standard EC El Gamal public key generation algorithm over a group suitable for pairing based cryptography Two suitable groups $\mathcal{G}$ and $\mu_{\tau}$ of large prime order $r$ are chosen and $P$ a generator of the group $\mathcal{G}$, and $g$ a generator of $\mu_{r}$ such that $g=e(P, P)$, are picked A suitable bilinear map $e \mathcal{G} \times \mathcal{G} \rightarrow \mu_{\tau}$ is selected Two hash functions are chosen $\mathcal{H}_{W}\{0,1\}^{*} \rightarrow \mathbb{Z}_{r}^{*}$, and $\mathcal{H}_{\mu_{r}} \quad \mu_{r} \rightarrow\{0,1\}^{k}$ The user generates a random $\alpha \in \mathbb{Z}_{r}^{*}$ and computes the public key pair $\left(K_{p r i}, K_{p u b}\right)=(\alpha, \alpha P)$ The user publishes their public key and system parameters as

$$
\begin{equation*}
\text { params }=\left\{\mathcal{G}, \mu_{r}, e, P, g, K_{p u b}, \mathcal{H}_{W}, \mathcal{H}_{\mu_{r}}\right\} \tag{639}
\end{equation*}
$$

- KeyGen GW Using params the gateway generates a random value $y \in \mathbb{Z}_{r}^{*}$ and computes $g_{g w}=g^{y} \in \mathcal{G}$
- PEKS To compute the PEKS of the keyword $W$, a sender, using the recipients' public key and parameters, and the value $g_{g w}$ obtaned from the gateway, first calculates $t=g_{g w}^{x}$ for a random $x \in \mathbb{Z}_{r}^{*}$ They calculate $H=\mathcal{H}_{\mu_{r}}(t)$ and the point $S=$ $x\left(\alpha+\mathcal{H}_{W}(W)\right) P$, and output the tuple $(S, H)$
- Trapdoor To generate $T_{W}$, the trapdoor information for the keyword $W$, a user with private key $K_{p r i}=\alpha$ computes the value $\left(\alpha+\mathcal{H}_{W}(W)\right)^{-1} P$ This information can be passed to the gateway in the clear
- Test This is used to test whether a keyword is included in a ciphertext Given a PEKS ciphertext ( $S, H$ ), W (a keyword to search for) and $T_{W}$ (trapdoor information relating to $W$ ), and the gateway's secret value $y$ the mail gateway checks the following

$$
\begin{equation*}
\mathcal{H}_{\mu_{r}}\left(e\left(S, y T_{W}\right)\right) \stackrel{?}{=} H \tag{640}
\end{equation*}
$$

The trapdoor information can now be distributed to the gateway in the clear, since the Test algorithm now requires knowledge of $y$, which is known only to the gateway

If the test passes then it is accepted that $W$ is in the list of encrypted keywords

## The Security of the "No Secure Channel" Scheme

Theorem 671 The PEKS with secure channel removed is semantucally secure against chosen-keyword attacks if the p-BDHI problem is intractable

The proof is very similar to the proof given for the scheme described above, and is included in appendix B 1

## 673 Randomness Re-use

Baek et al suggest randomness re-use for use with the Boneh et al scheme However, we note here that randomness re-use is not possible with our scheme Randomness reuse, where the same $t=g^{x}$ is used for two different encryptions introduces the following vulnerability

Say an attacker guesses two popular keywords, he can check for their presence by doing the following test

Let $W_{0}, W_{1}$ represent the guessed keywords respectively Then, if the attacker's guesses are correct and randomness re-use is used, the resulting ciphertext will include $S=x(\alpha+$ $\left.H_{W}\left(W_{0}\right)\right) P$ and $S^{\prime}=x\left(\alpha+H_{W}\left(W_{1}\right)\right) P \quad H=\mathcal{H}_{\mu_{r}}\left(g^{x}\right)$ will be the same for both encrypted keywords, due to randomness re-use

$$
\begin{array}{r}
x P=\left(H_{W}\left(W_{0}\right)-H_{W}\left(W_{1}\right)\right)^{-1}\left(S-S^{\prime}\right) \\
g^{x}=e(P, x P) \tag{642}
\end{array}
$$

The attacker then carmes out the following test

$$
\begin{equation*}
\mathrm{H} \stackrel{?}{=} \mathcal{H}_{\mu_{r}}\left(g^{x}\right) \tag{643}
\end{equation*}
$$

If the test is passed, the attacker knows that the two keywords were present This 15 a very real attack on a PEKS system, since the keywords are likely to come from a small, well defined dictionary

### 6.8 Efficiency of the Sakaı and Kasahara PEKS Scheme

We now look at the efficiency of our scheme with comparison to the Boneh et al scheme [30] We will then look at the various modifications that can be made to that scheme and see how they may be applied to the scheme which we present - some of these where suggested by Baek et al in [9] The figures in brackets represent the timings when using Scott's faster hash and map algorithm

| \# keywords | Boneh et al (naive) | Boneh et al (Randomness Re-use) | ours |
| :---: | :---: | :---: | :---: |
| 1 | $599 \mathrm{~ms}(302 \mathrm{~ms})$ | $599 \mathrm{~ms}(302 \mathrm{~ms})$ | 188 ms |
| 5 | $2995 \mathrm{~ms}(1510 \mathrm{~ms})$ | $2619 \mathrm{~ms}(1134 \mathrm{~ms})$ | 940 ms |
| 10 | $5990 \mathrm{~ms}(3020 \mathrm{~ms})$ | $5144 \mathrm{~ms}(2174 \mathrm{~ms})$ | 1880 ms |

Table 63 Comparison of our scheme with that of Boneh et al

As we can see the new scheme is faster, but due to the fact that we cannot make use of randomness re-use, it does not manage to significantly outperform the Boneh et al scheme at higher numbers of keywords as might be expected

## 69 Conclusion

We have seen in this chapter that IBE is not the only talent of pairings We have given a review of a few of the more interesting IBE schemes, such as the seminal Boneh and Franklın IBE and the more efficient Sakaı and Kasahara IBE scheme We have also looked at Public key Encryption with Keyword Search, and presented the fastest known scheme This just gives a flavour of the types of encryption schemes that are possible with pairings

## Chapter 7

## Two-Party Identity-Based Key <br> Agreements Protocols

Key agreement protocols are fundamental to the study of asymmetric cryptography Key agreement protocols that are based on the discrete logarithm problem are closely related to public key encryption The idea of a key agreement scheme is to allow two entities to share a common ephemeral (session) key The process of establishing a session key is called key establushment There are two ways to achieve a shared key, one being a key transportation protocol, where one entity is trusted with generating a key and transporting it securely to the other user For example by encrypting it using the public key of the recipient, or by encrypting it using a symmetric encryption algorithm under a master key that is shared by both users This is sometimes referred to as a digital envelope [79] Some key transportation algorithms make use of a third party, for example the key agreement protocol in the Kerberos network authentication system [132] Another way of generating a shared session key is that the two parties generate tokens that they swap This is called a key agreement protocol These tokens allow the users to create a common shared secret For a good general reference see $[91$, Ch 12]

The most famous key agreement protocol is the Diffie-Hellman protocol It was presented in 1976, in the ground-breaking paper 'New Directions in Cryptography" [58] It
allows two users who have not previously shared information to establish a shared secret session key in the presence of passive eavesdroppers The Diffie-Hellman key agreement, as shown in Table 71 was extremely important, because it proposed something that was so counter-mintuitive $U_{p}$ until this point it was assumed that if you wanted to engage in a cryptographic protocol with another party you must have previously established some common shared secret with them (symmetric cryptography) It layed the foundation stone for publc key cryptography

The Diffie-Hellman key agreement has two system parameters $p$ and $g$ Parameter $p$ is a prime number and parameter $g$ is a generator of a large prime order subgroup of order $r$ $\alpha$ and $\beta$ are two number drawn at random from the set of integers less than $r$

| Alice |  | Bob |
| :---: | :---: | :---: |
| $T_{A}=g^{\alpha}$ | $\rightarrow$ |  |
|  | $\leftarrow$ | $T_{B}=g^{\beta}$ |
| $K_{A}=T_{B}^{\alpha}$ |  | $K_{B}=T_{A}^{\beta}$ |
| $K_{A}=g^{\alpha \beta}$ |  | $K_{B}=g^{\alpha \beta}$ |

Table 71 The Diffie Hellman Key Agreement

The Diffie-Hellman key agreement is not perfect however It suffers from what is called the "man-in-the-middle" attack This derives from the fact that the parties are not authenticated in any way during the protocol This is quite a critical flaw The idea behind the attack is that you can create a shared secret with someone, but you do not know for sure with whom you are communcating The protocol itself is secure, but you do not know if you are talking with your intended recipient, or if you are talking directly to an eavesdropper If the eavesdropper manages to dupe Alice and Bob into talking directly with him then he can relay (and read) all of the messages between them The eavesdropper becomes the 'man in the middle" The eavesdropper does this by negotiating two seperate session keys, one with Alice and the other with Bob This is shown clearly in Table 72 The eavesdropper can now decrypt messages from Alice and re-encrypt them and forward them on to Bob

$$
\begin{array}{ccccc}
\text { Alce } & & \text { Eve } & & \text { Bob } \\
K_{A}=g^{\alpha} & \rightarrow & & & \\
k_{E_{B}}=g^{\beta_{F}} & & \\
\operatorname{key}_{A E}=K_{E}^{\alpha} & \leftarrow & k_{A E}=K_{A}^{\beta_{\Gamma}} & & \\
\operatorname{key}_{A E}=g^{\alpha \beta_{E}} & & \operatorname{key}_{A E}=g^{\alpha \beta_{F}} & & \\
& & K_{E_{A}}=g^{\alpha_{\Gamma}} & \rightarrow & \\
& & & \leftarrow & K_{B}=g^{\beta} \\
& & \operatorname{key}_{B L}=K_{B}^{\alpha_{E}} & & \operatorname{key}_{B E}=K_{E}^{\beta} \\
& \operatorname{key}_{B E}=g^{\alpha \alpha_{C} \beta} & & \operatorname{key}_{B E}=g^{\alpha_{E} \beta}
\end{array}
$$

Table 72 A Man in the Middle Attack on the Diffie-Hellman key Agreement

We have seen that the Diffie-Hellman protocol is extremely elegant However, we have also seen that it does not have any real practical application as it stands If we assume that we only use cryptography to keep secrets then we would also assume that we want to know with confidence who we are telling those secrets to This leads to the obvious question What properties should we expect of a key agreement protocol?

### 7.1 Definition of an Identity Based Key Agreement Protocol

A two party ıdentıty based key agreement protocol contans the algorithms Setup, Extract and the protocol Key Agreement Setup and Extract are carried out by the KGC and are common to all identity based cryptosystems Key Agreement, which is common to all key agreement protocols, is carried out by the two end users

- Setup takes as input a security parameter $k$ It outputs system wide params, which are made public It also produces a master secret key $s$, which is known only to the KGC
- Extract takes as input params, $s$, and the identity of a user $I D$ It outputs a private key $d$ for this user
- Key Agreement is carried out between two end users The result of this algorithm is that both parties obtain a shared secret value


## 72 Properties of Key Agreement Protocols

Properties of Key Agreements [44, 8]

- Known Key Security Each run of the protocol should result in a fresh, unıque, randomly distributed session key Recovery of arbitrarily many previous session keys should not help an attacker in determining the currently agreed session key
- Forward Secure A key agreement is said to be forward secure if knowledge of all long term private keys does not compromise previously established session keys A scheme is said to have partial forward secrecy if knowledge of all of the private keys of the communicating entities is required before previous session keys can be recovered
- Key Compromise Impersonation Resilience Compromise of Alice s long term private key will (obviously) allow an attacker to impersonate Alice to other entities However it is desirable that this does not allow the attarker to impersonate other entities to Alice
- Unknown Key Share Resılience This is an attack whereby an entity $A$ finishes an execution of a key agreement protocol believing that a common key is shared with an entity $B$ (this is in fact the case) but $B$ falsely believes that the key is shared with another entity $E(\neq A)$
- Key Control Neither party should be able to force the agreed session key to be a certain value, or to be in a certain small subset of the key space

A key agreement protocol is said to provide key authentication if entity $A$ is assured that no other entity apart from a specifically identified entity $B$ can possibly learn the value of the shared secret key It is an "Authenticated Key Agreement" (AK) protocol This does not guarantee that entity $B$ knows a particular shared secret, it only guarantees that no-one else knows it

This gives rise to a further definition, an authenticated key agreement protocol in which entity $A$ is assured that entity $B$ has a particular secret value is called an 'Authenticated Key Agreement with Key Confirmation" (AKC) It is easy to convert an Authenticated Key Agreement into an Authenticated Key Agreement with Key Confirmation The basis of this transformation is to add another pass to the protocol in which the agreed session key is used to MAC ${ }^{1}$ some data that contans redundancy

Often, if we wish to use the secret value as a key to encrypt a message that contans redundancy, for example a message written in the English language or a real-time voice call, we do not need to add key confirmation The key will be confirmed by the fact that a message with the expected redundancy was recovered If the decryption reveals a random binary string or the phone call just contans 'white nose" then we can assume that the secret value was not transmitted correctly

Other desirable attributes of AK and AKC protocols include

- Small Number of Passes A pass in a protocol is a token (message) sent from entity $A$ to entity $B$ or visa versa
- Small Number of Rounds A new round is classified by its dependence on information exchanged in a previous round For example in a tripartite key agreement an entity $A$ might send different messages to entities $B$ and $C$ However, if these can both be sent at the same time, we say that this is one round of the protocol We would classify Joux's key agreement protocol [77] as a one round protocol, since the mformation that any entity sends is independent of the information sent to them from other entities Many two party key agreements are one round protocols
- Small Computational Complexity The computational complexity is the amount of work done by the communicating entities in order to surcessfully share a secret value

[^53]- Role Symmetry: Do all of the parties in the protocol carry out identitical computations? If they do then the key agreement is role symmetric. This may be advantageous if both entities have the same computational resources, or not, if the entities have very different computational resources (for example a smart card / terminal key agreement).

There are many key agreement protocols based on bilinear maps, and many have subsequently been broken. One of the first applications of pairing based cryptography was a tripartite key agreement protocol by Joux [77]. This protocol does not authenticate the users, and thus is susceptible to the man-in-the-middle attack. However, it was a significant step in the development of pairing based cryptography. This original scheme was not identity-based.

Many key agreement protocols from bilinear maps have been since proposed. Smart [127], and Chen and Kudla [44] have proposed two-party key agreement protocols, neither of which have been broken. Nalla proposes a tripartite identity-based key agreement in [97], and Nalla and Reddy propose a scheme in [99], but both have been broken [47, 121]. Shim presents two key agreements [123,122], but both these schemes have been broken by Sun and Hsieh [131]. Another set of authenticated tripartite key agreements proposed by Al-Riyami and Paterson [5] were attacked by Shim [120], with one being broken. The non-interactive identity based scheme of Sakai, Ohgishi and Kasahara [111], and the scheme of Scott [114] both suffer from key compromise impersonation.

Most identity-based key agreement protocols have the property of key escrow: the trusted authority that issues private keys can recover the agreed session key. This feature is either acceptable, unacceptable, or desirable depending on the circumstances. For example, escrow is essential in situations where confidentiality as well as an audit trail is a legal requirement, as in confidential communication in the health care profession. There are other examples, such as personal communications, where it would be advantageous to turn escrow off.

The two-party key agreements proposed by Smart and by Chen and Kudla are escrowed schemes by default. A modification suggested by Chen and Kudla [44] to remove escrow can also be applied to Smart's scheme. However, this modification creates additional computational overhead. Scott's scheme does not allow escrow, and there seems no obvious way to introduce this feature, bar one party in the protocol sending a third party a copy of the agreed key.

If all parties in an identity based key agreement protocol have had their private keys issued by the same KGC then we say that they are all members of the same domain. If a key agreement protocol requires that both users have keys issued by the same KGC [111, 114] then this, for example, might mean that two workers from the same company would be able to generate a shared secret. However employees from two different companies would not be able to generate such a shared secret. Chen and Kudla proposed a solution to this problem in [44].

### 7.3 Security Models for Identity Based Key Agreements

We adopt the security model proposed by Bellare and Rogaway [19], modified by BlakeWilson et al. [23], and used in proving the security of the key agreement protocols introduced in [44] and [89].

The model includes a set of parties, each modelled by an oracle. We use the notation $\Pi_{i, j}^{n}$, meaning a participant/oracle $i$ believing that it is participating in the $n$-th run of the protocol with $j$. Oracles keep transcripts of all communications in which they have been involved. Each oracle has a secret private key, issued by a KGC, which has run a BDH parameter generator $\mathcal{B}$ and published groups $\mathcal{G}$ and $\mu_{T}$, a bilinear map of the form $e: \mathcal{G} \times \mathcal{G} \rightarrow \mu_{r}$, a group generator $P$ of $\mathcal{G}$, and a master public key $s P$.

The model contains an adversary $E$ which has access to all message flows in the system. $E$ is not a (legitimate) user or $\mathrm{KGC}^{2}$. All oracles only communicate with each other via $E$. $E$ can replay, modify, delay, interleave or delete messages. $E$ is benign if it acts like a wire

[^54]and does not modify communication between oracles From [19], if two oracles receive, via the adversary, property formatted messages that have been generated exclusively by the other oracle, and both oracles accept ${ }^{3}$, we say that these two oracles have had a matching conversation

The adversary $E$ at any tume can make the following queries

- Create $E$ sets up a new oracle in the system that has public key $I D$, of $E$ 's choosing $E$ has access to the identity / public key of the oracle The private key is obtaned from the KGC
- Send $E$ sends a message of his choice to an oracle $\imath, \prod_{\imath, j}^{n}$, in which case $\imath$ assumed that the message came from $\jmath E$ can also instruct the actual oracle $\jmath$ to start a new run of the protocol with $\imath$ by sending a $\lambda_{j}$ signal to $J$ Using the terminology of [23] an oracle is an inetrator oracle if the first message that it receives is $\lambda$, otherwise it is a responder oracle
- Reveal $E$ receives the session key that is currently being held by a particular oracle
- Corrupt $E$ receives the long term private key beng held by a particular oracle
- Test $E$ receives either the session key or a random value from a particular oracle Specifically, to answer the query the oracle flips a far con $c \in\{0,1\}$, if the answer is 0 it outputs the agreed session key, and if the answer is 1 it outputs a random element of $\{0,1\}^{k} \quad E$ then must decide whether $c$ is 0 or 1 , call this prediction $c^{\prime}$ $E$ 's advantage in distingushing the actual session key held by an uncorrupted party from a key sampled at random from $\{0,1\}^{k}$ in this game, with respect to the security parameter $k$, is given by

$$
\begin{equation*}
\text { Advantage }^{E}(k)=\left|\operatorname{Pr}\left[c^{\prime}=c\right]-1 / 2\right| \tag{71}
\end{equation*}
$$

[^55]The Test query can be performed only once, aganst an oracle that is in the Accepted state (see below), and which has not previously been asked a Reveal or Corrupt query

An oracle may be in one of the following states (it cannot be in more than one state)

Accepted If the oracle decides to accept a session key, after receipt of properly formatted messages

Rejected If the oracle decides not to accept and aborts the run of the protocol

* If the oracle has yet to decide whether to accept to reject for this run of the protocol We assume that there is some time-out on this state

Opened If a Reveal query has been performed against this oracle for its last run of the protocol (its current session key is revealed)

Corrupted If a Corrupt query has ever been performed against this oracle

Definition [23] A protocol is an AK protocol if

- In the presence of the benign adversary on $\prod_{2, j}^{n}$ and $\prod_{j, 2}^{i}$, both oracles always accept holding the same session key, and this key is distributed uniformly at random on $\{0,1\}^{k}$, if for every adversary $E$
- If uncorrupted oracles $\prod_{2, j}^{n}$ and $\prod_{j, 2}^{t}$, have matching conversations then both oracles accept and hold the same session key,
- Advantage ${ }^{E}(k)$ is negligıble


## 74 The Non-interactıve Identity Based Key Agreement Protocol of Sakaı, Ohgıshı and Kasahara

As mentioned in the introduction to this chapter, the Diffie-Hellman key agreement protocol and the paper "New Directions in Cryptography" [58] laid the foundation stone for
asymmetric cryptography However, identity based key agreement protocols using parrngs are a much more recent discovery The first such identity based key agreement protocol was proposed by Sakai, Ohgishı and Kasahara in 2000 [111] As an added bonus this scheme is also non-interactive, and is one of the simplest key agreement schemes in existence The protocol proceeds as follows

- Setup The KGC chooses an appropriate group $\mathcal{G}$ of order $r$ and selects a generator of that group $P$ Therefore we have $\langle P\rangle=\mathcal{G}$ The KGC generates a random $s \in_{R} \mathbb{Z}_{r}^{*}$ The KGC calculates $P_{p u b}=s P$ The KGC publishes descriptions of hash functions $\mathcal{H}_{k} \quad \mu_{r} \rightarrow\{0,1\}^{k}, \mathcal{H}_{I D} \quad\{0,1\}^{k} \rightarrow \mathcal{G}$, and a bilinear map $e \mathcal{G} \times \mathcal{G} \rightarrow \mu_{r}, \mathcal{G}, P_{p u b}$ and $\mu_{r}$
- Extract The KGC issues private keys to users, first by checkıng that they have a legitimate claim on $I D$, the identity for which they wish to receive the private key The KGC generates their private key as $s Q_{I D}$ where $Q_{I D}=\mathcal{H}_{I D}(I D) \in \mathcal{G}$


## - Key Agreement

Suppose the user with identity $I D_{A}$ and public key $Q_{I D_{A}}$, wishes to set up a shared secret with the user with identity $I D_{B}$, and corresponding public key $Q_{I D_{B}}$ The shared secret is calculated as $\mathcal{H}_{k}\left(e\left(s Q_{I D_{A}}, Q_{I D_{B}}\right)\right)$

Suppose the user with identity $I D_{B}$ and public key $Q_{I D_{B}}$, wishes to setup a shared secret with a user with identity $I D_{A}$, and corresponding public key $Q_{I D_{A}}$ The shared secret is calculated $\mathcal{H}_{k}\left(e\left(Q_{I D_{A}}, s Q_{I D_{B}}\right)\right)$

From bilnearity, it can be observed that

$$
\begin{equation*}
e\left(s Q_{I D_{A}}, Q_{I D_{B}}\right)=e\left(Q_{I D_{A}}, s Q_{I D_{B}}\right)=e\left(Q_{I D_{A}}, Q_{I D_{B}}\right)^{9} \tag{72}
\end{equation*}
$$

and therefore both users have agreed the same shared secret, without interaction

## 75 The Identity Based Key Agreement Protocol of Smart

Smart's key agreement [127], like all identity based key agreements, contains the two algorithms Setup, Extract and and the protocol Key Agreement Smart's key agreement makes use of a group $\mathcal{G}$ and a bilnear map of the form $e \mathcal{G} \times \mathcal{G} \rightarrow \mu_{r}$, where solving the discrete logarithm problem in the groups $\mathcal{G}$ and $\mu_{r}$ is computationally infeasible We denote the order of the groups by $r$ It also makes use of a session key derivation function $\mathcal{H}_{k} \quad \mu_{r} \rightarrow\{0,1\}^{k}$, and a hash function $\mathcal{H}_{I D} \quad\{0,1\}^{*} \rightarrow \mathcal{G}$ (as described by Boneh and Franklin) to map identities to elements of the group $\mathcal{G}$

The key agreement proceeds as follows

- Setup and Extract are identitical to the Setup and Extract algorithms specified by Boneh and Franklın
- Key Agreement We describe the key agreement between two users, Alice and Bob, who have pubhc keys $Q_{A}$ and $Q_{B}$ and private keys $s Q_{A}$ and $s Q_{B}$ respectively Alice generates a random $\alpha \in \mathbb{Z}_{r}^{*}$ and likewise, Bob generates a random $\beta \in \mathbb{Z}_{r}^{*}$ Now the protocol proceeds as shown in Table 73

$$
\begin{array}{cccc}
\text { Alıe } & & \text { Bob } \\
\alpha P & \rightarrow & \\
K_{A}=\mathcal{H}_{k}\left(e\left(s Q_{A}, \beta P\right)\right. & \left.e\left(Q_{B}, \alpha s P\right)\right) & \leftarrow & \\
\hline & K_{B}=\mathcal{H}_{k}\left(e\left(Q_{A}, \beta s P\right)\right. & \left.e\left(s Q_{B}, \alpha P\right)\right)
\end{array}
$$

Table 73 Smart's Identıty Based Key Agreement

Smart also proposes a Authenticated Key Agreement Scheme with Key Confirmation (AKC), by applying a simple transformation using the key that was exchanged in the key agreement above with a MAC on some redundant data This idea was explored in detall in [23] The key derivation function is now $\mathcal{H}_{k} \mu_{r} \rightarrow\{0,1\}^{k} \times\{0,1\}^{k}$ This produces two $k$ bit keys, one being used to key the MAC, and therefore for providing confirmation, and the other being the actual session key

Smart's Authenticated Key Agreement with Key Confirmation proceeds as in Table 74

$$
\begin{array}{ccc}
\text { Alice } & & \text { Bob } \\
\alpha P & \rightarrow & \\
& & R=e\left(Q_{A}, \beta s P\right) e\left(s Q_{B}, \alpha P\right) \\
\left(k, k^{\prime}\right)=\mathcal{H}_{k}(R) \\
\beta P \\
& \leftarrow & \left\{\begin{array}{c} 
\\
M_{1}=M A C_{k}^{\prime}\left(2, Q_{B}, Q_{A}, R\right)
\end{array}\right. \\
R=e\left(s Q_{A}, \beta P\right) e\left(Q_{B}, \alpha s P\right) & & \\
\left(k, k^{\prime}\right)=\mathcal{H}_{k}(R) & & \\
M A C_{k^{\prime}}\left(2, Q_{B}, Q_{A}, R\right) \stackrel{?}{=} M_{1} & & \\
M_{2}=M A C_{k^{\prime}}\left(3, Q_{A}, Q_{B}, R\right) & \rightarrow & M A C_{k^{\prime}}\left(3, Q_{A}, Q_{B}, R\right) \stackrel{?}{=} M_{2} \\
K_{A}=k & & K_{B}=k
\end{array}
$$

Table 74 Smart's Identıty Based Key Agreement Protocol with Key Confirmation

Provided that both of the verification equations are passed then the agreed session key 1s $k$

In his original paper, Smart gives informal security arguments for the security of his scheme, but in a new result we prove it secure in the random oracle model, using a modified version of the security model of Bellare and Rogaway [19] in which reveal queries are not allowed

## 751 The Security of Smart's Key Agreement Protocol

The proof of security of the above algorithm relies on the conjectured intractability of the Bilmear Diffie-Hellman Problem The Bilinear Diffie-Hellman Problem is Given $P, a P, b P, c P \in \mathcal{G}$ compute $g^{a b c} \in \mu_{\mathrm{r}}$ where $g=e(P, P)$

Assuming that the BDHP is hard (with respect to the security parameter $k$ ), we now demonstrate the security of Smart's key agreement protocol

Theorem 751 Smart's key agreement protocol as a secure $A K$ protocol, assumang that $E$ does not make any reveal queries and that the hash functions used are modelled as random oracles, and that the BDHP is hard

See appendix D for the proof This original work has been put in the Appendix, as it simply an adaptation of the security proof which Chen and Kulda gave for their identity based key agreement [44]

## 752 Efficiency of Smart's Identıty Based Key Agreement Protocol

We now look at the efficiency of Smart's key agreement protocol Firstly, the AK protocol presented by Smart is role symmetric This means that both parties to the agreement incur the same computational and bandwidth rosts We see that, without precomputation, the computational cost for each participant is one point scalar multiplication, two pairings and an exponentiation in $\mu_{r}$ With precomputation, we see that if entity $A$ was to repeatedly communcate with entity $B$, then the paring $\gamma_{B}=e\left(Q_{B}, s P\right)$ could be precomputed and stored This would mean that $A$ could then complete the key agreement as

$$
\begin{equation*}
K_{A}=\mathcal{H}_{k}\left(e\left(s Q_{A}, \beta P\right) \quad \gamma_{B}^{\alpha}\right) \tag{73}
\end{equation*}
$$

This reduces the computational load placed on $A$ to one point scalar multıplication, one parring and one paring exponentiation Since paring exponentiation is much faster than pairing computation over $k=2$ curves, this change will achieve a significant increase in the performance of the key agreement

### 7.6 The Identity Based Key Agreement of McCullagh and Barreto

We now describe the identity based AK protorol that has been presented by McCullagh and Barreto in [89] This key agreement protocol, unlike the previous AK protocols of Smart and Chen and Kudla, does not make use of the identity based public key pair of Boneh and Franklin Instead we use the identıty based key paır developed by Sakaı and Kasahara [109] Like the previous schemes, this scheme consists of two algorithms, Setup and Extract, and the Key Agreement itself Obvously the modifications that were proposed by Chen and

Kudla in [44] also apply We will look at this in more detail later
This algorithm makes use of two groups $\mathcal{G}$ and $\mu_{r}$ of prime order $r \quad P$ is a generator of the group $\mathcal{G}$ It also makes use of two random oracles, $\mathcal{H}_{I D}$ ID $\rightarrow \mathbb{Z}_{r}^{*}$ and $\mathcal{H}_{K} \quad \mu_{r} \rightarrow\{0,1\}^{k}$ A bilinear map of the form $e \mathcal{G} \times \mathcal{G} \rightarrow \mu_{\tau}$ is selected This scheme also uses $q=e(P, P) \in \mu_{r}$ $g$ is a generator of $\mu_{r}$

- Setup The KGC generates a random element $s \in \mathbb{Z}_{r}^{*}$ The KGC publishes $\mathcal{G}, \mu_{r}$, e $\mathcal{G} \times \mathcal{G} \rightarrow \mu_{\tau}, \mathcal{H}_{I D}, \mathcal{H}_{K}, P$ and ${ }_{\varsigma} P$
- Extract The KGC validates that the user requesting the private key is associated with a certain $I D$ The public key for this user is $s P+\imath P=(s+\imath) P$, where $\imath=$ $\mathcal{H}_{I D}(I D) \in \mathbb{Z}_{r}^{*} \quad$ The corresponding private key, which requires knowledge of $s$ to compute, is calculated by the KGC as $(s+\imath)^{-1} P$
- Key Agreement First, users Alice and Bob, who have public key pars $\{(s+a) P,(s+$ $\left.a)^{-1} P\right\}$ and $\left\{(s+b) P,(s+b)^{-1} P\right\}$, generate random $\alpha$ and $\beta \in \mathbb{Z}_{r}^{*}$ respectively They then complete the key agreement as shown in Table 75

| Alice |  | Bob |
| :---: | :---: | :---: |
| $\alpha(s+b) P$ | $\rightarrow$ |  |
| key $=\mathcal{H}_{K}\left(g^{\alpha}\right.$ | $\left.e\left(\beta(s+a) P,(s+a)^{-1} P\right)\right)$ | $\leftarrow$ |$\quad$ key \(=\mathcal{H}_{K}\left(g^{\beta} \quad \begin{array}{l}\beta(s+a) P <br>

\left.e\left(\alpha(s+b) P,(s+b)^{-1} P\right)\right)\end{array}\right.\)

Table 75 McCullagh and Barreto's Authenticated Key Agreement

For clarfication, the agreed session key is $\mathcal{H}_{K}\left(g^{\alpha+\beta}\right)$ The computational cost assoclated with this key agreement is one paring, one paring exponentiation and one point scalar multuplication We also note that apart from storing long term public keys (which would mcrease performance), there are no storage overheads with this key agreement protocol

## 761 The Security of the Identity Based Key Agreement Protocol of McCullagh and Barreto

The original security proof supphed with the McCullagh and Barreto key agreement was flawed, in that an adversary could tell the difference between the simulated environment and the real world This was a flaw in the security proof only In [48] Cheng and Chen provided a new security proof which relied on a new hard problem, which they introduced, called the $k$-EBCAA - assumption $^{2}$

Definition $k$-EBCAA $A_{1}$ Assumption For an integer $k$, and $x, y \in_{R} \mathbb{Z}_{r}^{*}, P \in \mathcal{G}, e \mathcal{G} \times$ $\mathcal{G} \rightarrow \mu_{r}$, given $\left.h P, x P, h_{0},\left(h_{1},\left(h_{1}+x\right)^{-1} P\right), \quad,\left(h_{k},\left(h_{k}+x\right)^{-1} P\right), y P\right)$ where $h_{2} \in_{R} \mathbb{Z}_{r}^{*}$ are different from each other for $0 \leq \imath \leq k$, to compute $e(P, P)^{y\left(h_{0}+x\right)^{-1}}$ is hard

They then proceeded to provide a proof for the McCullagh and Barreto key agreement assuming this assumption is sound The proof, included in Appendix E, is taken from [48]

## 762 Applying Chen and Kudla's modifications to McCullagh and Barreto's Key Agreement Protocol

In [44] Chen and Kudla proposed modifications to their key agreement protocol and Smart's key agreement protocol to add the following properties removal of KGC escrow, key agreement between domains and addition of a key confirmation stage

Since most of these are generic techniques we now look at how they can be applied to the authenticated key agreement protocol of McCullagh and Barreto Firstly we will look at the removal of escrow We actually see that in the McCullagh and Barreto scheme, we can use a technıque sımılar to that of Chen and Kulda Agan we modify the key derivation function $\mathcal{H}_{K}$ This time, however, we do not use exactly the same key derivation function that they use Instead, we use a function of the form $\mathcal{H}_{K} \quad \mu_{r} \times \mu_{r} \rightarrow\{0,1\}^{k}$ We also modify the Setup and Extract algorithms These modifications will be explained in more detall later

- Setup The KGC picks two groups $\mathcal{G}$ and $\mu_{r}$, both of large prime order $r$, such that the discrete logarithm problem in these groups is computationally infeasible The KGC makes public hash functions $\mathcal{H}_{I D} \quad\{0,1\}^{*} \rightarrow \mathbb{Z}_{r}^{*}, \mathcal{H}_{Q} \quad\{0,1\}^{*} \rightarrow \mathcal{G}$ and $\mathcal{H}_{K} \quad \mu_{r} \times \mu_{r} \rightarrow\{0,1\}^{k} \quad$ The KGC also publishes details of a bilmear map of the form $e \mathcal{G} \times \mathcal{G} \rightarrow \mu_{r} \quad$ Here we let $g=e(P, Q)$ where $P$ and $Q$ are taken from the same group, and $Q$ is some unknown multiple of $P$ The KGC picks two random public strings (for example the first ten digits of $\pi$ and the first ten digits of $G$, the gravitational constant) Interestingly the KGC does not publish generator points in this system, but shows how these points can be generated Two generator points $P$ and $Q$ are required, derived from the constant strings as follows $P=H_{Q}(\pi)$ and $Q=H_{Q}(G) \quad$ Thas as to insprre confidence that the $K G C$ does not know the value $x$, such that $P=x Q$, as thrs could lead to an attack by the KGC The KGC generates a random $s \in \mathbb{Z}_{r}^{*}$ and publishes the point $s P$
- Extract The KGC generates users' public keys using the same Extract algorithm as before, except that the private keys are now generated using the point $Q$ To generate a private key for user $I D$, the KGC first generates $\imath=\mathcal{H}_{I D}(I D) \in \mathbb{Z}_{\tau}^{*}$ The public key for this user is $s P+\imath P=(s+\imath) P$, the private key is now $(s+\imath)^{-1} Q$
- Key Agreement Two users Alice and Bob, who have public key pars $\{(s+$ a) $\left.P,(s+a)^{-1} Q\right\}$ and $\left\{(s+b) P,(s+b)^{-1} Q\right\}$ respectively, now generate random secret $\alpha$ and $\beta \in \mathbb{Z}_{r}^{*}$ respectively and perform the key agreement as shown in Table 762

Alice

$$
\begin{array}{ccc}
\alpha(s+b) P & \rightarrow & \\
\left\{\begin{array}{c}
\beta(s+a) P \\
R_{A}=e\left(\beta(s+a) P,(s+a)^{-1} Q\right) \\
K_{A}=\mathcal{H}_{K}\left(g^{\alpha} R_{A}, R_{A}^{\alpha}\right)
\end{array}\right. & \leftarrow & \left\{\begin{array}{c}
R_{B}=e\left(\alpha(s+b) P,(s+b)^{-1} Q\right) \\
K_{B}=\mathcal{H}_{K}\left(g^{\beta} R_{B}, R_{B}^{\beta}\right)
\end{array}\right.
\end{array}
$$

Table 76 McCullagh and Barreto's Authenticated Key Agreement protocol with No Escrow

For clarity the shared secret key is now $\mathcal{H}_{K}\left(g^{\alpha+\beta}, g^{\alpha \beta}\right)$ Since the secret is processed using
a random oracle, this time the adversary $E$ must have advantage in finding both parts of the input to $\mathcal{H}_{K}$ We proved earlier that this was not possible if we use the same point in the generation of both the public and private keys It is also not possible if we use points for which the discrete logarithm is unknown All that is requred is for the challenger $\mathcal{C}$ to answer the random oracle queries with two points for which $\mathcal{C}$ knows the discrete logarithm between them, whilst not revealng this discrete logarthm to $E$

We also notice that in this situation the KGC can recover the values $g^{\alpha}$ and $q^{\beta}$ and thus the first input into the oracle $\mathcal{H}_{K}$ However, the KGC cannot recover the value $g^{\alpha \beta}$ This would imply a non-negligible advantage in solving the DHP over the group $\mu_{r}$ This was first proposed by McCullagh and Barreto at CT-RSA on 15th Feb 2005 However a similar scheme has since appeared in a separate paper on the IACR Cryptology eprint Archive See [138] for more detalls

We now look at Chen and Kudla's second modification to Smart's protocol which allowed key agreement between domans We notice that their scheme is not immediately applicable to the McCullagh and Barreto AK protocol, since the shared secret that the MrCullagh and Barreto protocol generates does not depend on any way on the master secret of the KGC (it is annulled by the paring of the received point and the private key) Therefore, all that is needed is that the KGCs agree on the same groups, paring implementation and point $P$

We assume that Alice has obtaned her private key from $\mathrm{KGC}_{1}$, which has as its master secret $s_{1}$ and which publishes the point $s_{1} P$ Therefore Alice's public key parr is $\left\{\left(s_{1}+\right.\right.$ a) $\left.P,\left(s_{1}+a\right)^{-1} P\right\}$ Likewise, Bob has obtained his public key from $\mathrm{KGC}_{2}$, which has the master secret $s_{2}$ and which has published $s_{2} P$ Bob's key parr therefore is $\left\{\left(s_{2}+b\right) P,\left(s_{2}+\right.\right.$ $\left.b^{-1} P\right\}$ The key agreement protocol proceeds as shown in Table 77

## A More Flexible Approach to Key Agreement Between Domans

Another new way to implement key agreement between domains is just to use a key derivation function $\mathcal{H}_{K} \mu_{r_{1}} \times \mu_{r_{2}} \rightarrow\{0,1\}^{k}$, where $\mu_{r_{1}}$ is the group used by $\mathrm{KGC}_{1}$ and $\mu_{r_{2}}$ is the group used by $\mathrm{KGC}_{2}$ Then we can combine any of the above key agreement protocols

$$
\begin{array}{ccc}
\text { Alice } & \text { Bob } \\
\alpha\left(s_{2}+b\right) P & \rightarrow & \\
\left\{\begin{array}{c}
R_{A}=e\left(\beta\left(s_{1}+a\right) P,\left(s_{1}+a\right)^{-1} P\right) \\
\left.K_{A}=\mathcal{H}_{K}\left(g^{\alpha} R_{A}\right)\right)
\end{array}\right. & \leftarrow & \left\{\begin{array}{c}
R_{B}=e\left(\alpha\left(s_{2}+b\right) P\left(s_{2}+b\right)^{-1} P\right) \\
K_{B}=\mathcal{H}_{K}\left(g^{\beta}\right. \\
\left.\left.R_{B}\right)\right)
\end{array}\right.
\end{array}
$$

Table 77 McCullagh and Barreto's Authenticated Key Agreement Between Domans
with each other Importantly, we can now enable members of a domain who use Boneh and Frankln identity based key pars (as used by Smart), communicate with other users who have Sakaı and Kasahara identity based key pars (as used by McCullagh and Barreto) This is easily accomplished as follows

Let Alice have a Boneh-Franklin identity based key parr, issued by $\mathrm{KGC}_{1}$ That is Alice's public key is $P_{A}$, her private key is $s_{1} P_{A}$ and the KGC's master public key is $s_{1} P$ Her KGC specifies an approprıate bilınear map $e_{1}$ Bob has a Sakaı and Kasahara key parr, issued by $\mathrm{KGC}_{2}$ That is Bob's public key is $\left(s_{2}+b\right) Q$, and his private key is $\left(s_{2}+b\right)^{-1} Q$, where $b=\mathcal{H}_{I D}\left(I D_{B}\right) \in \mathbb{Z}_{r}^{*}$ His KGC specifies an appropriate bilinear map e $e_{2} \quad \mathrm{KGC}_{2}$ issues the point $s_{2} Q$ The points $P$ and $Q$ may be totally unrelated and belong to different elliptic curves Let $g_{1}$ denote $e_{1}(P, P)$ and $g_{2}$ denote $e_{2}\left(P_{A}, P\right)$

Alice and Bob can execute the key agreement protocol as shown in Table 78

$$
\begin{array}{ccc}
\text { Alice } & & \text { Bob } \\
\alpha\left(s_{2}+b\right) Q & \rightarrow & \\
K_{A}=\mathcal{H}_{K}\left(g_{2}^{\alpha}, e_{1}\left(s_{1} P_{A}, \beta P\right)\right) & \leftarrow & K_{B}=\mathcal{H}_{K}\left(e_{2}\left(\alpha\left(s_{2}+b\right) Q,\left(s_{2}+b\right)^{-1} Q\right), e_{1}\left(P_{A}, s_{1} P\right)^{\beta}\right) \\
K_{A}=\mathcal{H}_{K}\left(g_{2}^{\alpha}, g_{1}^{1, \beta}\right) & & \\
K_{B}=\mathcal{H}_{K}\left(g_{2}^{\alpha}, g_{1}^{s_{1} \beta}\right)
\end{array}
$$

Table 78 A New Method for Key Agreement Between Domans

We now look at Chen and Kudla's third modification This modification is a generic modification, which they take from [23], and allows the transformation of any AK protocol into the corresponding AKC protocol This modification makes use of a new key derivation function of the form $\mathcal{H}_{K} \quad \mu_{r} \rightarrow\{0,1\}^{k} \times\{0,1\}^{k} \quad$ Because of the generic nature of this
transformation we will only describe the key agreement stage in Table 79

$$
\begin{array}{ccc}
\text { Alice } & & \text { Bob } \\
R_{A}=\alpha(s+b) P & \rightarrow & \\
& & \begin{array}{c}
R_{S K}=e\left(R_{A},(s+b)^{-1} P\right) \\
\left(k, k^{\prime}\right)=\mathcal{H}\left(R_{S K}\right)
\end{array} \\
R_{B}=\beta(s+a) P \\
R_{S K}=e\left(R_{B},(s+a)^{-1} P\right) & g^{\alpha} \\
\left(k, k^{\prime}\right)=\mathcal{H}\left(R_{S K}\right) \\
M_{2}=M A C_{k^{\prime}}\left(3, a, b, R_{A}, R_{B}\right) \\
K_{A}=k & & \rightarrow \\
M_{1}=M A C_{k^{\prime}}\left(2, b, a, R_{A}, R_{B}\right) \\
& & \\
& & K_{B}=k
\end{array}
$$

Table 79 McCullagh and Barreto Identity Based Key Agreement Protocol with Key Confirmation

## 763 Efficiency of the McCullagh and Barreto Identity Based Key Agreement Protocol

We have already seen the efficiency gans that Chen and Kudla manage to arhieve over the scheme of Smart We now look at the efficiency gains that are made in the McCullagh and Barreto scheme Firstly, each participant in the scheme incurs one pairing, one point scalar multiplication and one pairing exponentiation The amount of computation incurred in the Chen and Kudla scheme is two point scalar multiplications and one pairing Therefore, in the popular setting of a $k=2$ curve, our scheme will be faster than the Chen and Kudla scheme We note that therr scheme can acheve the same level of performance as the McCullagh and Barreto scheme if there is enough storage to allow for precomputation The McCullagh and Barreto Key Agreement algorithm (the third of the three algorithms which comprise the scheme) does not appear to benefit from precomputation The only benefit seems to be the precomputation and storage of public keys We also note that to remove escrow we do exponentiation in the group $\mu_{r}$ whereas Chen and Kudla's modffication of Smart's scheme does point scalar multiplication, so in common settings McCullagh and Barreto's protocol will agan be faster

|  | Basic |  | Precomputation |  | Properties |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Op count | Time | Op count | Time | KKS | PFS | KCIR | UKSR | KC |
| SOK | 1 p | 172 | - | - | - | $\bigcirc$ | 。 | - | $\bullet$ |
| Scott | $1 \mathrm{p}+2 \mathrm{pe}$ | 182 | 2 pe | 10 | - | -* | - | - | $\bullet$ |
| Smart | 2p+1psm+1pe | 443 | 1p+1psm+1pe | 271 | $\bullet$ | ${ }^{\text {F }}$ | - | - | $\bullet$ |
| C-K | $1 \mathrm{p}+2 \mathrm{psm}$ | 360 | $1 \mathrm{p}+1 \mathrm{psm}+1 \mathrm{pe}$ | 271 | $\bullet$ | $\stackrel{+}{ }$ | - | $\bullet$ | $\bullet$ |
| M-B (ours) | $1 \mathrm{p}+1 \mathrm{psm}+1 \mathrm{pe}$ | 271 | 1p+1psm+1pe | 271 | - | $\cdot{ }^{\text {F }}$ | - | - | $\bullet$ |

Table 710 A Comparison of Key Agreement Protocols and their Clamed Properties

- Time 15 in milliseconds and 15 based on operation counts In reality times will be slower due to network constraints
- KKS Known Kry Security
- PFS Partial Forward Secrecy
- KCIR Key Compromise Impersonation Resilience
- UKSR Unknown Key Share Resillence
- KC Key Control
- Computational Cost
- p pairing operation
- psm point scalar multiplication
- pe paring exponentiation operation
-     * This scheme has full forward secrecy
- $\ddagger$ These schemes can be modified to have full forward secrecy

We note that while using precomputation the Smart, Chen and Kudla and McCullagh and Barreto algorithms require exactly the same computational cost, the McCullagh and Barreto scheme has no storage requrements, whereas Smart and Chen and Kudla both require storage of $\mu_{r_{b}} n$ bits, where $n$ is the number of users with which we wish to perform key agreements and $\mu_{r_{b}}$ is the number of bits required to store one element in $\mu_{r}$

## 77 Conclusion

The original work in the area of two party identıty based key agreements from parings was done by Saka1, Ohgıshı and Kasahara in [111], and was ımproved upon by Smart in [127] Smart give heuristic arguments for the security of his scheme In this thesis, in a minor
result, we prove the security of Smart's scheme, in the security model proposed in [23]
The work of Smart was improved upon by Chen and Kudla Chen and Kudla proposed a new key agreement which was faster than that proposed by Smart They also introduced, to identity based cryptography, the rigorous security frameworks of [19] and [23] which were orignally designed for non-identity based public key cryptosystems This is a important contribution of their work

We then went on to describe the identity based key agreement protocol of McCullagh and Barreto This key agreement protocol manages to achieve the same performance without precomputation as the previous schemes only managed to achieve with precomputation We note that with precomputation Smart's scheme Chen and Kudla's scheme and McCullagh and Barreto's scheme all have similar performance characteristics This is illustrated in Table 7 10, along with the security properties that the various scheme are believed to possess

In another result we show how to agree a shared secret between users of an identity based system which uses Boneh and Franklın key pars [31] and Sakaı and Kasahara [109] key pars

## Chapter 8

## Identity Based Signcryption

Two fundamental services of public key cryptography are confidentiality and authentication. Public key encryption schemes aim at providing confidentiality whereas digital signatures must provide authentication and non-repudiation. Nowadays, noticeably, many real-world cryptographic applications require these distinct goals to be achieved simultaneously. This motivated Zheng [146] to provide the cryptographer's toolbox with a novel cryptographic primitive which he called "signcryption." The purpose of this cryptographic primitive is to both encrypt and sign data in a single operation which has a computational cost less than that of doing both operations sequentially. Signcryption schemes should provide confidentiality as well as authentication and non-repudiation. As with conventional encryption schemes, recovering the plaintext from a signcrypted message must be computationally infeasible without the recipient's private key; as with conventional digital signature schemes, it must be computationally infeasible to create signcrypted texts without the sender's private key. The area of combining signature (or other authentication) with encryption has been extensively researched, see for example $[147,113,6,10,11,85]$.

## 81 Definition of an Identity Based Signcryption Scheme

The formal structure that we use for defining the security of our identity-based signcryption scheme is the following

Setup is a probabilistic algorithm run by a key generation centre (KGC) that takes as input a security parameter $k$, and outputs public parameters params, which are made public, and a master key $m k$ that is kept secret by the KGC

KeyGen is a key generation algorithm run by the KGC on input of params, an identity $I D$ and the master key $m k$, and outputs the private key $S_{I D}$ associated with the 1dentıty $I D$

Sign/Encrypt is a probabilistic algorithm that takes as input public parameters params, a plaintext message $m$, the recipient's identity $I D_{B}$, the sender's private key $S_{I D_{A}}$, and outputs a ciphertext $\sigma=$ Sign/Encrypt $\left(m, S_{I D_{A}}, I D_{B}\right)$

Decrypt/Verıfy is a deterministic decryption algorithm that takes as input a ciphertext $\sigma$ public parameters params, the receiver's private key $S_{I D_{B}}$ and (optionally) ${ }^{1}$ a sender's identity $I D_{A}$ before returning a valid message-signature pair $(m, s)$ or a distinguished symbol $\perp$ if $\sigma$ does not decrypt into a message bearing signer $I D_{A}{ }^{\prime}$ 's signature

## 82 Properties of a Signcryption Scheme

The following, which were taken from [35] are some of the properties that we use to classify sıgncryption schemes

1 Message Confidentiality allows the communicating parties to preserve the secrecy of their exchange, if they choose to

[^56]2. Signature non-repudiation: makes it universally verifiable that a message speaks in the name of the signer (regardless of the ciphertext used to convey it, if any). This implies message authentication and integrity.
3. Ciphertext unlinkability: allows the sender to disavow creating a ciphertext for any given recipient, even though he or she remains bound to the valid signed message it contains.
4. Ciphertext authentication: allows the legitimate recipient, alone, to be convinced that the ciphertext and the signed message it contains were crafted by the same entity. This implies ciphertext integrity. It also reassures the recipient that the communication was indeed secured end-to-end.
5. Ciphertext anonymity: makes the ciphertext appear anonymous (hiding both the sender and the recipient identities) to anyone who does not possess the recipient decryption key.

Prior to the work of Barreto et al. [13], several identity-based signcryption algorithms had been proposed, e.g. $[35,45,54,81,86,98,109,142]$. There is also an interesting hierarchical scheme [55]. Within this handful of results, only the authors of $[35,45,54,55,81,142]$ consider schemes supported by formal models and security proofs in the random oracle model [19]. Amongst them Chen and Malone-Lee's proposal [45] yields the most efficient construction.

In this chapter we outline some of the important advances in the development of identity based signcryption protocols. We introduce a designated verifier variant of the Malone-Lee's signcryption scheme, which resists the attack by Libert et al. on Malone-Lee's original scheme. We classify a new type of attack against some pairing based cryptosystems ${ }^{2}$ and apply this attack to an identity based signcryption scheme by Sakai and Kasahara. We finish with the work of Barreto et al., which was co-written by the author of this thesis.

[^57]We do a comparision of many important identity based signcryption protocols, in terms of properties and performance We see that our protocol is substantially faster than any of the competing schemes, whilst maintaining many desirable properties

## 83 Security Definitions for Identity Based Signcryption Schemes

Definition [35] An identity-based signcryption scheme (IBSC) satisfies the message confidentıality property (or adaptıve chosen-ciphertext security IND-IBSC-CCA) if no PPT adversary, denoted $\mathcal{A}$, has a non-negligible advantage'in the following game

1 The challenger runs the Setup algorithm on input of a security parameter $k$ and sends the domain-wide parameters params to the $\mathcal{A}$

2 In a find stage, $\mathcal{A}$ queries the following oracles

- KeyGen returns private keys associated to arbitrary identities
- Sign/Encrypt given a pair of identities $I D_{A}, I D_{B}$ and a plaintext $m$, this oracle returns an encryption under the receiver's identity $I D_{B}$ of the message $m$ signed in the name of the sender $I D_{A}$
- Decrypt/Verify given a pair of identities ( $I D_{A}, I D_{B}$ ) and a ciphertext $\sigma$, it generates the receiver's private key $S_{I D_{B}}=\operatorname{KeyGen}\left(I D_{B}\right)$ and returns either a valid message-signature pair ( $m, s$ ) for the sender's identity $I D_{A}$ or the $\perp$ symbol if, under the private key $S_{I D_{B}}, \sigma$ does not decrypt into a valid message-signature parr
$3 \mathcal{A}$ produces two plaintexts $m_{0}, m_{1} \in \mathcal{M}$ and identities $I D_{A}^{*}$ and $I D_{B}^{*}$ She must not have extracted the private key of $I D_{B}^{*}$ and she obtains $C=\operatorname{Sign} / \operatorname{Encrypt}\left(m_{b}, S_{I D_{A}}, I D_{B}^{*}\right.$, params $)$ for a random a bıt $b \leftarrow^{R}\{0,1\}$

4 In the guess stage, $\mathcal{A}$ asks new queries as in the find stage This time, she may not issue
a key extraction request on $I D_{B}^{*}$ and she cannot submit $C$ to the Decrypt/Verify oracle for the target identity $I D_{B}^{*}$

5 Finally, $\mathcal{A}$ outputs a bit $b^{\prime}$ and wins if $b^{\prime}=b$
$\mathcal{A}$ 's advantage is defined as $\operatorname{Adv}(\mathcal{A})=\left|2 \times \operatorname{Pr}\left[b^{\prime}=b\right]-1\right|$

The next definition, given in [35], considers non-repudiation with respect to signatures embedded in ciphertexts rather than with respect to ciphertexts themselves

Definition [35] An identity-based signcryption scheme (IBSC) is said to be existentially szgnature-unforgeable against adaptıve chosen messages and ciphertexts attacks (ESUF-IBSC-CMA) if no PPT adversary can succeed in the following game with a non-negligible advantage

1 The challenger runs the Setup algorithm on mput $k$ and gives the params to the adversary $\mathcal{F}$
$2 \mathcal{F}$ issues a number of queries as in the previous definition

3 Finally, $\mathcal{F}$ outputs a triple ( $\sigma^{*}, I D_{A}^{*}, I D_{B}^{*}$ ) and wins the game of the sender's identity $I D_{A}^{*}$ was not corrupted and if the result of the Decrypt/Verify oracle on the ciphertext $\sigma^{*}$ under the private key associated to $I D_{B}^{*}$ is a valid message-signature pair ( $m^{*}, S^{*}$ ) such that no Sign/Encrypt query involved $m^{*}, I D_{A}^{*}$ and some receiver $I D_{B}^{\prime}$ (possibly different from $I D_{B}^{*}$ ) and resulted in a ciphertext $\sigma^{\prime}$ whose decryption under the private key $S_{I D_{B}^{\prime}}$ is the alleged forgery $\left(m^{*}, s^{*}, I D_{A}^{*}\right)$

The adversary's advantage is its probability of success in the above game

In both of these definitions, we consider insider attacks [6] Namely, in the definition of message confidentiality, the adversary is able to be challenged on a cuphertext created using a corrupted sender's private key, whereas in the notion of signature non-repudiation, the forger may output a ciphertext computed under a corrupted receiving identity

### 8.4 The Identity Based Signcryption Scheme of Malone-Lee

In [86] Malone-Lee introduced the first identity based signcryption scheme An important contribution of this work was formally redefining the existing notions of signcryption schemes for the identity based setting ${ }^{3}$ His scheme has the same setup and extract algorithms as specified by Boneh and Franklin (see Sec 62 ) We only reproduce the Signcrypt and Unsigncrypt algorithms here

We assume that all participants to the protocol have access to hash functions $\mathcal{H}_{1}$ $\{0,1\}^{*} \rightarrow \mathbb{Z}_{r}^{*}$ and $\mathcal{H}_{2} \quad \mu_{r} \rightarrow\{0,1\}^{n}$ Where $n$ is the length, in bits, of the message $m$

- Signcryption To perform signcryption to a user with public key $Q_{I D_{B}}$ a sender, with key pair $\left\{Q_{I D_{A}}, s Q_{I D_{A}}\right\}$ generates a random $x \in \mathbb{Z}_{r}^{*}$ and computes the following values

$$
\begin{align*}
U & =x P  \tag{81}\\
h & =\mathcal{H}_{1}(U \mid m)  \tag{82}\\
V & =h s Q_{I D_{A}}+x P_{p u b}  \tag{83}\\
C & =\mathcal{H}_{2}\left(e\left(x P_{p u b}, Q_{I D_{B}}\right)\right) \oplus m \tag{84}
\end{align*}
$$

The resulting ciphertext is the tuple ( $U, V, C$ )

- Unsigncryption To unsigncrypt the ciphertext $(U, V, C)$ from the user with public key $Q_{I D_{A}}$ a user with key pair $\left\{Q_{I D_{B}}, s Q_{I D_{B}}\right\}$ computes the following values

$$
\begin{align*}
m & \leftarrow \mathcal{H}_{2}\left(e\left(U, s Q_{I D_{B}}\right)\right) \oplus C  \tag{85}\\
h & \leftarrow \mathcal{H}_{1}(U \| m) \tag{86}
\end{align*}
$$

[^58]and then performs the following test
\[

$$
\begin{equation*}
e(V, P) \stackrel{?}{=} e\left(h Q_{I D_{A}}+U, P_{p u b}\right) \tag{87}
\end{equation*}
$$

\]

Malone-Lee compares his scheme with sequential use of both a Cha and Cheon signature scheme, followed by the Boneh and Franklin IBE scheme His scheme saves one $\mu_{r}$ exponentiation in the sign/encrypt stage, whist trading two point scalar multiplications for a pairing and a $\mu_{\tau}$ exponentiation in the decrypt/verify stage (which take approximately the same time) We note that it is possible to turn this scheme into a designated verifier scheme, by computing $U=x Q_{I D}$ and $V=(h+x) s Q_{I D}$ rather than $h s Q_{I D}+x P_{p u b}$ This achieves the indistinguishability of ciphertexts property at the cost of universal verification We do note however, that Malone-Lee's scheme does reduce the bandwidth of sending both encryption and signature separately, by one element in $\mathcal{G}$ and $n$ bits, where $n$ is the length of the message $m$ in bits

If using the designated verifier variant we see that signcryption and unsigncryption now berome

- Signcryption To perform signcryption to a user with public key $Q_{I D_{B}}$ a sender, with key pair $\left\{Q_{I D_{A}}, s Q_{I D_{A}}\right\}$ generates a random $x \in Z r s$ and computes the following values

$$
\begin{align*}
U & \leftarrow x Q_{I D_{A}}  \tag{88}\\
h & \leftarrow \mathcal{H}_{1}(U \| m)  \tag{89}\\
V & \leftarrow(x+h) s Q_{I D_{A}}  \tag{810}\\
C & \leftarrow \mathcal{H}_{2}\left(\rho\left(x s Q_{I D_{A}}, Q_{I D_{B}}\right)\right) \oplus m \tag{811}
\end{align*}
$$

The resulting ciphertext is the tuple ( $U V, C$ )

- Unsigncryption To unsigncrypt the ciphertext ( $U, V, C$ ) from the user with public key $Q_{I D_{A}}$ a user with key parr $\left\{Q_{I D_{B}}, s Q_{I D_{B}}\right\}$ computes the following values

$$
\begin{align*}
m & \leftarrow \mathcal{H}_{2}\left(U, s Q_{I D_{B}}\right) \ominus C  \tag{812}\\
h & \leftarrow \mathcal{H}_{1}(U \| m) \tag{813}
\end{align*}
$$

and then performs the following test

$$
\begin{equation*}
e\left(V, Q_{I D_{B}}\right) \stackrel{?}{=} e\left(h Q_{I D_{A}}+U, s Q_{I D_{B}}\right) \tag{814}
\end{equation*}
$$

## 841 Security of Malone-Lee's Signcryption Scheme

Malone-Lee defines the notion of indıstingurshablity of vdentity-based sıgncryptions under chosen ciphertext attack However, as Libert and Quisquater point out, Malone-Lee's scheme, as specified, does not have this property This is because in the orignnal scheme the ciphertext contans the signature on the plantext Given a cıphertext $U, V, C$ and a message $m \in\left\{m_{0}, m_{1}\right\}$, the message can be determined as follows

$$
\begin{align*}
h & \leftarrow \mathcal{H}_{1}\left(U \| m_{0}\right)  \tag{815}\\
e(V, P) & \stackrel{?}{=} e\left(h Q_{I D_{A}}+U, P_{p u b}\right) \tag{816}
\end{align*}
$$

If the equation verifies then the message was $m_{0}$ otherwise it was $m_{1}$
We note that this is not the case with our designated verifier variant, since the value $s Q_{I D_{B}}$ (the receiver's private key) is not a publicly avalable value, whereas the value $P_{p u b}$ 1s However, the ciphertext can only be verified by the intended receiver, and therefore has lost its universal verfiability property For the purposes of non-repudiation the recelver would have to surrender her private key, which is a poor result Indeed as Shin et al [124]
point out, universal verifiability hampers resistance to chosen clphertext attack

## 85 The Identity Based Signcryption Scheme of Sakai and Kasahara

We now look at the Sakai and Kasahara identity based signcryption scheme They call this scheme an "ID-Based Public Key Cryptosystem with Authentication" in [109] The paper introduces a number of efficient schemes However, with current knowledge, these schemes can only be implemented using the Weil parring and so, although they require fewer parrings, they are not actually more efficient The paper is quite complex to understand, but it is an extremely important paper as this is the paper in which Sakai and Kasahara introduced their new identity based key pair

Contrary to other methods, the Sakai and Kasahara signcryption scheme depends on the avalability of a pairing $e \mathcal{G}_{1} \times \mathcal{G}_{2} \rightarrow \mu_{r}$ where $\mathcal{G}_{1}$ and $\mathcal{G}_{2}$ are two distinct subgroups We denote $\mathcal{G}_{1}=\langle P\rangle$ and $\mathcal{G}_{2}=\langle Q\rangle$ Importantly, it also requires a parring $e \mathcal{G}_{1} \times \mathcal{G}_{2} \rightarrow \mu_{r}$, such that $e(P+Q, Q)=e(P, Q)$ and $e(P+Q, P)=e(Q, P)$, which implies it can only be instantrated using the Weil parming Let $g=e(P, Q)=\left\langle\mu_{r}\right\rangle \in \mu_{r}$

- Setup The KGC generates a random secret polynomial $s(x)=\sum_{z=0}^{d} s_{2} x^{2} \in \mathbb{Z}_{r}[x]$ which acts as its private master key The simplest choice is $d=1, s_{1}=1$, so the secret key reduces to the single $\mathbb{Z}_{r}^{*}$ value $s_{0}$ The KGC publishes the points $P, Q$, $g=e(P, Q)$, and $s_{\imath} Q$ for $\imath=0, \quad, d$ It also publishes descriptions of two hash functions $\mathcal{H}_{0} \quad\{0,1\}^{*} \rightarrow \mathbb{Z}_{r}^{*}$ and $\mathcal{H}_{1} \quad \mu_{r} \rightarrow\{0,1\}^{*}$
- KeyGen A user identity is a public element $u \in \mathbb{Z}_{r}^{*}$ The KGC computes a user's private key as $P_{u}=s(u)^{-1} P$, where the inverse is computed modulo $r$ The corresponding public key can be (publicly) computed from $u$ and the points $s_{\imath} Q$ as $Q_{u}=\sum_{r=0}^{d} u^{2}\left(s_{2} Q\right)=s(u) Q$ Let Alice's identity be $a$ and Bob's identity be $b$
- Sign/Encrypt To signcrypt a message $m$ to Bob, Alice generates a random integer
$x \in \mathbb{Z}_{r}^{*}$ and computes

$$
\begin{align*}
R & =g^{x}  \tag{817}\\
h & =\mathcal{H}_{0}(m)  \tag{818}\\
c & =\mathcal{H}_{1}\left(R^{(1+h)}\right\} \oplus m  \tag{819}\\
S & =x\left(h P_{a}+Q_{b}\right) \tag{820}
\end{align*}
$$

The signcrypted message is ( $c, S$ )

- Decrypt/Verify Upon reception of the above par, Bob computes

$$
\begin{align*}
R & =e\left(P_{b}, S\right)  \tag{821}\\
W & =e\left(S, Q_{a}\right)  \tag{822}\\
m & =\mathcal{H}_{1}(R W) \oplus c  \tag{823}\\
h & =\mathcal{H}_{0}(m) \tag{824}
\end{align*}
$$

Bob then verifies that $W=R^{h}$

## 851 An Attack on Sakai and Kasahara's Signcryption Scheme

The scheme proposed by Sakaı and Kasahara makes it possible to distınguish between a number of possible plaintexts given only the ciphertext, the public identity of the sender, and the KGC's public key This also happens in Malone-Lee's scheme, as pointed out by Lıbert and Qusquater [81]

The attack we now describe against Sakaı and Kasahara's scheme is a variant of the attack of Libert and Quisquater against Malone-Lee's scheme and proceeds as follows The ciphertext is ( $c, S$ ) We assume that Carol knows that the plantext $m$ that Alice sent to Bob is one of the messages in a set $\left\{m_{0}, m_{1}\right\}$ Carol computes $W \leftarrow e\left(S, Q_{a}\right)$ and then

$$
\begin{align*}
& h_{0} \leftarrow \mathcal{H}_{0}\left(m_{0}\right)  \tag{825}\\
& R_{0} \leftarrow W^{h_{0}^{-1} \bmod r} \tag{826}
\end{align*}
$$

And then the test

$$
\begin{equation*}
c \stackrel{?}{=} \mathcal{H}_{1}\left(R_{0} W\right) \oplus m_{0} \tag{827}
\end{equation*}
$$

If the equation validates then the message $m$ is equal to $m_{0}$, otherwise it is equal to $m_{1}$ Therefore, the signcryption scheme of Sakaı and Kasahara does not satısfy the IND-IDSCCCA (zndsstinguzshabiluty of sıgncryptions) property

## 852 Projection Attacks Against the Sakaı and Kasahara Signcryption Scheme

The original description of the scheme by Sakai and Kasahara does not impose any restriction upon the groups over which it is defined, assuming only the existence of a bilnear, non-degenerate, efficiently computable parring on those groups

As it turns out, the group choice seriously affects the security of the Saka1 and Kasahara scheme, in the sense that the scheme structure implicitly uses the relationship between $\langle P\rangle$ and $\langle Q\rangle$ for the security purpose of concealng the signer's private key In particular, when implemented on a large class of groups where the Tate or Weil pairing is especially efficient, it allows the recipient of a signcrypted message to obtain sufficient information to impersonate the sender as we show next

Definition The Frobenius endomorphasm is the mapping $\Phi \quad E\left(\mathbb{F}_{p^{k}}\right) \rightarrow E\left(\mathbb{F}_{p^{k}}\right),(X, Y) \mapsto$ $\left(X^{p}, Y^{p}\right)$

Definition The trace map is the mapping $\operatorname{tr} E\left(\mathbb{F}_{p^{\alpha}}\right) \rightarrow E\left(\mathbb{F}_{p}\right)$ defined as $\operatorname{tr}(P)=P+$ $\Phi(P)+\Phi^{2}(P)+\quad+\Phi^{k-1}(P)$

We see that $\operatorname{tr}(\Phi(P))=\Phi(\operatorname{tr}(P))=\operatorname{tr}(P)$ for any $P \in E\left(\mathbb{F}_{p^{k}}\right)$

Defintion The trace-zero subqroup or trace kernel is the subgroup $\mathcal{T}=\left\{Q \in E\left(\mathbb{F}_{p^{k}}\right) \mid\right.$ $\operatorname{tr}(Q)=\mathcal{O}\}$

The following maps

$$
\begin{align*}
& \pi_{0} \quad E\left(\mathbb{F}_{p^{k}}\right) \rightarrow \mathcal{T}, \pi_{0}(Q)=Q-k^{-1} \operatorname{tr}(Q),  \tag{828}\\
& \pi_{1} \quad E\left(\mathbb{F}_{p^{k}}\right) \rightarrow E\left(\mathbb{F}_{p}\right), \pi_{1}(P)=k^{-1} \operatorname{tr}(P), \tag{829}
\end{align*}
$$

where $k^{-1}$ is computed modulo $r$, satisfy $\pi_{0}(Q)=Q$ for any $Q \in \mathcal{T}$ and $\pi_{1}(P)=P$ for any $P \in E\left(\mathbb{F}_{p}\right)[r]$ Notice that any point $R \in E\left(\mathbb{F}_{p^{k}}\right)[r]$ can be written $R=\pi_{0}(R)+\pi_{1}(R)$

With these tools, we can mount a forgery attack against the Sakaı and Kasahara scheme The crucial assumption is that the KGC chooses a pomt $Q \in \mathcal{T}$ (the trace zero subgroup) This is the case if the implementation is based on certain supersingular curves as described in $[14,67,68]$ (such as curves of form $y^{2}=x^{3}+a x$ over $\mathbb{F}_{p}$ with $p \equiv 3(\bmod 4)$, or curves of the form $y^{2}=x^{3}-x \pm 1$ over $\mathbb{F}_{3^{m}}$ ), or ordmary curves as suggested in [16] These are all popular choices, as they favour efficient implementation of the Tate or Well pairing as well as other arithmetic operations ${ }^{4}$

The basic attack allows the legitimate receiver of a signcrypted message to fake other signcryptions from the same sender This attack proceeds as follows Bob unsigncrypts the received message ( $c, S$ ), obtaining $R$ and $h$ Let $m^{\prime}$ be the message he wants to pretend was

[^59]sent by Alice He computes
\[

$$
\begin{align*}
& U \leftarrow h^{-1} \pi_{1}(S)\left[=x P_{a}\right]  \tag{830}\\
& V \leftarrow \pi_{0}(S)\left[=r Q_{b}\right]  \tag{831}\\
& h^{\prime} \leftarrow \mathcal{H}_{0}\left(m^{\prime}\right)  \tag{832}\\
& c^{\prime} \leftarrow \mathcal{H}_{1}\left(R^{1+h^{\prime}}\right) \oplus m^{\prime}  \tag{833}\\
& S^{\prime} \leftarrow h^{\prime} U+V \tag{834}
\end{align*}
$$
\]

Now Bob can use the pair $\left(c^{\prime}, S^{\prime}\right)$ as evidence that Alice sent him $m^{\prime}$ rather than $m \mathrm{He}$ can even further disguise his ruse by using a different $x$, say $x^{\prime}=\alpha x$ All he has to do is to set $R^{\prime} \leftarrow R^{\alpha}, U^{\prime} \leftarrow \alpha U$, and $V^{\prime} \leftarrow \alpha V$ and use these values instead

This attack is especially annoying because, if the plaintext of any signcrypted message $m$ from Alice to Bob is compromised, then a third party, Carol, can impersonate Alice and forge new sıgncrypted messages to Bob Carol simply computes $h \leftarrow \mathcal{H}_{0}(m), R=e\left(h^{-1} S, Q_{a}\right)$, and proceeds as above We see that, in fact, Carol needs only $h$, not $m$ itself

## 86 The Identity Based Signcryption Scheme of Barreto et al.

We now look at the signcryption scheme of Barreto, Libert, McCullagh and Quisquater (BLMQ), to be presented at Assacrypt '05 [13] Unlıke recent works of [35, 45] that present two-layer designs of probabilistic signature followed by a deterministic encryption, our construction is a single-layer construction jointly achieving signature and encryption on one side and decryption and verification on the other Although the description of our scheme could be modified to fit a two-layer formalism, we kept the monolithic presentation without hampering the non-repudiation property as, similar to [35, 45], our construction enables an ordinary signature on the plantext to be extracted from any properly formed ciphertext using the recipient's private key The extracted message-signature pair can be
forwarded to any third party in such a way that a sender remans committed to the content of the plantext

Unlike models of [35, 45] that consider anonymous cıphertexts, the above assumes that senders' Identities are sent in the clear along with ciphertexts Actually, receivers do not need to have any a priori knowledge as to from whom the cıphertext emanates in our scheme but this simply allows more efficient reductions in the security proofs A simple modification of our scheme yields anonymous ciphertexts and enables senders' identities to be recovered by the Decrypt/Verify algorithm (which only then takes a ciphertext and the recipient's private key as mput)

## 861 The BLMQ Signcryption Scheme

Setup Given $k$, the PKG chooses bilnear map groups $\left(\mathcal{G}_{1}, \mathcal{G}_{2}, \mu_{r}\right)$ of prime order $r>2^{k}$ and generators $Q \in \mathcal{G}_{2}, P=\psi(Q) \in \mathcal{G}_{1}$, where $\psi$ is an efficiently computable distortion map from $\mathcal{G}_{2}$ to $\mathcal{G}_{1}, g=e(P, Q) \in \mu_{r}$ It then chooses a random master key $s \in \mathbb{Z}_{r}^{*}$, a system-wide public key $Q_{p u b}=s Q \in \mathcal{G}_{2}$ and hash functions $H_{1} \quad\{0,1\}^{*} \rightarrow \mathbb{Z}_{r}^{*}$, $H_{2} \quad\{0,1\}^{*} \times \mu_{r} \rightarrow \mathbb{Z}_{r}^{*}$ and $H_{3} \quad \mu_{r} \rightarrow\{0,1\}^{n}$ The public parameters are

$$
\text { params }=\left\{\mathcal{G}_{1}, \mathcal{G}_{2}, \mu_{r}, P, Q, g, Q_{p u b}, \mathcal{e}, \psi, H_{1}, H_{2}, H_{3}\right\}
$$

KeyGen for an identity $I D$, the private key is $S_{I D}=\frac{1}{H_{1}(I D)+s} Q \in \mathcal{G}_{2}$

Sign/Encrypt given a message $m \in\{0,1\}^{n}$, a receiver's identity $I D_{B}$ and a sender's private key $S_{I D_{A}}$,

1 Pıck a random $x \in \mathbb{Z}_{r}^{*}$, compute $R=g^{x}$ and $c=m \oplus H_{3}(R) \in\{0,1\}^{n}$
2 Set $h=H_{2}(m, R) \in \mathbb{Z}_{r}^{*}$
3 Compute $S=(x+h) \psi\left(S_{I D_{A}}\right)$

4 Compute $T=x\left(H_{1}\left(I D_{B}\right) P+\psi\left(Q_{p u b}\right)\right)$

The cuphertext is $\sigma=\langle c, S, T\rangle \in\{0,1\}^{n} \times \mathcal{G}_{1} \times \mathcal{G}_{1}$

Decrypt/Verify given $\sigma=\langle c S, T\rangle$ and some sender's identity $I D_{A}$,

1 Compute $R=e\left(T, S_{I D_{B}}\right), m=c \ominus H_{3}(R)$, and $h=H_{2}(m, R)$
2 Accept the message iff $R=e\left(S, H_{1}\left(I D_{A}\right) Q+Q_{p u b}\right) g^{-h}$ If this condition holds, return the message $m$ together with the signature $(h, S) \in \mathbb{Z}_{r}^{*} \times \mathcal{G}_{1}$

If required, the anonymity property is obtaned by scrambling the sender's identity $I D_{A}$ together with the message at step 1 of Sign/Encrypt in such a way that the recipient retrieves it at the first step of the reverse operation This change does not imply any computational penalty in practice but induces more expensive security reductions In order for the proof to hold, $I D_{A}$ must be appended to the inputs of $H_{2}$

## 862 Security results

The following theorems prove the security of the scheme in the random oracle model under the same irreflexivity assumption ${ }^{5}$ as Boyen's scheme [35] the Sign/Encrypt algorithm is assumed to always take distinct identities as inputs (in other words, a principal never encrypts a message bearing his signature using his own identity)

Theorem 861 Assume that an IND-IDSC-CCA adversary $\mathcal{A}$ has an advantage $\epsilon$ agannst our scheme when running an tame $\tau$, asking $q_{h_{2}}$ queries to random oracles $H_{2}(2=1,2,3)$, $q_{\text {se }}$ sugnature/encryption quertes and $q_{d v}$ querzes to the decryption/verification oracle Then there is an algorthm $\mathcal{B}$ to solve the $q$-BDHIP for $q=q_{h_{1}}$ with probabluty

$$
\epsilon^{\prime}>\frac{\epsilon}{q_{h_{1}}\left(2 q_{h_{2}}+q_{h_{3}}\right)}\left(1-q_{s e} \frac{q_{s e}+q_{h_{2}}}{2^{k}}\right)\left(1-\frac{q_{d v}}{2^{k}}\right)
$$

[^60]withzn a tzme $\tau^{\prime}<\tau+O\left(q_{s e}+q_{d v}\right) \tau_{p}+O\left(q_{h_{1}}^{2}\right) \tau_{m u l t}+O\left(q_{d v} q_{h_{2}}\right) \tau_{\text {exp }}$ where $\tau_{\text {exp }}$ and $\tau_{\text {mult }}$ are respectively the costs of an exponentation in $\mathcal{G}_{T}$ and a multtplucation in $\mathcal{G}_{2}$ whereas $\tau_{p}$ ${ }^{s}$ the complextty of a parring computation

Proof Algorithm $\mathcal{B}$ takes as input $\left(P, Q, \alpha Q, \alpha^{2} Q, \quad, \alpha^{q} Q\right\rangle$ and attempts to extract $e(P, Q)^{1 / \alpha}$ from its interaction with $\mathcal{A}$

In a preparation phase, $\mathcal{B}$ selects $\ell \leftarrow^{R}\left\{1, \quad, q_{\mathcal{H}_{W}}\right\}$, elements $I_{\ell} \stackrel{R}{R}_{\mathbb{Z}_{p}^{*}}$ and $w_{1}, \quad, w_{\ell-1}, w_{\ell+1} \quad, w_{q} \stackrel{R}{\leftarrow} \mathbb{Z}_{p}^{*}$ For $\imath=1, \quad, \ell-1, \ell+1, \quad, q$, it computes $I_{\imath}=I_{\ell}-w_{2} \quad$ As in the technique of [28] and in lemma 552 , it sets up generators $G_{2} \in \mathcal{G}_{2}, G_{1}=\psi\left(G_{2}\right) \in \mathcal{G}_{1}$ and another $\mathcal{G}_{2}$ element $U=\alpha G_{2}$ such that it knows $q-1$ parrs $\left(w_{2}, H_{2}=\left(1 /\left(w_{2}+\alpha\right)\right) G_{2}\right)$ for $\imath \in\{1, \quad, q\} \backslash\{\ell\}$ The system-wide public key $Q_{p u b}$ is chosen as

$$
Q_{p u b}=-U-I_{\ell} G_{2}=\left(-\alpha-I_{\ell}\right) G_{2}
$$

so that its (unknown) private key is implacitly set to $x=-\alpha-I_{\ell} \in \mathbb{Z}_{p}^{*}$ For all $\imath \in$ $\{1, \quad, q\} \backslash\{\ell\}$, we have $\left(I_{2},-H_{2}\right)=\left(I_{2},\left(1 /\left(I_{2}+x\right)\right) G_{2}\right)$
$\mathcal{B}$ then imitialzes a counter $\nu$ to 1 and starts $\mathcal{A}$ on input of $\left(G_{1}, G_{2}, Q_{p u b}\right)$ Throughout the game, we assume that $\mathcal{H}_{W}$-queries are distinct, that the target identity $I D_{B}^{*}$ is submitted to $\mathcal{H}_{W}$ at some point and that any query involving an identity $I D$ comes after a $\mathcal{H}_{W}$-query on $I D$

- $\mathcal{H}_{W}$-queries (let us call $I D_{\nu}$ the mput of the $\nu^{\text {th }}$ one of such queries) $\mathcal{B}$ answers $I_{\nu}$ and increments $\nu$
- $\mathcal{H}_{\mu_{r}}$-queries on input ( $M, r$ ) $\mathcal{B}$ returns the defined value if it exists and a random $\mathcal{H}_{\mu_{r}} \stackrel{R}{R}_{\mathbb{Z}_{p}^{*}}$ otherwise To anticipate possible subsequent Decrypt/Verify requests, $\mathcal{B}$ additionally sımulates random oracle $H_{3}$ on ths own to obtain $h_{3}=H_{3}(r) \in\{0,1\}^{n}$ and stores the information $\left(M, r, \mathcal{H}_{\mu_{r}}, c=M \oplus h_{3}, \gamma=r \quad e\left(G_{1}, G_{2}\right)^{\mathcal{H}_{\mu_{r}}}\right)$ in $L_{2}$
- $H_{3}$-queries for an input $r \in \mathcal{G}_{T} \mathcal{B}$ returns the previously assigned value if 1 exists
and a random $h_{3} \stackrel{R}{R}_{\leftarrow}\{0,1\}^{n}$ otherwise In the latter case, the input $r$ and the response $h_{3}$ are stored in a list $L_{3}$
- KeyGen queries on an input $I D_{\nu}$ if $\nu=\ell$, then $\mathcal{B}$ fails Otherwise, it knows that $\mathcal{H}_{W}\left(I D_{\nu}\right)=I_{\nu}$ and returns $-H_{\nu}=\left(1 /\left(I_{\nu}+x\right)\right) G_{2} \in \mathcal{G}_{2}$
- Sign/Encrypt querıes for a plaintext $M$ and identities $\left(I D_{A}, I D_{B}\right)=\left(I D_{\mu}, I D_{\nu}\right)$ for $\mu, \nu \in\left\{1, \quad, q_{\mathcal{H}_{W}}\right\} \quad$ we observe that, if $\mu \neq \ell, \mathcal{B}$ knows the sender s private key $S_{I D_{\mu}}=-H_{\mu}$ and can answer the query according to the specification of Sign/Encrypt We thus assume $\mu=\ell$ and hence $\nu \neq \ell$ by the irreflexivity assumption Observe that $\mathcal{B}$ knows the receiver's private key $S_{I D_{\nu}}=-H_{\nu}$ by construction The difficulty is to find a random trıple $(S, T, h) \in \mathcal{G}_{1} \times \mathcal{G}_{1} \times \mathbb{Z}_{p}^{*}$ for which

$$
\begin{equation*}
e\left(T S_{I D_{\nu}}\right)=e\left(S, Q_{I D_{\ell}}\right) e\left(G_{1}, G_{2}\right)^{-h} \tag{835}
\end{equation*}
$$

where $Q_{I D_{\ell}}=I_{\ell} G_{2}+Q_{p u b}$ To do so, $\mathcal{B}$ randomly chooses $t, h \leftarrow^{R} \mathbb{Z}_{p}^{*}$ and computes $S=t \psi\left(S_{I D_{\nu}}\right)=-t \psi\left(H_{\nu}\right), T=t \psi\left(Q_{I D_{\ell}}\right)-h \psi\left(Q_{I D_{\nu}}\right)$ where $Q_{I D_{\nu}}=I_{\nu} G_{2}+Q_{p u b}$ in order to obtain the desired equality $r=e\left(T, S_{I D_{\nu}}\right)=e\left(S, Q_{I D_{\ell}}\right) e\left(G_{1}, G_{2}\right)^{-h}=$ $e\left(\psi\left(S_{I D_{\nu}}\right), Q_{I D_{e}}\right)^{t} e\left(G_{1}, G_{2}\right)^{-h}$ before patching the hash value $\mathcal{H}_{\mu_{r}}(M, r)$ to $h(\mathcal{B}$ falls if $\mathcal{H}_{\mu_{r}}$ is already defined but this only happens with probability $\left.\left(q_{s e}+q_{\mathcal{H}_{\mu_{r}}}\right) / 2^{k}\right)$ The ciphertext $\sigma=\left\langle M \oplus H_{3}(r), S, T\right\rangle$ is returned

- Decrypt/Verify queries on a ciphertext $\sigma=\langle c, S, T\rangle$ for identities $\left(I D_{A}, I D_{B}\right)=$ ( $I D_{\mu}, I D_{\nu}$ ) we assume that $\nu=\ell$ (and hence $\mu \neq \ell$ by the irreflexivity assumption), because otherwise $\mathcal{B}$ knows the receiver's private key $S_{I D_{\nu}}=-H_{\nu}$ and can normally run the Decrypt/Verify algorithm Since $\mu \neq \ell, \mathcal{B}$ has the sender's private key $S_{I D_{\mu}}$ and also knows that, for all valıd ciphertexts, $\log _{S_{I D_{\mu}}}\left(\psi^{-1}(S)-h S_{I D_{\mu}}\right)=\log _{\psi\left(Q_{I D_{\nu}}\right)}(T)$, where $h=\mathcal{H}_{\mu_{r}}(M, r)$ is the hash value obtained in the Sign/Encrypt algorithm and
$Q_{I D_{\nu}}=I_{\nu} G_{2}+Q_{p a b}$ Hence, we have the relation

$$
\begin{equation*}
e\left(T, S_{I D_{\mu}}\right)=e\left(\psi\left(Q_{I D_{\nu}}\right), \psi^{-1}(S)-h S_{I D_{\mu}}\right) \tag{836}
\end{equation*}
$$

which yields $e\left(T, S_{I D_{u}}\right)=e\left(\psi\left(Q_{I D_{\nu}}\right), \psi^{-1}(S)\right) e\left(\psi\left(Q_{I D_{u}}\right), S_{I D_{\mu}}\right)^{-h}$ We observe that the latter equality can be tested without inverting $\psi$ as $e\left(\psi\left(Q_{I D_{\nu}}\right), \psi^{-1}(S)\right)=$ $e\left(S, Q_{I D_{\nu}}\right)$ The query is thus handled by computing $\gamma=e\left(S, Q_{I D_{\mu}}\right)$, where $Q_{I D_{\mu}}=$ $I_{\mu} G_{2}+Q_{p u b}$, and searching through list $L_{2}$ for entries of the form ( $M_{\imath}, r_{2}, h_{2,2}, c, \gamma$ ) indexed by $\imath \in\left\{1, \quad, \quad q_{\mathcal{H}_{\mu_{\tau}}}\right\}$ If none is found, $\sigma$ is rejected Otherwise, each one of them is further examined for the corresponding indexes, $\mathcal{B}$ checks if

$$
\begin{equation*}
e\left(T, S_{I D_{\mu}}\right) / e\left(S Q_{I D_{\nu}}\right)=e\left(\psi\left(Q_{I D_{\nu}}\right), S_{I D_{\mu}}\right)^{-h_{2}} \tag{837}
\end{equation*}
$$

(the parrings are computed only once and at most $q_{\mathcal{H}_{\mu r}}$ exponentiations are needed), meaning that (836) is satisfied If the unque $\imath \in\left\{1, \quad, q_{\mathcal{H}_{\mu_{r}}}\right\}$ satisfying (837) is detected, the matching parr ( $M_{2},\left\langle h_{2,2}, S\right\rangle$ ) is returned Otherwise, $\sigma$ is rejected Overall, an inappropriate rejection occurs with probability smaller than $q_{d v} / 2^{k}$ across the whole game

At the challenge phase, $\mathcal{A}$ outputs messages ( $M_{0}, M_{1}$ ) and identities ( $I D_{A}, I D_{B}$ ) for which she never obtained $I D_{B}$ 's private key If $I D_{B} \neq I D_{\ell}, \mathcal{B}$ aborts Otherwise, it picks $\xi \mathscr{Z}^{R} \mathbb{Z}_{p}^{*}$, $c \leftarrow_{\leftarrow}^{R}\{0,1\}^{n}$ and $S \stackrel{R}{R}_{\mathcal{G}_{1}}$ to return the challenge $\sigma^{*}=\langle c, S, T\rangle$ where $T=-\xi G_{1} \in \mathcal{G}_{1}$ If we define $\rho=\xi / \alpha$ and since $x=-\alpha-I_{\ell}$, we can check that

$$
\begin{equation*}
T=-\xi G_{1}=-\alpha \rho G_{1}=\left(I_{\ell}+x\right) \rho G_{1}=\rho I_{\ell} G_{1}+\rho \psi\left(Q_{p u b}\right) \tag{838}
\end{equation*}
$$

$\mathcal{A}$ cannot recognize that $\sigma^{*}$ is not a proper clphertext unless she queries $\mathcal{H}_{\mu_{r}}$ or $H_{3}$ on $e\left(G_{1}, G_{2}\right)^{\rho}$ At the guess stage, her view is simulated as before and her eventual output is ignored Standard arguments can show that a successful $\mathcal{A}$ is very likely to query $\mathcal{H}_{\mu_{r}}$ or $H_{3}$ on the input $e\left(G_{1}, G_{2}\right)^{\rho}$ if the sımulation is indistınguishable from a real attack environment

To produce a result, $\mathcal{B}$ fetches a random entry $\left(M, r, \mathcal{H}_{\mu_{r}}, c, \gamma\right)$ or $\langle r$,$\rangle from the lists$ $L_{2}$ or $L_{3}$ With probability $1 /\left(2 q_{\mathcal{H}_{\mu_{r}}}+q_{h_{3}}\right)$ (as $L_{3}$ contains no more than $q_{\mathcal{H}_{\mu_{r}}}+q_{h_{3}}$ records by construction), the chosen entry will contain the right element $r=e\left(G_{1}, G_{2}\right)^{\rho}=$ $e(P, Q)^{f(\alpha)^{2} \xi / \alpha}$, where $f(z)=\sum_{\imath=0}^{q-1} c_{2} z^{2}$ is the polynomial for which $G_{2}=f(\alpha) Q$ The $q$-BDHIP solution can be extracted by noting that, if $\gamma^{*}=\rho(P, Q)^{1 / \alpha}$, then

$$
e\left(G_{1}, G_{2}\right)^{1 / \alpha}=\gamma^{*\left(c_{0}^{2}\right)} e\left(\sum_{\imath=0}^{q-2} c_{\imath+1}\left(\alpha^{2} P\right), c_{0} Q\right) e\left(G_{1}, \sum_{j=0}^{q-2} c_{j+1}\left(\alpha^{j}\right) Q\right)
$$

In an analysis of $\mathcal{B}$ 's advantage, we note that it only fails in providing a consistent simulation because one of the following independent events
$E_{1} \mathcal{A}$ does not choose to be challenged on $I D_{\ell}$
$E_{2} \mathcal{B}$ aborts in a Sign/Encrypt query because of a collision on $\mathcal{H}_{\mu_{\tau}}$
$E_{3} \mathcal{B}$ rejects a valid cıphertext at some point of the game
We clearly have $\operatorname{Pr}\left[\neg E_{1}\right]=1 / q_{\mathcal{H}_{W}}$ and we already observed that $\operatorname{Pr}\left[E_{2}\right] \leq q_{s e}\left(q_{s e}+q_{\mathcal{H}_{\mu_{\tau}}}\right) / 2^{k}$ and $\operatorname{Pr}\left[E_{3}\right] \leq q_{d v} / 2^{k}$ We thus find that

$$
\operatorname{Pr}\left[\neg E_{1} \wedge \neg E_{2} \wedge \neg E_{3}\right] \geq \frac{1}{q_{\mathcal{H}_{W}}}\left(1-q_{s e} \frac{q_{s e}+q_{\mathcal{H}_{\mu_{r}}}}{2^{k}}\right)\left(1-\frac{q_{d v}}{2^{k}}\right)
$$

We obtain the announced bound by noting that $\mathcal{B}$ selects the correct element from $L_{2}$ or $L_{3}$ with probability $1 /\left(2 q_{\mathcal{H}_{\mu_{r}}}+q_{h_{3}}\right)$ Its workload is dominated by $O\left(q_{\mathcal{H}_{W}}^{2}\right)$ multiplications in the preparation phase, $O\left(q_{s e}+q_{d v}\right)$ pairing calculations and $O\left(q_{d v} q_{\mathcal{H}_{\mu_{r}}}\right)$ exponentiations in $\mathcal{G}_{T}$ in its emulation of the Sign/Encrypt and Decrypt/Verify oracles

Theorem 862 Assume there exists an ESUF-IBSC-CMA attacker $\mathcal{A}$ that makes $q_{h_{1}}$ queries to random oracles $H_{2}(\imath=1,2,3), q_{s e}$ sıgnature/ encryption queries and $q_{d v}$ queries to the decryption/verification oracle Assume also that, within a time $\tau$, $\mathcal{A}$ produces a forgery with probaboluty $\epsilon \geq 10\left(q_{s e}+1\right)\left(q_{s e}+q_{h_{2}}\right) / 2^{k}$ Then, there us an algorıthm $\mathcal{B}$ that us
able to solve the $q$-SDHP for $q=q_{h_{1}}$ in expected time

$$
\tau^{\prime} \leq 120686 q_{h_{1}} q_{h_{2}} \frac{\tau+O\left(\left(q_{s e}+q_{d v}\right) \tau_{p}\right)+q_{d v} q_{h_{2}} \tau_{e x p}}{\epsilon\left(1-1 / 2^{k}\right)\left(1-q / 2^{k}\right)}+O\left(q^{2} \tau_{m u l t}\right)
$$

where $\tau_{m u l t}, \tau_{\exp }$ and $\tau_{p}$ denote the same quantities as in theorem 8.6.1.

Proof. The proof is similar to the one of theorem ??. Namely, it shows that a forger in the ESUF-IBSC-CMA game implies a forger in a chosen-message and given identity attack. Using the forking lemma $[103,104]$, the latter is in turn shown to imply an algorithm to solve the $q$-Strong Diffie-Hellman problem. More precisely, queries to the Sign/Encrypt and Decrypt/Verify oracles are answered as in the proof of theorem 8.6.1 and, at the outset of the game, the simulator chooses public parameters in such a way that it can extract private keys associated to any identity but the one which is given as a challenge to the adversary. By doing so, thanks to the irreflexivity assumption, it is able to extract clear message-signature pairs from ciphertexts produced by the forger (as it knows the private key of the receiving identity $I D_{B}^{*}$ ).

We now restate theorem 8.6 .1 for the variant of our scheme with anonymous ciphertexts. The simulator's worst-case running time is affected by the fact that, when handling Decrypt/Verify requests, senders' identities are not known in advance. The reduction involves a number of pairing calculations which is quadratic in the number of adversarial queries.

Theorem 8.6.3. Assume that an IND-IDSC-CCA adversary $\mathcal{A}$ has an advantage $\epsilon$ against our scheme when running in time $\tau$, asking $q_{h_{i}}$ queries to random oracles $H_{i}(i=1,2,3)$, $q_{s e}$ signature/encryption queries and $q_{d v}$ queries to the decryption/verification oracle. Then there is an algorithm $\mathcal{B}$ to solve the $q$-BDHIP for $q=q_{h_{1}}$ with probability

$$
\epsilon^{\prime}>\frac{\epsilon}{q_{h_{1}}\left(2 q_{h_{2}}+q_{h_{3}}\right)}\left(1-q_{s e} \frac{q_{s e}+q_{h_{2}}}{2^{k}}\right)\left(1-\frac{q_{d v}}{2^{k}}\right)
$$

within a time $\tau^{\prime}<\tau+O\left(q_{s e}+q_{d v} q_{h_{2}}\right) \tau_{p}+O\left(q_{h_{1}}^{2}\right) \tau_{\text {mult }}+O\left(q_{d v} q_{h_{2}}\right) \tau_{\text {exp }}$ where $\tau_{\text {exp }}, \tau_{\text {mull }}$ and
$\tau_{p}$ denote the same quantzties as in prevzous theorems
Proof The simulator is the same as in theorem 861 with the following differences (recall that senders' identities are provided as inputs to $\mathcal{H}_{\mu_{\tau}}$ )

- $\mathcal{H}_{\mu_{r}}$-queries on mput ( $\left.I D_{A}, M, r\right) \mathcal{B}$ returns the previously defined value if it exists and a random $\mathcal{H}_{\mu_{r}} \stackrel{R}{\leftarrow} \mathbb{Z}_{p}^{*}$ otherwise To anticipate subsequent Decrypt/Verify requests, $\mathcal{B}$ simulates oracle $H_{3}$ to obtain $h_{3}=H_{3}(r) \in\{0,1\}^{n+n_{0}}$ (where $n_{0}$ is the maximum length of 1 dentity strıngs) and stores $\left(I D_{A}, M, r, \mathcal{H}_{\mu_{r}}, c=\left(M \| I D_{S} I D_{A}\right) \oplus h_{3}, \gamma=\right.$ $\left.r e\left(G_{1}, G_{2}\right)^{\mathcal{H}_{\mu_{r}}}\right)$ in list $L_{2}$
- Decrypt/Verify queries given a ciphertext $\sigma=\langle c, S, T\rangle$ and a receıver's identity $I D_{B}=$ $I D_{\nu}$ we assume that $\nu=\ell$ because otherwise $\mathcal{B}$ knows the receiver's private key The simulator $\mathcal{B}$ does not know the sender's identity $I D_{A}$ but knows that $I D_{A} \neq I D_{\nu}$ It also knows that, for the private key $S_{I D_{S}}, \log _{S_{I D_{S}}}\left(\psi^{-1}(S)-h S_{I D_{S}}\right)=\log _{\psi\left(Q_{I D_{\nu}}\right)}(T)$, and hence

$$
\begin{equation*}
e\left(T, S_{I D_{S}}\right)=e\left(\psi\left(Q_{I D_{\nu}}\right), \psi^{-1}(S)-h S_{I D_{S}}\right) \tag{839}
\end{equation*}
$$

where $h=\mathcal{H}_{\mu_{r}}\left(I D_{A}, M, r\right)$ is the hash value obtained in the Sign/Encrypt algorithm and $Q_{1 D_{\nu}}=I_{\nu} G_{2}+Q_{p u b}$ The query is handled by searching through list $L_{2}$ for entries of the form ( $I D_{S_{1,2}}, M_{\imath}, r_{\imath}, h_{2, \imath} c, \gamma_{\imath}$ ) indexed by $\imath \in\left\{1, \quad, q_{\mathcal{H}_{\mu_{r}}}\right\}$ If none is found, the ciphertext is rejected Otherwise, each one of these entries for which $I D_{S, \imath} \neq I D_{\nu}$ is further examined by checking whether $\gamma_{z}=e\left(S, \mathcal{H}_{W}\left(I D_{S, 2}\right) Q+Q_{p u b}\right)$ and

$$
\begin{equation*}
e\left(T, S_{I D_{S_{2}}}\right) / e\left(S, Q_{I D_{\nu}}\right)=e\left(\psi\left(Q_{I D_{\nu}}\right), S_{I D_{S}}\right)^{-h_{22}} \tag{840}
\end{equation*}
$$

(at most $3 q_{\mathcal{H}_{\mu_{r}}}+1$ pairings and $q_{\mathcal{H}_{\mu_{r}}}$ exponentiations must be computed), meaning that equation ( 839 ) is satisfied and that the cuphertext contans a valid message signature pair if both relations hold If $\mathcal{B}$ detects an index $\imath \in\left\{1, \quad, q_{\mathcal{H}_{\mu_{r}}}\right\}$ satisfying them, the matching pair $\left(M_{2},\left\langle h_{2,2}, S\right\rangle\right)$ is returned Otherwise, $\sigma$ is rejected and such a wrong rejection again occurs with an overall probability smaller than $q_{d v} / 2^{k}$

Theorem 862 can be similarly restated as its reduction cost is affected in the same way

## 87 Conclusion

In this section we have looked at a number of signcryption schemes The propertres that varıous signcryption schemes offer are quite varied, and the term "signcryption" can only be loosely defined in reality There is still debate over which properties are advantageous, and this probably comes down to the requirements of the individual application There are several identity and non-identity based signcryption schemes, including a non-identity based signcryption scheme broken by the author of this thesis in a personal communication with its authors [71]

In this review we have concentrated on identity based signcryption schemes We have introduced a new signcryption scheme based on the identity based key pair of Sakai and Kasahara and we note that in performance terms it ranks well with its peers This is demonstrated in Table 81

|  | Sign/Encrypt |  |  |  | Decrypt/Verify |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| sıgncryption scheme | exp | mul | parrngs | time (ms) | exp | mul | parıngs | time (ms) |
| Boyen | 1 | 3 | 1 | 459 | 0 | 2 | 4 | 876 |
| Chow-Yıu-Hur-Chow | 0 | 2 | 2 | 532 | 0 | 1 | 4 | 782 |
| Libert-Quisquater (basıc) | 0 | 2 | 2 | 532 | 0 | 1 | 4 | 782 |
| Libert-Quısquater (short) | 0 | 3 | 1 | 454 | 0 | 1 | 2 | 438 |
| Malone-Lee | 0 | 3 | 1 | 454 | 0 | 1 | 3 | 610 |
| Chen-Malone-Lee | 0 | 3 | 1 | 454 | 0 | 1 | 3 | 610 |
| Sakal-Kasahara† | 2 | $1+1^{\S}$ | 0 | 204 | 1 | 0 | 2 | 570 |
| BLMQ (ours) | 1 | 2 | 0 | $\mathbf{1 9 3}$ | 1 | 0 | 2 | $\mathbf{3 4 9}$ |

Table 81 Comparison of Signcryption Schemes
( $\dagger$ ) This scheme requires the Weil parring
(§) One PSM is in $\mathbb{F}_{p^{k}}$, though this can be made efficient by choosing the trace zero group
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## Appendix A

## Java Random Numbers

The following code uses the sound card to generate random numbers it fills a large byte array full of CD quality sound and then picks the least significant bit of each 16 bit frame Given a parameter $k$ it will generate a random number $x$ in the interval $0 \leq x<2^{k}$

```
Java function to geuerate a random number
from the isput of a soundeard
%
```

```
public BigIntegor getrandBita(int bongthoffandom) {
```

public BigIntegor getrandBita(int bongthoffandom) {
TargetDataline lino;
TargetDataline lino;
Thraad ehread;
Thraad ehread;
duration = 0;
duration = 0;
audioInputStyoam = null;
audioInputStyoam = null;
// line-in, is the micropohone, we are recording CD quality, mono signal
// line-in, is the micropohone, we are recording CD quality, mono signal
Audioformat format = mey Audioformat(Audiofozmat, Encodigg.PCM_SICNED, 44100, 16,
Audioformat format = mey Audioformat(Audiofozmat, Encodigg.PCM_SICNED, 44100, 16,
1, 2, 44100, true);
1, 2, 44100, true);
Dataline.Info inEO = nov Datalino.Info(TargotDataline.class,
Dataline.Info inEO = nov Datalino.Info(TargotDataline.class,
format);
format);
if (!AudioSystom.islinoSupportod(info)) {
if (!AudioSystom.islinoSupportod(info)) {
roturn n*y BigIntoger("-1");
roturn n*y BigIntoger("-1");
r
r
// get and open the sarget date line for capture.
// get and open the sarget date line for capture.
try {
try {
lino = (TargotDataLino) Audiosystom.gotLino(info):
lino = (TargotDataLino) Audiosystom.gotLino(info):
line.open(format, line.getBufforSize())i
line.open(format, line.getBufforSize())i
} catch (LinoUnavallableExcoption ax) {
} catch (LinoUnavallableExcoption ax) {
roturn nev BigIntogor("-1");
roturn nev BigIntogor("-1");
} catch (SocurityException ox) {
} catch (SocurityException ox) {
roturn noy Bigintogor("-1");
roturn noy Bigintogor("-1");
catch (Exception Oz) {
catch (Exception Oz) {
rotura nov BigIntegor("-1");
rotura nov BigIntegor("-1");
}
}
// play back the captured mudio daca
// play back the captured mudio daca
// ByteArrayOutputStream out = new ByteArrayOutputStream ();
// ByteArrayOutputStream out = new ByteArrayOutputStream ();
int frameSizeIngytos = format.getFrameSizo();
int frameSizeIngytos = format.getFrameSizo();
int buffortongthInFramos = lino.gotBufforSizo() / 8;
int buffortongthInFramos = lino.gotBufforSizo() / 8;
int bufforiongthInBytos = bufforlongthIaframos frameSizeIaBytes;
int bufforiongthInBytos = bufforlongthIaframos frameSizeIaBytes;
byt*[] data = now byte[bufferbengthinBytes];
byt*[] data = now byte[bufferbengthinBytes];
int numBytesRoad;
int numBytesRoad;
int oxponent = 0;
int oxponent = 0;
BigIntegor total = now BigInteger("0");
BigIntegor total = now BigInteger("0");
int bufin=-1;
int bufin=-1;
BigIatoger 㐿mo = nev BigInteger("2");
BigIatoger 㐿mo = nev BigInteger("2");
1in*.start();
1in*.start();
//Syatem.out. printla(bufferLuagthlagytes);
//Syatem.out. printla(bufferLuagthlagytes);
if ((numbytobRoad = inne.read(data, 0, bufforlongthingytes)) == - ) {
if ((numbytobRoad = inne.read(data, 0, bufforlongthingytes)) == - ) {
Systom.exit(0);
Systom.exit(0);
} byto[] aba = nov by%0[1];
} byto[] aba = nov by%0[1];
// want to conttruct random number hore
// want to conttruct random number hore
whil*(cycles < longthoffandom)
whil*(cycles < longthoffandom)
|
|
cycles = cyclos + l;//k cycles for a 20% number
cycles = cyclos + l;//k cycles for a 20% number
bufin = butin + 2; //16bit frame so advance two blocki
bufin = butin + 2; //16bit frame so advance two blocki
byte gextbit = (byte) (i \& duta[bufin]);//take last bis of byte
byte gextbit = (byte) (i \& duta[bufin]);//take last bis of byte
aba[0]= nextbit: //convert to byte array,take lats bit of byte
aba[0]= nextbit: //convert to byte array,take lats bit of byte
total=(total.muleqply(BTwo)),add(now gigimtogor(mba));//d and a
total=(total.muleqply(BTwo)),add(now gigimtogor(mba));//d and a
}
}
1ine.drain();
1ine.drain();
lino.stop();
lino.stop();
1ine.close();
1ine.close();
lino = null;
lino = null;
roturn total;

```
roturn total;
```


## Appendix B

## Java Library for $k=2$ Elliptic

## Curves

The following code adds two points $m$ an elliptic curve The code is slightly more complıcated than the equations given in Ch 2 as this code implements point addition and point doubling, and some slight complications involving the point at infinity $\mathcal{O}$

```
public Point add(Point oxPoint) {
```

public Point add(Point oxPoint) {
/* add(Point xpoint) {
/* add(Point xpoint) {
* Just check if either of the points is the point at infinity
* Just check if either of the points is the point at infinity
*/ or if oue is the negetive of the other
*/ or if oue is the negetive of the other
if(this.isInfinity()) {
if(this.isInfinity()) {
retuxa OxPoint;
retuxa OxPoint;
if
if
if(expoint.isInfinity()) {
if(expoint.isInfinity()) {
return this;
return this;
}
}
if((this.nogato()).oquals(oxpoint)) {
if((this.nogato()).oquals(oxpoint)) {
Point rotP = now Point(EC); // this point is set to infinjty by default
Point rotP = now Point(EC); // this point is set to infinjty by default
roturn rotP;
roturn rotP;
}
}
BigInteger x2 = oxpoint.getx();
BigInteger x2 = oxpoint.getx();
BigIateger y2 = oxpoint.gety();
BigIateger y2 = oxpoint.gety();
BigIntegor y2 = oxpoint.gety();
BigIntegor y2 = oxpoint.gety();
Biglnteger dolta = nou BigIntogor("on); ;
Biglnteger dolta = nou BigIntogor("on); ;
BigInteger deltad = now BigInteger("0");
BigInteger deltad = now BigInteger("0");
if(!x.oquals(x2)) {
if(!x.oquals(x2)) {
doltan = (y2.aubtract(y)).mod(BC.gotModulus());
doltan = (y2.aubtract(y)).mod(BC.gotModulus());
doltan = (y2.aubtract(y)).mod(EC.gotModulus());
doltan = (y2.aubtract(y)).mod(EC.gotModulus());
dolta}=(doltan,multiply(deltad)).mod(EC.gotModulus())
dolta}=(doltan,multiply(deltad)).mod(EC.gotModulus())
}
}
*1s* if((x.equals(x2)) \&\& (!y.0qualg(zov BigInteger("0")))) {
*1s* if((x.equals(x2)) \&\& (!y.0qualg(zov BigInteger("0")))) {
BigIntegor two = now BigInteger("2");
BigIntegor two = now BigInteger("2");
BigInteger threo = new BigInteger("3")
BigInteger threo = new BigInteger("3")
deltan = ((thro*.multiply(x.modPou(nov BigIntegor("2"),
deltan = ((thro*.multiply(x.modPou(nov BigIntegor("2"),
doltad = (two.multiply(y)).modInvorse(EC.gotModuluz());
doltad = (two.multiply(y)).modInvorse(EC.gotModuluz());
delta = (doltan.multiply(deltad))}\cdot\operatorname{mod}(EC\cdotgotModulu())
delta = (doltan.multiply(deltad))}\cdot\operatorname{mod}(EC\cdotgotModulu())
}
}
BigInteger x3 = ((dolta.modPov(nev BagIne日ger("2"),
BigInteger x3 = ((dolta.modPov(nev BagIne日ger("2"),
EC.gatModulus())), aubtract(x),subtzact(x2)),mod(EC.getModulus());
EC.gatModulus())), aubtract(x),subtzact(x2)),mod(EC.getModulus());
BigInteger y3 = (((x.subtract(x3)), multigly(dolta)),subtract(y)), mod(EC.getModulug());
BigInteger y3 = (((x.subtract(x3)), multigly(dolta)),subtract(y)), mod(EC.getModulug());
Poine retP = now Point(EC, x3, y3);
Poine retP = now Point(EC, x3, y3);
rotura rotP;
rotura rotP;
is
is
*/
*/
, retuza this;
, retuza this;
deltan = ((t)eo = new biglamger(()
deltan = ((t)eo = new biglamger(()
EC.gotModulus()))), add(EC.gota())).mod(EC.gatModulus());
EC.gotModulus()))), add(EC.gota())).mod(EC.gatModulus());
deltad = (two.multiply(y)).modInverse(EC.gotModulu:());
deltad = (two.multiply(y)).modInverse(EC.gotModulu:());
delta = (doltan.multiply(deltad)).mod(EC.gotMod
delta = (doltan.multiply(deltad)).mod(EC.gotMod
EC.gatModulus())), subtract(x),subtzact(x2)).mod(EC.getModulus());

```
            EC.gatModulus())), subtract(x),subtzact(x2)).mod(EC.getModulus());
```

The following code is the simplest and slowest implementation of elliptic curve point scalar multiplication. It is the basic "double and add" algorithm and is included here for its simplicity. A more complicated windowing method is implemented on the accompanying CD.

```
Public Point multiply(BigIntoger exS) {
    Biglnteger S = xS;
    Point tp = ney Point(this.getBC(), x, y)
    Point tprt = now Point(this.gotEC());//this is the point et infinity (runnimg tots|)
    while(s,bithongth() > 0) {
        if(S,tostBit(0)) [
        if(S.tostBit(0)) {
```



```
            S = S.abifthight (1); //divide s by 2
    }
    retura tprt;
}
```

A Java implementation of the "Map To Point" function in Boneh and Franklin's IBE scheme. The function selectively implements the faster "Map To Point" function of McCullagh if the boolean input is set to false.

```
public Point(Curve exEC, String oxID, String hash, boodean 0rderQ) throws Excoption {
    ine hlen;
    if(habh.equalm("SHA-256"))
    i
    hlon}=32
    &2so if(bash.oguals("sea-1"))
    nlon=20;
    }1s0
        throv new Excoption(bash + ":ALGQRITM NOT SUPPORTED
            IN IDESTITY TO PDINT MAPPING\ITAY\"SHA-1\" OR \"SHA-25B\"");
    l
    MessagoDigoat ma = MessageDigest.getInstance(hash);
    md.updato(oxID.getBytes());
    byte[] s = md.digest();
            Bigfatoger p=oxEC.gotModulus();
            BigInteger h= BigInteger.ONE;
    inti, j;
        j=0; i=1;
    halo(trua) {
        h = h."ultiply(aov BigIntogor("25s"));
        if (j=h1@n) {
            h=h.add(now 8iginteger(Integer.tostring(i++)));
            j=0;
            }
            0180 {
            3) h=h.add(now 8igInteger(Intogor, toString(B[j++])));
            if (p.compareTo(h)== - 1)
            break;
    }
        h=h.\operatorname{mod}(p);
            //Systam.out.println("Hash velue is 1" + b.toString(16));
/. Now we want to form a point and use this as the X co-ord
    */P is congruent to 3 mod 4, this makes finding sqrt easy
    EC = -xEC;
    BigInteger ty = genY(h, EC):
    x = getTx();
    y = ty;
    //thie.clone(exEC, sotTx(), ty);
    if(OrderQ == tru*) //does the point have to be of order q, if yes do this, if not don't
    this
    OnC
    OnCurve = true;
}
```

And the function genY, which is used by "Map To Point" to find a point on the curve given only the X co-ordinate.

```
/* Function to find the }X\mathrm{ co-ordinate of a point,
given the X co-ordinate
*/
    private BigInteger gonY(BigInteger axh, Curve exRC) {
        tx =oxa;
        BigInteger pmod = exEC.gotModulu⿻();
        BigInteger delta = oxh."पodPou(nou BigIntegor("3"), pmod);
        dolta= delta.add(oxEC.getA().multiply(ozh)).mod(pmod);
        delta = dolta.add(oxEC.gotB()).mod(pmod);
        BigInteger exp = (pmod.add(BigInteger.ONE)).divide(nev BigInteger("4"));
        BigIntogor Bqrt = dolta.modPow(oxp,pmod);
        BigIntogor norm = Bqrt.modPow(now BigIntegor("2"),P#od);
        if (delta.compareto(norm) != 0)
        foturn gony(tx.add(bigIntegor.oNE), exRC);
        }
    }
```

A Java implementation of $t(P, Q)$, the reduced Tate pairing, using Miller's algorithm. This code is relatively optimisation free to make it more readable and easy to relate to the mathematics of chapter 3. This code shows clearly the relationship between Miller's algorithm and the "Double and Add" algorithm for elliptic curve point scalar multiplication. This code takes both points from the extension field, so will be slow. It minimises polynomial division by computing the miller function as a numerator num and denominator denum as suggested by Galbraith et al. [67]. A more optimised version of the Tate pairing is including on the accompanying CD.

```
public 2Zn2 O(ECa2 P, ECa2 Q)
    ECn2 LP = P.copy();
    ECn2 LP = P.copy ();
    z2n2 Qx = LQ.gotx();
    Za2 Qy = LQ.gety();
    num= nov zzn2(this,P);
    denom = now zzaz(this.P);
    ECn2 PA = P. copy();
    int nb = q.bittength();
    for(int i = nb-2;i>=0;i--)
        mum=num,multiply(num);
        denom = denom.multiply(denom);
        g(pA,PA,Qx,Qy);
        PA = GA; //this widd have changed becmuee of g(.)
        if(q.test日it(i))
            { g(PA,P,Qx,Qy);
            PA}=GA
        }
    }
    22n2 res = num.divido(denom);
    if((!pA.i|zero()) || (res.isZero()))
    roturn nov zZg2(this.P);
    }
    BigImtoger 0 = (this.P.add(BigImteger.ONE).divido(this.q));
    ZZn2 rebc= ros.conj();
    ros=roscorgos.conj();
    res = ros.por(e);
    retura res;
}
```

The function $g$ which is used in the computation of Miller's algorithm. This function must work out the gradient of a line.

```
public void g(ECn2 pA, ECn2 b, zZn2 Qx, zZn2 Qy) {
    zZn2 lam = zou ZZn2(P);
    zzaz d,u,y;
    u = PA.getx ()
    gerl():
    pA = pA.add(B);
    lam = pA.getlam();
    if(lam.isZoro())
    roturn;
    };(pA.iszoro())
        u=u.subtract(Qx); //this will be set to one
    },180
    {180
        u = u.subtract(Dx);
        u=u.multiply(1am);
        y = y.subtract(Qy);
        u = u.subtract(y);
        d = ph.get\();
        d=d.subtract(qz);
    }
    num = num.multiply(u)i
    donO# = dOnOQ.multiply(d);
    GA = PA;
}
```

The following code is used to multiply two field elements $\in \mathbb{F}_{q^{2}}$. This is the basis of pairing exponentiation. It can be used with the standard "square and multiply" algorithm for exponentiation or more complex sliding window methods.

```
public zZn2 multiply(zZn2 oxpoint) {
    if((0xpoine.geta().oquals(a)) && (0xpoine.gotb().equals(b))) {
    /- same poine
        a=(a+b)(a-b)
        b=2ab
    */
            Bigintoger sa,ta,to,tf,ts;
            t& = (a.\operatorname{ad(b)).mod(p);}
            ta=(a.ubtract(b))-mod(p);
            ta = (t&.multiply(t:)).\operatorname{mod}(p);
            ta = (tf\cdotmultiply(tg))\cdot\operatorname{mod}(p);
            sa=(a.add(a)PIMOd(p);
            retura nev zzn2(p, ta, tb);
    },18
            B+grategor t,t2,t3,to;
            t=(a.multiply(expoint.gotA())):mod(p);
            t3 = oxpoint.gota(), add(oxpoint.gotB()).mod(p);
            tb = b.add(a).mod(p);
            tb = tb.multiplg(t3).mod(p);
            tb=tb, вubtract(t), mod(p);
            tb = tb, subtract(t2).mod(p);
            t=t.subtract(t2).mod(p);
            roturn now zza2(p, t,tb);
}
```


## B 1 Proof of Theorem 67.1

Proof Algorithm $\mathcal{B}$ takes as mput $\left(P, Q, \alpha Q, \alpha^{2} Q, \quad, \alpha^{p} Q\right)$ and attempts to extract $e(P, Q)^{1 / \alpha}$ from its interaction with $\mathcal{A}$

In a preparation phase, $\mathcal{B}$ selects an index $\ell \leftarrow^{\mathbb{R}}\left\{1, \quad, q_{\mathcal{H}_{W}}\right\}$, elements $I_{\ell} \leftarrow^{\mathbb{R}} \mathbb{Z}_{q}^{*}$ and $w_{1}, \quad w_{\ell-1}, w_{\ell+1} \quad w_{q_{\mathcal{H}_{W}}} \stackrel{R}{R}_{\mathbb{Z}_{q}^{*}} \quad$ For $\imath=1, \quad, \ell-1 \ell+1 \quad, q_{\mathcal{H}_{W}}$, it computes $I_{\imath}=I_{\ell}-w_{\imath}$ As in the technique of Boneh-Boyen, it sets up generators $G_{2} \in \mathcal{G}_{2}$, $G_{1}=\psi\left(G_{2}\right) \in \mathcal{G}_{1}$ and another $\mathcal{G}_{2}$ element $U=\alpha G_{2}$ such that it knows $q_{\mathcal{H}_{W}}-1$ pars $\left(w_{\imath}, H_{\imath}=\left(1 /\left(w_{\imath}+\alpha\right)\right) G_{2}\right)$ for $\imath \in\left\{1, \quad, q_{\mathcal{Z}_{W}}\right\} \backslash\{\ell\}$ The public key $Q_{p u b}$ is chosen as

$$
Q_{p u b}=-U-I_{\ell} G_{2}=\left(-\alpha-I_{\ell}\right) G_{2}
$$

so that its (unknown) private key 1 s implicitly set to $x=-\alpha-I_{\ell} \in \mathbb{Z}_{q}^{*} \quad$ For all $\imath \in\left\{1, \quad, q_{\mathcal{H}_{W}}\right\} \backslash\{\ell\}$, we have $\left(I_{\imath},-H_{\imath}\right)=\left(I_{\imath},\left(1 /\left(I_{\imath}+x\right)\right) G_{2}\right)$

In addition $\mathcal{B}$ generates a random value $y \stackrel{R}{R}_{q}^{*}$, and publishes $e(P, Q)^{y} \quad \mathcal{B}$ then initializes a counter $\nu$ to 1 and starts the adversary $\mathcal{A}$ on input of $\left(G_{1}, G_{2}, Q_{p u b}\right)$ Throughout the game, we assume that $\mathcal{H}_{W}$-queries are distinct, that the target keywords $W_{0}^{*}, W_{1}^{*}$ are submitted to $\mathcal{H}_{W}$ at some point and that any query nnvolving a keyword comes after a $\mathcal{H}_{W}$-query on it

- $\mathcal{H}_{W}$-queries (let us call $W_{\nu}$ the input of the $\nu^{\text {th }}$ one of such queries) $\mathcal{B}$ answers $I_{\nu}$ and increments $\nu$
- $\mathcal{H}_{\mu_{r}}$-queries on input $\gamma_{j} \in G_{T} \mathcal{B}$ returns a random $B_{\jmath} \leftarrow^{R}\{0,1\}^{n}$ and stores the pair $\left(\gamma, B_{\jmath}\right)$ in list $L_{2}$
- Trapdoor queries on an input of a keyword $W_{\nu}$ of $\nu=\ell$, then the simulator fails Otherwise, it knows that $\mathcal{H}_{W}\left(W_{\nu}\right)=I_{\nu}$ and returns $-H_{\nu}=\left(1 /\left(I_{\nu}+x\right)\right) G_{2} \in \mathcal{G}_{2}$

At the challenge phase, $\mathcal{A}$ outputs two distinct keywords $\left(W_{0}^{*}, W_{1}^{*}\right)$ for which she never obtained the trapdoors If $W_{0}^{*}, W_{1}^{*} \neq W_{\ell}, \mathcal{B}$ aborts Otherwise, we may assume wlog that $W_{0}^{*}=W_{\ell}$ (the case $W_{1}^{*}=W_{\ell}$ is treated in the same way) It picks $\xi \leftarrow^{R} \mathbb{Z}_{q}^{*}$ and $B^{*} \leftarrow^{R}\{0,1\}^{n}$ to return the challenge $S^{*}=\left[A^{*}, B^{*}\right]$ where $A^{*}=-\xi G_{1} \in \mathcal{G}_{1}$ If we define $\rho=\xi / \alpha$ and sunce $x=-\alpha-I_{\ell}$, we can check that

$$
A^{*}=-\xi G_{1}=-\alpha \rho G_{1}=\left(I_{\ell}+x\right) \rho G_{1}=\rho I_{\ell} G_{1}+\rho \psi\left(Q_{p u b}\right)
$$

$\mathcal{A}$ cannot recognuze that $S^{*}$ is not a proper ciphertext unless she queries $\mathcal{H}_{\mu_{r}}$ on $e\left(A^{*}, G_{2}^{\left(y /\left(x+\mathcal{H}_{W}\left(W_{0}^{*}\right)\right)\right.}\right)=e\left(G_{1}, G_{2}\right)^{y \rho}$ nor $e\left(A^{*}, G_{2}^{\left(y /\left(x+\mathcal{H}_{W}\left(W_{1}^{*}\right)\right)\right.}\right)$ Along the second stage, her view is simulated as before and her eventual output is ignored Standard arguments can show that a successful $\mathcal{A}$ is very likely to query $\mathcal{H}_{\mu_{r}}$ on etther $e\left(A^{*}, G_{2}^{\left(y /\left(x+\mathcal{H}_{W}\left(W_{0}^{*}\right)\right)\right.}\right)=$ $e\left(G_{1}, G_{2}\right)^{y \rho}$ or $e\left(A^{*}, G_{2}^{\left(y /\left(x+\mathcal{H}_{W}\left(W_{1}^{*}\right)\right)\right.}\right)$ if the simulation is indistinguishable from a real attack environment

Let AskH $_{2}$ denote this event In a real attack, we have

$$
\operatorname{Pr}[\mathcal{A} \text { wins }] \leq \operatorname{Pr}\left[\mathcal{A} \text { wins } \mid \neg \operatorname{Ask} \mathrm{H}_{2}\right] \operatorname{Pr}\left[\neg \text { Ask }_{2}\right]+\operatorname{Pr}\left[\text { Ask } H_{2}\right]
$$

Clearly, $\operatorname{Pr}\left[\mathcal{A}\right.$ wins $\left.\mid \neg A s k H_{2}\right]=1 / 2$ and $\operatorname{Pr}[\mathcal{A}$ wins $] \leq 1 / 2+(1 / 2) \operatorname{Pr}\left[A s k H_{2}\right]$ On the other hand, we have

$$
\operatorname{Pr}[\mathcal{A} \text { wins }] \geq \operatorname{Pr}\left[\mathcal{A} \text { wins } \mid \neg \operatorname{AskH} H_{2}\right]\left(1-\operatorname{Pr}\left[\text { AskH }{ }_{2}\right]\right)=\frac{1}{2}-\frac{1}{2} \operatorname{Pr}\left[\text { AskH }_{2}\right]
$$

It comes that $\epsilon \leq\left[\operatorname{Pr}[\mathcal{A}\right.$ wins $]-1 / 2 \left\lvert\, \leq \frac{1}{2} \operatorname{Pr}\left[A s k H_{2}\right]\right.$ and thus $\operatorname{Pr}\left[A s k H_{2}\right] \geq 2 \epsilon \quad$ This shows that, provided the sumulation is consistent, $\mathcal{A}$ issues a $\mathcal{H}_{\mu_{r}}$-query on etther $e\left(A^{*}, G_{2}^{\left(y /\left(x+\mathcal{H}_{W}\left(W_{0}^{*}\right)\right.\right.}\right)$ or $e\left(A^{*}, G_{2}^{\left(y /\left(x+\mathcal{H}_{W}\left(W_{i}\right)\right)\right.}\right)$ at some point of the game with probability
 will be issued $\quad$ To produce a result, $\mathcal{B}$ fetches a random record from the lists $L_{2}$ With probability $1 / q_{\mathcal{H}_{\mu r}}$, the chosen record contains the right element $r=e\left(G_{1}, G_{2}\right)^{y \rho}=$
$e(P, Q)^{y f(\alpha)^{2} \xi / \alpha}$, where $f(z)=\sum_{\imath=0}^{p-1} c_{2} z^{2}$ is the polynomial for which $G_{2}=f(\alpha) Q$ The $p$-BDHIP solution can be extracted by noting that, if $\gamma^{*}=\rho(P, Q)^{1 / \alpha}$, then

$$
e\left(G_{1}, G_{2}\right)^{1 / \alpha}=\gamma^{*\left(c_{0}^{2}\right)} e\left(\sum_{i=0}^{p-2} c_{\imath+1}\left(\alpha^{2} P\right), c_{0} Q\right) e\left(G_{1}, \sum_{\jmath=0}^{p-2} c_{\jmath+1}\left(\alpha^{j}\right) Q\right)
$$

In an analysis of $\mathcal{B}$ 's advantage, we note that it only fails in providing a consistent sımulation because one of the following independent events

$$
\begin{aligned}
& E_{1} W_{0}^{*}, W_{1}^{*} \neq W_{\ell} \\
& E_{2} \mathcal{B} \text { aborts when answering a trapdoor query }
\end{aligned}
$$

We clearly have $\operatorname{Pr}\left[\neg E_{1}\right]=\left(q_{\mathcal{H}_{W}}-1\right) /\left({ }_{2}{ }_{2}{ }^{W}\right)=2 / q_{\mathcal{H}_{W}}$ and we know that $\neg E_{1}$ imples $\neg E_{2}$ We thus find $\operatorname{Pr}\left[\neg E_{1} \wedge \neg E_{2}\right]=2 / q_{\mathcal{H}_{W}}$ It follows that $\mathcal{B}$ outputs the correct result with probability $2 \epsilon /\left(q_{\mathcal{H}_{W}} q_{\mathcal{H}_{\mu_{r}}}\right)$

## Appendix C

## Timings for Signatures with

## Pre-Computation

Table C 1 Efficiency comparison

|  | Verify |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| signature scheme | exp | mul | parings | storage | time (ms) |  |
| SOK |  |  | 2 | $n \mu_{r}$ | 344 ms |  |
| Paterson $_{1}$ | 2 |  | 1 | $n \mu_{r}$ | 182 ms |  |
| Paterson $_{2}$ | 1 |  | 1 | $n \mu_{r}$ | 177 ms |  |
| ChaCheon |  | 1 | 2 |  | 438 ms |  |
| Hess | 1 |  | 2 | $n \mu_{r}$ | 177 ms |  |
| SK $_{\text {(ElGamal) }}$ |  | 2 | 2 |  | 532 ms |  |
| SK $_{\text {(Schnorr) }}$ |  | 1 | 2 | $n \mu_{r}$ | 266 ms |  |
| BLMQ (Ours) $^{2}$ | 1 |  | 1 |  | $\mathbf{1 7 7 m s}$ |  |

## Appendix D

## Security proof for Smart's Key

## Agreement Protocol

Theorem D 01 Smart's key agreement protocol is a secure AK protocol, assuming that $E$ us does not make any reveal querzes and that the hash functions used are random oracles Proof Condition 1 holds as follows Both oracles accept holding the same session key as a direct result of the commutativity of exponentiation of members of the group $\mathcal{G}$ The session key is distributed uniformly at random by the fact that both oracles generate truly random $x \in_{R} \mathbb{Z}$ Therefore the product of these elements will also be random Since the exponent is random, and $g=e(P, P)$ is a generator of the group $\mathcal{G}$, and $\mathcal{H}_{k}$ is a random oracle, the session key will be uniformly distributed over $\{0,1\}^{k}$

Condition 2 holds by the fact that if they have matching conversations then the communication was generated entirely by the two oracles Therefore, by the bilnearity of the pairing and the commutativity of exponentiation they accept and hold the same session key

Condition 3 holds as follows Consider by contradiction that Advantage ${ }^{E}(\kappa)$ is nonnegligible Then we can construct from $E$ an algorithm $\mathcal{F}$ that solves the BDHP with non-negligible advantage $\mathcal{F}$ is given as input the output of the BDH generator $\mathcal{B} \mathcal{F}$ 's task is to solve the BDHP, namely, given $P, a P, b P$ and $c P$, compute $v=g(P, P)^{a b c}$

All queries by the adversary $E$ now pass through $\mathcal{F}$ The following queries are allowed

## APPENDIX D SECURITY PROOF FOR SMART'S KEY AGREEMENT PROTOCOL

to be made by $E$
$\mathcal{F}$ starts the sımulation by setting the value $P$ and $b P$ to be the KGC's generator point and master public key respectively These values, along with $\mathcal{G}$, are provided to the adversary $E \mathcal{F}$ also keeps two, imitially empty, lists for keeping track of random oracle queries by $E$ The first list, $\mathcal{H}_{I D}$, stores tuples of the form $\left(I D_{2}, r_{2}\right)$, where $r_{2} \in_{R} \mathbb{Z}_{p}^{*}$ This will be explained later The second list, $\mathcal{H}_{k}$, stores tuples of the form $\left(\mu_{r},\{0,1\}^{h}\right)$

Create For the $\jmath$-th oracle $\mathcal{F}$ answers $a P$, otherwise $\mathcal{F}$ checks to see if $I D_{\imath}$ already exists on $H_{I D}$ If it does $\mathcal{F}$ retrieves the corresponding value $r_{I D}$ and creates the public and private keys as $r_{I D} P$ and $r_{I D} b P$ respectively If $H_{I D}$ does not contain $I D$ then $\mathcal{F}$ chooses $r_{I D} \in_{R} \mathbb{Z}_{p}^{*}$ and (ID, $r_{I D}$ ) is added to $H_{I D} \quad \mathcal{F}$ creates a public key as $I D=r_{I D} P$, and computes the private key as $r_{I D} b P$ However, for the $\jmath$-th oracle $\mathcal{F}$ answers $a P$ Since $\mathcal{F}$ does not know $a$, it cannot calculate $a b P$, the correct private key for this oracle
$\mathcal{H}_{k} E$ is allowed, at any time, to access the $\mathcal{H}_{k}$ oracle on any input in the input doman (elements of $\mu_{r}$ ) $\mathcal{H}_{k}$ is modelled as a random oracle of the type $\mathcal{H}_{k} \quad \mu_{r} \rightarrow\{0,1\}^{k}$, and so the query will return a value in $\{0,1\}^{k}$

Corrupt $\mathcal{F}$ answers Corrupt queries in the usual way, revealing the private key of the oracle beng queried However, $\mathcal{F}$ does not know the private key for oracle $\jmath$ If $E$ asks a Corrupt query on oracles $\jmath, \mathcal{F}$ aborts and returns the $\perp$ symbol

Send $\mathcal{F}$ answers all send queries m the usual way, except if $E$ asks Send $\prod_{i, g}^{n}$, for any $n, \mathcal{F}$ generates a random $s_{n} \in \mathbb{Z}_{r}^{*}$ and answers $s_{n} c P$ Remember that $\mathcal{F}$ does not know the value $c$ This is part of the BDH problem that $\mathcal{F}$ hopes to solve with $E$ 's help

Reveal $E$ is not allowed to make reveal queries
Test At some point $E$ will ask a single Test query of some oracle, which we assume is some oracle $\prod_{2, j}^{n}{ }^{1}$, if it is not, $\mathcal{F}$ aborts and returns the $\perp$ symbol Sunce it is picked it

[^61]must have Accepted, and not be Corrupted Assuming that it received some value $\delta P$ prior to accepting, it must be holdıng a session key of the form $\mathcal{H}_{\mu_{r}}\left(e\left(a b P, s_{n} c P\right)\right.$ $e\left(r_{\imath} b P, \delta P\right)$ ) which is $j$ 's private key paired with the value it received, times $i$ 's private key parred with the value it received However, $\mathcal{F}$ cannot compute this key and hence cannot sımulate the query, so it simply outputs a random element of $\{0,1\}^{k}$

If $\mathcal{F}$ does not abort and $E$ does not detect $\mathcal{F}$ 's inconsistency in answering the Test query then its advantage in predicting the correct session key still is Advantage $e^{E}(\kappa)$ For this to be non-negligible, $E$ must have queried $e\left(a b P, s_{n} c P\right) \quad e\left(r_{2} b P, \delta P\right)$ to the oracle $\mathcal{H}_{\mu_{r}}$, given $s_{n} c P$ as input from $\mathcal{F}$, and $\delta P$, a value purportedly from $\jmath$, with some non-negligible advantage $\kappa^{\prime}$

If, at the end of $E$ 's attack, $E$ does not detect any inconsistencies in $\mathcal{F}$ 's responses, and $\mathcal{F}$ does not abort, then $\mathcal{F}$ picks $E^{\prime}$ 's $l^{\text {th }}$ query to the $\mathcal{H}_{k}$ oracle $\mathcal{F}$ guess's this to be $k=e\left(a b P, s_{n} c P\right) \quad e\left(r_{2} b P, \delta P\right)$ for some $s_{n}$ It can calculate $e\left(a b P, s_{n} c P\right)$ since it knows $\gamma=e\left(r_{1} b P, \delta P\right)$ For clarity $(k / \gamma)^{s_{n}^{1}}=g^{a b c}-$ this is $\jmath^{\prime}$ 's private key parred with the value it received (actually $\mathcal{F} \mathrm{m}$ this case) Hence, $\mathcal{F}$ has non-negligible advantage in solving the BDH problem

We assume that there is some timeout $\tau_{s}$ on the length of a run of the protocol including the time spent in the $*$ state We also assume that some time $\tau_{c}$ is allocated to allow the construction of oracles in the Create query, and time $\tau_{o}$ allocated for each Corrupt query We assume that $\gamma$ oracles are needed, and that $s$ send queries are needed, and $o$ corrupt queries are needed $\mathcal{F}$ will abort if $E$ does not pick, for its test query, oracle $\imath \mathrm{in}$ conversation with oracle $\jmath$ - there are $n$ of these, with $s$ messages in total It will also abort if the Corrupt query is asked for oracles 2 or $\jmath$ It will also fail if it does pick the correct $\mathcal{H}_{k}$ random oracle query The expected time needed to solve the BDHP is

$$
\frac{\left(\gamma \tau_{c}\right)\left(s \tau_{s}\right)\left(o \tau_{o}\right) 2 n \kappa^{\prime}}{c s l}
$$

## Appendix E

## Security Proof for the

## McCullagh-Barreto Key

## Agreement

Proof The conditions 1 and 2 directly follow from the protocol specification The protocol satisfies the condition 3 if the Reveal query is disallowed

Suppose that there is an adversary $A$ against the protocol with non-negligible probability Let $q_{1}$ and $q_{2}$ be the number of the distinct queries to $\mathcal{H}_{W}$ and $\mathcal{H}_{\mu_{r}}$ respectively (note that $\mathcal{H}_{W}$ could be queried directly by an $\mathcal{H}_{W}$-query or indirectly by a Corrupt query or a Send query) With the help of $A$, we can construct an algorithm $B$ to solve a $k$-EBCAA1 problem with non-negligible probability
$B$ simulates the Setup algorithm to generate the system params $\left(\mathcal{G}, \mu_{r} e, k, P, s P, \mathcal{H}_{W}, \mathcal{H}_{\mu_{r}}\right)$ (1e, using $s$ as the master key which it does not know) $\mathcal{H}_{W}$ and $\mathcal{H}_{\mu_{r}}$ are two random oracles controlled by $B$ Suppose, in the game, there are $T_{1}$ oracles created by the engaged parties and $A$ Here, we slightly abuse the notation $\prod_{\imath \jmath}^{s}$ as the $s$-th oracle among all the oracles initiated by all the parties or the adversary, instead of the $s$-th instance of $\imath$ This change does not affect the soundness of the model because $s$ originally is just used to uniquely identify an instance of party $\imath B$ randomly chooses
$u \in_{R}\{1, \quad, T\}$ and $I \in_{R}\{1, \quad, q\}$ and interacts with $A$ in the following way

- $\mathcal{H}_{W}$-queries $\left(I D_{\imath}\right) \quad B$ maintains a list of tuples $\left(I D_{\jmath}, h_{\jmath}, d_{j}\right)$ as explaned below We refer to this list as $\mathcal{H}_{W}$-list The list is initially empty When $A$ queries the oracle $\mathcal{H}_{W}$ at a point $I D_{i}, B$ responds as follows
 with $\mathcal{H}_{W}\left(I D_{\imath}\right)=h_{\imath}$

2 Otherwise, if the query is on the $I$-th distinct $I D$, then $B$ stores ( $I D_{I}, h_{0}, \perp$ ) into the tuple list and responds with $\mathcal{H}_{W}\left(I D_{I}\right)=h_{0}$

3 Otherwise, $B$ selects a random integer $h_{\imath}(2>0)$ from the $k$-EBCAA1 instance which has not been chosen by $B$ and stores $\left(I D_{\imath}, h_{\imath},\left(h_{\imath}+s\right)^{-1} P\right)$ into the tuple list $B$ responds with $\mathcal{H}_{W}\left(I D_{\imath}\right)=h_{2}$

- $\mathcal{H}_{\mu_{r}}$-queries $\left(X_{\imath}\right)$ At any time $A$ can issue queries to the random oracle $\mathcal{H}_{\mu_{r}}$ To respond to these queries $B$ maintains a list of tuples called $\mathcal{H}_{\mu_{r}}$-list Each entry in the hist is a tuple of the form $\left(X_{\imath}, H_{\imath}\right)$ indexed by $X_{2}$ To respond to a query on $X_{\imath}$, $B$ does the following operations

1 If on the list there is a tuple indexed by $X_{2}$, then $B$ responds with $H_{2}$
2 Otherwise, $B$ randomly chooses a string $H_{\imath} \in\{0,1\}^{n}$ and inserts a new tuple $\left(X_{2}, H_{\imath}\right)$ to the list It responds to $A$ with $H_{2}$

- Corrupt $\left(I D_{2}\right) \quad B$ looks through list $\mathcal{H}_{W}$-list If $I D_{2}$ is not on the list, $B$ queries $\mathcal{H}_{W}\left(I D_{\imath}\right) \quad B$ checks the value of $d_{\imath}$ if $d_{\imath} \neq \perp$, then $B$ responds with $d_{\imath}$, otherwise, $B$ aborts the game
- Send $\left(\prod_{j, 2}^{t}, M\right) \quad B$ first looks through the list $\mathcal{H}_{W}$-list If $I D_{2}$ is not on the list, $B$ queries $\mathcal{H}_{W}\left(I D_{2}\right)$ After that, $B$ checks the value of $t$ If $t \neq u, B$ responds to the query by correctly following the protocol If $t=u, B$ further checks the value of $d_{2}$, and then responds the query differently as below depending on this value

1 If $d_{2} \neq \perp, B$ aborts the game We note that only one party's private key is represented as $\perp$ in the whole simulation

2 Otherwise, $B$ responds with $y P$ obtained from the $k$-EBCAA1 instance
Note that $\prod_{j, 2}^{l}$ can be the initiator (if $M=\lambda$ ) or the responder (if $M \neq \lambda$ )

- Test $\left(\prod_{j, 2}^{l}\right)$ If $t \neq u, B$ aborts the game Otherwise, $B$ randomly chooses a number $\gamma \in\{0,1\}$ and gives it to $A$ as the response When $A$ responds, $B$ randomly chooses a tuple from $H-2$-list with value $X_{l} \quad B$ responds to the $k$-EBCAA1 challenger with the value of $X_{l}=e\left(d_{j}, M\right)$ where $M$ is the incoming message to oracle $\prod_{j, 2}^{t}$ Note that if the game did not abort, the adversary cannot find the inconsistency between the smmulation and the real world The agreed secret in oracle $\prod_{j, 2}^{t}$ should be $K=e\left(d_{j}, M\right) e(P, P)^{r}$ where $r\left(h_{0} P+s P\right)=y P$ (recall that party $\imath$ 's public key is $h_{0} P+s P$ and the private key is unknown to $B$ and represented by $\perp$ ), ie $r=y\left(h_{0}+s\right)$ and $K=e\left(d_{j}, M\right) e\left(y P,\left(h_{0}+s\right)^{-1} P\right)$

We do not repeat the full expected running time analysis here, the interested reader is advised to read [48]


[^0]:    ${ }^{1}$ In a 24 hour clock, 12 midnight will be shown as zero, 0000

[^1]:    ${ }^{2}$ binary operation an operation taking two operands

[^2]:    ${ }^{3}$ In most cases in cryptography we are only interested in groups where $g^{x y}=g^{y x}$

[^3]:    ${ }^{4}$ Also called Euler's totient function

[^4]:    ${ }^{5}$ Industrial strength cryptography is a vague term, but for RSA modulı $\approx 2^{1024}$ scems hike a minmum

[^5]:    ${ }^{6}$ AES Advanced Encryption Standard, a modern symmetric block cipher and NIST approved replacement for DES, the Data Encryption Standard
    ${ }^{7}$ Using modern fault and power analysis attacks, this may not be unreasonable

[^6]:    ${ }^{8}$ It is assumed that radiation will affect both resistors similarly
    ${ }^{9}$ Hash functions will be discussed in more detail in Ch 5

[^7]:    ${ }^{10}$ This is generally how cryptographic protocols are proven secure, for more details, see Ch 4

[^8]:    ${ }^{11}$ Examples include AES, DES, IDEA and TEA
    ${ }^{12}$ Examples include RSA and El Gamal

[^9]:    ${ }^{13}$ Digital signatures will be explaned in more detanl in Ch 5

[^10]:    ${ }^{14}$ For all users except the trusted authorty

[^11]:    ${ }^{15}$ A user is said to own a key pair if they know the corresponding private key

[^12]:    ${ }^{1}$ As it would in point addition between two distinct points, where one point is not the negative of the other

[^13]:    ${ }^{2}$ Values in this field are used in the calculation of the Well and Tate pairings, which are the only known implementations of bilınear maps We will examine this in more detail in Ch 3

[^14]:    ${ }^{3}$ See Sec 110 , for a more detailed description of the El Gamal encryption system

[^15]:    ${ }^{4}$ With approximately half of the digits being one and the other half being zero

[^16]:    ${ }^{5}$ This exponent, small, but with high hamming weight, is for clarity of exposition only

[^17]:    ${ }^{6}-y=(p-y) \bmod p$

[^18]:    ${ }^{1}$ A rational function is formed when one polynomial divides another polynomial

[^19]:    ${ }^{2}[(2,4)]+[(4,5)]+[(6,3)]$ are all on the same line $((2,4)=((4,5)+(6,3)))$ and $(0,0)=-2(24)$, so $(0,0)+(4,5)+(6,3)+(2,4)=-2(2,4)+2(2,4)=\mathcal{O}$

[^20]:    ${ }^{3} 7 \equiv(-4) \quad \bmod 11$

[^21]:    ${ }^{4}$ To recap A principal divisor, which is a divisor of a function, is one such that $\operatorname{deg}(D)=0$ and $\operatorname{sum}(D)=$ $\mathcal{O}$

[^22]:    ${ }^{5}$ In common usage, the term "Tate pairing" is generally assumed to refer to the reduced Tate pairing.

[^23]:    ${ }^{6} r P=\mathcal{O}$, whereas $\jmath P \neq \mathcal{O} \jmath<r$

[^24]:    ${ }^{7}$ As in the reduced Tate paring
    ${ }^{8}$ There are only three non zero bits in their binary representation
    ${ }^{8}$ Alfred Menezes, at ECC summer school 2004, said that the NSA referred to these as "The primes from God"

[^25]:    ${ }^{10}$ For any curve of the form $y^{2}=x^{3}+A x+B$ with $\{A, B\} \in \mathbb{Z}_{r}^{*}$, the twisted curve is given as $y^{2}=$ $x^{3}+d^{2} A x+d^{3} B$, where $d$ is any Quadratic Non-Residue mod $r$

[^26]:    ${ }^{11}$ As at the time of writing this thesis, the only two known bilinear maps are the Weil and Tate pairings, both of which are instanciated over elliptic curves

[^27]:    ${ }^{12}$ SIM Subscriber Identification Module
    ${ }^{13}$ Gemplus was named the worldwide leader of the smart card industry for a seventh consecutive year with a $27 \%$ market share, accordıng to market analysts, Gartner Inc (2005)

[^28]:    ${ }^{14}$ This could potentially save a lot of money in the reconfiguration of a Gemplus production line.

[^29]:    ${ }^{15}$ These values do not have to reman hidden from the terminal

[^30]:    ${ }^{16}$ Advances in pairing implementation research suggest that it will be practical to implement parings directly on smart cards over the next 2-5 years

[^31]:    ${ }^{1}$ Remember, there may be other ways to break $\mathcal{B}$ that may not involve breaking $\mathcal{A}$
    ${ }^{2}$ This has not yet happened for pairing based cryptography as it is such a new technology, but the author is an active participant in IEEE standardisation meetings in this area The IEEE P1363 hope to propose standards in 2008
    ${ }^{3}$ Any two points $P$ and $Q$ are said to be linearly dependent if there is some $x$ such that $Q=x P$

[^32]:    ${ }^{4}$ This statement may no longer be true, due to research by Gaudry and Diem, which is not in my area of expertise [69,57], however, their work only applies to curves over extension fields of certain degrees, and so these curves can be easily avoided

[^33]:    ${ }^{5}$ This is ralled a Random Oracle

[^34]:    ${ }^{1}$ Except with negligible probability.
    ${ }^{2}$ Often the message is hashed together with a random signature element.
    ${ }^{3}$ A signature may consist of sevpral elpments.

[^35]:    ${ }^{4}$ Collisions in the full SHA- 1 in $2^{69}$ hash operations, much less than the brute-force attack of $2^{30}$ operations based on the hash length.

[^36]:    ${ }^{5}$ We refer to an algorithms coin tosses to denote random input into these algorithms, for example, here $\mathcal{A}$ is modeled as a probabilistic polynomal time algorithm

[^37]:    ${ }^{6}$ The author was a co-researcher with a similar project at the Irish "National Centre for Sensor Research"

[^38]:    ${ }^{7}$ The optimisation affects both the signing and verıfication algorithms

[^39]:    ${ }^{8}$ Note Here I am careful not to call it the Boneh and Franklin identity based key pair

[^40]:    ${ }^{9}$ The anthor of this thesis

[^41]:    ${ }^{1}$ i.e. without using random oracles in the security proofs.

[^42]:    ${ }^{2}$ Earlier work by Sakai, Ohgishi and Kasahara, used this same IBC key pair, but it was unknown by western researchers until later, see [111], consequently this IBC key pair has become known as the Boneh and Franklin key pair.

[^43]:    ${ }^{3}$ As Scott points out [116] this is "free" when computing the pairing operation, if not using the private key as a BKLS fixed base Using $R$ as the first argument of the parring amphcitly performs a $r P$ multiplication To check membership of $\mathcal{G}$, simply check that $r P=\mathcal{O}$

[^44]:    ${ }^{4}$ This is called BasicPub in [31]

[^45]:    ${ }^{5}$ Using the programming languages Java, C and $\mathrm{C}++$
    ${ }^{6}$ The author's Ph D supervisor
    ${ }^{7}$ In the literature, pairing is alway is always mooted at the computationally expensive operation

[^46]:    ${ }^{8}$ See http://www .voltage. com.
    ${ }^{9}$ Such a Key Server is used by http://wwh.voltage. com and has, as a result, become the de facto commercial standard.

[^47]:    ${ }^{10}$ Approx 20 times faster in Java code, on AMD $643000+$
    ${ }^{11}$ The Key Server contmues to sssue the same keys as before

[^48]:    ${ }^{12}$ It is assumed that the chent uses some seperate means to verify themselves

[^49]:    ${ }^{13}$ Called "map to poınt" in Boneh and Franklin's IBE

[^50]:    ${ }^{14}$ The Boneh and Franklin scheme is subject to patent protection, owned by Stanford University and Voltage Security Inc, a Stanford University startup company

[^51]:    ${ }^{15}$ An anonymous PKI scheme is one in which the identity of the recipient is not obvious from the ciphertext

[^52]:    ${ }^{18}$ This is similar to a BF identity based private key for the identity $W$.
    ${ }^{17}$ This was joint work with Libert and Quisquater which was never published.

[^53]:    ${ }^{1}$ MAC Message Authentication Code, sımılar to a digital signature, but does not offer non-repudiation

[^54]:    ${ }^{2}$ Does not hold a private key of the target identity or the master secret key.

[^55]:    ${ }^{3}$ The oracles enter the accepted state as defined in [19]

[^56]:    ${ }^{1}$ The senders identity may be sent as part of the ciphertext or may be recovered during the early stages of the Decrypt/Verify algorithm

[^57]:    ${ }^{2}$ This was joint work by the author and Baretto.

[^58]:    ${ }^{3}$ Although Malone-Lee's work was pioneering, the formal model that he favours now appears to be that of Boyen [46]

[^59]:    ${ }^{4}$ However, since we are using the Well pairing we do not have to use the trace zero group, we can pick $P$ and $Q$ as generators of any two linearly independent subgroups of order $r$ in $F_{p^{k}}$

[^60]:    ${ }^{5}$ Irreflexivity assumption $A$ term coined by Boyen meaning that the sender and reciever identities cannot be the same

[^61]:    ${ }^{1}$ An oracle $\ell$, having had a conversation with $\}$

