
Optimisation of multimode waveguide platforms 
for optical chemical sensors and biosensors

A DISSERTATION SUBMITTED FOR THE DEGREE OF

D o c t o r  o f  P h i l o s o p h y

BY

E u b o s  P o l e r e c k y

M .S .  ( C h a r l e s  U n i v e r s i t y ,  P r a g u e )  1998 
M . E n g .  ( C z e c h  T e c h n i c a l  U n i v e r s i t y ,  P r a g u e )  1998

DCU
S u p e r v i s o r : P r o f . B r ia n  D . M a c C r a i t h  

S c h o o l  o f  P h y s ic a l  S c i e n c e s  
D u b l in  C i t y  U n i v e r s i t y  

D u b l i n , I r e l a n d

F e b r u a r y  2002

R e f e r e n c \



T O  MY PARENTS AND IRENE



I hereby certify that this material, which I now submit for assessment on the programme of 
study leading to the award of D octor o f Philosophy  is entirely my own work and has not 
been taken from the work of others save and to the extent that such work has been cited and 
acknowledged within the text of my work.

Signed:   ID No.: 98970720

Date: { U tT lL  Z&0^

1



Acknowledgements

This dissertation is a result of over three years of research carried out in the Optical Sensors 
Laboratory, School of Physical Sciences, Dublin City University, Ireland. I would like to 
recognize and thank the following individuals for their helpful guidance and support in this 
project.

Firstly, I would like to thank my thesis supervisor, Professor Brian MacCraith, for giving me 
the opportunity to work in the Optical Sensors Laboratory. I wish to express my appreciation 
for his guidance and unwavering support over the last three years. I am grateful for his helpful 
suggestions, constructive criticism, comments, and, of course, financial support.

I am grateful to my good friend, Jaroslav Hamrle, for the very many fruitful discussions, 
which helped to formulate some of the core ideas in this work. I am also thankful to him for 
sharing his expertise and wisdom in the area of electronics, and for his willingness to work 
through the day and continue long into the night!

I would also like to express my appreciation to Des Lavelle and Cian Merne in the School 
workshop. Without their craftsmanship the experimental set-ups would not have worked so 
well.

Thanks are also due to Conor Burke and Helen McEvoy for their co-operation in the experi­
ments that I conducted, in particular for the samples and assistance with the experiments.

Equally, I owe my thanks to Christoph von Biiltzingslowen for making some of the samples 
and sharing his knowledge of chemistry which helped me to interpret some of the experimental 
data.

I would also like to thank Dr. Thomas Glanzmann for his moral support, encouragement and 
friendship during my first years at DCU.

Thanks go to Dr. Claire Davis and Pierre Couratier for taking part in the experiments 
regarding the luminescence capture efficiency.

I am grateful also for the help and advice I received from all the other members, past and 
present, of the Optical Sensors Laboratory and the School of Physical Science, who are too 
numerous to mention individually here. Thank you!

I have reserved this final paragraph to acknowledge the people who have supported me not 
only during this work but throughout my life. My parents, who provided the item of greatest 
worth—opportunity. Thank you for standing by me through the many trials and decisions of 
my educational career. My family and friends, particularly those in Ireland, who have always 
been there for me when I needed them. And Irene, whose cheerful attitude helped me to 
overcome many moments of desperation, who provided me with an invaluable support and 
encouragement and whose presence just made things so much easier.

T hank  y o u !

2



Contents

1 Introduction 7
1.1 Refractometric optical chemical sensors ............................................................... 8

1.1.1 Integrated optical sensor based on grating couplers................................ 8
1.1.2 Integrated optical difference interferometers............................................  9
1.1.3 Integrated Mach-Zehnder interferom eter..................................................  10
1.1.4 Reflectometric interference spectroscopy..................................................  10
1.1.5 General performance is s u e s ........................................................................ 11

1.2 Surface plasmon-based optical chemical sen so rs ................................................... 12
1.3 Absorption-based optical chemical sen so rs ............................................................ 14

1.3.1 Direct probing of intrinsic absorption properties of the analyte . . . .  15
1.3.2 Absorption-based sensor systems employing fibre o p t i c s ......................  15
1.3.3 Absorption-based sensors employing planar waveguides ......................  17
1.3.4 Detector-free absorption sensor based on D O E ...................................... 18

1.4 Luminescence-based optical chemical sensors ...................................................... 18
1.4.1 Collection of luminescence by fibre tip /bundle .........................................  20
1.4.2 Direct detection of luminescence emitted into free s p a c e ......................  20
1.4.3 Detection of luminescence entrapped in the waveguide.........................  21
1.4.4 Processing of the detected lum inescence..................................................  22

1.5 Aims of this w ork.......................................................................................................  23
1.5.1 Absorption-based optical chemical sensors...............................................  23
1.5.2 Luminescence-based optical chemical s e n s o rs .........................................  24
1.5.3 Summary of the aims of the dissertation ..................................................  26

1.6 Bibliography for Chapter 1   27

2 Absorption-based sensors—theory 37
2.1 Principle of operation .............................................................................................. 37
2.2 Theory of absorption-based sensors........................................................................  39

2.2.1 Field distribution in a multilayer system ..................................................  40
2.2.2 Guided modes of the planar waveguide s tru c tu re ...................................  44
2.2.3 Numerical ex am p les ....................................................................................  46
2.2.4 Analysis of the output of the absorption-based sensor .........................  50
2.2.5 Sensor resolution, sensitivity and limit of de tec tion ................................ 52
2.2.6 Weak attenuation of the guided m odes.....................................................  53
2.2.7 Numerical analysis of sensor sensitivity ..................................................  56

3



CONTENTS E. Polereckÿ

2.2.8 Sensitivity of the sensor system based on ray optics ............................  60
2.2.9 Numerical analysis of sensitivity based on ray o p t ic s ............................  64

2.3 Optimisation s t r a te g y ..............................................................................................  67
2.3.1 Ideal sensing elem ent....................................................................................  68
2.3.2 Real sensing e lem ent....................................................................................  71

2.4 Simulation of sensor perform ance...........................................................................  76
2.4.1 Definition of medium for absorption-based s e n s in g ...............................  76
2.4.2 Diffusion of analyte into the sensing l a y e r ...............................................  77
2.4.3 Time evolution of the output signal ........................................................  80
2.4.4 Response of the sensor system—ideal vs real sensing e le m e n t.............  82

2.5 Conclusion ................................................................................................................  85
2.6 Bibliography for Chapter 2 ....................................................................................  87

3 Lum inescence-based sensors— th eory  89
3.1 Radiation of dipoles within a multilayer struc tu re ...............................................  90

3.1.1 Notation and assum ptions........................................................................... 90
3.1.2 Radiation of a point dipole embedded inside a multilayer system . . .  92
3.1.3 Luminescence emitted by a layer of oscillating d ip o le s .........................  97
3.1.4 Radiation of randomly oriented dipoles ..................................................  98

3.2 Numerical e x a m p le s .................................................................................................  99
3.2.1 Radiation of a point dipole placed at a s u r f a c e .............................  99
3.2.2 Radiation of a point dipole vs distance from a s u r fa c e ................. 101
3.2.3 Radiation of a thin luminescent layer deposited on a substrate . . . .  102
3.2.4 Radiation of a thin luminescent layer separated by a buffer layer . . . 103
3.2.5 Radiation of dipoles—thin layer vs bulk contribution............................  105
3.2.6 Radiation of dipoles—surface vs bulk co n trib u tio n ................................ 107

3.3 Optimisation of luminescence capture efficiency................................................... 108
3.3.1 Numerical analysis of luminescence capture efficiency............................  109
3.3.2 Configurations with enhanced luminescence capture efficiency  115

3.4 Collection of surface generated luminescence......................................................... 122
3.5 Conclusion ................................................................................................................  125
3.6 Bibliography for Chapter 3 ..................................................................................... 127

4 A bsorp tion-based  sensors— experim en ts 129
4.1 Angular distribution of sensor sensitivity...............................................................  129

4.1.1 Preparation of the sensor elem ent............................................................... 129
4.1.2 Laser-based experimental a p p a ra tu s ......................................................... 130
4.1.3 Experimental d a t a .......................................................................................  132

4.2 LED-based prototype sensor s y s te m .....................................................................  135
4.2.1 Design of the sensor unit ...........................................................................  135
4.2.2 Design of the electronic c i r c u i t .................................................................. 137
4.2.3 Performance of the LED-based sensor sy s te m .........................................  140

4.3 Conclusion ................................................................................................................. 142
4.4 Bibliography for Chapter 4 ..................................................................................... 143

4



CONTENTS E. Polerecky

5 Luminescence-based sensors—experim ents 144
5.1 Angular profile of luminescence from a thin la y e r ................................................  144

5.1.1 Preparation of the s a m p le s ......................................................................... 144
5.1.2 Experimental a p p a ra tu s .............................................................................. 145
5.1.3 Experimental re su lts ....................................................................................  147

5.2 Configuration with enhanced capture efficiency..................................................  149
5.2.1 Preparation of the s a m p le s .......................................................................  149
5.2.2 Experimental ap p a ra tu s ..............................................................................  150
5.2.3 Experimental re su lts ....................................................................................  150

5.3 Thin layer vs bulk-generated luminescence...........................................................  155
5.3.1 Preparation of the samples .......................................................................  155
5.3.2 Experimental ap p a ra tu s ..............................................................................  156
5.3.3 Experimental re su lts ....................................................................................  161

5.4 Conclusion ................................................................................................................  170
5.5 Bibliography for Chapter 5 ....................................................................................  171

6 Conclusions 172
6.1 Summary of w ork....................................................................................................... 172
6.2 Future o u tlo o k .......................................................................................................... 173

7 Appendix A 175

8 Publications 176

5



Optim isation of m ultim ode waveguide platforms 
for optical chemical sensors and biosensors

by

Eubos Polereckÿ

A bstract

In this dissertation, a theoretical description of the operation of absorption and fluorescence- 
based optical chemical sensors employing planar multimode waveguides is developed. Using 
this theory, the design issues that should be taken into account in order to fabricate such 
sensor systems with an optimised performance are addressed and discussed in detail. Proto­
type sensor systems whose fabrication was based on these optimised design parameters are 
described and the experimental results of their performance are presented.

The key issues dealt with in the dissertation are:

1. Development of a rigorous electromagnetic theory of operation of absorption-based 
optical chemical sensors employing multimode waveguides coated with a thin absorbing 
layer.

2. Application of this theory to the development of sensor systems with optimised perfor­
mance.

3. Fabrication and experimental testing of a compact and portable absorption-based op­
tical chemical sensor.

4. Development and experimental verification of a theory of radiation of fluorescent mo­
lecules embedded in a planar multilayer structure.

5. Application of this theory to the design of configurations with optimised fluorescence 
capture efficiency. Fabrication and experimental testing of these structures.

6. Development and testing of the experimental set-up facilitating the collection of a surface­
generated fluorescence excited by a direct illumination.
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Chapter 1

In troduction

Devices capable of providing accurate and reliable quantitative evaluation of parameters 
characterising physical, chemical or biological systems are in high demand today in almost 
every industrial, medical or environmental application. These devices are generally called 
sensors and the act of acquiring the relevant information about the system of interest is 
called sensing. Typically, the quantity that is to be sensed is transferred to another quantity 
which is more convenient for further processing or evaluation (e.g., analogue or digital output 
signal) by a process called transduction.

In accordance with the diversity of applications for which sensing is required, the number 
of different transduction mechanisms employed in sensors is large. In the past two or three 
decades, triggered by the technological advances achieved in the areas of material science, 
mechanics, microelectronics and optics, transducers based on optical principles have been em­
ployed in an increasing number of sensor systems. This shift towards optical sensor systems 
can be attributed to two main factors. Firstly, the optical sensor systems can often achieve 
considerably greater sensitivity than their non-optical counterparts. Secondly, the develop­
ments in opto-electronics, which led to low-cost availability of devices such as light emitting 
diodes (LEDs), laser diodes (LDs), photodiodes (PDs), CCD or linear detector arrays, etc., 
have enabled the fabrication of optical sensor devices that are compact, portable and even 
hand-held.

There are various classes of optical sensors. Of particular interest to this work are optical 
sensors which (i) employ waveguides as a platform for facilitating or enhancing the interaction 
of light with the location where the transduction process takes place and which (ii) are used 
to quantify the amount of a chemical compound, referred to as the analyte, in a certain 
environment. Such sensors are also called waveguide-based optical chemical sensors.

Applications of this type of sensors are diverse. They can be used, for example, to monitor 
the concentration of oxygen present in a living tissue, quantify the levels of oxygen or ammonia 
dissolved in waste water, determine the composition of the protective atmosphere gases (N2 
and CO2) in a food package, assess the pH, salinity or the concentration of heavy metal ions 
in sea water, to name a few.

Taking into account different optical phenomena which determine the principle of oper­
ation of an optical chemical sensor, the class of sensors that will be dealt with in this work 
is further narrowed. In particular, this dissertation deals with the optical chemical sensors
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1.1. REFRACTOMETRIC OPTICAL CHEMICAL SENSORS E. Polerecky

employing absorption  and em ission  of light as the transduction mechanism. The goal is to 
provide a detailed theoretical insight into the operation of this class of sensors and address 
a number of issues related to the optimisation of their performance.

Before going into details, however, a brief overview of the types of waveguide-based optical 
chemical sensors that are most frequently used among the scientific community is given. This 
summary deals mainly with the issues related to the instrum entation  and optical design of 
the sensor systems [1], which is closely related to the design and optimisation issues dealt 
with in the subsequent parts of this dissertation.

1.1 Refractom etric optical chemical sensors

The working principle of the refractometric sensors is based on the fact that the real part of 
the refractive index of at least one part of the waveguide structure changes upon interaction 
with the analyte. The interaction is most often provided either by adsorption or simply by the 
presence of the (bio)chemical molecules in the close vicinity of the guiding layer. Therefore, 
these sensors are most often used in biomedical or pharmaceutical applications to monitor 
biochemical reactions.

To monitor the changes of the real part of the refractive index, various waveguide config­
urations have been proposed, fabricated and tested. The principle configurations are listed 
and briefly described below.

1.1.1 In teg ra ted  optical sensor based on grating  couplers

Grating couplers are well known structures used in the area of integrated optics (10) to 
couple light into or out of a waveguide. The coupling conditions (e.g., angle of incidence) and 
efficiency of the grating coupler are determined by matching between the effective refractive 
index (ERI) of the diffracted beam of the input/output light beam and the ERI of the guided 
mode of the waveguide.

The energy carried by the guided mode is not confined entirely within the guiding layer but 
penetrates into the surrounding media. The penetration depth of this so-called evanescent 
field, which depends on the optical parameters of the structure and the character of the 
propagating modes, is in the order of the wavelength of the light used (typically around 100 
to 500 nm). Therefore, if the biomolecules or other species adsorb or bind in the region of 
the evanescent field, they alter the ERI of the guided mode and consequently the conditions 
for which efficient in/out-coupling of light occurs.

The changes in the effective refractive index can be monitored by various means. Spinke 
et al. [2] exploited the fact that the ERI is altered differently for the TEq and TMo modes 
(see Fig. 1.1(a)). After these modes are out-coupled, they overlap and interfere. The spatial 
frequency of the interference pattern is proportional to the relative phase velocity (determined 
by the ERI) of the two modes which is related to the mass loading at the sensor surface. By 
simultaneous monitoring of the out-coupling angles of the TEq and TMo modes, Oudshoorn 
et al. [4] and Clerk & Lukosz [5, 6] were able to determine both the refractive index and 
thickness of the layer of the molecules bound/adsorbed on the surface. Wiki & Kunz [7, 8] 
used a tunable laser diode to sweep the wavelength of the interrogating light over a small
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Figure 1.1: (a) A schematic diagram of the refractometric optical chemical sensor employing 
a grating coupler (from Spinke et al. [2]). (b) A schematic diagram of the sensor configuration 
employing a chirped grating coupler (from Wiki et al. [3]).

interval. Changes in the ERI were measured by monitoring the wavelength at which the 
optimum out-coupling of the guided mode occurred. An interesting configuration employing 
chirped grating couplers or uniform grating couplers incorporated in a tapered-thickness 
waveguide was developed by Diibendorfer et al. [9], Wiki et al. [3] and Kunz [8]. The optimum 
coupling conditions were monitored by locating the position  y  of the out-coupled laser beam 
with a position sensitive photo-detector, as shown in Fig. 1.1(b).

1.1.2 In teg ra ted  optical difference in terferom eters

The transduction mechanism of 10 difference interferometers is equivalent to that of the 
sensors based on grating couplers (see Sec. 1.1.1). The changes of the ERI of the TEo and 
TMo modes are, however, determined by measuring the position  of the interference pattern 
which is created as a result of the interference of the TEq and TMo modes coupled out through 
the waveguide’s end face.

BS
*

Figure 1.2: A typical configuration of the integrated optical sensor employing difference interfer­
ometer (from Stamm et al. [13]).

10 sensors based on difference interferometry were extensively studied by Lukosz and his 
co-workers [10, 11, 12, 13]. A typical configuration of the compact sensor unit is depicted in
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1.1. REFRACTOMETRIC OPTICAL CHEMICAL SENSORS L’. Polereckÿ

Fig. 1.2. Apart from the sensitivity to adsorption or binding of molecules to the waveguide 
surface, this configuration is also sensitive to variations of other parameters, such as the 
refractive index of the solution covering the waveguide, temperature, etc. These parasite ef­
fects were successfully eliminated by extending the operation of the sensor to dual-wavelength 
mode, as reported by Stamm et al. [14].

1.1.3 In teg ra ted  M ach-Zehnder in terferom eter

Another possibility for monitoring the changes of the ERI of the guided mode is to employ 
an 10 Mach-Zehnder interferometer (MZI). This configuration, which is depicted in Fig. 1.3, 
was extensively studied by Heideman et al. [15, 16], Schipper et al. [17, 18], Drapp et al. [19] 
and Busse et al. [20].

sensing
btmth

2~cmnxml 
t i q p i i c l  p j a i p reference 

branch .

LASER

lens

mtas«nfig
window

Figure 1.3: A typical configuration of the sensor system employing integrated optical Mach- 
Zehnder interferometer (from Busse et al. [20]).

Material covering one branch of the MZI, referred to as the sensing branch, is removed. 
Through this “measuring window”, the analyte can interact directly with the evanescent 
field of the mode propagating through the sensing branch, which results in the alteration 
of its ERI. The resulting difference between the phases of the field propagating through the 
sensing and reference branches is monitored by measuring the light intensity at the output 
of the MZI. The sensitivity of this configuration can be dramatically increased by increasing 
the length of the branches. Furthermore, the geometrical character of the 10 MZI allows 
fabrication of many independent interferometers on one chip thus opening new possibilities 
in multi-analyte sensing on a single 10 device.

1.1.4 R eflectom etric interference spectroscopy

The transduction mechanism of a sensor system employing reflectometric interference spec­
troscopy (RIFS) is based on the interference of white light at thin films, as shown in Fig. 1.4(a). 
White light illuminating an interface between two media of different refractive index is par­
tially reflected. The reflected beams can superimpose and result in an interference pattern, 
depending on the angle of incidence, wavelength (A), physical thickness of the film (d ) and its 
refractive index (n). For perpendicular incidence, a non-absorbing layer and low reflectances, 
the reflectance of the thin film can be written as R  = R \  + R 2 4- 2 \ / R \ R 2 cos(A nnd/A), where

1 0



1.1. REFRACTOMETRIC OPTICAL CHEMICAL SENSORS E. Polereckÿ

R i and R 2 denote the Fresnel reflectances at the two interfaces. A typical interference pat­
tern, as described by this equation, is shown in Fig. 1.4(b). The optical thickness nd  can be 
determined from the position of the extrema of the interference pattern.

(a)

Wavelength (run)

(b)

Figure 1.4: (a) A schematic diagram of the principle of reflectometric interference spec­
troscopy (RIFS), (b) A typical example of the interference pattern obtained from the RIFS mea­
surement. (from Schmitt et al. [21]).

An integrated optical sensor system based on this principle was constructed and tested 
by Schmitt et al. [21] and Brecht et al. [22]. Illumination of the interference layer with white 
light and acquisition of the reflected light was performed by fibre optics and a spectrometer. 
From the acquired spectra, they were able to monitor the optical thickness of the layer in 
real time. They successfully applied this to monitoring of binding of molecules to the surface 
of the Si02 interference layer deposited on a glass slide substrate.

1.1.5 G eneral perform ance issues

The configurations mentioned above represent the most popular implementations of the re- 
fractometric principle in waveguide-based optical chemical sensors. The spectrum of possible 
configurations is obviously broader and the interested reader is referred to the literature where 
these and other configurations are discussed in more detail [8, 10, 23, 24, 25, 26]. Further­
more, a considerable number of theoretical studies has been reported in order to optimise the 
performance of such sensor systems [11, 14, 27, 28, 29].

A typical achievable resolution of refractometric sensor systems, when expressed in terms 
of the minimum resolvable value of refractive index, has been reported to be in the order 
of 1 0 '5-1 0 -7. This resolution enabled successful application of the refractometric transduc­
tion mechanism in the area of surface-specific immunoassays which are of great importance 
in biotechnology, medical and pharmaceutical applications. This mechanism provides a very 
sensitive and label-free tool for in-situ  and real-time monitoring of biochemical reactions, 
which is its main advantage. On the other hand, special care has to be taken during the 
interpretation of the experimental data. Due to its high sensitivity, this method is prone to 
parasite effects, such as temperature variations, non-specific binding or adsorption, etc.
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1.2 Surface plasmon-based optical chemical sensors

Strictly speaking, optical chemical sensors based on surface plasmon resonance (SPR) belong 
to the category of refractometric sensors discussed in the previous section. However, the 
exploitation of the surface plasmon (SP) phenomenon in sensing applications has become so 
popular that it merits a separate treatment.

glass Au water

(a) (b)

Figure 1.5: (a) The angular dependence of reflectivity of a thin gold layer deposited on a glass 
substrate. The calculation was performed for wavelength A =  642.8 nm and for two values of the 
refractive index rid characterising the dielectric medium covering the gold layer (see the legend).
The dip in reflectivity corresponds to efficient excitation of the surface plasma wave, the so-called 
surface plasmon resonance (SPR). (b) An example of a distribution of the electric field intensity 
calculated for two values of the incident angle 6 (see the schematic diagram of the configuration 
in the graph (a)). For 6 = 77.6°, which corresponds to the SPR, the field at the metal/water 
interface is considerably enhanced in comparison to the field corresponding to some other angle of 
incidence.

A surface plasmon is a charge-density oscillation that may exist at the interface of two 
media with dielectric constants of opposite signs, for instance, a metal and a dielectric. The 
charge density wave is associated with an electromagnetic wave, the field vectors of which 
reach their maxima at the interface and decay exponentially into both media. This surface 
plasma wave (SPW) is a TM-polarised wave (magnetic vector is perpendicular to the direction 
of propagation of the SPW and parallel to the plane of interface). The propagation constant /3 
of the SPW propagating along the interface between a semi-infinite dielectric and metal is 
given by the expression =  k ^ e mn 2d/ (em + n^), where k denotes the free space wave number, 
em the dielectric constant of the metal (em =  +  zeJJJ1) and rid the refractive index of the
dielectric [30]. As may be concluded from this expression, the SPR may occur provided that 
em <  — At optical wavelengths, this condition is fulfilled by several metals of which gold 
and silver are the most commonly used.

The electromagnetic field of the SPW is distributed in a highly asymmetric fashion and 
most of the energy is concentrated in the dielectric within the penetration length in the order 
of approximately 200 to 400 nm, as depicted in Fig. 1.5. It is this enhanced field that makes 
the SPW particularly sensitive to the variations of the refractive index in the close vicinity

1 2



1.2. SURFACE PLASMON-BASED OPTICAL CHEMICAL SENSORS E. Polerecky

of the surface of the metal layer.
The propagation length of the SPW is very limited (to approximately 20-30 nm [31]) 

and so the sensing action is performed directly in the area where the SPW is excited by 
an optical wave. The optical system used to excite the SPW is simultaneously used for the 
interrogation of SPR. Therefore, the sensitivity of SPR sensors cannot benefit from increasing 
the interaction length of the sensor as is common in sensors employing guided modes of 
dielectric waveguides (see Sec. 1.1).

The propagation constant of the SPW is always greater than that of the optical wave 
propagating in the dielectric. Therefore, the SPW cannot be excited directly by an incident 
optical wave at a planar metal-dielectric interface. The momentum of the incident opti­
cal wave has to be increased to match that of the SPW. This is commonly achieved using 
(glass) prism couplers (Fig. 1.6(a)), integrated optical waveguides (Fig. 1.6(b)), or diffraction 
gratings (Fig. 1.6(c)).

m = -l

(a) (b) (c)

Figure 1.6: Examples of configurations commonly used in SPR-based sensors for efficient excita­
tion of the SPW: (a) prism coupler-based SPR system (ATR method), (b) optical waveguide-based 
SPR system, (c) grating coupler-based SPR system. (From Homola et al. [31].)

There are two main techniques that have been commonly used in SPR-based sensors [31, 
32]. The first one employs the measurement of the in tensity  of the optical wave near the 
resonance [33, 34, 35]. With reference to Figs. 1.5(a) and 1.6(a), monitoring changes in the 
refractive index of the dielectric above the metal layer can be achieved by measuring the 
changes of reflectivity AR  at a given incident angle below or above the angular position of 
the SPR. An equivalent principle is used in the configuration employing an integrated optical 
waveguide [11, 36, 37, 38, 39, 40], as shown in Fig. 1.6(b). In this case, the attenuation of the 
guided mode in the region containing the metal layer is determined by the coupling of the 
guided wave to the SPW and the attenuation of the SPW. The coupling efficiency is strongly 
affected by the refractive index of the analyte above the metal layer, which provides a very 
sensitive transduction mechanism.

The second approach employs the measurement of the resonant condition for which the 
SPR occurs. This is typically done either be determining the angular position  [41, 42] of the 
SPR dip (see A6 in Fig. 1.5(a)) or the wavelength [43, 44, 45, 46, 47, 48, 49, 50] of the inter­
rogating light at which the SPR occurs. The angular interrogation employs the Kretschmann 
configuration [51] depicted in Fig. 1.6(a) and a highly focused laser beam providing the inter­
rogation in a sufficiently broad angular range. The angular profile is detected by a position 
sensitive detector (CCD or a linear detector array) which allows monitoring of the changes A0 
of the angular position of the SPR dip (see Fig. 1.5(a)) in response to changes of the analyte’s 
refractive index.

13
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In the wavelength interrogation of the SPR, a light source with a broad spectral range 
is used. Keeping the incident angle constant, the wavelength for which the SPR occurs can 
be monitored by a spectrometer. Recently, this approach has been successfully employed in 
a miniature and very compact fibre-optic based sensor by Slavik et al. [49, 50]. The schematic 
diagram of the sensor probe is depicted in Fig. 1.7.

Overlays 
Gold fiifn

Cladding

Core

Figure 1.7: A schematic diagram of the SPR sensing structure based on a side-polished single­
mode fiber (from Slavik et al. [49, 50]).

Similarly to the refractometric transduction mechanism discussed in Sec. 1.1, the SPR- 
based technique can achieve resolution in the changes of the refractive index of the analyte 
in the order of 5 x 10~7-1 x 10-5 . Results obtained recently by Nenninger et al. [48] show 
that it could be decreased even further by employing long-range surface plasmon waves.

This shows that the SPR-based sensors are a very attractive class of optical chemical 
sensors. Their great potential in the biotechnology, medical and pharmaceutical applications 
has been successfully demonstrated not only under laboratory conditions but was also de­
veloped into commercially available sensor systems (BIAcore [52], Texas Instruments [53], 
Quantech [54], BioTuL Bioinstruments [55]).

1.3 Absorption-based optical chemical sensors

Absorption-based optical chemical sensors can be divided into two main categories. Those in 
the first category probe the intrinsic absorption properties of the studied analyte. Typical 
gases of interest, such as CO2, ammonia, methane, CO, H2O and others, are characterised 
by specific absorption peaks in the (near) infra-red (IR) region. Using a light source whose 
emission spectrum overlaps with these peaks, one can quantify the gas concentration by 
determining the intensity of the light transm itted through the volume containing the gas. 
While this approach is very efficient and potentially simple, it can also be limiting in the 
range of applications tha t can be addressed. The limitations arise from two main reasons. 
Firstly, the analyte might not have an intrinsic spectral feature which could be accessible by 
the available light sources. Secondly, the spectral characteristics of the analyte might overlap 
with absorption spectra of some parasite species which could introduce undesirable effects of 
non-specific sensor response or cross-sensitivity.

In order to circumvent these problems, another approach to absorption-based optical 
chemical sensing is often employed. Instead of exploiting the intrinsic spectral properties of 
the analyte alone, a reagent chemistry can be physically confined in a matrix located at, near
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or in a waveguide which is used for the delivery of the interrogating light. The main advantage 
of this approach is that the reagent is usually selected so as to facilitate an analyte-specific 
reaction. This reaction results in a change of the absorption properties of the matrix which 
can be directly monitored by detecting the light intensity at the output of the waveguide.

1.3.1 D irect probing of intrinsic absorp tion  properties of the  analy te

Direct probing of intrinsic absorption properties of the analyte is employed in many industrial 
and environmental applications. Recently reported developments in this area include, for 
example, sensor systems for monitoring of gas dynamics, emission of combustion gases in 
aeropropulsion or car engines [57], monitoring and controlling of NH3 [58] and CO2 levels 
in bio-reactors for water treatm ent technologies [59], measurement of the levels of CO2 or 
explosive gases in room air [60], remote sensing of CO in vehicle exhaust [61], etc.

A schematic diagram of the optical arrangement, which is common in the above mentioned 
sensor systems, is shown in Fig. 1.8. The characteristic peaks of the (near) IR absorption 
spectrum of the analyte molecules can be probed by a narrow-band tunable light source 
(such as a tunable laser diode) and the attenuation of the light intensity monitored by a de­
tector (such as a photodiode). Another possibility is to use a broad-band light source and 
a spectrometer which can detect the variations of the strength of the absorption peaks.

inlet outlet

interrogating light beam

1.3. ABSORPTION-BASED OPTICAL CHEMICAL SENSORS___________ E. Polerecky

signal
processing

Figure 1.8: A schematic diagram of the absorption-based sensor system employing direct probing 
of the intrinsic absorption properties of the analyte.

The limit of detection of this technique is primarily determined by the interaction length L 
and the quality of the light source and detector. If the absorption of the analyte is very low, 
detectable levels of the light attenuation can be obtained by increasing the interaction length. 
However, this expansion is restricted by practical limitations (such as the dimensions of the 
laboratory or the size of a gas tank) and is undesirable in compact and portable sensor 
systems.

1.3.2 A bsorption-based sensor system s em ploying fibre optics

Absorption-based chemical sensors were the very first type of fibre-optics chemical sensors 
described in the literature [62]. These sensors use the optical fibres as “pipes” to guide light 
to and from the region where the absorption properties of either the analyte itself or the 
analyte-sensitive reagent are probed. Several configurations, which are commonly used, are 
briefly discussed below.
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flow-cell inlet

output fibre

input fibre

input fibre
capillary

output fibre

outlet

Figure 1.9: Schematic diagrams of fibre-optic absorption-based optical chemical sensors. The 
input and output fibres are used solely for delivery and collection of the light interrogating the 
analyte. (From (a) Yokota & Yoshino [63] and (b) Dress et al. [64].)

A fibre-optics version of the direct absorption measurement described in Sec. 1.3.1 was 
developed by Yokota & Yoshino [63] and Dress et al. [64]. They both used fibres solely for 
delivery/collection of the interrogating light to/from  the cell containing the analyte. The 
sensor cell reported by Yokota & Yoshino contained two right-angle prisms separated by 
a gap where the analyte could flow. The light delivered by the input fibre was reflected by 
the first prism, partially absorbed in the gap by the analyte and reflected towards to output 
fibre by the second prism, as shown in Fig. 1.9(a). The configuration reported by Dress et al. 
used a capillary, the core of which facilitated both flow of the analyte and guiding of the 
interrogating light, as depicted in Fig. 1.9(b).

“ iir
analyte t  outlet

(a)

absorbing coating

(b)

evanescent field evanescent field

Figure 1.10: Schematic diagrams of generic configurations of absorption-based optical chemical 
sensors employing declad fibres. In the configuration (a), the evanescent field interrogates directly 
the absorbing analyte surrounding the fibre core. In the configuration (b), the evanescent field 
interrogates a thin film which is coated on the fibre core and contains analyte sensitive reagents.

An im portant advantage of optical fibres is the possibility of employing the evanescent 
field of the guided light to interact with the sensing environment along a specific length. 
Typically, in the interaction region, the cladding of the fibre is removed, which provides 
direct access of the evanescent field of the guided mode(s) to the analyte surrounding the 
fibre, as shown in Fig. 1.10(a). In this manner, Li &: Meichsner [65] were able to monitor 
in-situ plasma polymerisation in a gas discharge. Matëjec et al. [66] have shown that the 
sensitivity of evanescent wave absorption can be further increased by a properly designed
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radial variation of the refractive index of the fibre core.
Many fibre-optic absorption-based chemical sensors use declad fibres coated with a thin 

film containing the sensing chemistry [67, 68, 69, 70, 71]. This configuration is schematically 
depicted in Fig. 1.10(b). The attenuation of the optical power propagating along the fibre is 
determined, among other factors, by the absorption coefficient of the coating. This is due to 
the fact that the field corresponding to the guided mode(s) penetrates into the absorbing film. 
Since the absorption properties of the coating are chosen so as to respond to a specific analyte, 
the analyte concentration can be quantified by measuring the optical power transm itted 
through the fibre.

1.3.3 A bsorption-based sensors employing p lanar waveguides

Absorption-based optical chemical sensors employing planar waveguides use the same prin­
ciple as their fibre-optics counterparts. In the work by Pandraud et al. [72] and Maims 
et al. [73], the guiding layer is uncovered and the evanescent wave has direct access to the 
analyte above the waveguide, as shown in Fig. 1.11(a). Planar waveguides, whose guiding 
layer is covered by a thin absorbing film (see Fig. 1.11(b)) were used, e.g., by Lavers et al. [74] 
and Ock et al. [75]. Kim and co-workers |76] went even further and developed a sensor sys­
tem where the thin absorbing layer acted at the same time as the guiding layer, as shown 
in Fig. 1.11(c). In this case, the greater “concentration” of the electromagnetic field in the 
sensing (i.e., guiding) layer provided enhanced sensitivity. Wang et al. [77] recently reported 
on an absorption-based sensor system employing surface plasmon resonance (see Sec. 1.2) to 
enhance the absorption of the molecules adsorbed on the planar surface.

(a) (b) (c)

Figure 1.11: Schematic diagrams of absorption-based optical chemical sensors using planar waveg­
uides. In the configuration (a), the evanescent field interrogates directly the absorbing analyte 
above the guiding layer. In the configuration (b), the evanescent field interrogates a thin film 
(sensing layer) which is coated on top of the guiding layer and contains analyte sensitive reagents.
In the configuration (c), the analyte sensitive layer acts at the same time as the guiding layer.

The configurations employing planar waveguides provide certain advantages when com­
pared to their fibre-optics counterparts. In particular, they can be manufactured using tech­
niques commonly used in the fabrication of integrated optical devices. Furthermore, the 
geometry of the sensing platform allows for integration of more reference and signal chan­
nels sensitive to different analytes on a single chip, thus allowing the fabrication of compact, 
miniature and possibly disposable multi-analyte sensor devices.

17



1.4. LUMINESCENCE-BASED OPTICAL CHEMICAL SENSORS E. Polereckÿ

1.3.4 D etector-free absorption  sensor based on DOE

An interesting configuration of an absorption-based optical chemical sensor was developed 
by Nakajima et al. [82]. They used an array of zones containing pH indicator separated by 
indicator-free zones. When the pH of the surrounding medium changed, the zones containing 
the pH indicator became more absorbing. Since the typical lateral dimension of the zones 
was in the order of the wavelength of the interrogating light, this change resulted in the 
transformation of the beam into a diffraction pattern, as shown in Figs. 1.12(a) and (b). 
Thus, the analytical result (i.e., the change of pH) could be displayed without any detector, 
electronics or recorder. All the relevant information could be acquired by visual perception. 
If the zones containing the pH indicator are designed as more advanced diffractive optical 
element, this approach could be used as an on-site display of the analytical results using 
letters, figures or even diagrams, as shown in Fig. 1.12(c).

incident laser beam incident laser beam

pH sensitive zones 
transmitted laser beam

pH sensitive zones
transmitted and 
diffracted laser beams

(a) (c)

Figure 1.12: A schematic diagram of a detector-free absorption-based sensor using microscopic- 
size analyte sensitive zones separated by analyte insensitive zones. See text for more details. (From 
Nakajima et al. [82].)

1.4 Luminescence-based optical chemical sensors

Luminescence-based optical chemical sensors can be divided into three main categories. Those 
in the first category probe the intrinsic luminescence emitted by the studied analyte upon 
illumination by the excitation light. Although this approach can be simple and efficient, only 
a very few analytes of interest emit luminescence that is sufficiently bright to be practically 
exploited using simple and inexpensive sensor systems. This drawback limits the range of 
applications where this approach can be used.

A variation of this approach is based on the idea that the luminescence is provided by mo­
lecules which are labelled with a luminescent moiety and which bind specifically to the analyte 
of interest. This so-called luminescently labelled technique has been successfully implemented 
in biotechnology, medical and pharmaceutical applications.

Luminescence-based immunosensors [83] using a sandwich assay format are one type of 
sensor employing this technique. A schematic diagram of such a sensor configuration is 
shown in Fig. 1.13. To detect the presence of antigens in the sample solution, antigen- 
specific antibodies are firstly attached onto the surface of a planar waveguide. The solution
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in which the presence of the antigens is to be determined is then passed over the treated 
waveguide surface. If the antigens are present, they bind to the surface-attached antibodies. 
Subsequently, a solution containing labelled antibodies, which can probe this binding, is 
passed over the waveguide surface.

antibody 

antigen

labelled antibody

Figure 1.13: A schematic diagram of the configuration where specific antigen-antibody binding 
on the waveguide surface is monitored by detecting the luminescent light excited by the evanescent 
wave.

This method exploits the fact that the electromagnetic field of a guided mode is not 
confined entirely in the guiding layer but a fraction penetrates into the surrounding media 
in the form of an evanescent field. (A typical value of the penetration depth is in the order 
of wavelength, i.e., roughly 50-500 nm.) Therefore, if the luminescently labelled molecules 
are present in this region and the wavelength of the propagating light matches the excitation 
spectrum of the luminescent moiety, the emitted luminescence directly indicates the specific 
surface binding, i.e., the presence of the antigens in the sample solution, as shown in Fig. 1.13. 
On the other hand, if the antigens are not present, the specific binding does not take place 
and consequently there is no luminescence emitted [84, 85, 86].

It was pointed out in sections 1.1 and 1.2 that another tool for monitoring specific bind­
ing or adsorption of molecules at surfaces is provided by refractometric techniques employing 
surface plasmon resonance, grating couplers or integrated optical interferometers. However, 
the signals of these devices are directly associated with the adsorbed molecular mass. Con­
sequently, the sensitivity of these configurations is not always sufficient for detection of small 
analyte molecules at small concentration levels. The advantage of the above mentioned im­
munoassay sensor is derived from the fact that it provides an improved sensitivity independent 
of the molecular size.

The immunoassay method was successfully employed and expanded to multi-analyte im- 
munosensing by Rowe et al. [86]. They used a patterned array of recognition elements immo­
bilised on a surface of a planar waveguide. Using laser line generator and imaging by a CCD 
camera, they could successfully correlate the positions of fluorescent signal with the identity 
of analyte present in clinical samples.

Another class of luminescence-based sensors, which is most often applied to chemical 
sensing, is based on the idea that the luminescence of some molecules can be quenched 
by the presence of specific analytes. The quenching is manifested as change in either the 
luminescence intensity [87, 88, 89, 90, 91, 92, 93] or life-time [94, 95, 96, 97, 98, 99, 100, 
101, 102, 103, 104, 105, 106] or both. It is not the purpose of this brief introduction to

evanescent field 

excitation 

guiding layer 

substrate

detector
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discuss various mechanisms involved in the luminescence quenching. Instead, the following 
discussion focuses on the description of different instrumentation techniques used to monitor 
these variations.

Understandably, the most im portant step of this monitoring process is the detection of 
luminescence, i.e., the transformation of the information carried by the light into a form 
suitable for further processing (such as an electrical signal). Many different approaches, 
which facilitate the collection of luminescence, have been reported in the literature. The 
most common ones are described below.

1.4.1 Collection of lum inescence by fibre t ip /b u n d le

Collection of luminescence by the tip of an optical fibre or a fibre bundle is frequently used 
in applications where luminescence generated in remote or unaccessible regions needs to be 
detected [87, 89, 90, 103, 104, 105, 106, 107, 108, 109, 110, 111, 112]. Luminescence collection 
by fibre optics is also popular in applications where the emission spectrum of luminescence 
is of importance [113, 114, 115, 116]. In these applications, portable and easy-to-handle 
spectrometers with fibre-optics input connectors are often used.

Figure 1.14: A schematic diagram of sensor configurations employing (a) fibre tip and (b) fibre 
bundle for collection of luminescence.

Typical configurations employing the fibre tip and fibre bundle for the luminescence col­
lection are shown in Fig. 1.14(a) and 1.14(b), respectively. In the configuration depicted in 
Fig. 1.14(a), the fibre is used to access the region where the luminescence is generated. Due 
to the small dimensions of the fibre tip (typical core diameters do not exceed 1 mm) and 
limited numerical aperture, the collection efficiency is very poor. The collection efficiency 
can be slightly improved by using a fibre bundle, as shown in Fig. 1.14(b). A fibre bundle 
provides an additional advantage, namely the possibility of using one (or more) of the fibres 
to deliver the excitation light to the site.

1.4.2 D irect de tection  of lum inescence em itted  in to  free space

Many luminescence-based optical chemical sensors employ a thin luminescent film or array 
of luminescent spots which emit luminescence into the free space surrounding the substrate. 
The detection of luminescence is facilitated by a detector located directly above or below
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the planar substrate containing the film/spots [85, 86, 91, 92, 96, 97, 99, 116, 117, 118]. 
This configuration is particularly useful if a spatial resolution of the luminescence intensity 
is required. In this case, a detector array (e.g., a CCD camera) is typically placed under the 
substrate to monitor the luminescence emitted by the array of spots. Examples of typical 
configurations are shown in Fig. 1.15.

(a) (b)

Figure 1.15: A schematic diagram of sensor configurations employing direct detection of the 
emitted luminescence by a detector located directly under the substrate. Configurations (a) and 
(b) employ a thin luminescent film and a two-dimensional array of luminescent spots, respectively.

Figure 1.16: A schematic diagram (a) and image (b) of a ridge waveguide structure deposited on 
a Si substrate. Luminescent spots are deposited on one end of the ridges. When the luminescence 
is excited by a blue LED, it is coupled into the guided modes and can be observed at the other 
end of the ridge waveguides. The red areas corresponding to the luminescence spots out-coupled 
from the ridge waveguides are clearly visible in the image. (From MacCraith et al. [131, 132].)

1.4.3 D etection  of lum inescence en trapped  in th e  waveguide

It has been predicted theoretically [119, 120, 121, 122, 123, 124, 125] and observed experi­
mentally that the luminescence radiated by molecules located at or near a waveguide can be 
efficiently coupled into the guided modes. This was successfully exploited using both fibre- 
optic [124, 125, 126, 127, 128] and planar waveguide [88, 95, 122, 129, 130, 131] configurations. 
The planar waveguide configuration is particularly attractive, since it allows construction of 
a sensor chip suitable for multi-analyte sensing. If, for example, a number of ridge waveg-
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uides, each containing a luminescent spot sensitive to a different analyte, is deposited on 
a planar substrate (see Fig. 1.16), an integrated luminescence-based optical chemical sensor 
can be constructed.

1.4.4 Processing of the  detected  lum inescence

Once the luminescence is detected and successfully converted into electrical signal, the rel­
evant information can be extracted by subsequent signal processing. In principle, there are 
two parameters characterising luminescence which carry valuable information—luminescence 
intensity and life-time.

In intensity-based sensor systems, monitoring the levels of detected luminescence inten­
sity provides valuable information about the analyte concentration, specific antigen-antibody 
binding or other processes. The information obtained by the measurement of luminescence 
intensity is, however, not reliable for absolute quantitative analysis. This is mainly due to 
the fact that the detected intensity is prone to alterations by non-specific effects, such as 
photo-bleaching, leaching, misalignment of the source of the excitation light or detector, 
etc. Nevertheless, this principle is widely used in biotechnology, genomics or other medical 
applications.

A method, which is (to a high degree) free of the undesirable effects encountered in the 
intensity-based luminescence sensor systems, is based on the measurement of the luminescence 
life-time [94, 95, 96, 97, 98, 99, 100, 101, 102, 103, 104, 105, 106]. It follows from the physical 
processes involved in the act of emission of photons that the intensity of luminescence decays 
exponentially after the excitation light was abruptly switched off. Although this exponential 
decay can be monitored directly by, e.g., time-resolved spectroscopy or by a CCD camera 
capable of time-delayed image acquisition [134], these methods are not widely used since they 
are rather complicated and require expensive instrumentation.

A simpler and more cost-effective option for the luminescence life-time measurement is of­
fered by a method called phase fluorometry. This method employs excitation of luminescence 
by a light source with periodically (e.g., sinusoidal or square-wave) alternating intensity. The 
same physical laws, which describe the luminescence decay, imply that the luminescence inten­
sity generated by the alternating excitation light is phase-shifted with respect to the excitation 
light. In particular, if the intensity of the excitation light varies as Iexc = IexC}osin(2n ft), 
the observed luminescence intensity varies as 7ium =  /ium,o sin(27r/£ -I- $). The phase shift $  
is related to the frequency /  of the variation of the excitation light intensity and the lumi­
nescence life-time r  by tan<£ =  27r / r .  Therefore, the luminescence life-time can be directly 
monitored by measuring the phase shift between the excitation light and detected lumines­
cence [96, 99, 100].

If the luminescence life-time is sufficiently long (r  > 1-10 /¿s), relatively simple electronic 
circuits working at moderate frequencies ( /  «  10-100 kHz) can be designed to obtain mea­
surable values of the phase shift. For very short life-times, different approaches have been 
developed, an example of which is the dual luminophore referencing (DLR) method [135, 136, 
137, 138].

Another im portant task in the measurement of the luminescence life-time is to efficiently 
avoid the detection of the excitation light. This is usually achieved by employing appropriate
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optical filters. However, if the luminescence intensity is too weak, this pure optical filtering 
might not be sufficient. One method providing an elegant solution to this problem exploits 
the idea that the emitted luminescence can be efficiently guided to a different location where 
it can subsequently be detected even with a filter-free detection system (see Sec. 1.4.3). 
Recently, another approach was developed by Langer et al. [139]. They proposed a special 
electronic treatment of the detected signal consisting of components corresponding to both the 
excitation and luminescence light. After this treatment, the phase shift of the luminescence 
can be obtained independently of the intensity of the excitation light.

1.5 Aims of this work

In the previous sections of this chapter, the most common principles, methods and techniques 
employed in the area of optical chemical sensing and bio-sensing were summarised and briefly 
discussed. In the context of this brief account, it is now possible to outline the aims of the 
research programme described in this dissertation.

The main interests of the laboratory where this research was conducted involve the de­
velopment and use of both absorption and luminescence-based sensor systems employing 
waveguide structures coated with thin sensing films. A number of such sensors has been 
successfully developed and tested [140]. The aim of this work was to develop a rigorous 
electromagnetic theory which would provide a detailed understanding of the operation of 
such sensor systems and which would be capable of identifying the conditions by which their 
performance could be optimised. The second aim was to implement these theoretical predic­
tions in the design and fabrication of prototype sensor systems and to provide experimental 
verification of their improved performance.

In the following sections, these aims are described in further detail separately for the 
absorption and luminescence-based optical chemical sensors.

1.5.1 A bsorption-based optical chemical sensors

In the case of absorption-based sensors employing analyte-sensitive reagents immobilised in 
a suitable matrix, the analyte has to penetrate inside the matrix in order to induce changes 
in its absorption properties. Typically, it is the dynamics of this diffusion process that 
determine the response time of the sensor system. To minimise the response time of the 
sensor, conditions should be provided that minimise the time required for the diffusion process 
to reach equilibrium. Platforms employing thin films coated on a waveguide structure provide 
one possible way of achieving this.

Understandably, thinner sensing films result in a faster response of the sensor. However, as 
they also contain lower amount of analyte-sensitive reagents, they could also lead to a decrease 
in the sensor sensitivity. It was already mentioned in Sec. 1.3 that the sensitivity can be 
improved by increasing the interaction length over which the light interrogates such sensing 
films. The interaction length can, however, be limited by some other factors dictated by 
the application. Therefore, it is necessary to identify different ways of improving the sensor 
sensitivity.

The issue of the optimisation of the sensor performance has been dealt with extensively
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in the literature [80, 84, 123, 141, 142, 143, 144, 145, 146, 147]. Most of these theoretical 
studies focused, however, on sensor systems employing mono-mode waveguide structures and 
evanescent-wave (EW) absorption. These sensors can be fabricated using technology typically 
employed in the area of microelectronics and integrated optics. Although the manufacture 
process is well established, it requires several steps [72, 74] which makes it rather compli­
cated and expensive. More difficulties are encountered when one wants to incorporate the 
mono-mode waveguide platform into a functional sensor system. It is well known that effi­
cient coupling of light into mono-mode waveguides requires very precise alignment of all the 
elements involved and can therefore be very sensitive to vibrations, temperature variations 
and other factors. Last but not least, mono-mode waveguide platforms typically require high 
quality light sources, such as lasers or laser diodes, which are not yet suitable for the mass 
production of low-cost sensor systems.

In comparison with mono-mode waveguides employing EW sensing techniques, multimode 
waveguide platforms provide a number of advantages, such as ease of fabrication, handling 
and less elaborate in/out-coupling of light. However, to the author’s knowledge, there is 
no theoretical analysis available in the literature that thoroughly describes the operation of 
such sensor systems, with particular emphasis to non-EW sensing techniques. Therefore, 
one of the aims of this dissertation is to develop a rigorous electromagnetic theory suitable 
for the description of the operation of absorption-based optical chemical sensors employing 
multimode waveguide platforms coated with thin analyte-sensitive films. Using the theory, 
one should be able to identify conditions for which the performance of such sensor systems 
could be optimised. In addition to the development of the theory itself, this work also aimed 
to implement the developed theoretical predictions in the design and fabrication of a compact 
and low-cost prototype absorption-based sensor system.

1.5.2 Lum inescence-based optical chemical sensors

As mentioned in Sec. 1.4, many luminescence-based optical chemical sensors employ quench­
ing of the luminescence intensity or life-time as the transduction mechanism for the detection 
of the analyte. Due to the same reasons as those mentioned in Sec. 1.5.1, sensor systems 
employing thin luminescent films are particularly attractive. However, the use of thin films 
usually means that the intensity of the emitted luminescence is low and can be a limiting 
factor in the performance of the sensor system. Immunosensors, which are very attractive in 
biotechnology, medical and pharmaceutical applications are also highly affected by the low 
intensity of luminescence emitted by the surface attached molecules (see Sec. 1.4).

The problems related to low values of the luminescence intensity have been addressed 
by several authors. Liebermann et al. [148] exploited the enhancement of the amplitude of 
the excitation light in the close vicinity of the surface provided by the efficient excitation of 
a surface plasmon wave. Blair & Chen [149] showed that luminescence of molecules can be 
enhanced by the use of planar cylindrical resonant optical cavities. Recently, very promising 
results related to the enhancement of the luminescence quantum yield have been reported 
by Mayer et al. [150] and Lakowicz et al. [151]. They showed that the use of metal nanoparti­
cles can have a very positive influence on the intensity of luminescence emitted by molecules 
located in their close vicinity. Enhancement of the quantum yield in the order of 100-1000
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was reported.
Although these new developments are certainly valuable for the improvement of the per­

formance of luminescence-based chemical sensors and bio-sensors, they do not address the 
most im portant issue common to most of them, namely the efficiency of the luminescence 
capture. It has been shown by several authors that both the spatial distribution and life­
time of the emitted luminescence can be significantly altered if the radiating molecules are 
located in the vicinity of dielectric [119, 152, 153, 154, 155], metal [156, 157, 158, 159] or 
corrugated [160, 161] surfaces. These predictions, in particular those related to the spatial 
anisotropy of the emitted luminescence, were used in the design and fabrication of configu­
rations with improved luminescence capture efficiency, such as those employing a paraboloid 
glass segment [153] or gratings [161].

The aim of this work was to accommodate and expand the above cited theoretical studies 
to the area of optical chemical sensors, in particular those employing thin films or more 
general planar multilayer structures as sources of the luminescent light. The purpose was to 
identify the main reasons why the conventional techniques do not provide efficient detection 
of the luminescence emitted from thin films and to design a number of configurations which 
would enhance the capture efficiency.

In the area of immunosensors, the luminescence generated by labelled surface-attached 
molecules is of primary importance. This is because it provides a direct indication of the 
specific binding between the surface-attached receptors and the analyte molecules flowing 
in the bulk above the surface. The detection of surface-generated luminescence is normally 
achieved by means of evanescent-wave excitation which provides surface-specific excitation 
of the luminescent molecules, as discussed in Sec. 1.4. Although this technique is widely 
used in the immunosensor applications [85, 86, 116, 118], it is not particularly efficient. 
This has two primary reasons. A typical coupling technique, such as that employing grating 
couplers, is not particularly efficient and only a small fraction (typically a few percent) of 
the optical power generated by the light source is coupled into the guided modes of the 
waveguide structure. Furthermore, once the light is coupled into and propagating along the 
waveguide, only a small fraction of its power (again typically a few percent) is contained in 
the evanescent field which is used for the excitation of the surface-attached molecules (see 
Fig. 1.13). Taking into account both of these factors, it is understandable why this technique 
provides only a very inefficient way of generating a surface-specific luminescence.

In this context, additional aim of this work was to propose a novel technique providing 
the detection of luminescence generated by molecules located specifically at or near a surface 
of a substrate while employing direct illumination, i.e., using the full power of the light 
source, for their excitation. The theoretical background of this technique is described using 
the model mentioned above. Furthermore, the experimental set-up and preliminary results 
demonstrating the feasibility of this method are presented.
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1.5.3 Sum m ary of the  aims of the  d issertation

The aims of this work, which were described in detail in the above sections, can be summarised 
as follows:

1. Absorption-based optical chemical sensors:

(a) to develop a theory describing the operation of absorption-based optical sensors
employing a multimode planar waveguide platform,

(b) to discuss the implications of the theory for the design of such sensor systems and
to identify conditions for which their performance can be optimised,

( c ) to verify the theory experimentally,

(d) to implement the theoretical prediction in the design and fabrication of a com­
pact and low-cost prototype absorption-based sensor system and to report on its 
performance.

2. Luminescence-based optical chemical sensors:

(a) to develop a theory describing the radiation of molecules located near a surface or 
embedded within an arbitrary planar multilayer system,

(b) to discuss the implications of the theory with regard to the efficiency of the lumi­
nescence capture and to propose configurations using which the collection efficiency 
could be improved,

( c ) to verify the theory experimentally,

(d) to design and test the performance of configurations with improved efficiency of 
the luminescence capture,

( e ) to develop both the theoretical background and experimental set-up for a method 
enabling the detection of the surface-generated luminescence excited by direct 
illumination.
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Chapter 2

A bsorption-based optical chemical 
sensors— theory  and sim ulation

This chapter presents detailed theoretical analysis of a particular class of absorption-based 
optical chemical sensors. The sensors under consideration employ a thin film  which is doped 
with analyte-sensitive reagents and deposited on top of a planar waveguide structure. Ow­
ing to the presence of the reagents, the absorption properties of the thin film change upon 
exposure to a specific analyte.

The chapter starts with an explanation and formal description of the fundamental prin­
ciples involved in the operation of absorption-based optical chemical sensors. Subsequently, 
a theoretical model describing the operation of such sensors, with a particular emphasis on 
the sensor systems employing multimode waveguide platforms, is developed and discussed 
in detail. The predictions of the model are used to identify the conditions for which an op­
timised performance of the sensor system can be achieved. Numerical simulations of the 
performance of a specific sensor configuration consisting of a thin sensing layer deposited on 
a multimode planar waveguide are also presented. The purpose of these simulations is to 
provide clearer explanations of the most important theoretical predictions using simple but 
illustrative examples.

In this chapter, any reference made to an absorption-based optical chemical sensor is 
a reference to the class of absorption-based chemical sensors employing thin films doped with 
analyte sensitive reagents and deposited on a multimode waveguide structure.

2.1 Principle of operation

The fundamental principle of operation of an absorption-based optical chemical sensor relies 
on the fact that the absorption properties of the analyte-sensitive reagent, which is immo­
bilised in the matrix comprising the sensing film, depend on the analyte concentration. In the 
following analysis, the actual chemical processes involved in this type of transduction mech­
anism are not of concern. Instead, this property is considered as an intrinsic characteristic 
of the sensing film.

The absorption coefficient1 of every absorbing material depends on the wavelength of

^ o t e  th a t the absorption coefficient, a ,  in this analysis refers to the quantity  characterising the dissipation
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light used. A typical absorption spectrum consists of significant absorption bands or peaks 
in either the visible (VIS) or infra-red (IR) region. These regions are interesting from the 
application point of view as they overlap with the spectral regions for which high-quality 
light sources and detectors are available.

The following analysis does not focus on any particular material. Instead, a hypotheti­
cal medium is considered whose absorption spectrum is described by a hypothetical func­
tion, a(A,c,4), as shown in Fig. 2.1. This function must fulfill one important requirement, 
namely that it varies monotonically with the analyte concentration, ca, at least in the region 
where it is to be used for sensing.

The light, which is interrogating the absorbing medium, is produced by a source whose 
spectrum is either broad-band, such as that produced by a commercially available LED, or 
quasi-monochromatic, such as that from a laser. In addition to cost and size of the source, its 
choice is determined by the position of its emission spectrum. In particular, the absorption 
and emission spectra must exhibit a sufficiently large overlap (see Fig. 2.1) in order to provide 
efficient transduction.

1.2 
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Figure 2.1: Absorption spectrum a(A,c,4) of a hypothetical medium and its variation with the 
analyte concentration. The spectra are plotted for several values of the analyte concentration ca,  
as indicated by the legend. The emission spectra of sources suitable for absorption-based sensing 
using this hypothetical medium are also shown. The dashed line corresponds to a broad band 
source, such as an LED, and the dash-dotted line corresponds to a quasi-monochromatic source, 
such as a laser.

In practical situations, the analyte concentration is measured in a range of concentrations,
i.e., ca € (c,4,min>CA,max)- W ithin this range, the absorption coefficient varies between a m\n =  
<*(A, CA,min) and a max =  Oi(A, c ^ m a x )2 . This reasoning is useful when one wants to quantify the 
sensitivity of the medium response to the changes in analyte concentration. This sensitivity

of energy carried by the electromagnetic wave propagating through a medium of length L  by the well-known 
Beer-Lam bert law, i.e., I  =  Joexp[—aL\.

2Note th a t the relation a min <  a m&x does not necessarily have to be satisfied, namely if the function 
q(A ,c a ) is decreasing with increasing analyte concentration c a -
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can be defined as the ratio of the total response of the medium and the total change in the 
analyte concentration, i.e.,

c    A a: Olmax — &min /o  1 \
¿>a,tot =  -T  =  --------------------------• ( ¿ . i j

^ CA CA,  max c^,min

This expression can be generalised considering infinitesimal changes rather than the total 
differences, which results in a more general definition

(2-2)

Furthermore, from the practical point of view, it is useful to consider the relative change of 
the absorption coefficient with respect to the concentration change, i.e., d a /a .  This leads to 
the definition of the quantity

Sa =  Sa\ = —  , (2.3) ̂ a oca

which will be referred to as the relative sensitivity of the medium absorption coefficient to 
the changes in the analyte concentration.

2.2 Theory of absorption-based optical chemical sensors

To describe the operation of an absorption-based optical chemical sensor, it is necessary to 
know how light, i.e., electromagnetic field, propagates along the waveguide structure. Previ­
ous theoretical studies showed that the light propagation can be characterised by a parameter 
called confinement factor [1, 2, 3, 4], which is defined as the ratio between the amount of 
energy of the electromagnetic field confined in the sensing layer and the total energy carried 
by the guided mode. To identify the parameters that one needs to tailor in order to optimise 
the sensor performance, it is desirable to know how the confinement factor depends on the 
optical, geometrical and other parameters of the waveguide-based sensor system.

This is obviously a rather complicated task, particularly when complex waveguide struc­
tures, such as those used in the integrated optical sensor systems [5, 6, 7], are considered. 
It is mainly due to the fact that the analysis requires relatively complex calculations of the 
electromagnetic field distribution in the structure.

The aim of this section is to develop a model that would be both simple and powerful 
enough to provide sufficient insight into the phenomena involved in the operation of an 
absorption-based optical sensor system. The analysis will focus on a sensor system consisting 
of a multimode waveguide structure coated with a thin sensing film, as shown in Fig. 2.2.

The configuration depicted in Fig. 2.2 is only a model structure. The particular details 
characterising its performance will, in principle, be different from those characterising other, 
more complicated structures. However, the analysis of this structure will provide physical in­
sight into the processes involved in the operation of such a structure that can be subsequently 
applied to other structures.

The development of the theory will proceed as follows. Firstly, expressions describing the 
distribution of electromagnetic field in a general multilayer system will be derived. Then, 
conditions for which guided modes of such a structure are supported will be identified. These
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Figure 2.2: A schematic diagram of a generic configuration of an absorption-based optical chemical 
sensor employing a planar multimode waveguide platform coated with a thin sensing layer.

steps are based on a well established matrix formalism which is commonly used in the analysis 
of multilayer systems and was extensively reported in the literature [9, 10, 11, 12]. The 
general electromagnetic theory will subsequently be applied to a more specific task, namely 
to the description of operation of the sensor system depicted in Fig. 2.2. Expressions for 
the sensor output and sensitivity will be derived and analysed in detail. Finally, conditions 
for the optimum sensor performance will be identified and analysed in terms of the variable 
parameters of the sensor configuration. These latter steps are original to this work.

2.2.1 Field d istribu tion  in a m ultilayer system

In this section, rigorous electromagnetic theory is used to derive the expressions for the 
electromagnetic field in a multilayer structure consisting of arbitrary isotropic, non-magnetic 
and lossless media. The derived expressions are used in further analysis of operation of the 
absorption-based sensor system.

Multilayer system

The schematic diagram of a generic multilayer structure is shown in Fig. 2.3, The structure 
consists of M  layers separated by planar interfaces parallel to the x -y  plane. The position of 
the interface between the ,7th and (j  +  l ) th layers is characterised by the coordinate Zj, where 
zj = zo +  t\ +  ¿2 +  * * * +  tj. In this expression, tj denotes the thickness of the j th layer.

The optical properties of the j th layer are characterised by refractive index denoted by rij, 
j  = 1 , . . . ,  M . The multilayer system is surrounded by the superstrate (z < 0) and the sub­
strate (z > z m ) whose refractive indices are denoted by no and riM+i, respectively. Because 
all the media comprising the multilayer system are assumed to be isotropic, non-magnetic 
and lossless, the values of rij are considered to be real numbers for every j  =  0, . . . ,  M  +  1.

Electromagnetic field expressions

At the beginning, it is assumed that the multilayer system is interrogated by a monochromatic 
electromagnetic wave oscillating at the angular frequency a;, which is related to the vacuum 
wavelength A by w =  27rc/A, c being the speed of light in vacuum. The complex amplitude
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Figure 2.3: A schematic diagram of a general multilayer system consisting of M  homogeneous 
layers surrounded by the substrate and superstrate.

of the electromagnetic field is described by the vector functions E ( r ) and H (r ) ,  which have 
to satisfy Helmholtz (wave) equation [8]

(A +  k ln 2(r ))E (r)  = 0, (2.4)

and similarly for H (r) .  In this equation, A stands for the Laplace operator which in the 
Cartesian system of co-ordinates takes the form A =  d2/ dx2+ d 2/ d y 2 + d 2 / d z 2 . Furthermore, 
ko denotes the vacuum wave vector and is calculated as ko = uj/c =  27t/A. The function n(r)  
represents the distribution of the refractive index across the multilayer system, i.e.,

n(r) =  rij for r  G j th medium. (2.5)

The function E (r )  represents the distribution of the electric field across the multilayer system. 
It can be written in the form

E (r)  =  E j(r )  for r  G j th medium, (2.6)

where the function E j(r )  describes the distribution of the field in the j th medium.
Due to the fact that each layer is considered to be homogeneous, the field in each layer can 

be analysed separately and the boundary conditions at each interface can be subsequently 
applied to obtain the expressions for the field in the entire multilayer system. The form 
of the wave equation (2.4) suggests that the electromagnetic field in each layer as well as 
in the surrounding media, i.e., for all j  = 0, . . . ,  M  +  1, can be decomposed into the sum 
of plane waves characterised by the wave vector k j  and the vector amplitude S j(k j) .  This 
decomposition takes the form of the Fourier transform

E j(r )  =  ^3 J d3k j S j(k j)  exp[ikj • r]. (2.7)

The factor I/Ajq ensures that the units of the plane wave amplitudes S j{k j)  are the same as 
the units of the total field. In expression (2.7), the integration is generally carried out over 
the entire three dimensional fc-space. However, in practical situations, the integration space
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can be substantially reduced. In particular, it is sufficient to consider only such vectors k j  
that lie in the y -z  plane and their magnitude is equal to \kj\ = rijko, which corresponds 
to monochromatic light-waves propagating in the plane parallel to the y -z  plane. Although 
this introduces substantial restrictions in the description of the field, it is sufficient for the 
purpose of this derivation.

When the electric field in the form (2.7) is considered and substituted into (2.4), the
Helmholtz equation for the function E j(r )  can be rewritten in the form

{ N jN j  + n ^ e ^ N f e j ,  (2.8)

which is an eigenvector-eigennumber equation for the vector amplitudes S j. For simplicity, 
the explicit dependence of S j  on the wave vector k j  was omitted from this equation. The 
quantity N j  in (2.8) represents the normalised wave vector, i.e., N j  = k j/ko . Taking into 
account the above mentioned restrictions, this vector can be written as

Nj = [0,Nytj,NzJ]. (2.9)

The y and z components of this vector are related by

N h  + Nl j  = Nj ,  (2.10)

where the vector magnitude N j is calculated as

N j =  |JVj| =  nj. (2.11)

To find the modes of the electromagnetic field in the j th layer, one has to find the eigen­
vector S j  and the corresponding eigennumber N j  to the operator (N j N j  +  nj)  in (2.8). In 
this equation, N j N j  represents the dyadic product of vectors N j .  This can be done by using 
a well-known algebraic treatment.

Detailed analysis of this problem reveals that, for a given value of N yj ,  four independent 
solutions to the wave equation (2.8) exist. The choice of the solutions is to some extend arbi­
trary. In the following analysis, solutions corresponding to the s (TE) and p (TM) polarised 
waves propagating both in the positive (-b) and negative (—) ^-directions are chosen. The 
vectors of the electric field of the s and p polarised modes are perpendicular and parallel to 
the y -z  plane, respectively.

Taking into account this choice, the eigen vectors S j  of the wave equation (2.8) can be 
written as

£ hb = Zj,bt j ,b- (2.12)

In this equation, the subscript b takes the values b = s+ , s - , p + , p —, which characterise the 
four eigen-solutions. Furthermore, Sj^  denotes the magnitude of the mode b and e ^ ,  where 
\ej^\ =  1, characterises its polarisation state.

Following this analysis, electric field in the j th layer, j  = 0 , . . . ,  M  +  1, corresponding to 
the mode characterised by N yj  can be written as a sum of the four plane waves, i.e.,

E j(r,Nyij)= ^ 2  £j,b ej,b exp [ika(NzJtb(z - zj-i) + N ydy)]. (2.13)
6=s±,p±
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Here, z - \  =  0 needs to be considered to describe the distribution of the field in the superstrate 
( j  = 0) correctly. When the expressions (2.11) and (2.10) are used, the 2 components of the 
normalised wave vector for both s and p polarisations can be written as

NzJ,s± = Nz,hp± = NZtjt± = ± y/nj -  N*j. (2.14)

Furthermore, the unity vectors characterising the s and p polarisation states are given by

&j,s± =  [1? 0? 0]?

*j,p± — [0? N zj )P±,  N yj ] / r i j .
(2.15)

When the electric intensity in the form (2.13) is substituted into Maxwell’s equations, the 
expression for the magnetic intensity in the j th layer corresponding to the mode characterised 
by N yj  can be obtained. After some simple algebraic manipulation, the expression is found 
to be

H j(r > N v,j) =  Y s  H i ’b exP [ifeo(iV2j,i,(z -  Z j - i )  +  N y j y ) ] . (2.16)
b=s± ,p±

In this equation, the magnitudes and the unity vectors h j^  are related to and 
by

(2.17)

(2.18)

n

and

'Hj,0 —  ̂ cj,6 

h j , b —  —  { N j , b x &j,b)Tl'i

for each b = s± ,p ± .  In equation (2.17), rjo = VpoAo denotes the vacuum impedance.
To obtain the profile of the electromagnetic field throughout the entire multilayer system, 

the well-known boundary conditions have to be applied. They require that, in the absence 
of surface charges and currents, the tangential, i.e., x  and y components of the electric 
and magnetic intensities be continuous at each interface. When both the equations (2.13) 
and (2.16) are considered, the boundary conditions at the ; th interface can be written in 
a compact matrix form [9, 10, 11, 12]

D j P j A j  =  D j+i-Aj+i,

where the vector A j  is defined as

A? = [£?>+> £?>-] •

In equation (2.19), the matrices Dj  and Pj  are given by

/ I I  0 0

(2.19)

(2 .20)

Dj  =
N,.4.+ N z < -  0 0

0 N z j , + / nj  ^ ZJ i - / n j

0

(2.21)

—n. -n, /
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and

/  exp[ik0N Zij t+tj] 0

exp[ik0N zj - t j ]

0

0

0

0

exp[ikoNZj t+tj]

0

0
0

0

0

0

V 0 exp[ik0N zj - t j ]  )

, (2 .22)

where the values of N zj }± are obtained from (2.14). 
In the derivation of (2.19), the equation

N y , 0   N y t 1   ■ • •   N y , M    N y^M - 1_1 (2.23)

was assumed. This corresponds to the well-known Snell’s law on conservation of the tangential 
component of the wave vector across the multilayer system. Because of this relation, all N yJ s 
will be denoted by a single variable N y. This step is im portant as it provides binding between 
the modes of the different layers of the multilayer structure into a single mode of the entire 
multilayer system, which is characterised by a single parameter N y.

As follows from equations (2.13), (2.16) and (2.17), the distribution of the electromagnetic 
field across the entire multilayer system can be calculated if the magnitudes comprising 
the vector A j  in (2.20) are known for each j  = 0 , 1 , . . . ,  M  +  1. This can be done by solving 
the complete set of equations given in (2.19). The solution depends on the particular optical 
configuration. For example, it is different if one is interested in finding the guided modes of 
the multilayer structure or if the reflectivity of the multilayer system is of interest. Further 
details are provided in the following section.

2.2.2 G uided m odes of the  p lanar waveguide s tru c tu re

After the necessary expressions for the electromagnetic field in the multilayer structure have 
been derived, the distributions of electromagnetic field corresponding to guided modes can 
be found. At the very beginning, the term guided modes has to be specified precisely.

In this work, the commonly used definition of the term ‘guided mode’ is adopted. The 
distribution of the electromagnetic field is said to correspond to a guided mode of a multilayer 
system if (i) its modulus does not vary along the multilayer system, i.e., in the y direction, 
and (ii) the electromagnetic energy is confined in the multilayer structure in such a way that 
it is not radiated from the multilayer structure into the surrounding media or vice versa.

The first condition is formally represented by the fact that the modulus of expres­
sions (2.13) and (2.16) does not depend on y. This is equivalent to the requirement that 
the quantities £ jj , &j,b and N zj tb do not depend on y.

The fact that there is no field radiated from the multilayer structure into the surround­
ing media or vice versa can be formally satisfied by requiring that the z component of the 
normalised wave vector be a pure imaginary number for both j  = 0 and j  =  M  +  1. Ac­
cording to Eq. (2.14), this implies some restrictions tha t have to be applied to the substrate 
and superstrate refractive indices, namely no < N y and u m +i < N y. It will be shown 
later in this section that the self-consistent solution to equations (2.19) cannot be found un­
less N y < m ax{n i,n2, . . .  ,nM}- When these two relations are combined, the second part
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of the definition of a guided mode implies that there must exist at least one layer in the 
multilayer system whose refractive index is greater than both the refractive indices of the 
substrate and superstrate. This layer is usually called the guiding layer.

According to (2.13) and (2.16), the fact that inequalities no < N y and u m +i < N y are 
required implies that the field in the substrate and superstrate is described either by an 
exponentially increasing or exponentially decreasing function. The former is not acceptable 
from the physical point of view, as it would result in the electromagnetic field carrying 
an infinite amount of energy. The latter is acceptable and it is commonly referred to as the 
evanescent field. To guarantee that the exponentially increasing terms in (2.13) and (2.16) 
are identically zero, the corresponding vectors Ao and A a/+i must be written as

Ao = [0, £os- ? 0,
(2.24)

A m + i =  [ £ m + i ,s + ?  0 , £ m + i ,p+  , 0]

When the equations (2.19) are applied recursively, one can derive the following relation 
between the vectors Ao and A m +i *.

A 0 =  Lm +iA m +i, (2.25)

where the matrix L m + i can be calculated from the definition

Lj = D ^ D . P - 1 . . .  D]_ 1P - \ D ^ 1D1 (2.26)

upon the substitution j  = M  -1-1. In this definition, Lo =  1 is considered.
As can be seen from (2.21) and (2.22), the matrices Dj  and Pj  have a block form. This 

form is also taken by the matrix Lj .  When Eqs. (2.24) and (2.25) are combined and the block 
form of the matrix L m + i is taken into account, the following set of equations is obtained:

0 =  £ll,M +l £m+1,s+>

£o,s- =  ¿ 21,M+1 £m+1,s+> (2 27)

0 =  1/33,M+l £m +1,P+5

,p— =  -^43,M+l £m+1,p+*

This is a set of four equations from which four unknowns, namely the magnitudes of the 
field in the substrate (£a/+i>s_|_, £m+i,p+) and the superstrate (£o,s-? £o,p-)> can be found. 
Once they are known, they can be substituted into (2.24) and used in the evaluation of all 
remaining complex amplitudes comprising the vectors A j  defined in (2.20). This is done by 
recursively applying (2.19), which leads to equation

A j = L J 1L M+1A M+1. (2-28)

As follows from the definition (2.26), the matrix L m + i depends on N y, the optical (no, 
. . . ,  um+ i) and geometrical (t\, . . . ,  ¿m) parameters characterising the multilayer system and 
the wavelength A of the electromagnetic wave. As follows from simple algebra, a non-trivial 
solution to the set of equations (2.27) can be found only when

£n,M +i(N y; A;n0, . . .  ,nM +i;*i, • • • >*Af) =  0, ^

£ 33, M + i W ; A ; n 0, • • • , n M+i;*i,  • • • ,^m) =  0
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is satisfied. Subsequently, the values of £ m + i , s +  and £m+ij>+ can be chosen arbitrarily and 
the values of £o,s- and £o,p- can be obtained from the second and fourth equations in (2.27), 
respectively.

Equations (2.29) represent the conditions for which the guided modes exist. They provide 
implicit equations from which the y component of the normalised wave vector, called the 
propagation constant, can be calculated for given values of A and the optical and geometrical 
parameters of the multilayer structure. As follows from (2.27), the first and second equations 
in (2.29) provide the propagation constants for the s and p polarised guided modes, which 
are denoted by Ny and N jj, respectively.

superstrate (n0)

Figure 2.4: An example of a guided mode supported by the multilayer structure. The guided 
mode represented by a ray propagating along the waveguide structure in a "zig-zag” manner. The 
angle Qg,m denotes the propagation angle of the guided mode characterised by the order m.

In the description of the guided modes, it is convenient to consider a geometrical repre­
sentation. Namely, the guided modes can be represented by a ray of light (or a light beam) 
which propagates along the guiding layer3 in a “zig-zag” manner, as shown in Fig. 2.4. The 
rays can be characterised by two complementary angles. The first one is called the propaga­
tion angle 0g, which is the angle between the ray and the axis of the waveguide structure. 
The second angle, which will be referred to as the incident angle 0g, is the angle at which the 
light beam impinges onto the interface of the guiding layer and the neighbouring layer. The 
incident angle is related to the propagation angle by 0g =  90° — 0g, as shown in Fig. 2.4.

The relations between the propagating or the incident angles and the propagation constant 
can be written as

cos 6q — ——, (2.30)
yg n g

where the subscript g refers to the guiding layer, i.e., ng = max{ni , . . . ,  u m }- These equations 
provide a relation between the two interpretations of the guided modes, namely between 
the wave interpretation, which is characterised by the propagation constant N y, and the 
geometrical interpretation characterised by the propagation (0g) or incident (6g) angle.

• /> Nvsin 0a =  —- 
n,

2.2.3 N um erical exam ples

In this section, numerical examples are provided to demonstrate the theory developed in 
Secs. 2.2.1 and 2.2.2. In the model structure used in the numerical analysis (see Fig. 2.2),

3The reason why the guiding layer is chosen will become clear from the analysis below.
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parameters that are common in the laboratory where this research was conducted are consid­
ered. The numerical values were obtained from a self-developed code written in Maple and 
Mat lab.

The multilayer structure under consideration consists of two layers, i.e., M  = 2. It 
comprises a glass guiding layer of refractive index ng =  1.515 coated with a thin sol-gel layer 
of refractive index n s =  1.43. Due to the fact that the sol-gel layer is assumed to be doped 
with the analyte sensitive reagents, which will be taken into account later in this chapter, it 
will be referred to as the sensing layer. The structure is surrounded by air (n a = 1.0) on one 
side and by air or water [nw =  1.33) on the other side (above the sensing layer).

The thickness of the sensing layer used in the following calculations is ts = 0.8 /¿m, which is 
a typical value for a sensing layer deposited by the dip-coating technique. For demonstration 
purposes, the thickness of the guiding layer is considered to be tg = 3 /¿m. The wavelength 
of the interrogating light is A =  543.5 nm, which corresponds to the green He-Ne laser. The 
parameters are summarised in Table 2.1.

parameter value parameter value
n 0 na = 1.0 no Tin) =  1.33
n\ n s =  1.43 n\ ns =  1.43
n 2 ng = 1.515 n2 n g =  1.515
n 3 n a =  1.0 n3 n a =  1.0

¿1 t s = 0.8 /im h ts =  0.8 /im

¿2 tg =  3 /xm ¿2 ^9 =  3 /im
A A =  543.5 nm A A =  543.5 nm

(a) (b)

Table 2.1: Parameters used in the numerical examples. Tables (a) and (b) correspond to the 
situations where the sensing layer is covered by air and water, respectively.

Guided modes

Firstly, the process of finding the guided modes is demonstrated. In this case, the process in­
volves locating such values of the propagation constants N g and N y that the equations (2.29) 
are satisfied. In this example, the geometrical interpretation of the guided modes is used and 
so the matrix elements4 ¿ 11,3 and 1/33,3 are plotted as a function of the propagation angle 9g. 
The graphs corresponding to the sets of parameters in Table 2.1 are shown in Fig. 2.5.

It can be seen from the graphs that the lines intersect the x  axis only at angles within the 
angular range 6g G (0°, 0ec9). Here, Qec9 is the critical angle corresponding to the interface of the 
guiding layer and the higher refractive index medium surrounding the waveguide structure, 
referred to as the environment, i.e.,

4Note that M = 2 and thus M + 1 = 3 in this analysis.

9GC9 = 90° -  9ccg = arccos(ne/% ), (2.31)
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(2.32)

where
n e — max{no,nM+i},

n g =  max{ni, ri2, . . . ,  u m }-

Considering (2.30), this angular restriction on the propagation angle 9g is equivalent to the 
restrictions applicable to the propagation constant N y, which can be written as

n e < N y < ng. (2.33)

Ö [deg] 0g [deg]

(b)

Figure 2.5: Examples of the matrix elements L n (3 (solid line) and £ 33,3 (dashed line) as a function 
of the propagation angle 9g. The graphs (a) and (b) correspond to the set of parameters (a) and (b) 
in Table 2.1, respectively.

(a) mode 9sg,m 0g,m mode 9sg,m êlm (b) mode 00,m 9im
0 3.1640 3.225 10 31.506 32.133 0 3.1640 3.2251
1 6.3324 6.453 11 34.298 35.029 1 6.3324 6.4532
2 9.5080 9.685 12 37.410 38.119 2 9.5080 9.6853
3 12.689 12.917 13 40.573 41.273 3 12.689 12.916
4 15.864 16.127 14 43.708 44.444 4 15.863 16.125
5 18.965 19.230 15 46.991 47.493 5 18.954 19.209
6 21.607 21.838 6 21.448 21.609
7 23.456 23.865 7 23.138 23.444
8 26.054 26.511 8 25.742 26.038
9 28.886 29.363 9 28.139 28.356

Table 2.2: Values of the propagation angles of the guided modes supported by the waveguide 
structures characterised by parameters in Table 2.1. The values are found by numerically solving 
equations (2.29). The tables (a) and (b) correspond to the waveguide structures characterised by 
parameters listed in Table 2 .1(a) and (b), respectively.

This is also equivalent to the fact that the incident angle 9g has to lie within the angular 
range

0g € (0*9,9O°). (2.34)
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For the particular values used in this example, 0%g =  Oc9 ~  41.3° (6ec9 = Oc9 ~  48.7°) and 
Oc9 =  Q™9 ~  61.4° (#cy =  &c9 «  28.6°) for the structures characterised by the parameters 
listed in Table 2.1(a) and 2.1(b), respectively. The propagation angles corresponding to the 
guided modes of these structures are listed in Table 2.2.

Field distribution

After the propagation constants (angles) of the guided modes have been found, the corre­
sponding electromagnetic field can be calculated. In the following analysis, the distribution of 
the quantity \E (r)\2 is of more interest than the profile of the components of the vectors E (r )  
or H (r ) .  The reason will become clear in the next section where the waveguide structure 
with absorbing materials will be analysed.

Figure 2.6(a) shows the field profiles \E {z)\2 corresponding to three particular guided 
modes (m = 2,6,13) supported by the waveguide structure characterised by parameters 
in Table 2.1(a). The values of the corresponding propagation angles 0ĝ m are given in Ta­
ble 2.2(a). Similar graphs are plotted in Fig. 2.6(b) for the structure described in Table 2.1(b) 
and the modes m  — 1 ,6, 8. In the graphs, SL and GL denote the sensing and guiding layers, 
respectively.

z [um] z [)im] z [um]

-1 0 1 2 3 4 5  -1 0 1 2 3 4 5  -1 0 1 2 3 4 5

z [urn] z [nm] z [jim]

_____________________________________(b)______________________________________

Figure 2.6: (a) Profiles of \E\2 corresponding to the guided modes supported by the waveguide 
structure characterised in Table 2.1(a). The graphs (1), (2) and (3) correspond to the modes 
characterised by m  =  2 ,  m  = 6 and m  = 13, respectively, (b) Profiles of \E\2 corresponding to 
the guided modes supported by the waveguide structure characterised in Table 2 .1(b). The graphs 
(1), (2 ) and (3 ) correspond to the modes characterised by m  =  1 , m  =  6 and m  — 8 , respectively.
In all graphs, the blue and red lines correspond to the s and p  polarised modes, respectively.
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As can be seen from the graphs in Fig. 2.6, the electromagnetic field of the guided mode 
is described by a periodic function within the guiding layer (GL) and by an exponentially 
decreasing function in the surrounding media. This is in agreement with the definition of the 
guided modes discussed in Sec. 2.2.2.

The behaviour of the electromagnetic field in the sensing layer (SL) varies when dif­
ferent values of m  characterising the guided modes are considered. For the modes with 
sufficiently low values of the propagation angle Qg,m, the field in the sensing layer is exponen­
tially decreasing with increasing distance from the SL/GL interface, as shown in graphs (1) 
in Fig. 2.6. This is due to the fact that the corresponding incident angle Qg,m = 90° — 
0g,m is greater than the critical angle of the SL/GL interface, which is given by 0scg = 
arcsin( n s / n g). This corresponds to the so-called evanescen t -w ave  sens ing  mode of the sensor 
operation [2, 3, 4, 5, 6, 13, 14, 15, 16, 17, 18]. This name originates from the fact that the field 
in the sensing layer is described by an evanescent wave. As can be seen from the graphs (1), 
the values of the field in the medium above the sensing layer are negligible compared to other 
regions of the waveguide structure in this sensing mode.

The field in the sensing layer has a different character when the propagation angle of the 
guided mode is slightly greater than 90° — 0scg, or, equivalently, when the incident angle is 
slightly lower than the critical angle 6scg. This is valid for example for the mode characterised 
by m  = 6, whose field profile is plotted in the graphs (2) in Fig. 2.6(a). It can be seen that 
the field in the sensing layer exhibits a peak whose magnitude is somewhat greater than the 
magnitude of the field distribution in the guiding layer. This enhancement of the field within 
the sensing layer will be of particular interest in the next section where the sensitivity of the 
absorption-based optical sensor is analysed.

The number of peaks of the field distribution in the sensing layer is increased when the 
values of the propagating angle of the guided modes are sufficiently greater than 90° -  Oc9. 
This corresponds to greater values of m, such as m  = 13 or m  = 8, for which the field profiles 
are shown in graphs (3) in Fig. 2.6. As can be seen, the magnitude of the field distribution 
in the sensing layer is approximately the same as in the guiding layer. Furthermore, the 
magnitude of the evanescent field in the medium covering the sensing layer is increased for 
these modes.

2.2.4 Analysis of the  o u tp u t of th e  absorption-based sensor

As mentioned in Sec. 2.1, the operation of the absorption-based optical sensor is based on 
the principle that the sensing layer is absorbing and its absorption coefficient is a function of 
the analyte concentration ca- Up until now, all the media comprising the waveguide system 
were considered to be lossless. From now on, some of the layers comprising the waveguide 
structure are considered to be absorbing. A typical example could be the two-layer system 
analysed in the previous section, where the absorption coefficient of the sensing layer (SL) 
depends on the analyte concentration. In the following analysis, only one absorbing, i.e., 
sensing layer is considered, since the generalisation to more absorbing (sensing) layers is 
rather straightforward. The quantities related to this layer will be denoted by a subscript s.

Based on the general electromagnetic theory, it follows that the absorbing properties of 
a medium can be formally represented in such a way that the refractive index, describing
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its optical properties, is changed to a complex number [8]. In the case of the sensing layer, 
this is represented by changing its refractive index from n s to n s where ns denotes the
so-called extinction coefficient, which is related to the absorption coefficient a s introduced in 
Sec. 2.1 by

- .  (2.35)a, =

The extinction coefficient depends, via the absorption coefficient, on both the wavelength 
and the analyte concentration, i.e., k s =  «s(A,c^).  Due to Kramers-Kronig relations, the 
variation of k s with ca implies that the real part of refractive index of the sensing layer, n s, 
varies with the analyte concentration as well. In the following analysis, however, only the 
so-called weak absorption case will be considered. This approximation is valid when the 
relation k s <C n s is true. Furthermore, the real part of the refractive index of the sensing 
layer will be considered to be constant, since its variation due to the analyte concentration 
can be neglected in the weak absorption approximation.

Due to the refractive index of the sensing layer being complex, the situation in the waveg­
uide structure considered previously (see Sec. 2.2.1 and 2.2.2) is changed. In particular, the 
distribution of the electromagnetic field across the waveguide structure is modified, and the 
energy carried by the guided mode decreases as the guided mode propagates along the waveg­
uide. The following analysis focuses on how these phenomena establish the functionality of 
the absorption-based optical sensor.

in-coupling absorbing (sensing) layer out-coupling
element I analyte (cA) | I element

output signal 
V=V(cA)

Figure 2.7: A detailed schematic diagram of a general absorption-based optical sensor employing 
planar multimode waveguide platform. See text for further details.

The detailed schematic diagram of a general configuration of the absorption-based optical 
sensor is shown in Fig. 2.7. Light from the light source is coupled into the guided modes of the 
waveguide structure. While propagating along the structure, the light interrogates the sensing 
layer resulting in attenuation of the energy carried by the guided modes. Subsequently, the 
light is out-coupled and detected by a photodetector. The signal from the photodetector is 
transformed by the electronic circuit to a form which is suitable for acquisition and further 
processing.

To establish an expression for the output signal V ( c a ) of the sensor system, the following 
quantities describing the function of the parts comprising the sensor system are defined. The 
optical power of the electromagnetic wave generated by the light source is denoted by Pin. 
A fraction of this energy, characterised by the in-coupling efficiency 7in, is coupled into
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a particular guided mode. The attenuation of the energy carried by this mode is described 
by the attenuation factor T , which depends on the length L along which the light interrogates 
the sensing layer (see Fig. 2.7). The light is out-coupled from the waveguide structure with 
an efficiency characterised by 70ut- The photodetector together with the electronic circuit 
converts the output energy denoted by Pout into the final output signal. This step can be 
characterised by the conversion factor j ec and by an additional off-set introduced by the 
electronics circuit, denoted by Vq. Consequently, the output signal of the sensor system can 
be written as

V  {ca ) =  P \ny \nT{C A i L )  7out7ec “t" ^0- (2.36)

In this expression, it is already assumed that the only quantity that depends on the analyte 
concentration ca is the attenuation factor T. This is a rather strong assumption, as it might 
not necessarily be satisfied in some practical situations. For example, when the variation 
of the real part of the sensing layer refractive index is considered, the in and out-coupling 
efficiencies could vary with the analyte concentration if they are based on elements such as 
grating couplers [19, 20, 21, 22, 23, 24, 25]. However, these effects are not considered as they 
would go beyond the scope of this analysis.

2.2.5 Sensor resolution, sensitivity  and lim it of detection

The general expression for the sensor output as a function of the analyte concentration 
is described by Eq. (2.36). In the area of chemical sensing, the performance of a sensor 
system is often quantified by the so-called sensor resolution p , sensitivity S  and limit of 
detection LOD [26].

In every real sensor system, the output signal is limited by a level of uncertainty, which 
can be characterised by the signal standard deviation AV, i.e., V (ca) = V (ca) ±  AV\ In this 
expression, V (ca) denotes the mean value of the output signal at a given value of the analyte 
concentration. This uncertainty is due to the electric noise introduced by the light source, 
photodetector and the electronic circuit. Consequently, by measuring the output signal, the 
analyte concentration can also be determined only with a certain level of uncertainty. If this 
uncertainty is characterised by the standard deviation A c a , the concentration of the analyte 
can be expressed as ca =  ¿U ±  A ca- The sensor resolution is defined as three times the level 
of uncertainty with which the analyte concentration is determined, i.e., p =  3 A ca-

The mean values of the sensor signal and the analyte concentration are related by V  (ca ) =  
V (ca )• Furthermore, the relation between the deviations of the signal and the concentration 
can be approximated by dV /dca =  A F /A ca, provided that the signal standard deviation is 
much smaller than the signal mean value.5 Consequently, the standard deviation Ac^ and 
thus the resolution p (c a ) can be calculated as

(2.37)

In this equation, S ( c a ) denotes the sensor sensitivity which is defined as the rate at which

5The condition A V  <IC V  is the prim ary requirem ent on a well-working sensor system  and therefore can be 
assumed to be always fulfilled.

p (c a ) = 3 A cA = 3
A y

s y -
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the sensor output varies with the analyte concentration, i.e.,

S (CA) =  ^ 0 .  (2.38)
dcA

As indicated by ca in its argument, the sensitivity can, in general, depend on the analyte 
concentration. This is obviously a consequence of the fact that the output signal V ( c a ) can 
be described, in general, by a non-linear function of ca .

The limit of detection, which is another widely used parameter characterising the perfor­
mance of the sensor system, is defined as

LOD = p{cA =  0). (2.39)

This parameter is relevant only in applications where the range of interest of the analyte 
concentration starts at ca = 0. In applications where the minimum analyte concentration is 
non-zero, the sensor resolution defined in (2.37) is used instead.

As follows from equations (2.37) and (2.39), the sensor resolution and the limit of de­
tection are indirectly proportional to the sensor sensitivity S. Therefore, to maximise the 
sensor performance, it is necessary to maximise the sensitivity and minimise the noise levels 
represented by the signal standard deviation A V .

Using the expression (2.36) for the output signal, the sensitivity can be calculated as

S(CA) = PinTinToutlecd ^ ’- - . (2.40)
OCA

This expression implies that the optimum sensing performance is obtained when the partial 
derivative of the attenuation factor T  reaches maximum. In the following section, the expres­
sion for the attenuation factor is derived and the conditions for which the sensor performance 
is optimised are identified.

2.2.6 Weak attenuation of the guided modes
The attenuation factor of a guided mode is derived by adopting the perturbation theory. The 
refractive index of the sensing layer (SL) is considered in the complex form n s + iKs. The ap­
proximation of weak absorption is equivalent to the assumption that ks < n s. Consequently, 
the function n2(r) in the Helmholtz equation (2.4) has to be changed to n2 (r) + 6n2 (r ) , where 
the perturbation 8n2(r) is given by

{ 2insKe for r  G SL,
(2.41)

0 elsewhere.

Due to this perturbation of the profile of the refractive index, the distribution of the electro­
magnetic field in the waveguide structure is modified. If the modified vector of the electric 
intensity is denoted by E ( r ), it can be found by solving the modified Helmholtz equation

( n 0{r) + 6H {r))E {r) = 0. (2.42)

In this equation, 'Ho(r) =  A +  k2n 2(r) is the original (non-perturbed) Helmholtz operator 
and S7~L(r) =  ko8n2(r) represents its small perturbation.
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As follows from the expression (2.13) for the electric field in the j th layer and from Snell’s 
law (2.23), the distribution of the original field in the waveguide structure can be written in 
a factorised form

E ( r )  = E ( z )  e xp[ ik 0N yy]. (2.43)

In this expression, E ( z )  denotes the field profile across the waveguide structure (see for 
example Fig. 2.6) and the exponential term represents the propagation of the field along the 
waveguide with the propagation constant N y . It is assumed that due to the attenuation in 
the sensing layer, the propagation of the guided mode along the waveguide is attenuated. 
This attenuation can be formally represented by the propagation constant being a complex 
number. Furthermore, only the first order perturbation is assumed in the following derivation. 
This is equivalent to the assumption that the profile of the electromagnetic field is not altered 
by the small perturbation of the refractive index given by (2.41). Consequently, the modified 
electric intensity of the guided mode can be written as

E (r )  = E ( z )  e xp[ ik 0N yy], (2.44)

where N y denotes the modified propagation constant. If this expression is substituted
into (2.42), the modified Helmholtz equation can be rewritten in the form

(Ho{z) + S n ( z ) ) E ( z )  =  N*B(z), (2.45)

where

+n2W

and
8 i i ( z )  =  S n 2(z) .

The value of the modified propagation constant N y can now be calculated from (2.45). As 
follows from (2.4), the vector E (z)  is the eigenvector of the operator Hq(z), i.e., H q(z)E (z) = 
N y E ( z ) .  Multiplying equation (2.45) by E * ( z )  and integrating over the entire waveguide 
structure results in the following expression for the modified propagation constant:

N 2 = N 2 + 2 i n sKs? s , (2.46)

where the c o n f in e m e n t  f a c t o r  T s is defined as

r  \E(z)\2dz
Ts =   • (2-47)

\ E ( z ) \ 2 d z/J —  (

This factor represents the fraction of the total power of the electromagnetic field propagated 
along the (non-absorbing) waveguide that is conf ined in the absorbing ( sens ing)  layer.

It is assumed tha t the propagation constant is modified in such a way that it can be 
written in the form

N y  =  N y +  i N ly , (2.48)

i.e., tha t the introduction of non-zero absorption in the sensing layer results in such a shift 
of the original value N y in the complex plane that the real part remains unchanged. This
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assumption is valid in the weak absorption approximation. Comparing the equations (2.46) 
and (2.48) and neglecting higher-order terms, the imaginary part of the modified propagation 
constant can be written as

Taking into account equation (2.44) and considering that the power carried by the guided 
mode is calculated as [1, 8, 27]

p{v)(X / / / |È(r)|2d3r’

the attenuation factor T , which is defined as the ratio between the power at a distance y = L 
and that at y = 0, can be written as

T ( ca ,L ) = P (L ) /P (0) =  ex p [-7 (cA) L]. (2.50)

In this equation, the attenuation coefficient 7 (0,4) is given by

7 (cA) = 2k0N'y. (2.51)

As mentioned in Sec. 2.2.4, the generalisation of the above formalism to more than one
absorbing layer is rather straightforward. In principle, the derivation would proceed in the
same manner as described above. The difference would occur in the form of the perturba­
tion S H ( z ) ,  which would be written in a more general form:

2 in s\Ks\ for z  G SLi,

2 in S2KS2 for 2: G SL2,

(2.52)

2i tisn k sn  for z  € SLn,

0 elsewhere,

ÔÜ(z) = Sn2(z) = <

where N  denotes the total number of sensing layers. Consequently, the imaginary part of the 
propagation constant would take a more general form (cf. (2.49))

1 N
Ny =  n SjKsjJ-sj , (2.53)

y j = 1

where the confinement factor of the j th sensing layer is defined as

[  \E (z)\2 dz

f s j  =  • (2-54)
/  \E (z)\2 dz

J  — OO

The expressions (2.50) for the attenuation factor and (2.51) for the attenuation coefficient 
would remain unchanged.

This approach of multiple sensing layers is useful when either the real or imaginary part of 
the refractive index of the sensing layer is inhomogeneous. This is relevant in situations where,
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for example, the diffusion of the analyte into the sensing layer is of concern. In that case, the 
sensing layer could be divided into N  sublayers, each being homogeneous and characterised by 
the appropriate complex refractive index n sj +  i K sj (see (2.52)). If the number of sublayers 
is sufficiently large, the formalism developed above (see Eqs. (2.50-2.54)) would produce 
results that would appropriately describe the attenuation of the electromagnetic energy in 
such a waveguide structure.

Having the expression (2.50) for the attenuation factor T , the sensitivity defined in (2.40) 
can be analysed in more detail. Firstly, equations (2.49-2.51) are substituted into the ex­
pression (2.40). After some simple manipulations, the sensor sensitivity can be rewritten in 
the form

T
$ { ca ) =  — -fin7in7out7ec S as —— e x p

y

where the parameter £ takes the form

£ =  n sa s (2.56)

and the relative sensitivity Sa3 of the medium comprising the sensing layer is given by (2.3). 
Equation (2.55) is the fundamental expression derived in this section. It provides a formal 
expression for the sensitivity of the absorption-based sensor employing a thin sensing film 
deposited on a planar waveguide structure (see Fig. 2.7). It contains all quantities relevant 
to the description of the sensor unit. In the following section, a number of aspects of this 
formula will be discussed.

2.2.7 N um erical analysis of sensor sensitivity

Expression (2.55) implies that the sensitivity of the absorption-based sensor has a number 
of contributions, each originating from different parts of the sensor system. The influence 
of the particular geometrical configuration of the sensor system is represented by the fac­
tor Pin7in7out- The geometrical configuration also determines the value of the propagation 
constant N y, i.e., it dictates which mode (or a set of modes) is excited in the waveguide 
structure to facilitate the interrogation of light with the sensing layer. The “quality” of the 
interrogation provided by this mode is quantified by the confinement factor T s.

The location of the parameter L  in the expression for S(ca) suggests that when the 
argument of the exponential factor is sufficiently small, the sensitivity is proportional to L. 
This means that the sensitivity of the absorption-based sensor can be increased by providing 
longer interaction length, which is commonly used in absorption-based sensors employing 
fibre optics and the evanescent-wave absorption [3, 13, 15, 28]. However, this increase in 
sensitivity is not unlimited. In particular, due to the exponential factor, the sensitivity starts 
to decrease after some critical interaction length has been reached. This length can be easily 
calculated from (2.55), provided that all the particular values of the involved parameters are 
known.

The sensitivity of the sensor system is proportional to the relative sensitivity So. of the 
medium comprising the sensing layer to the changes in the analyte concentration. This is 
reasonable because a greater response of the sensor system is expected if the sensing medium 
itself responds to the concentration changes with greater magnitude.

<L
N 1t

(2.55)
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Formula (2.55) also suggests that when the product fL  is small, e.g., for a very weak 
absorption a s or a very short interaction length L, the sensitivity is proportional to the ratio 
between the confinement factor T s and the propagation constant N y of the mode providing 
the interrogation [1]. This is also understandable, since greater sensitivity can be expected if 
the amount of interrogating light confined in the sensing layer is larger. To provide a better 
understanding of the properties of the confinement factor, the following discussion focuses 
on the analysis of a number of numerical examples. The results were obtained from a self- 
developed code written in Matlab.

Confinement factor

Since the multimode waveguide platforms are of main interest in this work, the thickness 
of the guiding layer is chosen sufficiently large to fulfill this requirement. The following 
analysis focuses on the distribution of the confinement factor among the guided modes of the 
multimode waveguide structure. The structures under consideration are the same as those 
analysed in Sec. 2.2.3. Their optical and geometrical parameters are summarised in Table 2.1.

Firstly, it is shown that the distribution of the values of the confinement factor among 
the guided modes does not significantly depend on the thickness tg of the guiding layer. To 
demonstrate this im portant property of T s, two values of tg are considered in this example, 
namely tg = 5 fim  and tg =  25 /¿m.

50 60 70 80
incident angle 0 [deg]

50 60 70 80
incident angle 0 [deg]

Figure 2.8: Distributions of the values of the confinement factor T s among the guided modes 
of the waveguide structure. Lines correspond to the waveguide structure whose thickness of the 
guiding layer is tg = 25 /xm, while symbols correspond to the situation where tg = 5 /xm. Graphs 
(a) and (b) correspond to the waveguide structures whose parameters are listed in Table 2.1(a) 
and (b), respectively.

Figure 2.8 shows the distributions of the values of the confinement factor T s among the 
guided modes of the waveguide structure characterised in Table 2.1. Rather than using the 
propagation constant N y as the parameter characterising the particular guided mode, the 
incident angle S? which is related to N y by (2.30), is considered. The lines correspond to 
the waveguide structure with tg = 25 /¿m and represent the distribution of T s across the 
quasi-continuous spectrum of the guided modes. The symbols correspond to tg =  5 /im and 
show how the confinement factor is distributed among the discrete modes.
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The insets of the graphs in Fig. 2.8 show that the confinement of the field inside the 
sensing layer is generally greater when the thickness of the guiding layer is smaller. This is 
understandable, since the thinner guiding layer provides less “space” to store the energy of 
the electromagnetic field. This implies that a greater proportion of the optical energy can be 
confined in the sensing layer.

Although the absolute values of the confinement factor depend significantly on the thick­
ness of the guiding layer, this is not true for its profile, i.e., for the normalised values T s> 
A  very good agreement between the distributions depicted by lines (tg = 25 /¿m) and symbols 
(tg =  5 fim) demonstrates that the profile of the distribution of T s among the guided modes 
does not change with the thickness of the guiding layer.

The graphs in Fig. 2.8 also suggest that particular modes exist whose confinement factor 
is significantly greater than that for the rest of the modes. It is found that the incident angle 
associated with these modes is slightly below the critical angle 0scg of the SL/GL interface, 
which is equal to 6scg & 70.7° for the particular parameters used in this calculation. These 
modes were already mentioned in Sec. 2.2.3. It was pointed out that the field corresponding 
to these modes (see Fig. 2.6, graphs (2)) has an enhanced magnitude in the sensing layer. Due 
to this enhancement, these modes should exhibit greater values of the confinement factor, 
which is clearly demonstrated in Fig. 2.8.

Sensitivity

The distributions of the sensitivity among the guided modes are shown in Figs. 2.9 and 2.10 for 
the structures characterised by the parameters listed in Tables 2.1(a) and 2.1(b), respectively. 
The distributions were calculated using equation (2.55). Similarly to the confinement factor, 
the profile of the sensitivity does not significantly change with the guiding layer thickness. 
This is demonstrated by a very good agreement between the profiles depicted by lines (tg = 
25 /im) and symbols (tg = 5/zm).

As follows from Eq. (2.55), the parameter plays a significant role in the evaluation of 
the sensitivity. For example, for a very short interaction length L  or a very weak absorption 
of the sensing layer, the exponential factor in (2.55) can be approximated by unity and so 
the sensitivity is proportional to the ratio T s/N y. This ratio is plotted in Figs. 2.9 and 2.10 
by the solid line. It can be again concluded that those modes, whose incident angle 60pt is 
slightly below the critical angle 0scg, exhibit significantly greater sensitivity than the rest of 
the modes.

The situation changes when a non-zero value of the parameter is chosen. This is 
demonstrated by the dotted (£L =  0.2), dashed (£L =  0.5) and dash-dotted (£L =  1) lines 
in Figs. 2.9-2.10. These lines show that the enhanced sensitivity provided by these “more 
sensitive” modes diminishes as the value of the product increases. This can be understood 
from the point of view that the energy stored in these “more sensitive” modes is attenuated 
faster than that for the rest of the modes (because there is mode energy confined in the 
absorbing layer). After a certain critical propagation distance L c is reached, the total amount 
of energy carried by these modes becomes less than that of the other modes. Consequently, the 
modes characterised by the incident angle 6 «  0opt (see Figs. 2.9-2.10) become less sensitive 
for L > L c. The critical distance L c can be deduced from the analysis of Eq. (2.55), provided
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that all the remaining parameters are known. For the set of parameters used in this analysis, 
L c can be taken to be such that the critical parameter £LC is equal to approximately 0.5, as 
indicated by the dashed line in Figs. 2.9-2.10.

It is im portant to emphasize that the value of the critical parameter £LC depends on the 
thickness of the guiding layer. This is due to the fact that the magnitude of the ratio T s/N y  
depends on the guiding layer thickness, as discussed above. As the thickness of the guiding 
layer increases, the absolute values of the ratio T s /N y decrease (but not the profile, as men­
tioned earlier), and so the critical value of the parameter £LC increases. For these reasons, 
the values of £LC considered in the calculations leading to the graphs in Figs. 2.9 and 2.10 are 
not to be understood as absolute measures but only as parameters suitable for the numerical 
demonstration of the features discussed above.

■a 3

.......jeO.O
CD 

__
1_

1! 1 1 '
Ç L - 0  -

r<NOII

t —- Ç L = 0.5
Jj ..... 4 L = 1

-  Iji i : —

- 0 ^ .  m ec8 -

- o oD^ y  i' -

, 1 , 1 , *
40 50 60 70 80

incident angle 0 [deg]

(a)

90

•a 3

1 1 1 1 r  1

0 : __
opt:

1 ' 

Ç L - 0  - 
^ L = 0.2 _  
Ç L = 0.5 

=  1

-

-

-A -A -A  A A - A - A - i - A i A i  • _  

. 1 , 1
40 50 60 70 80

incident angle 0 [deg]

(b)

90

Figure 2.9: Distributions of the values of sensitivity 5  among the guided modes of the waveguide 
structure. Lines correspond to the waveguide structure whose thickness of the guiding layer is tg = 
25/im, while the symbols correspond to the situation where tg = 5/Ltm. Graphs (a) and (b) 
correspond to TE and TM polarisations of the interrogating light, respectively. The parameters 
characterising the structure are listed in Table 2.1(a). Different types of lines correspond to different 
values of the parameter £L, as shown in the legend.
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Figure 2.10: The same as in Fig. 2.9, except the parameters characterising the structure are listed 
in Table 2.1(b).
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2.2.8 Sensitivity  of the  sensor system  based on ray optics

In the previous sections, the sensitivity of the waveguide system under consideration was 
analysed using a rigorous electromagnetic theory. The analysis was built on the description 
based on electromagnetic waves. It was shown that the confinement factor, which describes 
the fraction of the electromagnetic energy stored within the sensing layer, played a funda­
mental role in the quantitative description of the sensitivity of the absorption-based sensor 
system.

The procedure which enables one to calculate the confinement factor for an arbitrary 
waveguide structure is rather complicated and requires several steps. Specifically, the com­
plete set of guided modes has to be found and the field distribution for each mode has to be 
evaluated. Subsequently, the integration of the field across the waveguide structure has to 
be performed which provides the quantities necessary for the evaluation of the confinement 
factor. If this procedure was to be kept rigorous for every waveguide structure, it would be­
come more elaborate and time consuming, especially for the structures with thicker guiding 
layers, i.e., those with greater number of guided modes.

It was shown that the profile of the confinement factor across the guided modes does not 
vary significantly with the thickness of the guiding layer. This is rather fortunate as it enables 
one to evaluate the profile for a structure with a relatively low number of modes, e.g., 50-100, 
and then to use the characteristic features of the profile for structures with a much greater 
number of modes. This section shows that there is another, much simpler and faster way of 
obtaining the profile of the sensitivity among the guided modes, which is especially useful 
for highly multimode waveguide structures. It is based on the analysis of reflectivity of the 
part of the waveguide structure containing the absorbing (sensing) layer. This approach is 
closely related to the ray model of the electromagnetic field propagation along the waveguide 
structure.

As shown in Fig. 2.7, the propagation of the electromagnetic field along the waveguide 
structure can be depicted by a ray of light propagating in a “zig-zag” manner. A detailed 
diagram illustrating the reflection of the beam from the part of the structure containing the 
absorbing (sensing) layer is shown in Fig. 2.11. The original multilayer system consisting 
of M  layers is divided into three parts—the guiding layer itself, i.e., the layer with the largest 
refractive index, the multilayer system I containing the absorbing layer, and the multilayer 
system II. The light beam of intensity Im interrogates the multilayer system I at the incident 
angle 0 and is reflected. If the reflectivity of the multilayer system I is denoted by R (0 ), the 
output intensity of the reflected beam can be written as 7out =  R(0)I[n.

Reflectivity

The reflectivity R(0) of the multilayer system I can be obtained using the same matrix 
formalism that was used for finding the guided modes (see Secs. 2.2.1- 2.2.2). The field in the 
guiding layer is decomposed into the s and p polarised waves propagating both up and down,
i.e., in the negative ( - )  and positive (+) z directions, respectively. If their corresponding 
magnitudes are denoted by £ g , s ±  and £ g , p ± ,  where the subscript g refers to the guiding layer, 
the vector A g (see Eq. (2.20)) can be written as

Ag  =  [£9,0+) (2.57)
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m ultilayer system  I

m ultilayer system  II

sensing (absorbing) 
layer

interrogating beam 

\  guiding layer

Figure 2.11: A detailed diagram of the beam interrogating the part of the waveguide structure 
(multilayer system 1) containing the absorbing (sensing) layer.

The field in the surrounding medium is described by an exponentially decreasing function, 
and so the vector A q can be written in the same way as in (2.24), i.e.,

¿ 0  =  [ 0 , £ ( m - > 0 A p - ] T  

These vectors are related by an equation similar to (2.25), i.e.,

■Aß =  LgAg ,

(2.58)

(2.59)

where the matrix L g is obtained from Eq. (2.26). When the matrices Dj and P j, which are 
respectively defined in (2.21) and (2.22), are evaluated for the absorbing layer, i.e., for j  =  s, 
the complex refractive index of the absorbing layer, i.e., n s + ik s has to be taken into account.

The reflectivity of the multilayer system I can be easily obtained from Eqs. (2.57-2.59). 
After some simple manipulation, the reflection coefficients for the 5 and p polarised waves 
can be written as

r P =

¿ J,12

^ 9 ,« - L 9, H

£».P+ _ L g ,  34

L g ,  33

(2.60)

Consequently, the reflectivities of the s and p polarised waves/rays, which are defined as the 
square of the modulus of the reflection coefficients, can be calculated from

R s  =  | r R p  — \rp\ (2.61)

Sensor sensitivity

W ith reference to Fig. 2.7, the light beam interrogates the sensing layer v times along the 
interaction length L. Using simple geometry, the number v of reflections can be approximated
by

L  (2.62)
2tg tan 6

where 0 is the incident angle of the light beam, tg is the thickness of the guiding layer (see 
Fig. 2.11) and [x]  ̂ represents the value of x  rounded up to the nearest integer number.

61



2.2. THEORY OF ABSORPTION-BASED SENSORS L\ Polereckÿ

Due to the fact that after each reflection the power carried by the beam is attenuated by 
the factor R , the attenuation factor T  considered in Eq. (2.36) can be written as

T ra y  =  R v. (2.63)

The subscript ‘ray’ is associated with the fact that the expression for the attenuation factor 
is based on ray optics. Substituting this expression into (2.40), the sensitivity of the sensor 
system based on ray optics can be written as

S r a y { c A )  C* S a 3 L  "Tray
dR

1 (2.64)
tan#

The negative sign originates from the fact that the derivative d R /d n s is always negative. 
Equation (2.64) represents the ray-optics equivalent to Eq. (2.55).

Equations (2.55) and (2.64) provide formal expressions for the sensitivity of the absorption- 
based sensor which are based on the wave and ray descriptions of the sensor operation, re­
spectively. In order to compare these two expressions directly, equation (2.55) needs to be
rewritten. Considering that the attenuation factor T  is given by (2.50), S ( c a ) based on the 
wave approach can be written as

$wave(c /l)  ~ S a s L  Twave T • (2.65)
y

Consequently, the sensitivity of the sensor system can be formally written as

‘S'app(cA) OC ~ S a s -^TappQ appj (2 .66)

where the subscript “app” is equal either to “ray” or “wave” , depending on which approach 
to the description of the sensor operation is opted for. The quantities Qapp in (2.66), are 
defined as

Qray — D
ÖR
ÔK,

and Qwave =  (2.67)
tan 9 "  c N y

as follows from the comparison of Eqs. (2.66), (2.64) and (2.65). The attenuation factors 7^ay 
and 7wave are given by (2.63) and (2.50), respectively.

A comparison of expressions (2.55), (2.64), (2.65) and (2.67) implies that the sensitivity 
of the sensor is proportional to the quantities Qray and Qwave when the ray and wave-based 
approaches to the sensor operation are considered, respectively. When a short interaction 
length L and weak attenuation in the sensing layer are considered, the value of the param­
eter in (2.55) is small and consequently the exponential factor can be approximated by 
unity. Similarly, a short interaction length implies that v can be considered to be equal to 
unity and weak absorption guarantees that 7^ay ~  1 holds very well. Combining both of 
these assumptions, the sensor sensitivity is found to be proportional to the quantity Qapp. 
In particular, the angular dependence of the sensitivity is determined directly by the angular 
dependence of the quantity (2 app.

To check this conclusion, the angular distributions of Qray and Q wave are plotted for the 
structure characterised in Table 2.1(a). The results are shown in Fig. 2.12. It can be seen 
that the angular distributions of Qray and Qwave are in excellent agreement. This agreement
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Figure 2.12: An example of the angular distributions of the quantities Qray and Qwave defined 
in (2.67), both for s and p polarised light. The distributions were calculated for the waveguide 
structure characterised in Table 2.1(a). In the evaluation of Qray, the reflectivity R  and its 
derivative d R / d K s were calculated using the value k8 = 0 .001 .

justifies the consistency between the ray and wave approaches to the analysis of the sensor 
performance in the approximation of short interaction length and weak absorption.

The quantitative results provided by (2.66) and (2.67) differ when longer interaction 
lengths or greater absorption in the sensing layer is considered. This is demonstrated in 
Fig. 2.13, where the angular distributions of the sensitivity based on the ray and wave ap­
proaches are plotted. The sensitivity calculated using the wave-based approach (Eq. (2.65)) 
is plotted by symbols. Different symbols correspond to different values of the parameter £L, 
which is the product of the interaction length and the parameter £ characterising the absorp­
tion properties of the sensing layer (see (2.56)). The sensitivity calculated using the ray-based 
approach (Eq. (2.64)) is plotted by lines. Different lines correspond to different values of the 
parameter v characterising the number of reflections of the interrogating light ray.
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Figure 2.13: A comparison of the angular distributions of sensitivity obtained either by the ray 
approach (based on Eq. (2.64)) or the wave approach (based on Eq. (2.55)). The calculation was 
performed using the parameters specified in Table 2.1(a). Graphs (a) and (b) correspond to s (TE) 
and p (TM) polarisations of the interrogating light, respectively. In the evaluation of Sray, the 
reflectivity R  and its derivative dR/dK,s were calculated using the value k8 =  0.001.
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It can be seen that the ray-based sensitivity 5 ray matches the wave-based sensitivity very 
well if a small number of reflections and a small value of the parameter £L are considered, 
as concluded above. However, for a greater number of reflections and greater values of 
the discrepancies between the attenuation factors 7 ây and 7^ ave become more pronounced, 
which is reflected in the differences between 5ray and 5wave. This is evident from the graphs in 
Fig. 2.13, where the lines do not follow the patterns given by the symbols very well, especially 
for smaller incident angles.

Despite the discrepancies discussed above, the ray model provides a very good approxi­
mation for the sensitivity of the sensor system, especially when a small number of reflections 
and weak attenuation of the sensing layer are considered. In the highly multimode waveguide 
platforms, which are of main interest in this work, the number of reflections approximated 
by (2.62) is always small and so the sensitivity of the sensor can be analysed by looking at 
the properties of the quantity Qray defined in (2.67). This will be the focus of the following 
section.

2.2.9 N um erical analysis of sensitivity  based on ray optics

This section focuses on the numerical analysis of the quantity Qray for structures typically 
used in the laboratory where this research was conducted (see Sec. 2.2.3).

A typical structure consists of a glass slide of refractive index ng = 1.515, which functions 
as a thick waveguide platform. The slide is coated with a thin sol-gel layer of refractive 
index ns =  1.43 4- ¿«s, which forms the sensing layer. By a standard dip/spin-coating depo­
sition technique, thickness values of the sol-gel layer in the interval 200-900 nm can be easily 
achieved. In the numerical examples, two values, namely t s = 0.3 /im and t s = 0.8 /¿m are 
considered, the former representing a thin sensing layer, the latter a thick sensing layer. The 
sensing layer is covered by air (n a = 1.0) or water (nw = 1.33). The interrogating light is 
firstly assumed to be monochromatic with wavelength A =  543.5 nm. The light originating 
from a broader band source, such as an LED, will be considered later in this section. The 
parameters characterising the structure under consideration are summarised in Table 2.3.

parameter value parameter value

n0 n a =  1.0 no n a =  1.33
n \ n s =  1.43 +  i k s n  i n s =  1.43 +  i k s

n2 n g =  1.515 n2 n g — 1.515

h t 3 =  0.3 or 0.8 /im h t 8 =  0.3 or 0.8 / i m

A A =  543.5 nm A A =  543.5 nm

(a) (b)

Table 2.3: Parameters used in the numerical example. Tables (a) and (b) correspond to the 
situations where the sensing layer is covered by air and water, respectively.

Monochromatic light source

The angular distribution of the quantity Qray is shown in Fig. 2.14. To provide a better com­
parison of the distributions for the different thicknesses of the sensing layer, the normalised
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quantity Qmy/ t s has been plotted. As can be seen from the graphs, the quantity Qray exhibits 
a distinct peak at an optimum angle of incidence, which is denoted by 0opt,i- This peak is

incident angle 0 [deg] 

(a)

incident angle 0 [deg]

(b)

Figure 2.14: Angular distributions of the quantity Qray defined in (2.67) for two different thick­
nesses ts of the sensing layer. The graphs (a) and (b) correspond to situations where the sensing 
layer is covered by air and water, respectively. The detailed description of the structure under 
consideration is summarised in Table 2.3.

more pronounced and shifted closer towards the critical angle 6scg for thicker sensing layers. 
The comparison of the solid and dashed lines suggests that the optimum sensitivity of the 5 
(TE) polarised waves is slightly greater than that of the p (TM) polarised waves. The graphs 
also demonstrate that the quantity (5 ray at the optimum angle 0Opt,i is significantly greater 
than at angles greater than the critical angle 0scg, especially for thicker sensing layers. This 
suggests that in the sensor systems with a fewer reflections, the sensitivity can be reasonably 
enhanced by adjusting the incident angle of the interrogating light to this optimum value 
rather than employing the evanescent-wave sensing scheme.

Broad band light source

Until now, the light interrogating the sensing layer was considered to be monochromatic. 
Although this is a good approximation for applications employing lasers as the light sources, 
light emitting diodes (LEDs) are preferable sources in the sensor systems where the cost and 
the overall dimensions are of concern [29]. LEDs are characterised by a broader emission 
spectrum, with a typical bandwidth in the range of 50-100 nm. To demonstrate the influence 
of the spectral width on the angular profile of the quantity Qray? sources with different spectral 
characteristics are considered, as shown in Fig. 2.15.

The first source is an LED whose emission spectrum falls in the range of 540-640 nm and 
reaches the maximum at 570 nm, as shown by the solid line. This spectrum corresponds to 
a commercially available yellow-green LED. The second source has a hypothetical emission 
spectrum ranging from 540 to 640 nm with uniformly distributed intensity, as shown by the
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wavelength A, [nm]

Figure 2.15: Spectral characteristics of different light sources considered in the numerical analysis.
The dotted and solid lines correspond to the laser and yellow-green LED, respectively. The dashed 
line corresponds to a hypothetical source with uniform spectrum in the range from 540 nm to 
640 nm.

dashed line. For comparison, the monochromatic light of wavelength A =  570 nm (dotted 
line) is also considered in the following analysis.

The evaluation of the quantity Qray for the broad band spectrum light source is performed 
according to the following steps. Firstly, the distribution Qra,y {6 ,\)  is evaluated for every 
wavelength within the range of the source spectrum .6 Because the light originating from 
the broad-band sources like the LED can be assumed to be incoherent, the total value of 
the quantity Qva,y (0) at the particular angle can be calculated as the weighted average of all 
values Qray(#5 A), with the weighting function being directly proportional to the spectrum of 
the source, i.e., Qray($) oc f  dA /(A)Qray(0, A), where 1(A) denotes the spectrum of the broad 
band source.

incident angle 0 [deg] incident angle 0 [deg]

(a) (b)

Figure 2.16: Examples of angular profiles Qray(0) calculated for the sources whose spectral char­
acteristics are depicted in Fig. 2.15. The graphs (a) and (b) correspond to the s and p  polarisations, 
respectively. The refractive indices characterising the structure are listed in Table 2 .3 (a). See text 
for further details.

Figure 2.16 shows the comparison of the profiles of the quantity Qray(0) calculated for the

6In practice, the spectral range is divided into a large num ber of discrete wavelengths.
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sources whose spectral characteristics are depicted in Fig. 2.15. The graphs were calculated for 
the structure whose refractive indices are summarised in Table 2.3(a). It is important to note 
that the dispersion of the material refractive indices over the spectral range of wavelengths 
was neglected in the calculation. This was assumed both for the real and imaginary parts of 
the refractive indices. Although the latter case corresponds to a rather unrealistic situation 
where the medium comprising the sensing layer has uniform absorption over the spectral 
range of the source, the assumption is adequate to demonstrate the feature that will be 
highlighted below. The thickness of the sensing layer used in the calculation was ts =  0.8 ¡im.

As can be seen from the graphs, the angular dependence of Qray does not vary significantly 
if the light interrogating the sensing layer is monochromatic or that with the broader spectral 
range, such as those shown in Fig. 2.15. In principle, the change introduced by the broad 
spectrum is manifested as a slight decrease of the peaks’ height. For example, when the 
source with the LED spectrum is considered, the peak in Qray(^) corresponding to the most 
sensitive angular range is only slightly reduced in comparison with the peak corresponding 
to the monochromatic source. This change, along with a small angular displacement of 
the peaks, is more evident if the spectrum of the source is broadened further. However, 
practically speaking, the spectral width of the light interrogating the sensing layer does not 
play a significant role in the angular distribution of the quantity Qray and hence in the angular 
profile of the sensitivity of the sensor system with a short interaction length L.

This conclusion can have im portant implications in the design of a low-cost and portable 
sensor system. Obviously, using an LED as the source of the light interrogating the sensing 
layer would be beneficial, as the power consumption, size and overall cost could be kept very

2.3 Optim isation strategy

In section 2.2, formal description of the operation of the absorption-based sensor system em­
ploying a planar waveguide structure was developed and analysed in detail. General formulae 
were derived which describe the sensor sensitivity as a function of the parameters characteris­
ing the waveguide structure. Several numerical examples were examined and typical features 
provided by the formulae were described. In this section, these observations are compiled into 
a set of rules that should be considered in order to design a sensor system with optimised 
sensitivity.

The following discussion focuses on multimode planar waveguides as they are of primary 
interest to the laboratory where this research was conducted. This platform provides certain 
advantages which are discussed below.

Firstly, the preparation of a multimode waveguide structure, such as that depicted in 
Fig. 2.2, is relatively simple. It does not require any complicated technological procedures, 
such as complicated deposition techniques which require vacuum chambers and extreme tem­
peratures, or rather expensive technology for creating buried or ridge waveguide channels 
which employ photolithography, etching, UV curing, etc. An example of a simple planar 
waveguide platform comprises a glass slide which is, indeed, readily available in high vol­
umes and at a very low price. Another, more advanced platforms could be manufactured by 
means of injection molding or hot embossing into plastic which are easily applicable for mass
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production.
The second advantage is related to the deposition of the sensing layer itself. When using 

waveguide structures such as a glass slide or a planar waveguide obtained by injection molding, 
the spin or dip-coating deposition techniques are very convenient for producing high quality 
(optical and mechanical) sensing layers at very low cost [30].

Another advantage lies in the ease of implementation of the multimode sensor element 
in a compact optical sensor system. The requirements on the precision, stability and repro­
ducibility of the alignment are very large for sensor systems employing platforms with one or 
a very low number of modes. Difficulties related to the efficient coupling of the light into the 
guided mode(s) are inherent in such structures. Moreover, such platforms are very sensitive 
to the environment, e.g., to the variations of the ambient temperature.

Last but not least, multimode waveguide platforms are attractive when the overall size 
and cost of the sensor system are taken into account. Firstly, a platform with a low number 
of modes is expensive to manufacture. Secondly, lasers or laser diodes need to be employed 
as such a platform requires high quality light sources (low divergence of the beam, narrow 
spectral bandwidth). Although laser diodes are small, compact and already available at high 
volumes, they are still relatively expensive and their operation is prone to various factors, 
such as temperature variations, power supply stability, etc.

Considering these reasons, a sensor system based on an LED and a multimode pla­
nar waveguide structure could be an attractive candidate for a compact, cost effective and 
portable absorption-based optical sensor system.

It was found that by using a sensing layer whose refractive index is lower than that of 
the guiding layer and whose thickness is in the order of the interrogating light wavelength, 
significant enhancement in the sensor sensitivity can be achieved for a particular range of 
incident angles, or, in other words, by using a certain range of guided modes of the waveg­
uide structure for interrogating the sensing layer. The word ‘range’ is im portant here as it 
allows for some tolerances in the mechanical adjustment of the optical configuration without 
a serious impact on the sensor performance. The enhancement in sensitivity is more pro­
nounced for thicker sensing layers. However, using a thicker layer might imply some negative 
drawbacks when the sensor response time, which is usually determined by the speed of the 
analyte diffusion into the sensing layer, is of concern. Therefore, the thickness of the sensing 
layer should be tailored with care. Furthermore, as highlighted in Sec. 2.2.9, a light source 
with a broad band emission spectrum (up to approximately 100 nm) does not introduce any 
significant drawbacks in the optimum sensor performance, which makes the use of the LEDs 
in the absorption-based optical chemical sensor systems feasible.

2.3.1 Ideal sensing elem ent

In this section, a strategy is proposed that could be applied in the design of an absorption- 
based optical sensor system employing an ideal multimode planar waveguide structure as the 
sensing element and an LED as the source of the interrogating light. In this context, the 
word ‘ideal’ refers to the assumption that the parameters characterising the sensing element, 
such as the refractive index or thickness of the sensing layer, are known or can be tailored 
with absolute accuracy. The discussion concerning the 1real’ sensing element, i.e., a sensing
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element whose parameters can be tailored only with a limited accuracy, will be presented in 
the next section.

The primary considerations in the design of the sensing element are, of course, determined 
by the analyte that is to be sensed. This dictates the particular chemistry involved in the 
preparation of the material comprising the sensing layer. This is, however, beyond the scope 
of this work and will not be discussed in detail here. The only implication, which is relevant to 
the further considerations and provided by this “chemistry step” , is given by the absorption 
spectrum of the sensing layer, as it determines the choice of the source of the interrogating 
light.

A typical situation in absorption-based sensing is that a part of the absorption spectrum 
of the sensing layer undergoes significant changes upon interaction with the analyte. These 
can be, for example, in the form of an absorption peak decreasing or increasing in intensity 
with the change of the analyte concentration. It is therefore desirable that the emission 
spectrum of the LED overlaps well with this absorption peak. Understandably, the optimum 
overlap cannot always be achieved, but the range of LEDs available on the market is wide 
enough to meet the requirements of most of the sensing materials.

Once, the sensing material and the light source are selected, the refractive indices of all 
involved materials have to be determined. To achieve the effect of enhanced sensitivity, it is 
desirable that the refractive index of the sensing material be lower than that of the guiding 
layer, and, of course, greater than that of the environment containing the analyte, such as 
air, water, etc.

After all the above mentioned parameters are determined, the optimisation procedure is 
left with two free parameters that can be varied in order to optimise the sensor sensitivity, 
namely the thickness t s of the sensing layer and the incident angle 6 at which the light 
interrogates the layer.

As mentioned previously, due to response time considerations, it is desirable that the 
sensing layer would be as thin as possible. This is determined by the fact that the analyte 
is required to diffuse into the sensing layer in order to induce the changes in its absorption 
coefficient. However, as found in the theoretical analysis in Sec. 2.2, the enhancement of 
sensitivity at the optimum incident angle is more pronounced when the sensing layer is 
thicker. Consequently, a trade-off between these two opposite requirements has to be found. 
This requires that the diffusion properties of the sensing material are known and that the 
thickness of the sensing layer can be tailored within a reasonable range, typically 0.2-1 /¿m.

Once the thickness of the sensing layer is determined, the optimum angle of incidence 0Opt,i 
can be found by simply plotting the function Qray (0) for the given set of parameters and taking 
its maximum, as shown for example in Fig. 2.16. By configuring the optical set-up of the 
sensor system in such a way that the light interrogates the sensing layer at this optimum 
angle, the sensor performance with highest sensitivity can be achieved.

As mentioned in Secs. 2.2.7 and 2.2.9, this is true only if the number of reflections is 
sufficiently small (refer to Eqs. (2.62-2.64)) or, more specifically, if the quantity £L (T S/N y) 
in Eq. (2.55) is sufficiently small so that the attenuation factor T  is close to unity. If this is 
not the case, the function S(0) given by (2.55) has to be calculated rigorously. This rigorous 
analysis is necessary because it has been shown that the enhancement of sensitivity at the 
optimum angle 0Opt,i is reduced for longer interaction lengths, i.e., for greater values of the

69



2.3. OPTIMISATION STRATEGY E. Polerecky

parameter (see, for example, Fig. 2.9). However, in many practical situations, one will 
not come across this issue very often.

In some situations, the adjustment of the incident angle 0 might not be completely free. 
For example, due to some mechanical limitations or other restrictions, the incident angle 
might have to be fixed, or variable only within a small range. In this case, the optimisation 
procedure would be the reverse of that previously proposed. Firstly, the incident angle would 
be taken as the fixed parameter (desirably lying in the region Oc9 < 0 < 6SC9 !), and then the 
numerical analysis based on either (2.64) or (2.55) would reveal the optimum value of the 
sensing layer thickness.

In both cases, each value of the sensing layer thickness ts has its corresponding value of 
the optimum incident angle 0opt)i, and vice versa. An example of the dependence of 0Opt,i 
on t s for the waveguide structures characterised in Table 2.1 is shown in Fig. 2.17. Similar 
curves can be found for any other parameter selection.

ts Dim]

Figure 2.17: An example of the dependence of the optimum incident angle 0Opt,i on the thickness 
of the sensing layer ts calculated for the waveguide structure characterised in Table 2.1. The solid 
and dashed lines correspond to the s (TE) and p (TM) polarised light, while the crosses (x )  and 
circles (o) correspond to the situation where the sensing layer is covered by air (na = 1 .0) and 
water (nw =  1.33), respectively.

As can be seen from the graph, the values of the optimum angle are practically the 
same for both s and p polarisations. This is convenient from the point of view that there 
is no need to include a polariser in the design of the sensor system based on LEDs, which 
produce unpolarised light. As it was shown in Secs. 2.2.7 and 2.2.9, the optimum sensitivity 
for the s polarised light is slightly greater than that for the p polarised light. However, the 
difference is not so large as to suggest that the use of the 5 polarised light should be preferable 
in comparison with the unpolarised light.

Another interesting feature demonstrated by the graph in Fig. 2.17 is that the difference 
between the optimum angles corresponding to the situations where the sensing layer is covered 
by air ($opt)> or water (0™pt), is only about 1-3 degrees for a rather large range of the sensing 
layer thicknesses. This means that if one specifies a tolerance on the divergence of the light 
beam produced by an LED to approximately 1-3 degrees, adjusting the incident angle of 
the interrogating light to the value (0Jpt + 0™pt)/2 would result in a system whose sensitivity
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would be enhanced for both the gaseous and liquid environments covering the sensing layer. 
Understandably, the enhancement would not be as large as possible. However, the fact that 
the sensor performance would be close to optimised for both environments could make the 
sensor system very attractive in various applications.

2.3.2 Real sensing elem ent

In the previous section, the optimisation strategy for an ideal sensing element was described. 
In practical situations, however, the parameters characterising the sensing elements, i.e., the 
waveguide structure with the sensing layer, are only ever known with some limited level of 
accuracy. For example, due to various chemical procedures involved in the preparation of the 
sensing layer, the value of its refractive index might be prone to slight variations. Moreover, 
even if the best of care is taken during the deposition process, the thickness of the sensing 
layer can vary even among the sensing elements prepared in one technological step. As follows 
from the theoretical analysis of the sensor sensitivity, both of these variations can influence 
the overall performance of the sensor system.

Another problem arises from the fact that the output signal V  of the sensor system is 
determined by the light intensity. Understandably, the intensity of the light entering the 
photodetector is not only determined by the attenuation inside the waveguide system, but 
is also prone to any minor discrepancies in the alignment of the sensing element. This is 
probably one of the major problems in the sensor systems based on the measurement of the 
light intensity.

To better explain what is meant by the ‘discrepancies in the alignment of the sensing 
element’, it is necessary to give an example which is based on practical experience. In the 
example, two identical sensor systems and two identical sensing elements are considered, 
denoted by 1 and 2, respectively. The following question arises: if the sensing element 1 
is incorporated into the sensor system 1 and the same for the sensing element and sensor 
system 2, how likely is it to obtain identical output signal readings for identical analyte 
concentrations? The answer is that the likelihood depends on how identical the positioning 
of the sensing elements in the sensor systems is. In other words, the output signals from 
the two sensor systems will most likely be different, as it is almost impossible to align both 
sensing elements exactly in the same way.

This section provides a detailed discussion of the influence of the above mentioned mis­
alignments and uncertainties on the stability and, more importantly, the reproducibility of the 
output signal. Furthermore, a solution to overcome these drawbacks is proposed. Due to the 
nature of the difficulties, the solution is based on redefining the criterion for the optimisation 
of the sensing element.

Firstly, the above mentioned factors influencing the output signal are formally identified 
with the quantities in the equation (2.36). The discrepancies in the alignment of the sensing 
element influence the values of the quantities 7in and 70Ut- This is understandable, since these 
quantities determine the amount of light that is coupled into and coupled out of the sensing 
element, which is sensitive to the positioning of the sensing element. The variations of the 
parameters characterising the sensing element are reflected in the variation of the attenuation 
factor T . This follows from the theoretical analysis in Sec. 2.2.
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Similarly, as in the previous section, it is considered that the thickness of the sensing 
layer ts and the incident angle 0 are the only variable parameters which can be used in the 
optimisation of the sensor sensitivity. The reasons for this are the same as those discussed 
in Sec. 2.3.2. The criterion for the optimum sensing conditions can therefore be redefined 
as follows: the purpose of the optimisation process is to find such sensing conditions that 
would result in large sensitivity to the changes of the analyte concentration, but would be 
insensitive or at least have very low sensitivity to small variations of the variable parameters 
of the sensing element, i.e., t s and 0. Furthermore, the optimisation process should also 
provide a solution to the problem of the dependence of the output signal reading on minor 
misalignments of the sensing element.

In the following analysis, a sensor system employing a small number of reflections is 
considered. Consequently, the quantity Qray can be used as the approximation of the sensor 
sensitivity S. To achieve the first goal, the derivate dQr<iy/dts and its dependence on the 
incident angle is analysed.

Figure 2.18 shows a typical example of this dependence calculated for a sensing element 
characterised in Table 2.3(a). The value of the sensing layer thickness considered in the cal­
culation was ts = 0.6 /im. The derivative dQraiy /d ts was calculated for the 5 (TE) and p (TM) 
polarised light as well as for the unpolarised light.
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Figure 2.18: An example of the derivative dQmy / d t s as a function of the incident angle. The 
arrows indicate the angular positions at which the derivative d Q vay/ d t s is zero. See text for further 
details.

As can be seen from the graph, there are several values of the incident angle (indicated 
by arrows) at which the equation

dQrBy/9ts = 0 (2.68)

is fulfilled. This means that at these angles the sensitivity of the output signal reading to small 
variations of the sensing layer thickness is very small. Although this might seem satisfactory, 
it does not yet fulfill the second part of the criterion. In particular, the graph in Fig. 2.18 
indicates that fulfilling the condition (2.68) is very sensitive to the incident angle. This means 
that to minimise the sensitivity of the output signal to the variations of i s, one would have 
to adjust the incident angle with great precision. Any misadjustment of the incident angle 6 
would increase this sensitivity substantially.

The graph in Fig. 2.19 is similar to that in Fig. 2.18, but in this case three well selected
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values of the sensing layer thickness t s are examined. It can be seen from this graph that the 
equation (2.68) is fulfilled for certain values of the incident angle, which are denoted by 0Opt,li 
and indicated by arrows. However, in contrast to the previous case, the sensitivity of the 
condition (2.68) to the adjustment of the incident angle is eliminated, since the additional 
condition, namely

d2Qm /d tsd8 =  0, (2.69)

holds at these angles at the same time. This suggests that Eqs. (2.68) and (2.69) represent 
the formal representation of the new optimisation criterion dealt with in this section.

incident angle 0 [deg]

Figure 2.19: Examples of the derivative dQrlly/dta as a function of the incident angle for a number
of well selected values of the sensing layer thickness ts and polarisations of the interrogating light.

As demonstrated by Figs. 2.18 and 2.19 and by the above discussion, it is not straight­
forward to fulfill both equations (2.68) and (2.69) simultaneously. In fact, for a given set of 
remaining parameters characterising the sensing element, these two equations can be satisfied 
only at particular values of the sensing layer thickness and their corresponding values of the 
incident angle. For example, for the refractive indices and the wavelength summarised in 
Table 2.3(a), equations (2.68) and (2.69) are fulfilled only for t s = 0.42/im and ts =  0.80/¿m 
for p (TM) polarised light, and for t s =  0.3/¿m for unpolarised light. Furthermore, they 
cannot be satisfied simultaneously for the s (TE) polarised light.

Although this conclusion might seem to be restricting the design of the sensor system, it 
provides clear advantages. Specifically, if the sensing layer thickness and the incident angle 
are selected so as to fulfill Eqs. (2.68) and (2.69), the output signal reading of the sensor 
system will be very insensitive to small variations of ts and misadjustments of 0, which are 
inherent in the processes of the layer deposition and the sensor system assembly, respectively.

For the optical parameters summarised in Table 2.3(a), these “optimum” values of ts 
and 0Opt,n are evident from Fig. 2.19. For illustration purposes, the variation of these values 
with the refractive index of the sensing layer is shown in Fig. 2.20. The graph (a) suggests 
that the value of the optimum thickness, denoted by ts>0pt,n, does not vary significantly 
with the sensing layer refractive index around the typical value of 1.43. Furthermore, it 
lies well within the typical interval of precision of the sensing layer thickness achievable 
by the dip/spin-coating deposition technique. On the other hand, changes in the optimum 
angle 0Opt,n are approximately 5° over the range n s = 1.40-1.45.
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Figure 2.20: An example of i s,opt,ii (graph a) and 0opt,n (graph b) for which Eqs. (2.68) and (2.69) 
are satisfied, as a function of the sensing layer refractive index. The remaining parameters charac­
terising the sensor system are summarised in Table 2.3(a).
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Figure 2.21: A comparison of the angular distributions of the quantity Qray for three different sets 
of the sensing layer thicknesses. The solid lines correspond to the distributions plotted for values 
at which Eqs. (2.68) and (2.69) are satisfied. The dashed and dash-dotted lines correspond to the 
values of the sensing layer thickness which differ slightly from the optimum value. The graphs (a), 
and (b) correspond to p  (TM) polarised light, the graph (c) corresponds to unpolarised light. The 
remaining parameters characterising the sensor system are summarised in Table 2.3(a).
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To explain the advantages provided by the above analysis, the angular distribution of the 
sensor sensitivity is plotted for three different values of the sensing layer thickness around the 
optimum value for which Eqs. (2.68) and (2.69) are satisfied. The sensitivity is approximated 
by the quantity Qvay. The situation is illustrated by the graphs in Fig 2.21. These graphs 
demonstrate that the maximum sensitivity (depicted by bold circles), which is considered as 
the optimum sensitivity for the ideal sensing element, varies significantly even for such small 
changes of the sensing layer thickness as A t s = ±  (20-30) nm. Furthermore, the angular 
position 0Opt,l of this sensing configuration is slightly affected. On the other hand, when 
the sensor operation is shifted towards the angle 0Opt,n (indicated by bold crosses), small 
discrepancies in the sensing layer thickness do not significantly affect the sensitivity of the 
sensor system. Furthermore, the difference in the absolute sensitivity induced by moving 
from the optimum angle 0opt,i to 0Opt,ll is relatively large, especially for the thicker sensing 
layer (compare the values indicated by the circles and the cross in Fig. 2.21(b)). Therefore, 
the decision between the two choices has to be a trade-off between the maximisation of the 
sensor sensitivity and its acceptable variations due to the discrepancies in the sensing layer 
thickness.

The solution to the problem related to the influence of the small misalignments of the 
sensing element on the output signal reading is relatively straightforward. It is suggested 
immediately by the formal expression for the output signal given by Eq. (2.36). As mentioned 
above, the discrepancies in the alignment of the sensing element affect the values of the 
coupling efficiencies 7in and 70Ut- If the values of these parameters for the (slightly) misaligned 
sensing element are denoted by 7in and 70Ut, respectively, it is possible to represent the 
misalignment by a factor /¿, which relates the two situations by 7in7out, =  M7in7out- This 
means that the factor fi is the measure of the difference between the light intensity levels that 
reach the photodetector in both situations. As can be seen from (2.36), these differences can 
be eliminated by adjusting the gain factor j e\ of the electronics circuit to the value 7ei =  7ei//^ 
so as to satisfy the equation

7in7out7el — 7in7out7el* (2.70)

This means that either manual or automatic adjustment of the gain factor of the electronic 
circuit at a certain analyte concentration should result in the same output signal reading for 
the entire range of analyte concentrations.

It needs to be pointed out that this conclusion is slightly modified in real sensor systems 
in which the noise introduced by the electronic circuit is always present. In practice, the level 
of noise of the output signal is proportional to the total amplification of the circuit, which 
is represented by 7ei- Consequently, as concluded above, modification of the amplification 
factor 7ei not only helps adjust the output signal reading, but also influences its level of 
noise and consequently the sensor resolution. For example, the greater is the value of the 
amplification factor, the smaller the resolution of the sensor system that can be expected.

This conclusion along with the results obtained earlier in this section will become clearer in 
Sec. 2.4, where the performance of the sensor system in various configurations is numerically 
simulated.
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2.4 Simulation of sensor performance

In this section, simulations of the sensor performance in various configurations are presented. 
The purpose is to illustrate the theoretical predictions and main conclusions drawn in Secs. 2.2 
and 2.3.

2.4.1 D efinition of m edium  for absorption-based sensing

Before proceeding with the simulations of the sensor performance, it is necessary to define the 
parameters characterising the sensing medium. The medium under consideration is assumed 
to be hypothetical, i.e., the absorption spectrum of the medium and its variation with the 
analyte concentration is assumed to be described by a hypothetical function. Although this 
function does not represent any particular material used in practical applications, it is realistic 
enough to be considered in the calculations of the performance of a real absorption-based 
optical sensor.

The spectral variations of the extinction coefficient ks of the hypothetical medium are 
shown in Fig. 2.22. The values of ks are non-zero only within the region corresponding to 
the emission peak of the light source. The value of the extinction coefficient varies linearly 
with the analyte concentration according to the formula

Ks =  Ks0 + k 'sca [%], (2.71)
where

Kso = 0.5 x 10“3,
/< = 0.5 x HT 5 [̂ cT1].

In other words, the extinction coefficient of the sensing layer varies linearly between 
and 0.001 for the analyte concentrations changing from 0 % to 100 %.
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Figure 2.22: Spectral variations of the extinction coefficient k s of the hypothetical medium 
comprising the sensing layer considered in the simulation. The spectra are plotted for several 
values of the analyte concentration ca, as shown by the legend. The emission spectrum of the 
source (dotted line with points), which corresponds to an LED with peak intensity at 570nm, is 
also plotted.
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2.4.2 Diffusion of analyte into the sensing layer

In the majority of sensor systems based on absorption change of a doped sensing layer in 
response to changes in analyte concentration, the analyte is required to diffuse into the 
sensing layer. The diffusion of the analyte is described by the diffusion coefficient D s. Once 
the analyte is in the sensing layer, it reacts with the analyte sensitive reagent immobilised 
inside the layer. The rate of this chemical reaction can be characterised by the parameter D r . 
When these two processes are combined, the extinction coefficient of the sensing layer changes 
at a rate which can be characterised by the coefficient DK, which is related to D s and D r 
as 1 / D k =  l / D s + 1 /D r . In the following, it is assumed that the reactions leading to the 
modification of the extinction coefficient happen instantaneously, i.e., it is the diffusion rate 
that limits the response time of the sensing element. Formally, this can be represented by 
D$ i.e.,

D k « D s. (2.73)
The diffusion of the analyte into the sensing layer can be described by a one-dimensional 

diffusion equation
dcA(z, t )  _  n d2cA(z, t ) ,0>7/n

dt  ~  3 d z 2 • ( )
In this equation, CA{z,t) denotes the distribution of the analyte concentration across the
sensing element containing the sensing layer in time t. To find the solution to (2.74), boundary
and initial conditions have to be supplied. The solution is subsequently found by applying 
well known techniques of higher level calculus.

In this analysis, two processes are of interest, namely the diffusion of the analyte into the 
layer and the diffusion of the analyte out of the layer into the environment above it. Formally, 
these two processes are characterised by two sets of boundary and initial conditions.

Firstly, the analyte concentration above the sensing layer, which is denoted by c a o , is 
assumed to be constant for a sufficiently long period of time, i.e., until the equilibrium of 
the distribution of the analyte molecules in the sensing layer has been reached. Then, the 
concentration above the sensing layer abruptly changes to its new value, which will be denoted 
by c a i - This can be formally represented by the condition at the boundary of the sensing 
layer and the medium containing the analyte (i.e., the environment) as

cA(z =  0, t )  = (2.75)

where z  =  0 represents the position of the boundary. Furthermore, the guiding layer, which is 
below the sensing layer, is assumed to be impermeable to the analyte. This means that there 
is no diffusion of the analyte occurring at the boundary of the sensing and guiding layers. 
Because this boundary is characterised by7 z  =  t s , this condition can be formally represented
by

dcA{z, t )
= 0, for all t. (2.76)

z= ta

Prior to the abrupt change of the analyte concentration above the sensing layer, the profile
dz  

Le a
of the analyte concentration in the sensing layer was in an equilibrium. In this representation,

7Please avoid confusion between t denoting time and t s denoting the thickness of the sensing layer.
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the initial condition can be written as
cA( z , t = 0) = cA0, for z € (0 , t s), (2.77)
cA{z = 0,i = 0) = cA\.

The process of the diffusion of the analyte into the sensing layer is represented by cao < cai, 
while the reverse process is characterised by cao > cai-

The solution to the diffusion equation (2.74) obeying the boundary and initial condi­
tions (2.75-2.77) can be found as follows. Due to the separable form of the partial differential 
equation (2.74), the function ca(z , ï ) can be written in a factorised form

cA(z , t )  =  Z( z )T( t) . (2.78)
Upon substitution of this function into (2.74) and after some rearrangements, Eq. (2.74) can 
be rewritten in the form

J_idT = Id I Z
D s T d t  Z d z 2 ' 1  ’

Because the left-hand side of this equation is a function of t and the right-hand side is
a function of z, the only chance that they are equal to each other is if they are both equal to
a constant. If this constant is denoted by — £2, the solution to (2.74) can be found by finding 
the solution to the following two differential equations:

^  = —( 2D sT,

:L (2-80)

d ? =

The solutions to the differential equations (2.80) can be found easily. Its general form is
T { t ) = T b(Î)exp(-^si),

(2.81)
Z(z)  =  Zc{£) cos(Çz) + Zs(() sin(£z),

where To(£)> Zc(() and Zs(£) are functions of £ which need to be found from the initial and 
boundary conditions applicable to the function ca(z , î ).

In the preceding derivations, no assumptions were made about the constant -£2. The 
function CA(z,t) in the form (2.78), where Z(z) and T(z) are taken from (2.81), fulfills the 
differential equation (2.74) for any value of £. Consequently, the most general form of the 
function CA{z,t) must be written as

cA(z , t ) = CO + I d^To(i)exp(-i2i)si) [Zc(flcob«*) + 2,(É)sin({z)]. (2.82)
The form of the functions To(£), Zc(£) and Zs(£) is found by the analysis of the initial 
condition.

To find the initial condition in a more convenient form, the function ca(z , t = 0) is ex­
panded beyond the interval z £ (0, t s ), which corresponds to the sensing layer. The expansion, 
which is represented by the function ca{z), is in the form

ca{z) =  cai ïoYz =  2mts ,

cA{z) =  cao for z G (0,2t s) + 4m t s, (2.83)
ca{z) =  2ca \ ~ cao for z € (2ts ,4 t s) + 4m t s,
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where m  = 0, ±1, ± 2 , ,  and 4t s is its periodicity. It is important to note the open intervals 
in the second and third lines of the definition (2.83). For better visualisation of this function, 
its graphical representation is shown in Fig. 2.23. This function is equivalent to the initial 
condition (2.77) at z 6 (0, t s), and also agrees with the boundary condition (2.75) at 2 = 0. 
Furthermore, it fulfills the condition (2.76), which justifies that the choice of this expansion 
is appropriate.
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Figure 2.23: Graphical representation of the function ca(z) (bold dashed line), which is a periodic 
expansion of the function cA(z, 0) (bold solid line) representing the initial analyte distribution across 
the sensing layer. The open points represent those points that do not belong to the lines (see the 
open intervals in Eq. (2.83)). The difference Ac is given by Ac = cAi -  cAo-

Employing Fourier analysis, it follows that the function ca(z) defined in (2.83) can be 
written in the form of the Fourier series

an cos ( 27tn-^— \ + K  sinc A ( z )  =  a 0 +  Y ^

72=1

Using a well known procedure, the coefficients an and bn can be found as

(2.84)

«0 = CAU

an =  - -  [1 -  ( - 1)"] (cai -  cao) n =  1, 2 , . ,
7T

bn = 0, — 1,2,....
(2.85)

By comparing the expressions (2.82) and (2.84), the distribution of the analyte concentration 
in the sensing layer, as a function of time, can be written as

cA (z ,t)  = cai
n = l

sin exp ' - ( ( 2 n - l )^)2Dst]. (2.86)

Figure 2.24 shows an example of the time evolution of the analyte concentration profile 
based on Eq. (2.86). In the calculation, the values of D s = 10-12m 2s-1 and t s = 1/im were 
considered. The graph in Fig. 2.24(a) shows the process of the diffusion of the analyte into 
the sensing layer. At the beginning of the process, i.e., at t = 0 s, the concentration in the 
sensing layer is constant and equal to cao = 10%. As the time passes, the layer becomes 
filled by the analyte from the left-hand side. Note that the derivative dc A {z , t ) /d z is zero 
at z — t s for every time t, as it should according to Eq. (2.76). After a sufficiently long 
time (t > 2 s), the distribution of the analyte concentration does not change and remains 
equal to the equilibrium value of cai — 90 % across the entire sensing layer.
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Figure 2.24: Examples of the time evolution of the analyte concentration profile across the 
sensing layer. In the calculations, which are based on Eq. (2.86), the values Ds = 10-12m 2s-1 
and ts = 1/xm were used. The graphs (a) and (b) correspond to the process of diffusion into and 
out of the sensing layer, respectively.

The reverse diffusion process for the same parameters D s = 10~12m 2s-1 and t s = 1 fim 
is shown in Fig. 2.24(b). In this case, the initial analyte concentration is equal to the equilib­
rium value cao = 90 %. When the concentration outside the sensing layer changes abruptly 
to cai = 10 % at t = 0 s, the analyte starts leaving the layer from the left-hand side. Again, the 
condition 0 ca(z, t ) / d z  = 0 is satisfied for every time t. After a sufficiently long time (t > 2 s), 
the distribution of the analyte concentration does not change and remains equal to the equi­
librium value of cai = 10 % across the entire sensing layer.

2.4.3 Tim e evolution of the output signal

This section presents numerical examples of the time evolution of the output signal of the 
sensor system. The examples are based on Eq. (2.36) and the dynamics of the analyte diffusion 
discussed in the previous section. Combining equations (2.71) and (2.86), it is evident that 
due to the diffusion of the analyte into the sensing layer, the distribution of the extinction 
coefficient ks varies across the sensing layer in time, i.e., Ks(z , t )  =  ksq + K'sCA{z,t). Due 
to the linearity of the relation, the profile K$(z, t ) looks similar to that of ca(z , t) already 
analysed in Sec. 2.4.2 (see Fig. 2.24), and will not therefore be discussed any further.

The feature of (<?,£) relevant to the evaluation of the sensor output signal is that it is 
non-homogeneously distributed across the sensing layer. The matrix formalism developed in 
Sec. 2.2, which is suitable for the analysis of multilayer systems consisting of an arbitrary 
number of layers (see equations (2.52-2.54)), can now be advantageously applied. Firstly, the 
single sensing layer with the extinction coefficient profile Ks(z , t ) is approximated by a stack 
of N  layers, each having a uniform distribution of the extinction coefficient. Depending on 
the precision required from the calculation, the division of the sensing layer into the stack 
of N layers can vary. In the simulations presented below, the layer is divided into layers of 
equal thicknesses denoted by t s =  t s/N . The extinction coefficient of each of these layers is

80



2.4. SIM ULATION OF SENSOR PERFORM ANCE R  Polerecky

calculated as the value of Ks(z , t ) in the center of the particular layer, i.e.,
layer j \ expands from Zj-\  = (j  -  1 ) ts to Zj =  j t s , 

Ksj = K,s((zj — 1 + Zj ) / 2 ),
(2.87)

where j  = 1,2,... ,7V. The real part of the refractive index of each layer in the stack is 
assumed to be the same and equal to that of the sensing layer, i.e., 5ft {nSJ} = 5ft{ns}.

To find the time evolution of the output signal V in (2.36), it is necessary to evaluate the 
time variations of the attenuation factor T. In the following analysis, a ray-optics approach is 
employed, i.e., T  is approximated by T̂ ay in Eq. (2.63). Furthermore, for simplicity reasons, 
only a sensor system based on one reflection, i.e., v  = 1, is considered.

The parameters characterising the sensing element are summarised in Table 2.3(a), i.e., it 
consists of a guiding layer (ng = 1.515) and a sensing layer (ns = 1.43 + iKs) surrounded by 
air (na = 1.0). The spectral characteristics of the interrogating light, which is assumed to be s- 
polarised, are shown in Fig. 2.22. The sensing layer is divided into N  = 50 layers. The relation 
between the analyte concentration inside the sensing layer and the extinction coefficient is 
given by (2.71) and (2.72). The diffusion coefficient is assumed to be D s = 10-12m 2s-1.

The examples of the response of the sensor system, which employs the above described 
sensing element, to the variations of the analyte concentration between 0 % and 1 00% are 
shown in Fig. 2.25. The curves in the graph (a) and (b) correspond to the values of the 
sensing layer thickness t s = 0.3 pm and t s = 0.8 ¿¿m, respectively. The output signals were 
calculated for several values of the incident angle 0 (see the legend of the graphs) in order to 
compare the corresponding sensor performances.
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Figure 2.25: Numerical simulations of the time evolution of the output signal of the sensor system 
employing a sensing element characterised in Table 2.3(a). The sensing layer, with thickness of 
either ts = 0.3/¿m (a) or t3 = 0 .8 ^m (b), is assumed to be interrogated by an s-polarised light 
with spectral characteristics shown in Fig. 2 .22. The concentration above the sensing layer changes 
abruptly between 0% and 100%. See text for more details.

As can be seen from the graphs, the thicker layer results in a greater dynamic range of the 
sensor output but longer response time (compare the scales of the x and y axes), as expected 
from the sensitivity curves in Fig. 2.14(a) and from the analysis of the analyte diffusion. The
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graphs also demonstrate the variations of the dynamic range of the output signal with the 
incident angle 0. As expected from the analysis in Secs. 2.2.7 and 2.2.9, the sensitivity of 
the sensor to the variations of the analyte concentration is lower when the evanescent mode 
of the sensor operation is chosen (see the curves plotted for 6 = 75° and 6 = 80°). On the 
other hand, by adjusting the incident angle to the optimum value 0Opt,i (see the solid lines), 
the dynamic range of the sensor can be increased significantly, especially for a thicker sensing 
layer. This demonstrates that the sensing configuration employing the optimum angle of 
incidence 0Opt,i provides enhanced sensitivity in comparison with the sensitivity achieved by 
the evanescent-wave sensing.

2.4.4 R esponse of the sensor system — ideal vs real sensing elem ent

In this section, the performance of the sensor systems employing the ideal and real sensing 
elements is compared. The purpose is to provide better understanding of the conclusions 
drawn in Sec. 2.3.1 and 2.3.2. It was found that the maximum sensitivity of the sensor 
system employing an ideal sensing element is achieved when the interrogating light impinges 
on the sensing layer at the incident angle of 9 = 0Opt,b as shown in Figs. 2.14 and 2.16. 
On the other hand, following a different criterion for the optimum sensor performance, the 
optimum sensitivity of the sensor system employing a real sensing element is achieved when 
the incident angle is equal to 6 = 0Opt,n> as shown in Fig. 2.21.

The conditions for which the numerical simulations are carried out are very similar to 
those in the previous section. The sensing element consists of a glass substrate (ng = 1.515) 
and a sensing layer (ns = 1.43+ms) covered by air (na = 1.0). It is interrogated by the broad­
band light whose spectrum is shown in Fig. 2.22. The light is assumed to be p polarised, as 
opposed to the 5 polarisation considered previously. Only the single-reflection interrogation 
is considered.

The thickness of the sensing layer is considered to be around the optimum value iS)0pt,ll =
0.80/im, as discussed in Sec. 2.3.2 and shown in Fig. 2.20(b). This thickness corresponds to 
the situation where one can achieve such a sensing configuration that the sensor response 
is very insensitive to the variations of the sensing layer thickness or the incident angle (see 
Fig. 2.21).

For the purpose of comparison, two values of the incident angle 0, namely 6 = 0opt,n — 54° 
and 6 = 0Opt,l = 67°, are considered in the numerical simulations. As follows from Fig. 2.21, 
the sensitivity at the incident angle 0Opt,i is approximately twice as large as that at the 
angle 0opt,ii- On the other hand, this sensitivity also exhibits much greater dependence on 
the thickness of the sensing layer, which is almost negligible when 6 = 0opt,n is used.

Instead of analysing the time evolution of the output signal, which was done in the 
previous section, the focus here is on the calibration function of the sensor system. The 
calibration function provides a relation between the response of the sensor (output signal) 
and the analyte concentration.

The response of the sensing medium, in terms of the variation of the extinction coefficient 
with the analyte concentration, is summarised in Eqs. (2.71-2.72) and depicted in Fig. 2.22. 
The output signal V of the sensor system is given by Eq. (2.36), where the attenuation 
factor T  is expressed by (2.63) with v — 1.
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Firstly, it is assumed that the sensor system is configured in such a way that the value 
of the product -Pm7in7out7ec in (2.36) is equal to 10 V. This can be achieved by the initial 
adjustment of the amplification 7ec of the electronic circuit. Furthermore, the initial off-set 
Vo = 0 V is considered. The output signal which is calculated under these conditions will be 
referred to as the raw output signal.

20 40 60 80
analyte concentration cA [%]

(a)
analyte concentration cA [%]

(b)
Figure 2.26: Raw output signal produced by the sensor system in response to the variation of the 
analyte concentration. The graphs (a) and (b) correspond to the incident angles of 6 = 0Opt,n =
54° and 6 = 90pt)i = 67°, respectively. The different lines correspond to different thicknesses of 
the sensing layer, as specified in the legend.

The variation of the raw output signal with the analyte concentration is shown in Fig. 2.26. 
The graphs (a) and (b) correspond to the incident angles 6 = 0Opt,ll = 54° and 6 = 0Opt,l = 
67°, respectively. The response curve depicted by the solid line corresponds to the thickness 
of the sensing layer t s = ¿S)0pt,ii = 0.8 /im.

As can be seen, the dynamic range of the raw sensor output corresponding to 0 = 0Out,i> 
which extends from V (0%) « 8.75 V to V (100%) « 7.65 V, is approximately 3.4 times greater 
than that associated with 6 = 0Out,ii: which ranges from V(0%) « 9.65 V to ^(100%) ~ 
9.33 V. However, if the thickness of the sensing layer is different from the optimum value 0.8 /im 
by as little as ±40 nm, both the dynamic range and the absolute value of the raw signal 
for 6 = 67° change significantly, as shown by the dashed and dash-dotted lines in Fig. 2.26(b). 
On the other hand, this change of the sensing layer thickness has only a negligible influence 
on the sensor response employing the incident angle 0 — 0Opt,n = 54°, as shown by the dashed 
and dash-dotted lines in Fig. 2.26(a), which are barely visible as they lie so close to the solid 
line.

The difference between the two cases shown in Figs. 2.26(a) and 2.26(b) is not yet directly 
comparable. The quantitative comparison is possible only when the dynamic ranges of the 
two sensor configurations are matched. This matching proceeds as follows: it is assumed 
that the two sensor systems employ the same ideal sensing element with the thickness of the 
sensing layer equal to ¿s>0pt,ii = 0.8 fim. It is required that the dynamic range of the sensor 
output is between 5 V (at ca = 100%) and 10 V (at ca = 0%) for both sensor systems. 
This can be achieved by adjusting the gain (7ec) and off-set (Vo) of the electronic circuit 
(see Eq. (2.36)). Understandably, due to different dynamic ranges of the raw signals, this
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adjustment is different for each of the sensor systems. Once this has been done, the response 
looks as shown in Fig. 2.27 by the solid line. Again, the graphs (a) and (b) correspond to the 
sensor systems characterised by the incident angles 9 = 0Opt,n — 54° and 9 =  90pt)i = 67°, 
respectively. This procedure also establishes the calibration functions associated with both 
sensor systems.

Now, the assumption of the sensing element being ideal is abandoned. This means that 
the thickness of the sensing layer can differ from the optimum one. Consequently, this can 
result in the alterations of the response of both sensor systems, as implied by the variations 
of the raw signal shown in Fig. 2.26.

In practical situations, the thickness of the sensing layer should not vary once the sensing 
element is incorporated into the sensor system. Moreover, if there is no possibility of move­
ment of the sensing element, the response of the sensor should not change. However, if there 
is a need to replace the sensing element, it might pose a problem, since the calibration curve 
could be modified due to a slightly different thickness of the sensing layer or small misadjust- 
ments in the positioning of the new sensing element. At the same time, it is desirable that 
the calibration procedure should not be carried out again.

As mentioned at the end of Sec. 2.3.2 and is implied by Eq. (2.70), the problem can 
be solved by readjusting the gain of the electronic circuit 7ec at one value of the analyte 
concentration, such as at ca = 0%. In this case, the gain factor j ec is adjusted so as to 
ensure that the output signal at ca = 0 % is equal to 10 V.

>

analyte concentration c
20 40 60 80
analyte concentration cA [%]

(b)
Figure 2.27: Modified output signal produced by the sensor system in response to the variation of 
the analyte concentration. The graphs (a) and (b) correspond to the incident angle of 6 = 0Opt,n =  
54° and 9 = 0Opt,i = 67°, respectively. The different lines correspond to different thicknesses of 
the sensing layer, as specified in the legend.

Once this is done, the response of the sensor systems looks like that depicted in Fig. 2.27. 
As can be seen, the calibration function of the sensor system employing the interrogation 
at 9 = 0Opt,i is noticeably altered even by as small variations of the sensing layer thickness 
as ±40 nm. This drawback throws a question-mark over the advantages that make this 
configuration attractive, namely the enhanced sensitivity. This drawback remains significant 
unless it is feasible to produce the sensing elements with very good precision or it is affordable 
to perform the calibration procedure of the sensor system every time the sensing element is
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exchanged.
On the other hand, small variations of the sensing layer thickness have only a negligible 

influence on the calibration function of the sensor system employing the interrogation at 0 =  
0opt,n5 as shown in Fig. 2.27(a). This configuration could therefore be attractive from the 
point of view of the mass-production. Even though the provided sensitivity is not as large as 
in the previous configuration, it is still at least 3 times greater than that achievable by the 
evanescent wave interrogation, as follows from the graph (b) in Fig. 2.21.

2.5 Conclusion

In this chapter, a rigorous electromagnetic theory was developed which is suitable for the de­
scription of absorption-based optical chemical sensors employing a planar waveguide coated 
with a thin sensing layer. Using the theory, conditions were identified for which the perfor­
mance of the sensor is optimised.

The detailed analysis focused on a highly multimode waveguide structure, such as a glass 
microscope slide, covered with a thin sensing film. These types of structures provide a number 
of advantages in comparison to their mono-mode counterparts, such as ease of preparation 
and handling, less elaborate coupling of light into the guided modes, etc.

Two approaches to the analysis of the sensor sensitivity as a function of the parameters 
describing the waveguide structure were developed, based on, respectively, wave optics and 
ray optics. These two approaches were found to be equivalent in the approximation of weak 
absorption and short interaction length. The use of the ray-based model is preferable if 
the ray, which is used as the approximation of the light propagating along the waveguide, 
undergoes only a small number of reflections from the sensing layer. This is because the 
results necessary to determine optimum sensing conditions can be calculated much faster. 
However, if the number of reflections increases the full wave-based description of the light 
propagation along the waveguide has to be employed to predict the optimum conditions more 
accurately.

A detailed numerical analysis was carried out for a structure comprising a glass slide 
(thickness « 1 mm, refractive index 1.515) coated with a thin sensing layer (thickness « 0.3-
0.8 /im, refractive index 1.43) and covered by the environment which was either air or water. 
The analysis showed that two types of criteria for the optimised sensor performance can be 
formulated.

The first criterion, which is applicable to structures whose parameters are characterised 
with very high accuracy (so-called ‘ideal’ structures), is based on the requirement of maximum 
sensitivity of the sensor output to the changes in the analyte concentration. It was found 
that such sensing conditions can be achieved if, for a given thickness of the sensing layer, 
weak absorption and short interaction length, the incident angle of light ray interrogating 
the sensing layer is equal to the optimum angle 0Opt,i- This angle was found to be smaller 
than the critical angle of the sensing layer/guiding layer interface but greater than that of 
the environment/guiding layer interface. This corresponds to the situation where the sensing 
layer is interrogated not by the evanescent wave but rather by a wave which is propagating 
(but not being guided!) in the sensing layer. It was found that the sensitivity of the sensor 
can be substantially enhanced at this angle, especially for thicker sensing layers.

85



2.5. CONCLUSION E. Polereckÿ

This conclusion was, however, found to be valid only for a weakly absorbing sensing 
layer and for a short interaction length. A more detailed analysis showed that there exists 
some critical distance Lc for which the configuration employing the optimum angle 0Opt,l no 
longer provides maximum sensitivity. This distance can be determined from the wave-based 
description of the sensor operation.

The second criterion, which is applicable to structures whose parameters can be charac­
terised only with limited accuracy (so-called ‘real’ structures), is based on the requirement 
that the output signal of the sensor is sensitive to the variation in the analyte concentration 
but insensitive to the variations of the thickness of the sensing layer, ts, and incident an­
gle, 6, of the interrogating ray. It was found that such sensing conditions can be achieved 
only for values of t s and 6 laying in certain intervals, namely around optimum values iS)0pt.ii 
and 0Opt,n- These optimum values can be determined from the theoretical model, provided 
that the remaining parameters characterising the waveguide structure are known.

At the end of this chapter, the main conclusions drawn during the development of the 
theory were illustrated and explained further using a number of numerical examples. In 
these examples, the time-dependence of the output of a sensor system was simulated and 
the performance of various sensing configurations was compared. Furthermore, the varia­
tion of the calibration curve of a sensor system with the thickness of the sensing layer was 
analysed in order to demonstrate the different advantages and disadvantages provided by the 
configurations employing the optimum angles 0Opt,i and 0Opt,il-
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Chapter 3

Luminescence-based optical 
chemical sensors— theory  and 
simulation

This chapter provides detailed analysis of two important issues that play a fundamental role 
in the area of optical chemical sensors and biosensors based on luminescence. The first issue 
is related to the luminescence capture efficiency, the second one to the problem of surface­
generated luminescence.

It was mentioned in Chapter 1 that most luminescence-based sensor systems employ 
rather inefficient techniques for the collection of luminescence emitted by a thin sensing film 
or molecules attached to a surface. Recently, a number of authors have reported new ways 
of dealing with the issue of low luminescence intensity emitted by systems under study. 
Liebermann et al. [1] exploited the enhancement of the amplitude of the excitation light in 
the close vicinity of a metal surface provided by the efficient excitation of the surface plasmon 
wave. Blair & Chen [2] showed that luminescence of molecules can be enhanced by the use 
of planar cylindrical resonant optical cavities. Recently, very promising results related to 
the enhancement of the luminescence quantum yield have been reported by Mayer et al. [3] 
and Lakowicz et al. [4]. They showed that the use of metal nanoparticles can have a very 
positive influence on the intensity of luminescence emitted by molecules located in their close 
vicinity. Enhancement of the quantum yield in the order of 100-1000 was reported. Although 
these new developments are certainly valuable for the improvement of the performance of 
the luminescence-based chemical sensors and bio-sensors, they do not address the issue of 
efficiency of the luminescence collection.

Recently, a configuration enabling improved collection of light emitted from a single mo­
lecule was published by Enderlein et al. [5]. They exploited the fact that the radiation of 
a molecule located in the vicinity of a glass surface is highly anisotropic [6, 7, 8] and that 
a relatively large amount of light emitted by such a molecule is radiated into the glass sub­
strate. They used a paraboloid glass segment to redirect the light radiated into the substrate 
towards the detector placed below the substrate. Zeller et al. [9] exploited the fact that the 
radiation of molecules located near a periodically corrugated surface, such as gratings, is 
highly directional. The efficiency of the luminescence capture was improved by positioning
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3.1. RADIATIO N OF DIPOLES WITHIN A M ULTILAYER STR U C TU R E R  Polerecky

the detector in the direction of this enhanced luminescence emission.
In this chapter, the idea of anisotropic radiation of molecules located near an interface is 

expanded to cover systems employing thin luminescent films or multilayer structures, which 
are of practical use in the area of optical chemical sensors. This is achieved by developing 
a rigorous electromagnetic theory of radiation of molecules embedded in an arbitrary mul­
tilayer system. Using this theory, the spatial properties of the light emitted by molecules 
incorporated in various multilayer structures are demonstrated by a number of numerical 
examples. Using this analysis, a number of configurations is proposed which provide en­
hanced efficiency of luminescence capture. Detailed numerical analysis is presented for one 
particular structure which offers the most promising enhancement factor.

The detection of luminescence from molecules attached to a planar surface is of primary 
importance in biotechnology, medical and pharmaceutical applications. In particular, this 
approach is used to monitor surface-specific binding of analyte molecules in order to check 
their presence in a solution under study. Typically, this is achieved by the evanescent- 
wave excitation, where the evanescent field of a guided mode, which is confined to a small 
region above the waveguide surface, is used to excite fluorescently-labelled surface attached 
molecules. This method is not particularly efficient, as only a small fraction of energy of the 
source of the excitation light is used for the actual excitation. This is predominantly due to 
the following reasons: (i) inefficient coupling of the light generated by the source into the 
guided mode(s), (ii) the fraction of the optical power contained in the evanescent field is very 
small in comparison to the power contained in the guiding layer.

In this chapter, a theoretical background is developed describing a novel method for the 
detection of surface-generated luminescence which employs the excitation of the luminescent 
molecules by direct illumination, i.e., using the full power of the source of the excitation 
light. Along with the theoretical background, two possible experimental implementations of 
the method are proposed.

3.1 Theory of radiation of dipoles em bedded in a multilayer 
structure

In this section, a theory is developed that can describe the spatial distribution of the lumines­
cence radiated by molecules embedded inside an arbitrary multilayer structure. The initial 
stages of the theory, in particular those prior to equation (3.17), are based on the theoretical 
analysis available in the literature [5, 10, 11]. The derivations appearing after equation (3.17) 
are original to this work. The theory is based on the radiation of a single point dipole and 
can be applied to systems consisting of arbitrarily distributed luminescent molecules across 
multilayer systems comprised of arbitrary linear, isotropic media. The implications of the 
theory will be extensively used in the following sections which deal with the issues of the 
luminescence capture efficiency and detection of the surface-generated luminescence.

3.1.1 N otation  and assum ptions

In the following derivations, a point electric dipole is used to model the radiation of a lumines­
cent molecule. The dipole is embedded inside a multilayer system and oscillates at a discrete
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angular frequency corresponding to the wavelength À, as shown in Fig. 3.1(a). The calcula­
tion can easily be extended to the case where radiation is characterised by some broad-band 
spectrum simply by integrating the final results over the emission spectrum.

The multilayer system containing the radiating dipole is the same as that considered in 
Sec. 2.2.1. It consists of M layers separated by planar interfaces parallel to the x - y plane. The 
positions of the interfaces are characterised by the co-ordinates Zj, as shown in Fig. 3.1(b).

(a) (b)
Figure 3.1: (a) A schematic diagram of the 3D representation of the emitted luminescence 
originating from a dipole embedded inside a multilayer system, (b) A diagram of the multilayer 
system considered in the derivations. The radiating dipole positioned at the j th interface is depicted 
by a thick arrow.

The optical properties of the layers are characterised by refractive indices rij, where 
j  = 1,..., M. The multilayer system is surrounded by the superstrate (z < 0) and substrate 
(z > 0) of refractive index no and tim+i, respectively. In general, the values of the refractive 
indices can be complex, i.e., rij = + z${nj} with > 0, which allows for inclusion
of lossy or metal layers in the multilayer system. However, the refractive indices of the 
surrounding media are considered to be real, which corresponds to the majority of practical 
situations.

The dipole, which oscillates at an angular frequency u = 27tco/A, Co being the speed of 
light in vacuum, is located at the interface between the j th and (j + l)th layers. By appropriate 
choice of the values of thickness and refractive index, all possible configurations of the dipole 
placement can be treated.

The field across the multilayer system is described in the same way as in Sec. 2.2.1. In 
particular, the field in the j th layer can be decomposed into a sum of plane waves in the form

E j ( r ) =  J d 3kj  S j ( k j) exp [i kj • r ] . (3.1)

The factor 1 /fcg, where ko = 27r/A, ensures that the units of the plane wave vector ampli­
tudes £ j { k j ) are the same as the units of the total field.

It is convenient to decompose vectors kj and r into components lying in the x - y plane 
(which is parallel to the interfaces of the layers in the multilayer system) and those perpen­
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dicular to that plane, i.e., kj =  \q3, k z j ] ,  r  =  [p,z\, as shown in Fig. 3.1(a). This leads to 
the expression

Ej(P, z) =  ¿2 J d29j £j(ij) exP [* • p] > (3.2)
where

=  ~j^Jdkz’i £ j([Qj’kzj}) exP [ikz,3z \ ■ (3-3)
The vector £ j {q j ) can be interpreted as the complex amplitude of the field radiated in the 
direction which when projected onto the x - y plane is equal to q3.

Upon rotation of the laboratory co-ordinate system [x'^y'^z'] by angle </> around ¿'-axis, 
the expression for q3 in the new co-ordinate system [x, y, z] becomes

Qj = [0,%]. (3.4)
As reversion to the laboratory system is straightforward and working in the co-ordinate 
system [x,y,z] does not introduce any loss of generality, the following derivations will be 
restricted to this co-ordinate system. This is also convenient from the point of view of the 
matrix formalism which will be used to describe the response of the multilayer system. In 
these co-ordinates, the situation under consideration looks as depicted in Fig. 3.1(b).

The principal aim of this section is to derive expressions for the angular distribution of 
the intensity radiated by a single dipole, as well as a layer of dipoles, into the surrounding 
media. In particular, this study seeks to establish expressions for the functions Io(6q, (j)o) and 
-7m+i(0m+i? $Af+i)- They represent the angular distributions of the intensity radiated in the 
media characterised by refractive index no and n^+i, respectively.

As will be seen in the following sections, it is more convenient to express the electro­
magnetic field and thus the radiated intensity as a function of the wave-vector fe, i.e., in the 
form of the plane-wave decomposition given by Eq. (3.1). However, the components of the 
wave-vector, when expressed in the original co-ordinate system [ x \ y \ z ' ] , are related to the 
angles 0 and 0 by

k 0 = |fco I [sin 0O sin , sin 0O cos </>0, cos 0 O], (3.5)
^ M + l  =  | & M + l |  [ s i n 0 M + l  s i n 0 M + l j S i n 0 A f + iCOS0Af+ l>COS0Af+ lJ j

as follows from Fig. 3.1(a). Therefore, it is sufficient to find the functions £o{ko) and 
£ M+\ (^M+i) in order to determine the angular distributions /o(0o> ̂o) and /m+i(0m+i? $m+i) 
of the radiated intensity, respectively.

3.1.2 R adiation of a point dipole em bedded inside a multilayer system

The formalism for the description of the field across the multilayer system was developed 
in Secs. 2.2.1 and 2.2.2. All equations derived therein are also valid in this analysis, with 
the sole exception of Eq. (2.19). The problem with (2.19) is that it represents the boundary 
conditions for the electromagnetic field at the j th interface, which is assumed to be free of 
surface charges and currents. However, due to the presence of the radiating dipole at this 
interface, this assumption is not valid in this case. Therefore, an equivalent to (2.19) has to 
be found.
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Free oscillating dipole
Firstly, a point dipole /x oscillating at an angular frequency u and positioned at ro = 0 in an 
unbounded medium is considered. The dipole acts as a current source that can be formally 
expressed as

j(r, t) =  —iufi exp [— iut] 8(r — ro). (3.6)
To determine the space-time dependence of the field produced by the dipole, Maxwell’s 
equations have to be solved using the current source (3.6). In the following derivations, the 
electric field produced by the dipole is denoted by E j ( r ,  t). The subscript j refers to the fact 
that the medium surrounding the oscillating dipole is characterised by refractive index rij.

The time-evolution of the field is assumed to have the same harmonic form as the dipole 
radiation, i.e., E j ( r , t )  =  E j ( r ) exp [—iut]. To derive the space-variation of the field, a more 
elaborate procedure has to be applied. Firstly, the spatial component of the radiated field is 
expressed by the Fourier expansion

E ^(r) = J3 J d3k £ ? (k) exp [i k • r]. (3.7)

As derived in Ref. [10], the expression for the vector amplitudes £ j ( k ) can be written as

e*(k) = N V f  + J -  k f )  ’ (3-8)

where k =  \k\, kj =  rijko and eo is the vacuum permittivity. When the vector k is decomposed 
into the x - y and z components as k =  [q, kz], the expression (3.7) can be rewritten as

( [ p > * 1 )  =  ( 2 7 ) 3 ^  4  / i2q  e x p  +  - f c f  _  y  |  e x P  » ( 3 -9 )

where kzj  is given by
K i  = s[k) - g2, > 0. (3.10)

The integration over kz can be performed using the contour integration in the kz plane. 
Considering only the terms contributing to the power dissipation, the field produced by the 
dipole is expressed as

E j([p> 2 1) =  ^ 2 ^ 2  ¿3  Ji 2 «  e x P  N  • p ]  e x p  [± ikz>jz] ^  — . ( 3 . 1 1 )

In this expression, the signs “+” and ct—” correspond to the semi-spaces z  > 0 and z  < 0, 
respectively. Furthermore, the vectors k^ are given by

k f  = [q, ± k zJ\. (3.12)

Using vector algebra, the vector product term in (3.11) can be written in a form which 
is more convenient for relating the field expression to the formalism used in Secs. 2.2.1 
and 2.2.2. Due to the fact that the vectors ej,s±, e j iP± and k* form a complete base of 
a three-dimensional space, the vector ¡x can be decomposed as

H = (/i, • ej ŝ±) (m ‘ &j,p±) &j,p± “I- (m ' kj ) kj  . (3.13)

93



3.1. RADIATIO N OF DIPOLES WITHIN A M ULTILAYER STRU CTU RE E. Polerecky

z  > 0

In this equation, the vectors êjj5± and ë j)J}±, which characterise the s and p  polarised light, 
can be calculated from (2.15) upon substitution N yj  = q. Consequently, the expression (3.11) 
for the electric field produced by a free point dipole can be written in the form

Ej{[p, *]) =  87r2fcoeo j d2qirz7 { (M ' èj’s+ï èj's+ + ̂  ' èj'p+ï èj’p+} exP • P +  ikzjz]

E%([p,z]) =  Sn2koeo J d2(l  - j ~ {(** ■ ê;>-) êi,o- + (p • èi.P~) è i , p - } exP [ i Q - p -  i k z j z ] , z  <

(3.14)
Equation (3.14) implies that the field radiated by the free dipole can be expressed as a su­
perposition of the s and p  polarised plane waves characterised by the vector amplitudes

£^s±(q) = £j>s±{q) èj,s±,
(3.15)

where the magnitudes E?Szt and £^p± are given by

£ï's±{q) = w 7 0 ¿ 7  ̂  ' è j 's±ï ’. I ’3 (3.16)
£ ™ ± { q )  =  s ^ r 0 k ~  ^  '  ê j , p ± ') '

Oscillating dipole inside a multilayer system—field magnitudes

After the expressions for the electric field produced by a free oscillating point dipole have 
been derived, the analysis can proceed with the derivation of the field radiated by a dipole 
embedded inside the multilayer system.

It is assumed that the point dipole is the only source of the electromagnetic field present 
in the multilayer system and that there are no other external sources of the field. This means 
that the vectors A q and Am+i defined in (2.20) must take the form

A q = [0, £o,s-> 0? £o,p-]T>
A m -t-i = [£m+i,s+j 0, £m + i ,p+ i 0]t.

It is also assumed that the field generated by the dipole does not influence the dipole 
radiation. Although the results of Chance et al. [11] indicate clearly that the presence of 
a metal interface near the radiating dipole modifies the damping rate (inverse of the lu­
minescence life-time) and the frequency at which the dipole oscillates, the modification of 
these tim e-domain characteristics of the dipole radiation is not of interest here. What is 
of interest is the influence of the surrounding multilayer system on the angular distribution 
of the dipole radiation, i.e., on the space-domain characteristics. Therefore it is considered 
that the influence of the surrounding multilayer system on the time-domain characteristics 
is already contained in expression (3.6) describing the dipole radiation in that u represents 
the dipole oscillation frequency perturbed by the surrounding media. This will be partic­
ularly important in Sec. 3.1.3 where the layer of mutually incoherent oscillating dipoles is 
considered.
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If the dipole was not inserted into the multilayer system, the vectors Aq and A m + \ would 
be related by

Aq = Lj  Aj, (3.18)
A ?'+1 “

which can be derived by recursively applying equation (2.19). However, when the dipole is 
considered to be located at the j th interface, this relation has to be modified so as to take 
into account the discontinuity of the field’s tangential components across the j th interface. 
The modification has the form

A 0 =  Lj ( A j  +  P J 1 • [o,

(3.19)
A j + 1+ £ j+ i  s+>>0, , 0 1 — • A m + i -

This is a crucial step in this analysis.
Now, it is assumed that the refractive indices of layers j and j  + 1 are equal. Although this 

does not introduce any loss of generality to the description of the dipole + multilayer system 
(all possible configurations of positions of the dipole inside the multilayer structure can be 
achieved by the appropriate choice of the values of refractive index and layer thickness), it 
allows for writing the equations (3.19) in a more explicit form. After some rearrangements, 
equation (3.19) can be rewritten as

A q =  L m + iA m + i +  LjPj 1 (3.20)
where the vector A^ is defined as

c^ _i’/i cP>
C3,P+'C3,P- (3.21)

Equation (3.20) is an analogue of Eq. (2.25) for the multilayer system containing a single 
point dipole located at the j th interface.

Equation (3.20) shows that the contribution of the dipole to the external field (represented 
by the vectors A q and Am+i) consists of a product of three quantities that can be easily 
interpreted. Firstly, the radiation characteristics of the dipole are given by the vector A^. 
Secondly, the position of the dipole at a distance tj from the (j  -  l)th interface is represented 
by the matrix P“1. Finally, the matrix Lj describes the response of that region of the 
multilayer system which is above the layer containing the dipole, i.e., at 2 < Z j-\. This 
factorised form is very advantageous, as it allows for significant simplification of the formulae 
describing the radiation of multiple dipoles embedded inside the multilayer system, as will 
be shown in the next section.

In order to find explicit expressions for the magnitudes of the plane waves radiated into 
the surrounding media, equation (3.20) must be solved. After some simple algebraic manip­
ulations, one arrives at

£ m + i , s + { q )  —  U j iS+  exp[ i k z , j t j ] £ j S+ ( q )  + UjiS-exp[+ikzj t j ] £ j S_(q),

£ m + i ,p+(q) =  Uj}P+ exp [~ikzj t j ]  £j tP+(q) +  UjtP- exp [+ikzj t j ]  ̂ p_(q)
(3.22)
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for the magnitudes of the plane waves propagating in the substrate, and
£o,s- (<?) =  VjtS+ exp [ - i k zJ tj] £?s+ (q) +  VStS-  exp [+ikzJtj] £ f  (q),

(3.23)
£o,p+{q) =  VjtP+ exp [ - i k zj t j ]  £j tP+(q) +  VjtP-  exp [+ikzj t j ]  ££p_(q)

for the magnitudes of the plane waves propagating in the superstrate. The coefficients U j )S± , 
Uj,p±i  Vj,s± ,  and Vj)V±  are calculated as follows:

uj,s+ = Luj/Li^M +i, UjyS-  = -L i2 j/ L n )M+i, (3.24)
Uj,P+ “  ̂ 33j7^33,M+l, U j fP-  =  -^34j/^33,M+1)

and
Vji,s+ — ^21,M+l^j,s+ -  L 21J, Vj}3-  =  Z/21,M+1 U j iS-  +  1/22 J , (3.25)
K?',P+ ~  ̂ 43,M-(-1̂ j',P+ —  ̂ 4 3 V j , p -  =  -^43,M+l^',p- +  ̂ 44 j .

In these expressions, L k i j  represents the [A;,/] element of the matrix L j  defined in (2.26).

Radiated intensity

The intensity (or irradiance) of a plane electromagnetic wave characterised by the wave vector 
k and the corresponding complex amplitude £{k) is given by [12, 13]

I(k) = |(S(fe))|, (3.26)
where the time-average of the Poynting vector (S ( k)) is given by

<S(fc)) =  1 3%{E(k) x H*(k)} =  3Î t t t )  I £(k)\2. (3.27)2 v “  \2T) |fc|
In this equation, denotes the real part of x, x* denotes the complex conjugate of x, and 
rj is the medium impedance evaluated as rj =  y/pje .

As can be seen from equations (3.22) and (3.23), the expressions for the plane wave 
magnitudes of the field propagating in the substrate and superstrate are parametrised by q, 
i.e., by the projection of the fc-vector to the x - y plane. The corresponding expressions 
parametrised by k can be found easily. Due to the relation d3k =  ( k j / k z j ) d k j d 2q , which 
follows from geometry (see Fig. 3.1(a)), the vector field amplitudes are related by

£j,s±(k) =  ^£j,s±(q),
3 (3.28)

£ j , p ± {k )  =  J £ Jtp±(q) .
J

Using expressions (3.22-3.28) and the fact that the s and p polarised modes are orthogonal, 
the expression for the intensity radiated by the dipole into the substrate by means of a mode 
characterised by the wave-vector k can be written as

(3.29)

.. , \ _  ^ { n M + i }
t j )  — 2^0 ' z ,M+1

& M +
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where
i U)-*m +i,x(9) =  \Ui,*+\2 I^ > + (9 ) |2 exp[+29{fc2 jiJ} ] ,

~  !̂ ?>-| l^i-(9 )( exp[—2Q{kzjtj}], (3.30)

i0+H « +1,,(9) = 2»{^,*+ K-,x-]*^x+(9) [%-(«)]* }.
In these equations, x represents the polarisation states of the radiated field, i.e., x =  s,p.  
A similar expression can be obtained for the intensity radiated into the superstrate. It is 
given by equations (3.29) and (3.30), where M + 1 and UjjX± are substituted by 0 and VjjX±, 
respectively. The arguments k, [i and tj in the expression (3.29) indicate that the radiated 
intensity is a function of the wave vector, the point dipole amplitude and its position. The 
subscript (j ) refers to the fact that the expression represents the radiation of a single point 
dipole located at the j th interface.

The angular distribution of the luminescence intensity radiated into the substrate can be 
obtained by considering the equation

J /¿, t j) d k =  Jl(j)~+M+i,x{0'> 0? t j) diijv/+i> (3.31)
\k\=kM+i

kz>0

which represents two equivalent ways of evaluating the total energy radiated into the super­
strate by means of the modes characterised by a constant value of \k\ and equal to \k\ = 
/cm+i = (27r/A) riM+i- In this equation, dfi, = sintfd̂ d# is the element of the solid angle 
in the direction k =  \k\ [sin0sin0,sin0cos0,cos#], as shown in Fig. 3.1(a). Equation (3.31) 
implies the relation

I(j)—>>M+i,x(̂ > t j) = 1 i,x(̂5 t j), (3.32)
which has to be considered when transforming the results from the fc-space to the (6, (j))-space 
and vice versa. When M  + 1 is substituted by 0 in (3.32), the angular distribution of the 
luminescence intensity radiated into the superstrate is obtained.

3.1.3 Lum inescence em itted  by a layer of oscillating dipoles

In sensor applications employing luminescent coatings, one typically has a thin dielectric 
layer doped with radiating dipoles. Therefore, it is useful to find expressions for the radiated 
intensity produced by an ensemble of dipoles distributed across a layer which is embedded 
inside a multilayer system.

For simplicity, it is assumed that the oscillating dipoles are evenly distributed across 
a layer of total thickness Tj and refractive index n j, and that the radiation of any of two ra­
diating dipoles is mutually incoherent. Furthermore, it is assumed that the vector // in (3.6) 
has the same magnitude and orientation for all dipoles. The case of random dipole orienta­
tions will be considered later.

At this point, an advantage is taken of the factorised form of the expression for the dipole 
radiation, as discussed in Sec. 3.1.2. Due to the mutual incoherence of the dipoles’ radiation,

(IA02)
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the total intensity radiated by the layer of dipoles is given by the integral of intensities (3.29) 
over the positions of the dipoles. Due to the factorisation (3.30), the integration is easily 
carried out as it is only the exponential terms exp [±2$s{kzjtj}] and exp [ - 2 i$t{kzjtj}] that 
have to be integrated.

As mentioned previously, the j th interface is not an interface in the actual meaning of the 
word, as it is separating layers of equal refractive indices, i.e., rij = rij+i. The thicknesses of 
these two layers tj and tj+\ are assumed to fulfill the relation tj +  i ?+1 =  Tj (see Fig. 3.1(b)). 
Consequently, the integration of (3.29) over tj £ (0, Tj) can easily be performed and the 
expression for the intensity radiated by the dipoles uniformly distributed across the layer of 
thickness Tj can be written as

&M+1 (3.33)
ii„ _ ̂ M + l }

I \ j \ ^ M + l , x ( « , M )  -  - - - - - ^ - - - - -

where
I f c u + llX(9) = |UjtX+\2 \££x+(q)\2 exp 1 + ^ j Tj}] T js i n c h j T j }],

f a u + i , M ) = K * - \ 2 \£j,x-(l)\2 exp [-2S{k,jTj}} Tj s i n c h ,

^ 1 , ( 9 )  = ™ { V j , x + [Uj,x-]* e?iX+(q) [£&_(«)]* exp[-m{kzjTj}]}Tj sincmkz,jTj}]
(3.34)

In these equations, sine [a;] = sin[x]/x and sinch [x] = sinh[o;]/x. The arguments k and 
indicate that the radiated intensity depends on the wave vector and the vector amplitude 
of the point dipole. The subscript [j ] refers to the fact that the expression represents the 
radiation originating from the dipole layer characterised by the index j (refractive index n̂ , 
thickness Tj). The angular distribution of the radiated intensity is obtained using Eq. (3.32), 
in which (j ) is substituted by [j]. The expression for the intensity radiated into the superstrate 
can be obtained from (3.33) upon substitution of M  + 1 by 0.

3.1.4 R adiation of random ly oriented dipoles

Expressions (3.29) and (3.33) represent the angular distributions of the intensity radiated by 
a single dipole and a layer of dipoles embedded inside the multilayer system, respectively. 
In both cases, the strength and orientation of the dipoles were assumed to be constant and 
equal to /x. However, in the vast majority of sensor applications, there is no special attention 
being paid to the orientation of luminescent molecules during the technological process of 
the layer preparation. In other words, while the strength of the dipoles can be assumed 
to be constant for all radiating molecules, the dipole orientation can be considered as being 
random. Therefore, it is desirable to find an expression for the intensity radiated by randomly 
oriented dipoles.

To obtain such an expression, an integration of the intensities /(j)_*M+i,x an(̂ 1,®
over the random orientations of the vector /x needs to be carried out. However, due to the 
symmetry of the problem, this rather exhaustive step can be bypassed and the result can 
be obtained by simply averaging Eqs. (3.29) and (3.33) over a complete set of arbitrary
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orthogonal dipole orientations. One possibility is to consider the set

Mi = [/̂, 0,0],
My = [ 0,M], (3-35)
Mi = [0? 0, /i].

Consequently, the expressions for the intensities radiated by the randomly oriented dipoles 
can be written as

= ̂  A4) (3.36)

and
[̂7']->M+i,x(k) = - /[j]_̂m +i,x(̂ ? A6)- (3.37)

In this equation the superscript a; refers to the polarisation state of the radiated field, i.e., x =  
s,p. Furthermore, the expressions for the intensity radiated into the superstrate can be 
obtained upon substitution of M + 1 by 0.

Due to the symmetry considerations, the dependence of the radiated intensity on angle (j) 
vanishes after the integration (averaging) over the dipole orientations. Consequently, the ex­
pressions (3.36) and (3.37) describe the dependence of the radiated intensity on the azimuthal 
angle 0, i.e., the angle between the axis z and the direction of observation (see Fig. 3.1(a)).

3.2 Numerical examples

In this section, a number of numerical examples is provided to illustrate the results obtained 
in the previous section. The numerical values were obtained by a self-developed code written 
in Matlab. The parameters used in the calculations correspond to the materials that are 
extensively used in the laboratory where this research was conducted [14]. For the purpose 
of the calculation, they are considered to be independent on wavelength. A typical substrate 
supporting the luminescent media consists of glass (ns = 1.515). As for the luminescent 
medium, micro-porous glass media doped with a ruthenium complex are commonly used [15, 
16, 17, 18]. A typical value of the refractive index of these materials is n* = 1.43. In typical 
applications, the sol-gel is coated on a glass slide and is covered by the environment, whose 
refractive index is denoted by ne. The environment is typically either air (ne =  na = 1.0) or 
water (ne =  nw = 1.33).

3.2.1 Radiation o f a point dipole placed at a surface

Firstly, a point dipole placed at the surface of a glass substrate is considered [5]. The orien­
tation of the dipole is considered to be random, i.e., equation (3.36) can used to calculate the 
angular distribution of the radiated intensity. The angular distribution plotted in a spherical 
co-ordinates is shown in Fig. 3.2. The graphs (a) and (b) correspond to the situation where 
the medium covering the glass substrate is air and water, respectively. The radiation propa­
gating in the positive (down) and negative (up) ¿-directions correspond to that radiated into 
the glass substrate and the environment, respectively.
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Figure 3.2: Angular distributions of intensity of luminescence radiated by a randomly oriented 
dipole located at the glass substrate. The environment covering the substrate is either air (a) or 
water (b). The three-dimensional graphs are plotted in a spherical system of co-ordinates.

It is well known that when a randomly oriented radiating dipole is located in a free 
unbound space, its radiation is isotropic [12, 13]. In the spherical representation used in 
Fig. 3.2, the angular distribution of the radiated intensity would look like a sphere. As can 
be seen, however, the angular distribution is significantly altered when the radiating dipole 
is placed at the interface. Firstly, it can be noted that the radiation is highly anisotropic. 
Secondly, a significant part of the luminescence is radiated into the glass substrate, which 
has a higher refractive index than the environment above it.

angle 6 [deg]

(a) (b)
Figure 3.3: Angular distributions of intensity of luminescence radiated by a randomly oriented 
dipole located at the glass substrate. The solid and dashed lines correspond to the situations 
where the environment covering the substrate is air and water, respectively. The graphs (a) and 
(b) correspond to the polar and Cartesian representations of the intensity distribution, respectively.
In graph (b), the intervals 9 € (0°,90°) and 9 £ (90°, 180°) correspond to the intensity radiated 
into the substrate and environment, respectively.

Due to the fact that the angular distribution is axially symmetric, it is possible to plot

environment
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an intersection of the distribution at a particular angle cj), such as = 0. These distributions 
are shown in Fig. 3.3, where the graphs (a) and (b) are plotted in the polar and Cartesian 
co-ordinates, respectively.

As can be seen, the angular distribution exhibits a sharp peak whose position corresponds 
to the radiation into the substrate. Further investigation reveals that the angular position of 
this peak is equal to the critical angle corresponding to the environment/substrate interface, 
i.e., 91s = arcsin(ne/ns). For the particular values used in this calculation, the values of 
the critical angle are 9“s = 41.3° and 9™s = 61.3° when the environment is air and water, 
respectively. Therefore it can be concluded that the dipole located at a surface preferably 
radiates into the higher refractive index substrate at angles close to the critical angle 9ecs. 
The intensity radiated into the environment is relatively small, as can be seen from Fig. 3.3.

3.2.2 R adiation of a point dipole vs distance from a surface

This section considers a randomly oriented dipole placed in the environment at various dis­
tances from the glass substrate, as shown in Fig. 3.4. Figure 3.5 shows the angular dis­
tributions of intensity of the radiated luminescence for three distances t s of the radiating 
dipole from the glass substrate (see the legends of the graphs). The graphs (a) and (b) corre­
spond to the situations where the environment covering the glass substrate is air and water, 
respectively.

environment

Hi
0

\  1(0) 
glass siibstrate:;.\.

Figure 3.4: A schematic diagram of a point dipole (depicted by the black point) located in the 
environment at a distance td from the glass surface.
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Figure 3.5: Angular distributions of intensity of luminescence radiated by a dipole located in 
air (a) and water (b) at various distances td from the glass substrate, as shown in Fig. 3.4. The 
particular values of the distances are specified in the legends.
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As can be seen from the graphs in Fig. 3.5, the angular distribution of the intensity 
radiated below the critical angle 9Is does not change with the distance td of the dipole from 
the glass substrate. The intensity radiated into the environment, i.e., at angles 0 G (90°, 180°), 
varies in that its total amount increases with increasing value of td- Furthermore, a peak 
starts emerging at 9 % 110° for greater values of td- Application of the theory developed in 
Sec. 3.1 would show that this is due to interference of the luminescence radiated directly into 
the environment and that reflected from the environment/substrate interface. The number 
of these peaks, which form a fringe-like pattern in the angular distribution of the intensity, 
would increase with increasing distance td (not shown in the figure).

The most significant changes in the intensity profile are observed within the angular 
range 9 6 (0̂ ,90°), where 9ecs is either 9™ = 41.3° or 9™s = 61.3°, depending on whether 
the environment is air or water, respectively. In particular, the intensity fall-off above the 
critical angle is more abrupt for greater distances td- Furthermore, for a distance as low as 
td = 0.5A, there is almost no luminescence radiated above the critical angle 9*s, as shown by 
the dash-dotted line. These important features can be explained as follows. The electromag­
netic field which propagates in the glass substrate at angles 9 E (0̂ 5,9OO) is exponentially 
decreasing in the environment. A characteristic penetration depth of this so-called evanescent 
field is approximately A and it decreases with the increasing propagation angle 9. Because 
the luminescence at these angles is provided by coupling of the dipole’s near-field with the 
evanescent field, it is understandable that its intensity is decreasing for increasing 9. More­
over, for a sufficiently large distance of the dipole from the surface, the evanescent field does 
not reach dipole’s position. This implies that there is very little luminescence radiated above 
the critical angle for such large distances due to a weak coupling of the evanescent field and 
the dipole’s near-field, as concluded above.

3.2.3 R adiation of a thin lum inescent layer deposited on a substrate

In this section, the angular distribution of the intensity radiated by a thin luminescent layer 
deposited on a planar glass substrate is analysed. The layer is formed by a sol-gel layer of 
refractive index n/ = 1.43 doped with a luminescent ruthenium complex [15, 16, 17]. The 
environment covering the layer is either air or water. The structure is shown in Fig. 3.6.

Figure 3.6: A schematic diagram of a thin dipole layer (refractive index n/ =  1.43, thickness £/) 
deposited on a planar glass substrate. The environment covering the layer is either air or water.

Figure 3.7 shows the angular distributions of intensity of the luminescence radiated from 
the luminescent layer whose thickness takes values ti = 0.1A,0.5A, 1.5A, where A is the wave­
length of luminescence. Only the intensity radiated into the glass substrate is shown. As 
can be seen, the angular distribution at angles below the critical angle 9ecs does not change 
significantly with the thickness of the dipole layer, and is close to that corresponding to the

environment

píase «H hcfra fí*
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point dipole radiation (see Sec. 3.2.2 and Fig. 3.5).

angle 0 [deg] angle 0 [deg]

(a) (b)
Figure 3.7: Angular distributions of intensity of the luminescence radiated from a thin luminescent 
layer deposited on a planar glass substrate (see Fig. 3.6). The environment covering the layer 
is air (a) and water (b). The thickness of the luminescent layer varies between values ti =
0 . 1 A , 0 . 5 A ,  1 . 5 A ,  as shown in the legend. In order to make the differences between the angular 
profiles more visible, the normalised intensity, i.e., I(0)/ti is plotted.

Notable changes are observed at angles 0 £ (61s, 0lcs), where 0lcs = arcsin(n//ns) « 70.7° 
is the critical angle of the layer/substrate interface. Within this angular range, the angular 
distribution of intensity exhibits a distinct peak. This peak is more pronounced and shifted 
towards 6lcs for greater values of the thickness of the dipole layer. Furthermore, at these 
greater thicknesses, the sharp peak is accompanied by several less significant peaks, which 
“emerge” from the angular position determined by O™. This is demonstrated by the dash- 
dotted line in Fig. 3.7(a). This feature is not yet visible in Fig. 3.7(b) as the thickness of the 
luminescent layer is not sufficiently large.

The behaviour of the radiated intensity described above can be qualitatively understood 
by considering the following arguments. The electromagnetic field, which corresponds to the 
modes propagating in the glass substrate at angles 0 E (0 ŝ, 6 lcs), is propagating within the 
dipole layer. Due to interference effects caused by the reflections at the substrate/layer and 
layer/environment interfaces, the magnitude of the field can be considerably enhanced for 
a certain value of the angle 9. (An example of the field distribution across the structure 
corresponding to this angle is shown in graphs (2) in Fig. 2.6, Chapter 2.) The coupling 
efficiency between the near-field of the dipoles inside the layer and the far-field propagating 
in the glass is proportional to the magnitude of the field inside the dipole layer. Therefore, 
the enhancement of the radiated intensity at a particular angle 0 is a consequence of the 
enhancement of the field corresponding to the modes propagating at this angle.

3.2.4 R adiation of a th in  lum inescent layer separated by a buffer layer

In this section, a the two-layer system shown in Fig. 3.8 is considered. The system consists 
of a glass substrate covered by a buffer layer of refractive index n/ = 1.43 and variable 
thickness t On top of the buffer layer is a luminescent dipole layer of refractive index n[ =
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1.43 and thickness £/ = 0.1A. The luminescent layer is covered by the environment which is 
either air or water. This example is chosen in order to demonstrate the influence of the buffer 
layer thickness on the angular profile of intensity of the radiated luminescence.

environment 
[luminescent layerli 

buffer! layer

: glass substrate ---------
, 1 ( 0 )

Figure 3.8: A schematic diagram of a two-layer system comprising a thin luminescent layer (refrac­
tive index n/ = 1.43, thickness ti) and a thin buffer layer (refractive index ni = 1.43, thickness U) 
deposited on a planar glass substrate. The structure is covered by the environment which is either 
air or water.

The angular dependence of intensity of the luminescence radiated into the glass substrate 
is shown in Fig. 3.9. The graphs (a) and (b) correspond to the situations where the lumines­
cent layer is covered by air and water, respectively. The thickness of the buffer layer varies 
between tf, =  0A, 0.5A, A.

As can be seen, the influence of the buffer layer on the angular profile of the radiated 
intensity is two-fold. Firstly, in the angular range 6 G (0ecs ,0 ls), the smooth decrease of the 
intensity with the increasing angle 0 is changed to a more complex profile containing peaks 
and dips, the number of which depends on the thickness of the buffer layer. These peaks 
are due to the same interference effects as those discussed in Sec. 3.2.3.

>>

angle 0 [deg] 

(a)
angle© [deg]

(b)
Figure 3.9: Angular distributions of intensity of the luminescence radiated into the glass substrate 
and originating from a thin luminescent layer (thickness i/ =  0.1 A, refractive index ni =  1.43) 
which is separated from the substrate by a buffer layer (refractive index n/ =  1-43), as shown in 
Fig. 3.8. The luminescent layer is covered by air (a) and water (b). The values of the thicknesses tb 
of the buffer layer for which the distributions are plotted are shown in the legend.

The second important influence of the buffer layer can be observed at angles above the 
critical angle 0lcs of the buffer layer/substrate interface. The total amount of luminescence 
radiated above this angle is decreased substantially even for as thin a buffer layer as = A
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(see the dash-dotted line). This is due to the same reasons as already discussed in Sec. 3.2.2. 
In particular, the field corresponding to the intensity observed at these angles is evanescent 
in the buffer layer. When the thickness of the buffer layer is sufficiently large, the field barely 
reaches the luminescent layer, which decreases the coupling efficiency between the near-field 
of the radiating dipoles and the radiated field. Consequently, the amount of luminescence 
propagating in the glass substrate at angles 0 > 6lcs is very small for greater values of

3.2.5 R adiation of dipoles— thin layer vs bulk contribution

This section considers a configuration similar to that discussed in the previous section. The 
results obtained from this numerical analysis will have very important implications for prac­
tical applications where the surface-generated luminescence is of interest.

The two-layer system under consideration is shown in Fig. 3.10. It consists of a glass 
substrate, which is covered by a sol-gel layer of refractive index n/ = 1.43 and thickness ti =  
1.5A. This layer is either luminescent or non-luminescent. On top of this layer is a bulk 
layer of water (thickness i&), which either does or does not contain luminescent molecules. 
The purpose of this bulk layer is to model the contribution to the radiated luminescence 
originating from the volume above the thin sol-gel layer. The bulk layer is covered by water.

water
¿ulkjâ

! sol-geli layer | | | | |

1 0  '  , 1 ( 0 )  
glass substrate; ;

(a)

water water

1(0)
: : : :  glass substrate;: : :;:

(b) (c)

Figure 3.10: Schematic diagrams of two-layer systems consisting of a glass substrate, sol-gel layer 
and a bulk layer. The structures are covered by water. Diagrams (a), (b) and (c) correspond to 
the following situations: (a) the bulk layer contains luminescent molecules while the sol-gel layer 
does not; (b) the bulk layer does not contain luminescent molecules while the sol-gel layer does; 
(c) both the bulk and sol-gel layers contain luminescent molecules.

Firstly, it is considered that the sol-gel layer does not and the bulk layer does contain 
luminescent molecules, as shown in Fig. 3.10(a). The corresponding angular profile of inten­
sity of the luminescence radiated into the glass substrate is shown in Fig. 3.11(a). As can be 
seen, the luminescence radiated from the bulk layer can be observed mainly at angles below 
the critical angle of the water/substrate interface (0™s). The greater is the thickness £& of the 
bulk layer, the greater is the amount of luminescence observed below the critical angle 6™s. 
On the other hand, the contribution of the bulk layer to the luminescence observed within 
the angular range 6 £ {0^s,0 lcs) is small and does not significantly change when the bulk 
layer thickness exceeds the value of approximately 4A, as demonstrated by the dash and 
dash-dotted lines in Fig. 3.11(a). This is an important observation because it enables one 
to extend the thickness of the bulk layer to an arbitrarily large value without modifying the 
angular distribution of the luminescence radiated within this angular range. Last but not 
least, it is worth noting that there is only a negligible contribution of the bulk layer to the 
luminescence observed above the critical angle 6lcs.
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Figure 3.11: Angular distributions of intensity of luminescence generated by a multilayer structure 
shown in Fig. 3.10. The bulk layer is characterised by refractive index =  1.33 and thickness tb, 
while the sol-gel layer is characterised by ni =  1.43 and ti =  1.5A. The graphs (a) and (b) 
correspond to the situations depicted in Figs. 3.10(a) and 3.10(b), respectively.

Now, the opposite case is considered, i.e., the sol-gel layer does and the bulk layer does 
not contain luminescent molecules. The corresponding angular distribution of the intensity 
observed in the glass looks as depicted in Fig. 3.11(b). The features of this profile were 
already discussed in Sec. 3.2.3. In contrast to the situation depicted in Fig. 3.11(a), the main 
contribution to the luminescence originating from the sol-gel layer is observed at angles 6 6 
{0™si0lcs)- Furthermore, there is a considerable amount of luminescence radiated above the 
critical angle 9lcs.

Figure 3.12: An example of the angular distribution of intensity generated by a multilayer structure 
shown in Fig. 3.10(c). The bulk layer is characterised by refractive index rib = 1-33 and thickness tb, 
while the sol-gel layer is characterised by ni ~  1.43 and ti = 1.5A. Both the sol-gel and bulk layers 
contain luminescent molecules with equal concentrations.

When both the sol-gel and bulk layers contain the luminescent molecules,1 as shown in
^or simplicity, both layers are assumed to have equal densities of the luminescent molecules.
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Fig. 3.10(c), the angular distribution of intensity looks as shown in Fig. 3.12. Due to the fact 
that the contributions to the luminescence originating from different parts of the structure 
are considered to be uncorrelated (in the statistical sense), the total intensity is given by the 
sum of the contributions from the sol-gel and bulk layers.

The graph demonstrates that it is possible to distinguish between the contributions orig­
inating from the doped sol-gel layer and the luminescent bulk layer. This is due to the fact 
that these two contributions are observed within different angular regions. In particular, 
the main contribution originating from the bulk layer is radiated at angles below the critical 
angle 0™s, while the main contribution originating from the thin sol-gel layer is observed at 
angles above the critical angle 0™s. Although the distinction between the two contributions 
is not sharp around the critical angle 6™s, there is a definite angle, denoted by n above 
which the contribution originating from the bulk layer is negligible in comparison to the con­
tribution originating from the sol-gel layer. The value of this angle can be determined by 
combining this analysis and the noise characteristics of the particular detection system. This 
will be more extensively studied in Sec. 3.4.

3.2.6 R adiation of dipoles— surface vs bulk contribution

In this section, another implication of the theory that could be exploited in a technique 
suitable for distinguishing between the surface and bulk-generated luminescence is discussed.

water water water
Jbullcja^er

| |  s u r f a c e }  l a y e r f l | | |

!•? \ m
glass sijbstrate

(a) (b) (c)

Figure 3.13: Schematic diagrams of a two-layer system consisting of a glass substrate covered with 
water. The water above the substrate is divided into a surface layer and a bulk layer. Diagrams (a), 
(b) and (c) correspond to the following situations: (a) the bulk layer contains luminescent molecules 
while the surface layer does not; (b) the bulk layer does not contain luminescent molecules while 
the surface layer does; (c) both the bulk and surface layers contain luminescent molecules.

The structure under consideration consists of a glass substrate covered by water. The 
water environment is divided into a “surface” layer, a “bulk” layer and the bulk itself. The 
surface layer is a layer of water of thickness t s adjacent to the glass substrate. The bulk layer 
is another layer of water (thickness 15) covering the surface layer. The purpose of this division 
is to model the contributions to the radiated luminescence originating from molecules located 
close to the surface of the substrate and those located further away from the surface. The 
situation is depicted in Fig. 3.13.

Firstly, it is assumed that both the surface and bulk layers contain luminescent molecules. 
This means that the luminescence originates from a layer of thickness t s -f hi as shown in 
Fig. 3.13(c). The angular distribution of intensity of the luminescence radiated into the glass 
substrate from such a system is shown in Fig. 3.14(a) for t s = A and various values of the 
bulk layer thickness (see the legend of the graph). As can be seen, the increased value of the
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angle 0 [deg] angle 0 [deg]

(a) (b)
Figure 3.14: (a) Angular distributions of the total intensity of luminescence radiated into the 
glass substrate, which is given as a sum of the contributions originating from the "surface” and 
“bulk" layers, i.e., from a layer of total thickness ts + £&■ (b) Separate contributions to intensity 
of the luminescence originating from the surface layer of thickness ts = A (solid line) and the bulk 
layer of thickness tb = 3À (dash-dotted line). Both the surface and bulk layers are comprised of 
water (see Fig. 3.13 for the explanation of the structure under consideration).

bulk layer thickness results only in increase of the level of luminescence intensity below the 
critical angle of the environment/substrate interface 0ecs. Above this angle, the intensity of 
luminescence remains practically unchanged for all values of the bulk layer thickness

To explain this behaviour, the contributions originating from the surface and bulk layers 
are plotted separately. This is shown in Fig. 3.14(b) by the solid and dash-dotted lines, 
respectively. The dash-dotted line indicates that the luminescence originating from the bulk 
layer falls rapidly above the critical angle 0*s. Above the threshold value of the observation 
angle 0tr, the luminescence intensity arising from the bulk is negligible in comparison with the 
contribution of the surface layer. As follows from the graphs (a) and (b) in Fig. 3.14, it is the 
surface layer that contributes to the luminescence radiated well above the critical angle Q*s 
or, more precisely, above the threshold angle 0tr- Therefore, by defining the value of 6tr and 
observing the angular distribution of the luminescence radiated into the (higher refractive 
index) substrate above 6tn one can establish a useful detection technique. Employing this 
technique, one can distinguish between the luminescence originating from the surface layer 
and the luminescence originating from the bulk covering the surface layer. The thickness of 
the surface layer has to be determined by the particular application exploiting this principle. 
Once it is known, the threshold angular position 6tr can be calculated. Further details of this 
calculation will be treated more extensively in Sec. 3.4.

3.3 Optim isation of luminescence capture efficiency

Following the theoretical and numerical analysis of the properties of luminescence generated 
from structures employing thin luminescent films, it is now possible to address the issue of 
the luminescence capture efficiency. Firstly, a numerical analysis of the capture efficiency
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for conventional detection systems is analysed. Subsequently, a list of novel configurations, 
which can substantially increase the efficiency of the luminescence capture, are proposed and 
discussed in detail.

3.3.1 N um erical analysis of lum inescence capture efficiency

As mentioned in Sec. 1.4, a typical configuration in many luminescence-based sensor appli­
cations involves a thin luminescent film or spot deposited onto a planar substrate. In the 
following discussion, the element containing the planar substrate and the luminescent layer 
or spot will be referred to as the sensing element or sensor chip. The sensor chip is considered 
to be designed independently of the sensor system in which it is to be incorporated.

One possible and very simple implementation of the sensing element comprises a higher 
refractive index substrate, such as a glass slide, on top of which a luminescent film or spot 
is deposited. This configuration is widely used in the laboratory where this research was 
conducted and therefore will be the primary focus of the following discussion.

LED LF PD 

EL

(c)

Figure 3.15: (a) A diagram of the sensor chip used in the probe of the dissolved oxygen optical 
sensor [17]. The sensor chip employs a plastic substrate (PS) coated with a small luminescent 
spot (LS). The LED provides the excitation light (EL), while the photodiode (PD) collects the 
luminescence (L) transmitted through the substrate, (b) A diagram of the sensor chip used in 
the O2 or CO2 laboratory sensor system [19, 20]. The sensor chip employs a glass substrate (GS) 
coated with a thin luminescent film (LF). The LED provides the excitation light (EL), while the 
photodiode (PD) collects the luminescence (L) transmitted through the substrate, (c) A diagram 
of the configuration employing the edge-detection of the luminescence (L) which is trapped inside 
and propagating along the glass substrate (GS) towards the slide edge [21]. The LED provides 
the excitation light (EL), while the photodiode (PD) transforms the luminescence to an electrical 
signal.

When the sensing element is incorporated into the sensor system, the excitation of the 
luminescence is typically provided by a direct illumination of the luminescent layer or spot. 
Furthermore, the detector is placed directly (or almost directly) under or above the sensing 
chip. Examples of the typical configurations using this geometry are shown in Fig. 3.15(a-b). 
Although another configuration employing the edge detection (see Fig. 3.15(c)) was recently 
developed [21], the improvement of the luminescence capture efficiency was not adequately 
analysed nor yet fully exploited.

Based on the theory developed in Sec. 3.1, the problems with the detection of the directly 
transmitted light are now highlighted. Firstly, the sensing element, for which a thorough 
investigation is carried out, is precisely defined. Although particular values of the material 
and other geometrical parameters are assumed, the same analysis can be performed for any 
other set of parameters.

109



3.3. OPTIM ISATION OF LUMINESCENCE CA PTU RE EFFICIENCY L. Polereckÿ

The sensing element under consideration is shown in Fig. 3.16. It consists of a “thick” 
glass slide substrate (refractive index ns = 1.515, thickness « 1mm) on top of which a small 
spot of luminescent material (refractive index n/ = 1.43) is deposited. The thickness ti of the 
layer forming the spot is assumed to be uniform and in the range of hundreds of nanometers. 
Furthermore, for simplicity, the size of the spot is assumed to be small compared to the size 
of the area of the detection system which is used to detect the luminescence produced by the 
spot. The latter restriction is assumed only to ensure that the luminescent spot “appears” 
to the detector as a spot rather than as an area over which the radiated intensity would have 
be integrated. Consequently, the lateral (x - y) dimensions do not have to be considered and 
only the angular dependence of the radiated intensity needs to be taken into account in the 
following analysis. The luminescent spot is assumed to be covered by the environment, which 
is either air (na = 1.0) or water (nw = 1.33). The slide is surrounded by air from below.

(a)

water

(b)
Figure 3.16: Angular properties of luminescence radiated from a small luminescent spot deposited 
on a glass substrate. The substrate is surrounded by air from below and by air (graph a) or 
water (graph b) from above. The blue solid line and the red dashed line represent the angular 
distributions of luminescence radiated from the luminescent spot of thickness ti = 0.5A and ti =
1.5A, respectively.

The predicted angular distribution of the luminescence emerging from the small lumines­
cent spot deposited on the glass substrate is shown in Fig. 3 . 1 6 .  The graphs (a) and (b) 
correspond to the situation where the environment covering the spot is air and water, re­
spectively. In both graphs, the solid blue line and the dashed red line correspond to the 
thicknesses of the luminescent spot equal to ti =  0 . 5 A and ti =  1 . 5 A, respectively, where A 
is the luminescence wavelength. Although this situation was already discussed in Sec. 3 . 2 . 3 ,
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the results will now be evaluated from a different perspective.
Luminescence that can be detected by the detector placed above the glass substrate is 

schematically shown by the green arrow. As can be seen from the blue or red line located in air 
or water above the glass substrate, the amount of luminescence radiated into the environment 
covering the spot is relatively small.

The situation is similar when the detector is placed below the glass substrate. Due to the 
reflections taking place at the bottom glass/air interface, the light impinging at this interface 
is transmitted to air only if the incident angle lies within the angular range 0 G (—0%s,0%s), 
where 0“s = arcsin{na/ n s) « 41.3° is the critical angle of the substrate (glass)/air interface. 
This light is schematically depicted by the dashed orange arrows. Due to the refraction, the 
light propagating inside the substrate at angles 0 G ( - 0 c s ,0“s) is partially transmitted into 
the air under the substrate at angles 0 G (-90°, 90°). The blue and red lines within the 
angular range 0 G ( -0™ ,0™) demonstrate that the amount of luminescence transmitted to 
air below the glass substrate is also relatively small.

The light propagating inside the substrate at angles greater than the critical angle 0“s is 
totally reflected at the lower substrate/air interface. If the environment covering the slide is 
air, as shown in Fig. 3.16(a), this light is also totally reflected at the upper layer/air interface 
and is effectively trapped (or confined) within the waveguiding glass substrate. If the envi­
ronment above the slide is water, as shown in Fig. 3.16(b), the part of the light propagating in 
the substrate at angles 0 G (0cs ,0™s) and 0 G (~0%s, ~ ^ s) is partially transmitted into water 
and partially reflected back to the substrate. Furthermore, the part of light propagating at 
angles 0 G (0^S,9O°) and 0 G (-0™s, -9 0 °) is totally reflected at the upper layer/water inter­
face. In any case, due to the relation 0™s > 0®5, the light exhibiting the enhanced intensity 
is always trapped inside the substrate due to the total internal reflection at both the upper 
and lower interfaces.

This analysis clearly explains why large values of the luminescence capture efficiency can­
not be achieved by the conventional detection technique employing detection above or below 
the substrate. It is mainly due to the fact that this technique facilitates the detection only of 
the low-intensity modes generated by the luminescent spot. The analysis also demonstrates 
that a higher capture efficiency could be achieved if the more intense modes, i.e., those prop­
agating at angles 0 E (0ecs,0 ls) and 0 G ( -0 1 s, - 0 ls), are detected. In these expressions, 0%s is 
equal either to 0“s or 0™s, depending on whether the environment covering the luminescent 
spot is air or water, and 0ls is the critical angle of the layer/substrate interface.

To simplify the subsequent discussion, the following terminology is introduced. The lu­
minescence directly transmitted to air or water above the substrate will be called the air- 
transmitted or the water-transmitted luminescence. The corresponding modes of the electro­
magnetic field will be called the air-transmitted or water-transmitted modes or, shortly, AT 
or W T  modes. The luminescence radiated into the substrate at angles 0 G (-0£s,0£s), which 
is eventually transmitted into air under the substrate, will be called the substrate-transmitted 
luminescence. The corresponding modes will be called the substrate-transmitted (ST) modes. 
The luminescence radiated into the substrate at angles 0 G (0ecs^0ls) and 0 G (~0ecs^ - 0 ls), 
which is trapped (confined) inside the substrate, will be called the substrate-confined lumi­
nescence.2 The corresponding modes will be called the substrate-confined (SC) modes. The

2Even though the term  substra te-trapped  luminescence would be more suitable, it will not be used here
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luminescence propagating at angles 6 £ (0 9̂0°) and 0 E (—0lcs, — 90°) will be called the 
evanescent-wave (EW) luminescence. Although it is also trapped (confined) inside the sub­
strate, this name reflects better the character of the field corresponding to these modes, which 
is evanescent in the luminescent layer. This is qualitatively different from the SC modes, 
whose field is propagating (i.e., described by a harmonic function) inside the luminescent 
layer.

To provide quantitative analysis of the improvement in the luminescence capture efficiency 
that could be achieved by employing the detection of the SC modes, the total optical power 
carried by the AT/WT modes, ST modes, SC modes and the E W  modes is calculated and 
compared. This comparison is shown in Figs. 3.17 and 3.18. The graphs (a) and (b) in both 
figures correspond to the situations where the environments covering the luminescent spot 
are air and water, respectively.

t,/X t,/X
(a) (b)

Figure 3.17: Relative optical power carried by the AT/WT, ST, SC and EW modes as a function 
of the thickness ti of the luminescent spot, while the refractive index of the layer is constant an 
equal to ni = 1.43. The graphs (a) and (b) correspond to the situations where the luminescent 
spot is covered by air and water, respectively.

Figure 3.17 shows the relative power carried by the modes as a function of the thickness ti 
of the luminescent layer, where the refractive index of the layer is assumed to be constant 
and equal to ni = 1.43. As follows from Eq. (3.34), the total power carried by all the modes 
is proportional to the thickness ti (Tj in Eq. (3.34)). However, as can be seen from both 
graphs in Fig. 3.17, the relative fraction of the power carried by each of the modes remains 
practically constant over a substantially large interval of i/. The notable variation is exhibited 
by the SC modes which gain the relative power at the expense of the E W  modes. This is 
due to the fact that for greater values of ti the coupling between the more distant regions 
of the luminescent layer from the substrate and the E W  modes is weaker (due to the finite 
penetration depth of the evanescent field).

The graph (a) in Fig. 3.17 indicates that the SC modes carry approximately 66% of the 
total luminescence radiated by the spot when the spot is covered by air.3 This number is 
somewhat smaller when the luminescent spot is covered by water (« 50 %), which is caused by
since the abbreviation ST would be the same as that for the term surface-transmitted luminescence.

3Understandably, the numerical values depend on the parameters used in the calculation.
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the increase of the fraction of luminescence radiated into water by means of the W T  modes, 
as follows from the comparison of the dashed lines in graphs (a) and (b). Although these 
numbers might not seem too large when compared to the fractions of the power carried by 
the AT modes (« 15%), W T  modes (~ 30%) or the ST modes (« 15%), it is important to 
realise that the SC modes are “localised” in a narrower angular range (AO =  0lcs -  0%s « 30° 
and AO =  0lcs -  0™s ~ 10° for the situations where the spot is covered by air and water, 
respectively) than the other modes, which are propagating in the full range 0 E (-90°, 90°). 
To facilitate the detection of the full power carried by the AT, WT, or ST modes, one would 
have to use a detection system with the value of the numerical aperture equal to 1, which is 
practically impossible. On the other hand, the large power carried by the SC modes could be 
detected using a detection system with a low value of the numerical aperture (not exceeding 
sin 15° « 0.26 for A0 = 30° or sin 5° « 0.09 for A0 = 10°).

Figure 3.18: Relative optical power carried by the AT/WT, ST, SC and EW modes as a function 
of the refractive index n/ of the luminescent spot, while the thickness of the layer is constant an 
equal to ti =  1 . 5 A .  The graphs (a) and (b) correspond to the situations where the luminescent 
spot is covered by air and water, respectively.

Figure 3.18 shows the relative power carried by the modes as a function of the refractive 
index of the luminescent layer, where the layer thickness is assumed to be constant and 
equal to t¡ = 1.5A. It can be seen that the power carried by the SC modes increases rapidly 
as ni approaches the value of the substrate refractive index (ns = 1.515). This is mainly due 
to the shift of the critical angle 0lcs, which converges to 90° as approaches ns. As in the case 
discussed above, the fraction of the power carried by the SC modes is generally smaller when 
the environment covering the luminescent spot is water. This is again due to the fact that 
the luminescence radiated into water has higher intensity, as follows from the comparison of 
the dashed lines in the graphs (a) and (b) of Fig. 3.18. Nevertheless, figure 3.18 demonstrates 
that a greater fraction of the energy carried by the SC modes is obtained when the refractive 
index of the luminescent layer is chosen as close to that of the substrate as possible.

The above analysis considers the total optical power carried by the various types of modes 
radiated from the luminescent spot. This means that in order to make these quantities 
comparable as measures of the luminescence capture efficiency, a detection system which is 
able to capture all the power carried by the particular modes would have to be employed.
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Figure 3.19: A schematic diagram of an ideal detection system (IDS) characterised by a numerical 
aperture NA = sin0COl where 9C0 is the cone angle associated with the cone of light entering 
the system. The system employs an ideal lens (L) which redirects the beams corresponding to 
the AT/WT and ST modes to the detector array (DA). S denotes the substrate containing the 
luminescent spot (LS), as shown in Fig. 3.16.

For example, in case of the AT, W T  or ST modes, the detection system would have to be able 
to detect light beams propagating in the cone with the cone angle of 90°, i.e., characterised 
by the numerical aperture NA = 1.

In order to provide a better quantitative comparison between the different types of modes, 
it is necessary to consider them in the context of the detection system. This can be done 
by evaluating the detected power as a function of the numerical aperture of the detection 
system.

In the following analysis, an ideal detection system, which is depicted in Fig. 3.19, is 
considered. It is assumed to be placed directly below or above the luminescent spot, i.e., its 
axis (dashed-dotted line) is perpendicular to the surface of the substrate and intersects the 
luminescent spot.

One of the most important quantities characterising the detection system is its numerical 
aperture (NA). It is related to the value of the cone angle 6co by NA = sin0co. The fact that 
the system is ideal means that all the light propagating within the cone characterised by the 
cone angle 0CO = arcsin NA is detected and converted to the signal proportional to the total 
power carried by the corresponding modes.

At this stage, only the AT, W T  and ST modes are considered. The SC modes will be 
considered in the following section, where several novel configurations enabling their efficient 
detection will be proposed.

Figure 3.20 shows the efficiency of detection of the AT, W T  and ST modes as a function 
of the numerical aperture of the ideal detection system described above. In the calculation, 
the values n/ = 1.43 and ti = 1.5A were considered.

It can be seen from the graph that the relative values of the detected optical power, which 
are listed in Table 3.1, can be achieved only with a detection system whose numerical aperture 
is equal to unity. For NA < 1, the capture efficiency decreases rapidly. For example, it falls 
below 5 % for NA < 0.5. This means that even an ideal detection system cannot detect more 
than 5 % of the total power radiated by the luminescent spot when its numerical aperture is 
lower than 0.5. This makes the SC modes attractive because they carry more power which is 
concentrated within a narrower angular range, thus allowing for a greater capture efficiency at 
a lower numerical aperture of the detection system. The following section will provide details 
on how these modes can be effectively detected. Furthermore, it will present quantitative
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Figure 3.20: Efficiency of the detection of optical power carried by various types of modes radiated 
by the luminescent spot. The efficiency is plotted for the ideal detection system depicted in Fig. 3.19 
as a function of its numerical aperture NA. The lines marked by (a) and (w) correspond to the 
situations where the luminescent spot is covered by air and water, respectively.

comparison with the results obtained in this section.
The numerical analysis presented in this section serves only as an example. It focused 

only on particular configurations using particular values of the refractive index and thickness 
of the luminescent layer and other materials involved. However, using the theory developed 
in Sec. 3.1, a similar analysis with qualitatively similar results can be carried out for any 
other set of parameters.

luminescent spot covered by
air water

AT modes: «13% W T  modes: 31%
ST modes: «16% ST modes: 14%
SC modes: « 66 % SC modes: « 50%
E W  modes: « 5 % E W  modes: « 5%

Table 3.1: Relative values of total optical power carried by specified modes calculated for a sensor 
chip depicted in Fig. 3.16. The thickness and refractive index of the luminescent spot for which 
these values were calculated are ti =  1.5À and n* = 1.43, respectively.

3.3.2 Configurations w ith enhanced lum inescence capture efficiency

The previous section concluded that the luminescence radiated from a luminescent spot or 
layer by means of the SC modes should be detected in order to improve luminescence capture 
efficiency. This section provides a list of configurations which facilitate the detection of 
the SC modes. Detailed analysis of the luminescence capture efficiency for one particularly 
promising configuration is presented and compared to the results obtained in the previous 
section.

The underlying principle of all the configurations is the modification of the geometry 
of the top or bottom interface of the substrate in order to redirect the SC modes towards
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the detector placed above or under the substrate. This modification can be achieved by 
employing macroscopic or microscopic structures at the top or bottom substrate interface, 
which, by means of reflection, refraction or diffraction, change the direction of propagation 
of the SC modes.

Edge detection

This configuration was already mentioned in Sec. 3.3.1. It takes advantage of the fact that 
the luminescence radiated by means of the SC modes propagates along the substrate and is 
radiated out of the substrate at the edge, as shown in Fig. 3.21(a). This concept has already 
been demonstrated in the laboratory where this research was conducted [21, 22] as well as 
by other authors [23, 24, 25, 26, 27]. Although this configuration facilitates the detection of 
the SC modes, the detection is not optimised. This is due to the fact that only a fraction 
of the SC modes is detected, in particular that corresponding to the modes propagating 
within the angular range of A</>, as shown in Fig. 3.21(b). In order to maximise this fraction, 
the detectors would have to be put all around the substrate, which is not feasible in most 
practical applications. The situation could be improved by employing a channel waveguide, 
as shown in Fig. 3.21(c). In this case, a fraction of the SC modes would be coupled into the 
channel waveguide and subsequently detected at the edge. This fraction could be considerably 
greater than that for the configuration without the channels, especially if the number of 
channel waveguides “emerging” from the luminescent spot is greater. However, this structure 
would be more demanding from the point of view of the technological processes involved in 
preparation of the substrate as well as the requirements on the number of detectors. Due to 
these reasons, further numerical estimation of the improvement of the luminescence capture 
efficiency will not be given for this configuration.

SC modes

(a) (b) (c)
Figure 3.21: Side (a) and top (b) views of the configuration employing the edge detection of the 
SC modes. The configuration (c) employs channel waveguides to deliver a greater fraction of the 
SC modes into the detectors than that in the configuration (b). The red spot in the centre of the 
waveguides represents the luminescent spot.

Combination of refractive and reflective elements at the bottom interface

A configuration which employs a combination of refractive and reflective elements at the bot­
tom interface of the substrate is shown in cross-section in Fig. 3.22. Total internal reflection 
at the bottom interface of the substrate is avoided by configuring the plane of the interface 
so as to decrease the angles of incidence of the SC modes to values lower than the critical
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angle 0%s. This plane, through which the SC modes are refracted and transmitted outside 
the substrate, is denoted by A. If it is required that the detection takes place under the 
substrate below the luminescent spot, an additional air-substrate interface, denoted by B, 
can be incorporated in order to reflect the SC modes, as shown in Fig. 3.22(b).

SC modes

SC modes

(a) (b)
Figure 3.22: Side views of the configurations employing a combination of refractive and reflective 
elements. The SC modes are transmitted through the plane A. In the diagram (b), they are further 
reflected by the plane B and redirected towards the detector (D) placed under the substrate.

A particular advantage of this configuration is that the top interface containing the lu­
minescent spot is planar. This is important if the system is required to be compatible with 
another system employing a planar architecture. Furthermore, the orientation of the plane A 
is designed so as to ensure that the SC modes impinge on the plane A at angles close to 0°, 
i.e., almost at normal incidence. This is important because the fraction T of the power trans­
mitted through this plane, which is determined by T « 1 — |(ns - na) / ( n s + na)|2, is large 
(Tw 96%).

Although the tilted interface A provides efficient out-coupling of the SC modes outside 
the substrate, the modes propagate in air immediately after the interface A at large angles. 
This would make it difficult to detect the SC modes effectively by a detector placed under 
the substrate. For this reason the reflecting interface B is provided in the configuration. Its 
function is to redirect the SC modes towards the detector. However, a high reflectivity of this 
interface cannot be achieved if it is determined solely by the differences between the refractive 
indices of the substrate and air. For example, for ns = 1.515 and na = 1.0, the reflectivity 
is approximately |(ns - na) / ( n s + na)|2 w 4% for the incident angles up to « 50° and is still 
less then « 50 % for angles as high as 80°. Therefore, unless the reflectivity of the interface B 
is increased, e.g., by depositing a reflective metal layer, the poor reflectivity of this interface 
makes the redirection and thus the detection of the SC modes under the substrate rather 
ineffective. Due to these reasons, further analysis of the luminescence capture efficiency of 
this configuration will not be conducted here.

Diffractive elements at the bottom interface

Another way of out-coupling the SC modes from the substrate and redirecting them towards 
the detector placed under the substrate is to use diffraction. For example, if a diffractive 
element, such as a grating or a more general diffractive optical element (DOE), is placed in the 
position where the SC modes hit the bottom interface of the substrate, the light propagated 
by means of the SC modes can be out-coupled and redirected towards the detector at the 
same time. This configuration is shown in Fig. 3.23.
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SC modes
SC modes

(a) (b)

Figure 3.23: Side views of the configurations employing a diffractive optical element (DOE) placed 
at the bottom interface of the substrate. The diffractive element facilitates both out-coupling of 
the SC modes from the substrate and redirecting them towards the detector placed under the 
substrate.

The advantage of this configuration is that both the top and bottom interfaces of the 
substrate are planar.4 Furthermore, the DOE can be designed so as, for example, to facilitate 
focusing of the SC modes into the detector, as shown in Fig. 3.23(b).

However, there are also great disadvantages to this configuration. The first one is implied 
by the complex technological processes involved in the preparation of the diffraction elements. 
The second and a more important one is associated with the fact that even the best DOEs 
available on the market have still very low diffraction efficiencies (in the order of a few 
percent). This makes the overall out-coupling efficiency of the SC modes rather low and so 
their detection below the substrate rather ineffective.

Modification of the top interface

The final configuration, which is designed to provide increased efficiency of the luminescence 
capture, is shown in Fig. 3.24. In contrast to the previously discussed configurations, the out- 
coupling and redirection of the SC modes radiated from the luminescent spot are facilitated 
by the modification of the top interface.

The principle behind this design is the total internal reflection of the SC modes radiated 
from the luminescent spot by the tilted interface A, as shown in Fig. 3.24(a). The advantage 
of this configuration is two-fold. Firstly, the total internal reflection at this interface is feasible 
for all the SC modes and can be achieved by a proper choice of the tilt angle a. Secondly, 
the redirected SC modes impinge on the bottom interface of the substrate at angles close 
to 0° which guarantees that a large fraction of the power is transmitted out of the substrate
towards the detector (transmittivity T « 96%, as discussed above). The disadvantage of this
configuration is that the top interface of the substrate needs to be modified which makes it 
not directly compatible with systems employing pure planar architecture.

Detailed analysis of the improvement in the luminescence capture efficiency is based on 
figures 3.16(a) and 3.24(b). In this analysis, the substrate containing the luminescent spot 
is assumed to be made of glass (ns = 1.515) and surrounded by air (na = 1.0) both from 
the top and bottom. The analysis can be, however, extended to any other set of parameters. 
The properties of the luminescent spot are the same as those used in the numerical analysis 
presented in Sec. 3.3.1, i.e., n/ = 1.43 and ti = 0.5A.

4The bottom one at least in the macroscopic sense.
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Figure 3.24: (a) Cross section of the configuration facilitating improved efficiency of the lumi­
nescence capture. The configuration employs a frustrated cone located at the top side of the 
substrate. The SC modes radiated from the luminescent spot are redirected towards the detector 
placed below the substrate by means of a total internal reflection at the interface A. (b) Detailed 
diagram of the design in (a). See text for further explanation.

As is shown in Fig. 3.16(a), the SC modes propagate in the glass substrate at angles 0 6 
(0acs,0 lcs), where 0“s = arcsin {na/n s) « 41.3° and 0lcs = arcsin(n//ns) « 70.7° are the critical 
angles of the air/substrate and layer/substrate interfaces, respectively. The choice of the 
tilt angle a can be based on various criteria. In this analysis, the requirement is that the 
central SC beam, i.e., the light corresponding to the SC modes propagating in the glass at 
an angle 0centre = {0%s +  0lcs)/2, is redirected straight down upon total internal reflection from 
the interface A, as shown in Fig. 3.24(b).

Simple geometrical analysis implies that the angles 0 and 0, i.e., the propagation angles 
of the light before and after the total internal reflection from the interface A, are related by

0 +  0 = 2a. (3.38)
Due to the fact that 0 = Centre and 0 = 0 for the central SC beam, the tilt angle a can be 
calculated as

a = ̂ c e n te r  = + #) » 28°. (3.39)
Using this value of a, the beams corresponding to the SC modes propagating at angles 0%s 

and 0lcs before the total internal reflection at the interface A are propagating at angles 0“s = 
AO1“ /  2 and 0lcs =  — A 0 l“/2, respectively, where

A O “ = (0lcs -  0acs) « 29.4°. (3.40)
This means that the SC modes propagate within the angular range of

0 e ( = £ -  ) » (-14.7°, 14.7°) (3.41)

immediately after the total internal reflection at the interface A.
When the refraction at the bottom interface of the substrate is considered, the SC beam 

propagating in the glass substrate at an angle 0 is found to be propagating in air below the
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substrate at an angle 9, as shown in Fig. 3.24(b). These angles are related by the Snell law,
i.e.,

na sin 9 =  ns sin 9. (3.42)
Consequently, the SC modes propagate in air below the substrate within the angular range 
of

/  AQ la A f) la \
0 6  I— 1 ^ , ^ \ « ( - 2 2 . 6 ° , 2 2 . 6 ° > .  (3.43)

This implies that all the power carried by the SC modes can be captured by a detector whose 
numerical aperture corresponds to the cone angle of 9C0 = 22.6°, i.e., NA = sin22.6° « 0.38. 
The schematic diagram of such a situation is shown in Fig. 3.25.

LED

0CO SC modes

Figure 3.25: A schematic diagram of a sensor system in the configuration with improved lumines­
cence capture efficiency. The sensor system employs an ideal detection system (IDS) consisting of 
a lens (L) and a detector array (DA). The sensor chip (C) contains the luminescent spot which is 
deposited on top of the frustrated cone, as shown in Fig. 3.24. The SC modes of the luminescence, 
which is excited by an LED, are redirected towards the detector in such a way that they propa­
gate within the cone characterised by the cone angle A ^ a/ 2. The cone angle can be calculated 
from (3.40) and (3.42). The ideal detection system is characterised by the numerical aperture NA 
which is related to the cone angle 9C0 by NA = sin0co.

After the propagation characteristics of the luminescence have been found, it is possible 
to make a comparison between the luminescence capture efficiency of the conventional de­
tection technique (see Figs. 3.19 and 3.20) and that of the improved configuration depicted 
in Fig. 3.24. In a similar way to the treatment in Sec. 3.3.1, the improved configuration is 
assumed to be incorporated in a sensor system employing an ideal detection system, as shown 
in Fig. 3.25.

Figure 3.26 shows the efficiency of the luminescence detection as a function of the numer­
ical aperture of the ideal detection system. The dashed and dash-dotted lines correspond to 
the conventional technique employing detection of the luminescence radiated from the lumi­
nescent spot by means of the AT and ST modes, respectively. This technique was discussed 
in detail in Sec. 3.3.1 (see Figs. 3.19 and 3.20 in that section). The solid line corresponds to 
the configuration employing frustrated cones (see Figs. 3.24 and 3.25).

In the calculation, the values ns = 1.515, na = 1.0, ft/ = 1.43 ti =  0.5A and a  =  28° 
were considered. Furthermore, the transmittivity of the bottom substrate/air interface was 
assumed to be independent of the incident angle and equal to its value at the normal incidence,
i.e., T = 1 - |(ns - na)/(ns +  na)|2 « 96%.

As already mentioned in Sec. 3.3.1, the conventional detection technique can capture 
a maximum of approximately 15 % of the total emitted luminescence. However, this is possible
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Figure 3.26: Fraction of the luminescence detected by an ideal detection system as a function 
of its numerical aperture NA. The dashed and dash-dotted lines correspond to the conventional 
detection technique, which is depicted in Fig. 3.19. The solid and dotted lines correspond to the 
improved detection technique, which is depicted in Fig. 3.25.

only with a detection system characterised by NA = 1. On the other hand, the detection 
system with NA « 0.38 is able to detect approximately 63 % of the total luminescence radiated 
from the luminescent spot if the improved detection configuration is employed to redirect the 
SC modes towards the detector. This clearly represents a substantial improvement.

As can be seen from Fig. 3.26, the efficiency of the luminescence capture achieved by the 
improved configuration does not increase above 63% for NA > 0.38. This is because only 
the SC modes are considered in the evaluation of the capture efficiency. In reality, however, 
the detector placed below the substrate would also detect the ST modes in addition to the 
SC modes. Consequently, the capture efficiency of such a system would continue increasing 
above NA = 0.38. This is depicted by the dotted curve, which is obtained as a sum of the 
solid (SC modes) and dash-dotted (ST modes) curves.

When the luminescence capture efficiency of the conventional detection technique at NA «
0.38 is evaluated, a value of only « 1.8% is found (see Fig. 3.26). This means that for this 
given value of NA, the improved configuration provides approximately 35-fold (!) increase in 
the luminescence capture efficiency. This remarkably large increase makes the configuration 
very attractive, despite the fact that it is not entirely compatible with the planar architecture.

In the design of the configuration with improved luminescence capture efficiency, the tilt 
angle a plays a fundamental role. As mentioned earlier, its evaluation can be based on various 
criteria. The criterion employed in this analysis leads to a given by (3.39). Once this angle 
is determined, the values of the other parameters characterising the configuration, such as w, 
h and t (see Fig. 3.24), can be found from simple geometry. Subsequently, the values can be 
proportionately scaled up or down. The scaling factor is primarily determined by the target 
application and the technology employed in the fabrication process.

If the parameters characterising the properties of the substrate, luminescent spot or the 
environment covering the spot are different, the geometrical parameters of the configuration 
with improved luminescence capture efficiency would change. However, these parameters 
can easily be found by adopting the above analysis to such a system. Following the same

1 2 1



3.4. CO LLECTION OF SURFACE GENERATED LUMINESCENCE L\ Polereckÿ

steps as those discussed above, the tilt angle (3.39) together with the angular range (3.43) 
can be found. Furthermore, the dependence of the luminescence capture efficiency on NA, 
which would be similar to that shown in Fig. 3.26, can be evaluated in order to determine 
the optimum design parameters.

(b)
Figure 3.27: Schematic diagrams of sensor chips with an improved luminescence capture efficiency.

Last but not least, it is important to mention that the schematic diagram in Fig. 3.24 
shows only the cross section of the configuration with improved luminescence capture effi­
ciency. The real design would however involve a 3D structure. In this context, there are 
two feasible options. The first option could employ an axially symmetric structures, i.e., 
the frustrated cones analysed above. Figure 3.27(a) shows an example of a planar substrate 
containing a 2D array of frustrated cones with luminescent spots deposited on the top of 
the frustrated cones. The second option could employ a grove-like pattern, as shown in 
Fig. 3.27(b). This design could be used in applications where linear micro-channels are em­
ployed to facilitate the delivery of the analyte. As follows from the above analysis, these 
platforms should provide a considerable improvement in the efficiency of the luminescence 
detection and thus be attractive in practical applications.

3.4 Collection of surface generated lum inescence

As discussed earlier in Sec. 1.4, the detection of surface generated luminescence is particularly 
important in biosensors in order to discriminate between surface-bound and bulk molecules 
which are luminescently labelled. The theoretical and numerical analyses of the properties 
of the surface-generated luminescence were presented in Sec. 3.2.6. This section provides 
technical details of a novel detection technique which enables detection of the luminescence 
originating from a region adjacent to the substrate interface and excited by a direct illumi­
nation. The thickness of the region of interest, which is in the order of the luminescence 
wavelength À, can be tailored according to the needs of a particular application.

In the following analysis, the substrate is considered to be made of glass (ns = 1.515) and 
the environment containing the luminescent species is water (nw = 1.33). Similar conclusions 
can be, however, drawn for any other set of parameters.

It was concluded in Sec. 3.2.6 that the detection of the luminescence originating from 
a thin layer adjacent to the (glass) substrate, i.e., the surface layer, can be achieved by 
measuring a specific fraction of the luminescence, in particular that propagating in the (glass) 
substrate above the threshold angle 0tT. This conclusion is demonstrated in Fig. 3.14(b) where 
the difference between the angular profiles of the luminescence originating from the surface
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layer of thickness ts = A (solid line) and the bulk layer of thickness t = 3A (dash-dotted line) 
are clearly visible.

angle 0 [deg] 

(a)
t ../X

(b)
Figure 3.28: (a) Angular distributions of the luminescence radiated by a 2-layer system depicted 
in Fig. 3.13. The curves denoted by (BL) and (SL) correspond to the situations where the lumines­
cence originates from the bulk and surface layers, i.e., to the situations shown in Fig. 3.13(a) and 
Fig. 3.13(b), respectively, (b) Threshold angle 0tT as a function of the surface layer thickness ts 
for two different values of the threshold factor Ftr.

From the application point of view, it is important to know the relation between the 
thickness t s of the surface layer from which the luminescence originates and the threshold 
angle 0tT above which the luminescence should be observed. Figure 3.28(a) shows the angular 
distributions of the luminescence radiated from a 2-layer system depicted in Fig. 3.13. The 
distributions are plotted for two values of the surface layer thickness, namely t s = 0.5A 
and t s = A, and for one value of the bulk layer thickness, namely tb = 3A. In order to see the 
relative relation between the various curves, the y-axis employs a logarithmic scale.

From Fig. (3.28)(a), it can be seen that there is a significant difference between the 
contributions to the luminescence originating from the surface and bulk layers, particularly 
above the critical angle 0™s of the water/substrate (glass) interface. While the intensity 
corresponding to the bulk layer decreases abruptly for 6 > 6™s, this decrease is not so rapid 
for the intensity corresponding to the surface layer. Furthermore, the rate of this decrease 
varies with the thickness of the surface layer, which is the fundamental feature that can be 
exploited for determining the relation between t s and 0tT.

The threshold angle 0tr can be defined as the angle above which the ratio between the 
intensity of the luminescence originating from the surface layer (Is) and that originating from 
the bulk layer (/&) is greater than a specified threshold factor Ftr. This definition of 6tr can 
be formally expressed as

Is(0tr)

h(9tr)
> F,tr> (3-44)

In a real application, the intensity of luminescence is always characterised by some level 
of uncertainty due to the electronic and other sources of noise. Therefore, the value of r can 
be chosen in such a way that /&(0tr) in (3.44) corresponds to this noise level. Consequently, 
the definition (3.44) is simply a formal expression of the requirement that the signal-to-noise

123



3.4. COLLECTION OF SURFACE GENERATED LUMINESCENCE E. Polerecky

ratio of the measurement of the luminescence originating from the surface layer be greater 
than some specified value Ftr. This also justifies the definition of 0tT given by (3.44).

It can be seen from Fig. 3.28(a) that the intensity of the luminescence originating from 
the surface layer of thickness t s = A is 10 times greater at 0tT = 62.7° and 100 times greater 
at 0tr = 65.8° than the intensity of the luminescence originating from the bulk layer. There­
fore, by measuring the luminescence at angles 0 > 62.7° and 6 > 65.8°, the certainty that 
only the luminescence originating from the surface layer of thickness t s = A is measured is 10 
and 100, respectively.

As follows from the curves in Fig. 3.28(a) calculated for a different value of ts, the value 
of the threshold angle 0tr varies with the desired thickness of the surface layer. For example, 
Otr = 62.7° for t s = A and Ftr = 10 but it increases to r — 66-2° for t s = 0.5A and Ftr = 10. 
Therefore, from the practical application point of view, it is necessary to establish the relation 
between t s and the corresponding value of 0tT. Understandably, this relation is parametrised 
by the threshold factor Ftr.

An example of 0tr as a function of t s is shown in Fig. 3.28(b), where the solid and 
dashed lines correspond to Ftr = 10 and Ftr = 100, respectively. The graph implies that, for 
example, if an application requires that only the luminescence originating from a surface layer 
of thickness t s = 0.5A and t s = A be detected with a certainty characterised by Ftr = 10, 
the detector should measure only the luminescence radiated at angles greater than 0tr =  
66.2° and 0tr = 62.7°, respectively. These angles increase to approximately 88° and 65.8°, 
respectively, if a greater level of certainly, namely Ftr = 100, is required.

The graph in Fig. 3.28(b) also shows that there are some limits with regard to the min­
imum thickness of the surface layer that can be resolved by this method. For example, the 
luminescence originating from a surface layer thinner than approximately 0.2A cannot be 
detected with a certainty level of Ftr > 10, as indicated by the solid line which is not defined 
for t s < 0.2A. This minimum thickness is increased to « 0.5A if the certainty level is increased 
to 100. This feature is related to the fact that the penetration depth of the evanescent field 
is greater than zero even for an incident angle approaching or equal to 90°.

The graph also shows that if the surface region of thickness not exceeding t s = 2A is of 
interest, it can be probed with a high certainty (Ftr = 100) by measuring the luminescence 
radiated above approximately 65°. This value is sufficiently small to be accessible by a simple 
experimental setup, such as that proposed below.

It is important to emphasize that the excitation of luminescence was not mentioned in 
the above analysis at all. This is because the angular properties of the emitted luminescence, 
which are exploited in this technique, are independent of the way how the luminescent mole­
cules are excited. Therefore, it is possible to use direct illumination for efficient excitation of 
the molecules while detecting the luminescence originating specifically from a close vicinity 
of the surface. This is what makes this technique very attractive.

Experimental setup for collection of surface-generated luminescence

Following the above numerical analysis, experimental configurations facilitating the detection 
of a surface-generated luminescence can be proposed. The schematic diagrams of two possible 
setups are shown in Fig. 3.29.
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LED

Figure 3.29: Schematic diagrams of experimental configurations for measuring the surface­
generated luminescence employing direct illumination for the luminescence detection. The configu­
rations comprise the following parts: (a) substrate (S), semi-cylindrical prism (SCP), detector (D), 
flow-cell (FC), luminescent solution (LS), light-emitting diode (LED), (b) substrate (S) with a mod­
ified top interface (frustrated cone), CCD detector array, flow-cell (FC), luminescent solution (LS), 
light-emitting diode (LED), opaque coatings (OC). In both diagrams, the surface-generated lumi­
nescence is depicted by the red arrows while the blue arrows depict the bulk-generated luminescence.

In the first setup, which is shown in Fig. 3.29(a), the substrate, above which the lumines­
cent solution can flow, is attached to a semi-cylindrical prism made from the same material as 
the substrate, e.g., glass. This way, the luminescence propagating in the substrate above the 
threshold angle 0tr> i-c., the surface-generated luminescence, can be detected by a detector 
positioned at 0 > Qtr, as shown in Fig. 3.29(a). The detector in this setup can be either 
a linear detector or a photodiode with a small detection area. Luminescence is excited by 
an LED placed above the luminescent solution, i.e., by direct illumination.

The second setup, which is depicted in Fig. 3.29(b), comprises a substrate whose top 
interface is modified in a manner similar to that shown in Fig. 3.24. In this case, the surface­
generated luminescence (depicted by the red arrows) is imaged to an area at the detector 
which is spatially separated from the area where the luminescence generated by the bulk layer 
(depicted by the blue arrows) is imaged to. Therefore, measuring the luminescence below 
the substrate by a two-dimensional detector array, such as a CCD camera, enables one to 
distinguish between the surface and bulk-generated luminescence by acquiring the signal from 
different parts of the image. To prevent the imaging of the bulk-generated luminescence to 
the same areas on the detector where the surface-generated luminescence is imaged, opaque 
coatings can be placed at the bottom interface of the substrate to block out this undesirable 
luminescence, as shown in Fig. 3.29(b). Although this design is feasible from the theoretical 
point of view, its practical realisation could become rather elaborate.

3.5 Conclusion

In this chapter, a rigorous electromagnetic theory was developed which is suitable for the 
description of the angular anisotropy of radiation of molecules embedded in an arbitrary 
multilayer system. The theory was applied to two main areas.
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Firstly, the angular anisotropy of luminescence emitted from a thin luminescent layer 
deposited on a higher refractive index substrate was studied. It was found that, with respect 
to the character of the field inside the luminescent layer and in the surrounding media, the 
modes of the electromagnetic field radiated by a thin film can be divided into four categories. 
One category of the modes, the so-called substrate-confined (SC) modes, was found to be 
particularly attractive for luminescence-based sensing applications. These modes propagate 
in the substrate at angles greater than the critical angle of the environment/substrate in­
terface and lower than the critical angle of the luminescent layer/substrate interface. Their 
attractiveness is derived from the fact that they carry a relatively large proportion of the 
emitted optical power in a relatively narrow angular range. (For example, the fraction is 
more than 60 % and the angular width is approximately 30° if the substrate is glass and the 
environment is air.)

Even though these modes are attractive for sensing applications, they are not exploited in 
conventional thin film-based sensor systems which typically employ detection of luminescence 
directly above or below a planar substrate on top of which the luminescent layer is deposited. 
This is mainly due to the fact that these modes are trapped in the planar substrate (hence 
the name) and thus cannot be directly detected unless special configurations are employed. 
Based on the theory, a number of such configurations were proposed. They provide efficient 
detection of the SC modes and thus could be used in order to improve the luminescence 
capture efficiency. One particular configuration that provides the most benefits was studied 
in more detail. This configuration employs frustrated cones on top of which the luminescent 
layer is deposited. It was found that, for certain values of parameters characterising the 
structure and the detection system, the collection of luminescence could be improved by as 
much as 35 times in comparison with the collection efficiency that can be achieved using 
conventional techniques.

The theory was also applied to the area where the luminescence of interest is that gener­
ated specifically by the molecules located in close vicinity to the surface. In particular, a de­
tailed theoretical analysis was presented which described the realisation of a novel method 
for the detection of such luminescence. In contrast to the conventional method that em­
ploys evanescent-wave excitation, this method enables one to use direct illumination to excite 
the luminescent molecules. The distinction between the luminescence radiated by molecules 
located in the bulk and near the surface is achieved by the measurement and appropriate 
treatment of the angular profile of luminescence intensity. In particular, by measuring the 
emitted luminescence above a certain threshold angle $tr> only the luminescence originating 
from molecules located closer to the surface than some corresponding distance dtT is detected. 
Taking into account that the excitation by direct illumination is much more effective than that 
provided by the evanescent-wave excitation technique, this new method can be particularly 
attractive in immunosensing applications.
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Chapter 4

A bsorption-based optical chemical 
sensors— experim ental work

This chapter presents an experimental investigation of the theoretical predictions discussed 
in Chapter 2. Firstly, the angular dependence of sensitivity of an absorption-based sensor 
is verified experimentally using a multimode waveguide sensing platform comprising a glass 
slide coated with a thin sensing film. Based on the theoretical analysis of optimised sensing 
conditions, a prototype LED-based sensor system was designed and fabricated. Technical 
details of the compact and portable sensor unit are presented along with the results displaying 
the sensor performance using gaseous ammonia and pH as the analytes.

4.1 Angular distribution of sensor sensitivity

In this section, the angular distribution of the sensitivity of an absorption-based optical 
chemical sensor is studied experimentally. This experimental work was conducted in order to 
investigate the theoretical predictions discussed in Secs. 2.2.7-2.2.9. Firstly, the preparation 
of the sensor element which was used in the experiments is briefly described. Then the 
description of the experimental apparatus is provided. Finally, the experimental results are 
presented and discussed in detail.

4.1.1 Preparation of the sensor elem ent

Throughout the experimental work presented here, the multimode planar waveguide plat­
form, which was thoroughly studied in Chapter 2, consisted of a standard glass microscope 
slide. The refractive index of the glass slide at the analytical wavelength was ng = 1.515. 
The thickness of the slide was approximately 1 mm, which guarantees a highly multimode 
character of the planar waveguide.

The sensing layer was prepared using a sol-gel technique which is well established in the 
laboratory where this research was conducted [1, 2, 3]. A typical sol was prepared as described 
in the literature [4] and was doped with Bromocresol Purple (BCP). The composition and 
steps of preparation of the sol are summarised in Table 4.1. The thin sensing layer was 
deposited by dip-coating the sol on one side of the glass slide at a speed of 1 mm/s, which
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dissolve 30 mg of BCP in 4 g of ethanol and stir for 10 mins 
add 2 g pHl HC1 dropwise and stir for 10 mins 
add 6 g TEOS dropwise and stir for 1 hour

Table 4.1: Recipe for the preparation of the BCP-doped sol. See Appendix A for the explanation 
of abbreviations used.

produced a uniform layer of thickness t s « 0.4 ¿¿m. Following this, the film was oven-dried at 
70°C for 17 hours.

BCP is a pH indicator dye with an absorption band displaying a maximum at « 580 nm 
corresponding to its deprotonated state. The magnitude of this peak varies with the pH of the 
environment. This is shown in Fig. 4.1, where the dash-dotted and dashed lines represent the 
absorption spectra of the BCP-doped sol-gel film in presence (2 ppm) and absence (Oppm) 
of ammonia, respectively.

C/3e
3
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Figure 4.1: Absorption spectra of a BCP-doped sol-gel film in presence (2 ppm, dash-dotted line) 
and absence (Oppm, dashed line) of ammonia. The solid and dotted lines correspond to the 
emission spectra of the green He-f\le laser and LED, respectively.

4.1.2 Laser-based experim ental apparatus

The experimental apparatus which was used to measure the angular distribution of sensitivity 
(see Sec. 2.2.7) is shown in Fig. 4.2.

The core element of the experimental apparatus was the semi-cylindrical prism. The 
sensing element described in Sec. 4.1.1 was in optical contact with the prism via an index- 
matching immersion liquid. The dimensions of the prism were designed to be such that 
the addition of the glass slide resulted in a perfect semi-cylinder. This element was then 
incorporated into a flow cell which enabled a controlled flow of the gaseous analyte above the 
sensing layer.

The light interrogating the sensing layer was provided by the green He-Ne laser (A = 
543.5nm). The light was s-polarised. The beam was passed through a chopper which mod­
ulated its intensity at a frequency of approximately 2 kHz. Subsequently, the beam was 
incident on a beam splitter (BS) which provided reference and signal beams. The reference 
beam was detected by the detector D 1 while the signal beam was detected by the detector D2
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Figure 4.2: A schematic diagram of the laser-based experimental apparatus for measuring the 
angular distribution of the sensor sensitivity. In order to facilitate the interrogation of sensing 
layer (SL) by the laser beam at incident angles greater than the critical angle of the air/glass 
interface, the glass slide supporting the sensing layer was attached to a semi-cylindrical prism. See 
text for further description of the system.

after reflection from the sensing element.
Detection of the light intensity was provided by two lock-in amplifiers (Stanford Research 

Systems, SR510) which used the signal from the light chopper as a reference (ref). Using 
this technique, the signals sigl and sig2 corresponding to the light intensity entering the 
detectors D1 and D2, respectively, could be determined independently of the ambient light 
intensity.

The system consisting of the semi-cylindrical prism, sensing element and the flow cell 
was mounted on a high-precision rotary stage (Physik Instrumente, M-038, unidirectional 
repeatability 20/¿rad) which facilitated variation of the incident angle 0. This angle could 
be varied within the angular range of 0 6 (20°, 75°). The upper limit of 75° was due to the 
restrictions determined by the dimensions of the flow cell and the prism. The detector D2 
was mounted onto an independently rotating arm to facilitate detection of the reflected laser 
beam whose angular position 02 followed the incident angle 0, i.e., 02 = 0.

Gaseous ammonia (NH3) was the analyte chosen for the experiments. A controlled mix­
ture of NH 3 in N 2 was provided by mass flow controllers— MFC1 for N 2 (51/min) and MFC2 
for 1 % NH 3 in N 2 (5seem). By using these controllers, the relative ratio of NH 3 in N 2 could 
be varied between ca = 0 ppm and ca = 20 ppm.

The entire experiment was controlled by a personal computer (PC) via a data acquisition 
card (Bytronics, MBIBM3). The analogue outputs of the card controlled the mass flow 
controllers MFC1 and MFC 2. The digital outputs of the card controlled the movement of 
the detector D 2. The DC analogue signals corresponding to sigl and sig2 were converted to 
the digital values using the 12-bit analog-to-digital converters on the card. Rotation of the 
high-precision rotary stage was controlled by the PC via the PIC842 card supplied by the
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manufacturer.
The program controlling the experiment was written in LabView. The screenshot of the 

program is shown in Fig. 4.3. The algorithm implemented in the program proceeded as 
follows:

1. the positions of the rotary stage and the detector D 2 were set to the initial values and 
the concentration of NH 3 in N 2 was set to Oppm;

2. 2000 acquisitions of the signals sigl and sig2 were made and the mean values together 
with the standard deviations calculated;

3. the values of the incident angle, the mean values and the standard deviations of the 
signals were appended to the output file;

4. the rotary stage with the semi-cylinder, sensing element and flow cell was rotated 
by A 6 = 2° and the position of the detector D2 was changed by 2A 6 = 4°;

5. steps 2-4 were repeated until the maximum value of the incident angle was reached;
6. steps 1-5 were repeated for the concentration of NH 3 in N 2 equal to 2 ppm.
After the experimental data were acquired, the reflectivities Ro and R 2 were calculated 

from the values stored in the output file using the formula R c = sig2c/siglc, where c = 0 
and c = 2 for the concentration of NH 3 in N 2 equal to Oppm and 2ppm, respectively. This 
way, possible variations in the intensity of the laser beam were referenced out.

4.1.3 Experim ental data

An example of the data measured by the experimental apparatus described in Sec. 4.1.2 is 
shown in Fig. 4.4. The graph (a) shows the angular distribution of reflectivity correspond­
ing to Oppm (Rq) and 2ppm (R2) of NH 3 in N 2. The graph (b) shows the corresponding 
sensitivity calculated as S =  \R2 — Rq\. The data in the graph (a) were fitted using the ex­
pression (2.61) for reflectivity. The corresponding fitting parameters are listed in Table 4.2.

As can be seen from Fig. 4.4, the agreement between the experimental and theoretical data 
is excellent. The thickness of the sensing layer was found to be t s = (0.40 ± 0.01) /¿m. Both 
the normalisation factor (i.e., the ratio between the experimental and theoretical data) and 
the thickness of the sensing layer were found to be the same for both analyte concentrations. 
This confirms reliability of the experimental data as well as the fitting procedure. Table 4.2 
suggests, however, that the real part of the refractive index of the sensing layer changed from 
n s0 = 1.420±0.002 to n s2 = 1.450±0.002 when the concentration of NH 3 in N 2 changed from 
0 ppm to 2 ppm, which is a rather significant change. This means that the analyte did not 
change only the absorption properties (determined by the imaginary part of the refractive 
index) but also the optical density of the BCP-doped sol-gel film.

The experimental data in Fig. 4.4(b) show a distinct peak in sensitivity at the angle 
of incidence equal to 0 =  <90pt « 66°, as predicted by the theory. However, the enhance­
ment with respect to the sensitivity that can be achieved in the configuration employing 
evanescent-wave absorption (i.e., by means of the interrogation at incident angles 6 > 9scg =
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Figure 4.3: A screenshot of the LabView program controlling the experiment measuring the 
angular distribution of sensitivity of the absorption-based optical sensor system depicted in Fig. 4.2.

(a) (b)
Figure 4.4: (a) Experimental data of reflectivity as a function of the incident angle 8. The 
values denoted as R0 and R 2 correspond to the concentrations Oppm and 2 ppm of NH3 in N2, 
respectively, (b) Experimental data of sensitivity as a function of the incident angle 6 obtained 
from the data in the graph (a) by S  = |R 2 -  Rq\. The solid lines represent the theoretical fit.
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parameter fit of R q (0 ppm) fit of R 2 (2 ppm)
ns 1.420 ±0.002 1.450 ±0.002
Ks 0.0043 ± 0.0001 0.0130 ± 0.0003

ts bra] 0.40 ±0.01 0.40 ± 0.01
normalisation factor 0.80 ± 0.01 0.80 ± 0.01

parameter fit of S = \R2 ~ Rq\
interrogation angle 0Opt 66°± 1°

Table 4.2: Parameters of the sensing layer obtained from the fit of the experimental data in 
Fig. 4.4 by a function given by Eq. (2.61).

arcsin(l.45/1.515) « 73°) is not very significant. The reason for this is two-fold. Firstly, it is 
due to a relatively small thickness of the sol-gel layer for which the peak in sensitivity is not 
so pronounced (see Fig. 2.14). Secondly, it is due to a relatively large value of the extinction 
coefficient of the sol-gel layer, as discussed below.

Table 4.2 shows that both the absolute value and the relative change of the extinction 
coefficient of the BCP-doped sol-gel layer are relatively large (ksq = 0.0043, kS2 = 0.013, 
Ak;s = nS2 -  /i5o ~ 0.009). This means that the BCP-doped sol-gel in the composition 
specified in Sec. 4.1.1 provides a large value of sensitivity even in a configuration employing 
a single reflection. Although this may be advantageous in sensor systems where only a single­
reflection configuration is required, it has an important negative drawback when interrogation 
by means of multiple reflections is considered.
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Figure 4.5: Distributions of the values of sensitivity S  among the guided modes of the waveguide 
structure. To facilitate the easy viewing of the graph, it has been reproduced here. For a more 
detailed description, see Fig. 2.9 in Chapter 2.

Due to a large absolute value of the extinction coefficient, the attenuation of the light 
reflected from the sol-gel film is large (reflectivity in the order of approximately 0.5, as 
shown in Fig. 4.4(a)). Consequently, the effect of multiple reflections is not only a decrease 
in the absolute value of the intensity of light undergoing the multiple reflections, but also 
a decrease in sensitivity. This effect is demonstrated in Fig. 4.5 (reproduction of Fig. 2.9) 
where the sensitivity at the optimum angle 0opt decreases with the increasing value of the
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parameter £L . It is important to realise that this parameter increases not only with the 
interaction length L but also with the extinction coefficient ks of the sol-gel (sensing) layer 
(see Eqs. (2.35) and (2.56)). For some critical value of the interaction length Lc (Lc « 0.5/£), 
the sensitivity at the angle 0opt no longer corresponds to the maximum sensitivity, as shown 
by the dashed line (the line for £L = 0.5) in Fig. 4.5. Furthermore, the sensitivity provided 
by the evanescent-wave absorption is comparable to that achievable at the incident angle 0 = 
60pt. Therefore, the angle 60pt can no longer be called the optimum angle of interrogation 
for L > Lc.

For the experimentally obtained parameters (see Table. 4.2), the parameter £ varies be­
tween £o ~ 1.4 x 105m -1 and £2 = 4.4 x 105m'"1, which implies the values of the critical 
interaction length of L c0 « 3.5 /im and Lc2 « 1.1 /im. The subscripts 0 and 2 correspond to 
the concentrations Oppm and 2 ppm of NH 3 in N 2, respectively. When these values of the in­
teraction length are substituted into (2.62) and the thickness of the guiding layer of tg = 1 m m  
is considered, the number of reflections is found to be equal to one. This rough calculation 
therefore proves that the interrogation of the light with the sensing element described in 
Sec. 4.1.1 provides enhanced sensitivity at the incident angle 6 = 60pt « 66° indeed only 
in the single-reflection configuration, as concluded above. In other words, the configuration 
employing multiple-refiections provides real benefits only when the absorption coefficient of 
the sensing layer is much lower than that obtained in the experiment discussed in this section, 
e.g., < 0.001.

4.2 LED-based prototype sensor system

In this section, the design, construction and performance characteristics of a prototype LED- 
based sensor system are described. The parameters of the sensor design are based on the 
optimised values provided in Sec. 4.1. Technical details of all the parts of the sensor system 
are provided and discussed in detail.

4.2.1 Design of the sensor unit

The design of the prototype sensor system is based on the sensing element which was de­
scribed and analysed in Secs. 4.1.1 and 4.1.3. The fundamental parameters characterising the 
properties of the sensing element relevant to the sensor design are summarised in Table 4.2.

It was concluded in Sec. 4.1.3 that the sensing element is suitable only for sensing in 
the single-reflection configuration. Furthermore, the numerical analysis presented in sec­
tion 2.2.9 demonstrated that the angular variation of sensitivity does not change significantly 
when the monochromatic light interrogating the thin sensing layer is substituted by a source 
with a broad emission spectrum, such as an LED (see Fig. 2.16). Therefore, the prototype 
sensor was designed so that the light emitted from an LED (its emission spectrum is shown 
in Fig. 4.1) would interrogate the sensing layer in a single-reflection configuration at the 
interrogation angle 0 = 0Opt — 66°.

The schematic diagram of the prototype sensor system is shown in Fig. 4.6(a). The core 
feature of the sensor unit is a metal holder (MH) which provides a rigid support for the LED 
and Si-photodiode. The drawing of the metal holder containing all the dimensions is shown
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in Fig. 4.6(b-c). The orientations of the LED and detector are selected so as to ensure that 
the centre angle of interrogation corresponds to the point where maximum sensitivity can 
be achieved, i.e., 6 =  0opt = 66°. The dimensions of the LED and detector apertures (A) 
are designed so as to allow only the light within a narrow angular width (full angular width 
is approximately 8°) to interrogate the sensing layer and be detected by the detector. As 
can be seen from Fig. 4.4(b), the light within this angular region is not incident solely in the 
region of optimum sensitivity but also in a region where sensitivity decreases to approximately 
half of its maximum value. This results in a reduction of the maximum achievable sensitivity. 
Further optimisation is possible by reducing the diameters of the LED and detector apertures 
so as to decrease this angular width. However, this step has to be taken with care. Although 
the reduction of the aperture size could increase the sensitivity, it would also decrease the 
signal-to-noise ratio due to lower levels of intensity, which might result in the deterioration 
of the sensor performance.

analyte analyte
in SE out

(b)
25 25

Figure 4.6: (a) A schematic diagram of the LED-based prototype sensor system working in a single­
reflection configuration. The side and top views of the metal holder are shown in diagrams (b) 
and (c), respectively. The dimensions are in millimeters.
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The flow cell (FC) facilitating the flow of the analyte above the sensing layer was designed 
so as to provide sealed enclosure of the sensing element (SE) inside while leaving an opening 
through which the semi-cylindrical prism (SCP) could be attached to the bottom side of the 
sensing element.

The sensor unit is assembled by attaching the box containing the electronic circuit, the 
metal holder containing the LED and photodiode, and the flow cell containing the sensing 
element and semi-cylindrical prism. The power is supplied externally by either a standard, 
commercially available power supply or batteries. The sensor unit provides a DC signal in 
the range of 0-10 V that can be fed directly to a voltmeter or a data acquisition card. The 
photograph of the sensor unit is shown in Fig. 4.7.

L. Polerecky 
DCU,

Figure 4.7: A photograph of the LED-based prototype sensor system. The sensor unit is assembled 
by attaching the box (1) containing the electronic circuit, the metal holder (2) containing the LED 
and photodiode, and the flow cell (3) containing the sensing element and semi-cylindrical prism.

4.2.2 D esign of the electronic circuit

The purpose of the electronic circuit was to measure the intensity of the light emitted from 
an LED and reflected from the sensing element. In order to make the output signal indepen­
dent of the ambient light intensity, a lock-in detection technique was employed.

The scheme and the photograph of the electronic circuit used in the LED-based prototype 
sensor system are shown in Figs. 4.8 and 4.9, respectively. As follows from the diagram, the 
circuit consists of three main parts:

1. an LED driving circuit, i.e., the circuit providing an alternating current through the 
LED,

2. a detection circuit, i.e., the circuit providing detection and further processing of the 
signal, and

3. a power supply circuit, i.e., the circuit for conversion of the external power supply to 
the levels suitable for the operation of circuits 1 and 2.

In the following, the function of each part of the circuit is discussed in greater detail.
The LED driving circuit is based on the ICM7555 timer chip. This chip produces a square 

wave with Vlo = 0 V and Vhi = 12 V. The frequency and duty cycle of the square wave can
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SENSOR OETECTION CIRCUIT

LEO DRIVING CIRCUIT

Figure 4.8: Scheme of the electronic circuit used in the LED-based prototype sensor system. The 
circuit provides a square wave current to drive the LED (D4) and employs a lock-in detection 
technique for the measurement of the light intensity detected by the photodiode (D6).
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Figure 4.9: A photograph of the electronic circuit used in the LED-based prototype sensor system.

be adjusted  by the values of the resistors R \  and R 2 and capacitors C\ and C2 and is equal 
to approxim ately 5 kHz and 50% , respectively. This square wave is subsequently modified 
to a square wave denoted by Ux w ith VLo =  0.1 V and Vhi =  2.5 V. The high and low 
values can be adjusted by the variable resistors R 12 and # 1 3  and depend on w hat current 
is required to drive the LED. Finally, the square wave Ux is converted via the operational 
amplifier (IC2B) w ith the FE T  transistor in the feedback to the current wave Ux / R j  whose 
high and low values are very stable. This current then flows through the LED resulting in 
the light intensity a lternating at a frequency of 5  kHz. The choice of the value R 7 = 100 fi  
results in the high and low values of the current through the LED (D4) to be /h i =  25 mA 
and I i o  = 1 mA, respectively. These values correspond to the optim um  values of the current 
through the LED in order to vary the em itted light intensity between Jh i =  J max and J lo  =  
respectively . 1 The light intensity levels Jh i and J lo  are very stable due to high stability  of 
the current Ux/ R 7 and due to an excellent stability  of the LED ’s emission characteristics. 
This is im portan t to note because in the version of the circuit shown in Fig. 4.8 the detection 
circuit does not provide any means to reference out the variation of the light intensity em itted 
by the LED.

The light em itted  from the LED interrogates the sensing layer and is reflected towards the 
detector, which is a standard  Si photodiode (D 6 ). The signal from the photodiode is DC de­
coupled and amplified which results in a signal (SIG2) in the form of a sym m etrical square 
wave whose m agnitude is proportional to the high2 level of the input light intensity Jin,Hi 
entering the photodiode, i.e., V^hi — _ ^ 2 ,lo  oc Jin,hi- This signal is fed to the AD630 bal­
anced m odulator/dem odulator which is connected so as to provide lock-in amplification. The 
reference signal (REF) to the AD630 chip is supplied from the ICM7555 tim er chip whose 
ou tpu t is modified from the 0/12 V square wave to the 0 /5  V square wave.

The principle function of the AD630 chip connected as a  lock-in amplifier is th a t it 
m ultiplies the inpu t signal (SIG 2 ) by factors F  or — F  depending on w hether the difference of 
the signals a t the gates 9 and 10 is positive or negative, respectively. The levels of the signal 
SIG2 were sufficiently high and so the factor F  was chosen to be F  =  1, i.e., no additional

lrTo avoid confusion, the light intensity is denoted by J  as opposed to the electrical current, which is 
denoted by I .

2The low value of the input light Jin.Lo intensity is zero due to 7lo =  0.
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amplification. Consequently, the ou tpu t signal (SIG3) is equal to SIG3 =  SIG2 =  V^hi 
and SIG3 =  - S IG 2  =  — V ^lo  when the reference signal REF is equal to R EF =  0 and 
and REF =  1 2  V, respectively. In other words, the signal SIG3 is equal to V^HI? which is 
proportional to the input light intensity Jin,Hi> f°r the whole cycle of the reference signal.

Although this would be valid in an ideal case, the signal SIG3 produced by the real 
AD630 chip has some spikes due to fast switching taking place in the processes described 
above. These spikes are removed by a low-pass filter. Finally, the resulting DC signal is 
passed through a set of operational amplifiers using which the final off-set and gain of the 
ou tpu t signal VOUT can be adjusted by variable resistors R 34 and # 4 0 , respectively.

This feature is useful when the dynamic range of the sensor ou tpu t is to be adjusted to 
meet the requirem ents of a particular application or to make effective use of the resolution 
of the d a ta  acquisition device. For example, if the input intensity Jjn changes between Jjnj 1 

and Jin>2 for the concentrations of the analyte varying between c ^ \  and ca,2 , respectively, 
and the working range of the analogue input channel of the DAQ card is 0-10 V, the variable 
off-set and final gain of the signal allow for adjusting the ou tpu t signal to VOUT =  0V  
and VOUT =  10 V for J\n = Jin,i and J in =  Jin,2 > respectively, thus using the entire dynamic 
range of the d a ta  acquisition device.

As can be seen from the schematic diagram  in Fig. 4.8, the components comprising the 
LED driving circuit and the detection circuit have various power supply requirem ents. To 
meet these requirem ents, the power supply circuit is provided which converts the external 
input supply of G N D / ±  15 V to power supplies ±12 V and ± 5 V . The supply ±12 V is 
obtained using the standard  7812 and 7912 voltage regulators. On the other hand, the ± 5  V 
supply is obtained by feeding the ou tpu t of the 7805 voltage regulator to the inverting and 
non-inverting inputs of two operational amplifiers (IC 6 A and IC 6 B) connected as the voltage 
followers. This is done due to high requirem ents on the stability  of sym m etry of the + 5 V  
and —5 V supply in the part of the circuit where the final off-set of the ou tpu t signal VOUT 
is adjusted (see resistors # 3 2 - ^ 3 4 ) •

4.2.3 Perform ance of the LED-based sensor system

The response of the LED-based sensor unit in bo th  aqueous (various pH buffers) and gaseous 
(NH3 in N2 ) environm ents was investigated and is sum m arised below. It is im portant to 
emphasize th a t it is the efficiency of the sensing platform , and not any lim itations of the 
sensing chemistry, which are of relevance in the following discussion.

Response to pH buffer solutions

The response of the sensor unit to various buffer solutions w ith pH values ranging from pH5 to 
p H ll  is shown in Fig. 4.10(a). It can be seen th a t the typical response time of the sensor was 
approxim ately 15 minutes. The ou tpu t signal of the sensor varied from approxim ately 5.45 V 
(for pH5) to 1.76 V (for p H ll) . The response over the entire range pH 5 - p H l l  could be very 
well approxim ated by a linear function. This is dem onstrated in Fig. 4.10(b) which shows 
the calibration function of the sensor unit obtained from the d a ta  in the graph (a).

The noise level of the ou tpu t signal could be expressed by the standard  deviation of the 
ou tpu t signal after reaching its equilibrium  for a particular value of pH. This value was found
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to be equal to A V  «  1.5 mV independent of the signal level. Consequently, using Eq. (2.37), 
the resolution of the sensor system  was found to be approxim ately 0.007 pH units over the  
range of pH5 to p H ll .

time [mins] pH

(a) (b)

Figure 4.10: (a) An example of the response of the LED-based optical chemical sensor to various 
buffer solutions with pH values ranging from pH5 to p H ll.  (b) Calibration function of the LED- 
based optical pH-sensor obtained from the data in the graph (a). The data points, which were 
obtained from both pH-cycles, were fitted by a linear function.

This result, which is achieved w ith an LED-based single-reflection prototype sensor sys­
tem, compares favourably w ith the performance of an optical fibre-based sensor system em­
ploying evanescent wave absorption developed by Butler et al. [5]. In th a t case, a m ultim ode 
optical fibre (core diam eter 600 /¿m) was employed and a declad section of the fibre was 
coated w ith a sol-gel-derived film which was doped w ith a pH-sensitive indicator. Although 
a significant interaction length (approxim ately 5  cm) was used and high-order mode selection 
techniques employed to enhance sensitivity, a resolution of only 0.025 pH units was achieved. 
In such situations, sensitivity can be enhanced by increasing the interaction length but this 
enhancem ent does not scale linearly w ith the coating length and problems such as mode 
stability render this approach im practical beyond a few centimeters.

Response to gaseous ammonia

Figure 4.11(a) shows a typical example of the response of the sensor system  to various con­
centrations of NH 3 in N2 . It can be seen th a t the response of the sensor was very slow as 
the signal did not reach equilibrium  for any concentration even after approxim ately 2  hours. 
This was m ainly due to complex water m ediated chemistry involved in the sensing layer [4]. 
This suggests th a t the sensor chemistry needs to be substantially  improved if it is to be used 
in practical applications involving am m onia sensing.

The calibration curve based on the sensor response shown in Fig. 4.11(a) is p lo tted  in 
Fig. 4.11(b). W ith  this typical non-linear response, the greatest resolution is achieved at low 
am m onia concentrations (<  2 ppm ). Taking into account the noise level of the ou tpu t signal 
of A V  % 1.5 mV, the calibration curve yields a lim it of detection of LOD «  10 ppb. At higher 
concentrations (6-12 ppm) the sensor resolution increases by a factor of approxim ately 30 due 
to the fall-off in sensitivity, which is again determ ined by the sensor chemistry.
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Figure 4.11: (a) An example of the response of the LED-based optical chemical sensor to concen­
trations of NH3 in N2 ranging from Oppm to 12 ppm. (b) A calibration function of the LED-based 
optical NH3 -sensor obtained from data in the graph (a).

The significance of these d a ta  becomes apparent when compared w ith published results [6 ] 
where a more complex, m ultim ode fibre-based system was employed. A LOD in the ppb range 
was inferred in this work and this corresponds to the value obtained with the optimised, 
single-reflection system  presented here.

4.3 Conclusion

In this chapter, the experim ental corroboration of the angular dependence of the sensitivity 
of absorption-based sensors was presented. Using the experim ental data, the thickness and 
refractive index of the sensing layer was determ ined. Furtherm ore, the optim um  conditions 
for the sensor performance were identified.

Based on these optim um  conditions, an LED-based sensor system was designed and fab­
ricated. The sensor operated in a single-reflection configuration, since it was predicted by 
the theory th a t more than  one reflection would result in decreased sensitivity. The prototype 
sensor unit was tested both  for gaseous (NH3 ) and liquid (pH) analytes. In the former case, 
a lim it of detection of 10 ppb of NH 3 in N2 was achieved. In the later case, a resolution of
0.007 pH units over the pH range 5-11 was achieved.

These performance data, which compare favourably w ith the performance d a ta  of more 
complicated laser-based sensor systems reported in the literature, were mainly determ ined 
by the optim um  sensing conditions employed and the low noise of the electronic circuit. 
The sensor system  described in this chapter is an example of a generic, compact and high- 
performance platform  for absorption-based optical chemical sensing.
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Chapter 5

Lum inescence-based optical 
chemical sensors— experim ental 
work

This chapter presents an experim ental investigation of the theoretical predictions discussed in 
C hapter 3. Firstly, the angular dependence of luminescence intensity em itted from a th in  lu­
minescent film is verified experimentally. Then, experim ental d a ta  is presented which demon­
stra te  significant improvement of the luminescence capture efficiency provided by a particular 
optim ised structure. Finally, prelim inary experim ental results are presented which demon­
stra te  the successful im plem entation of the novel technique for the detection of surface­
generated luminescence.

5.1 Angular distribution of luminescence em itted from a thin  
layer

This section presents experim ental results which corroborate the theory developed in Sec. 3.1. 
In particular, the angular d istribution of luminescence rad iated  by a th in  luminescent film 
deposited onto a glass substra te  is investigated. Firstly, the studied samples are characterised. 
Then the experim ental apparatus is described. Finally, the experim ental d a ta  are presented 
and their relation to the theoretical predictions is discussed.

5.1.1 Preparation of the samples

The samples under study consisted of a standard  glass microscope slide coated w ith a th in  
sol-gel layer. The recipe for the preparation of the luminescent sol-gel film was reported in 
the literatu re  [1, 2]. The details are listed in Table 5.1. After the sol was prepared, it was 
deposited onto one side of the glass microscope slide by dip-coating. A protective tape was 
used to cover one side of the slide during the deposition. The dipping speeds varied from
0.2 m m /s to 3 m m /s. The final step involved oven drying of the samples a t 70°C for 17 hours.

The sol-gel film doped w ith the R uthenium  complex emits luminescence in the orange 
region of the visible spectrum  when excited by blue light. The excitation and emission
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dissolve 21 mg of R u(dpp ) 3  in 5.1 ml of ethanol
add 6.0 ml of M TEOS and 2.18 ml of 0.1 M HC1 and stir for 1 hour
add 750 (A of 0.3 M NaOH________________________________________

Table 5.1: Recipe for the preparation of the sol doped with Ruthenium complex. See Appendix A 
for the explanation of abbreviations used.

spectra together w ith the spectrum  of the excitation light provided by an LED is shown in 
Fig. 5.1.

X [nm]

Figure 5.1: Emission spectra of the blue LED (solid line) and the sol-gel material doped with 
Ru-(dpp) 3 (dash-dotted line). The excitation spectrum of the Ru(dpp)3-doped sol-gel, which is 
depicted by the dashed line, overlaps very well with the emission spectrum of the blue LED.

5.1.2 Experim ental apparatus

The experim ental appartus which was used to m easure the angular d istribution of lumines­
cence intensity is shown in Fig. 5.2.

The core element of the experim ental apparatus was a semi-cylindrical prism  (SCP) on top 
of which a glass slide (GS) coated w ith the luminescent layer (LL) was attached by an index- 
matching immersion liquid. The dimensions of the prism  were such th a t the addition of the 
glass slide resulted in a perfect semi-cylinder. This configuration facilitated the measurem ent 
of the luminescence intensity radiated  into the glass substra te  in the entire range of angles 
6  G (-9 0 ° , 90°).

The excitation light was provided by a blue LED (see Fig. 5.1 for the emission spectrum ). 
Its intensity was m odulated by a frequency generator (FG) at a frequency of approxim ately 
2 kHz. The light from the LED was coupled into a short m ultim ode fibre (MF) w ith a  core 
diam eter of 600 ¡jlm. The position of the fibre tip  was adjusted so as to provide a small spot of 
the blue (excitation) light (diam eter of «  1 mm) in the centre of the sample which coincided 
w ith the centre of the semi-cylinder.

The prism  w ith the attached sample and the holder of the LED and fibre were m ounted 
on a high precision ro tary  stage (Physik Instrum ente, M-038, unidirectional repeatabil­
ity 20¿¿rad). Their position was adjusted so th a t the spot of the blue (excitation) light 
at the sample coincided w ith the ro tation  axis of the ro tary  stage, as shown in Fig. 5.2.
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Figure 5.2: A schematic diagram of the experimental apparatus for measuring the angular distri­
bution of luminescence intensity radiated from a thin luminescent layer (LL) deposited on a planar 
glass substrate (GS). To facilitate the measurement of the luminescence radiated into the substrate, 
the glass slide was attached to a semi-cylindrical prism (SCP) by an index-matching immersion 
liquid.

The luminescence was detected by a Si photodiode (PD) which was in a fixed position. 
A red filter (F) was used to prevent the blue excitation light entering the photodiode. Fur­
therm ore, a narrow slit approxim ately 0.5 mm wide was placed in front of the photodiode 
to facilitate the m easurem ent of the luminescence intensity rad iated  into a narrow range of 
angles (A 0 < 1°). The signal from the photodiode was fed into a lock-in amplifier (SR510) 
which used the signal from the frequency generator as the reference.

The entire experim ent was controlled by a personal com puter (PC). The ro tation  of the 
high precision ro tary  stage was controlled via the PIC842 card supplied by the m anufacturer 
(Physik Instrum ente). The analogue ou tpu t from the lock-in amplifier was acquired by the 
d a ta  acquisition card (Bytronics, M PIBM 3).

The program  controlling the experim ent was w ritten  in LabView. A screenshot of the 
program  is shown in Fig. 5.3. The algorithm  im plem ented in the program  proceeded as 
follows:

1. the position of the ro tary  stage was set to the initial value 6 = -9 0 ° ,

2. 3000 acquisitions of the ou tpu t signal were made and this was repeated 3 times in order 
to evaluate the standard  deviation of the signal,

3. the value of the angle of observation (6 ) together w ith the m ean value and the standard  
deviation of the signal were appended to the ou tpu t file,

4. the ro tary  stage was ro ta ted  by A 6 = 1°;

5. steps 2-4 were repeated until the maximum  value of the observation angle, i.e., 6 = 90°, 
was reached.

Over the course of the experim ent, the lock-in sensitivity and tim e-constant were kept 
constant and equal to 10/iV  and 3 s, respectively. Furtherm ore, the properties of the excita­
tion light (the m odulation frequency and the m inim um /m axim um  values of intensity) were
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kept unchanged. Consequently, the values of the signal originating from different samples 
were in relative proportion and could be therefore directly compared.
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Figure 5.3: A screenshot of the LabView program controlling the experiment for measuring the 
angular distribution of the luminescence intensity.

5.1.3 Experim ental results

An example of the raw experim ental d a ta  is shown in Fig. 5.4. It can be seen th a t the signal 
was symm etric around 6 =  0°. The features a t angles 6 G ( - 9 0 ° , — 9“s) and 6 G {0“s,90°), 
where 6“s = arcsin (na/ n s) =  41.3°, are clearly visible and agree w ith those predicted by the 
theory (see Sec. 3.2.3). The broad peak at around 6 = 0° corresponds to the transm itted  
excitation light detected in this angular region, which could not be completely removed by 
the filter used. This is evident from the d a ta  depicted by “+ ” which correspond to the 
sample coated w ith an undoped sol-gel layer. To obtain  the d a ta  corresponding solely to the 
luminescence intensity, this background signal was subtracted  from the signal for each sample. 
Exam ples of this processed experim ental d a ta  are shown in Fig. 5.5. The experim ental d a ta  
were fitted using the theoretical model developed in Sec. 3.1 (see Eq. (3.37)). During the 
fitting procedure, the emission spectrum  of the luminescence (see Fig. 5.1) was also considered.

As can be seen form Fig. 5.5, the agreement between the experim ental and theoretical 
d a ta  is excellent. From this fit, the value of the refractive index of the R u(dpp)3 -doped sol- 
gel layer was found to be ni =  1.425 ±  0.002. Furtherm ore, the fit was used to calculate the
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Figure 5.4: An example of the raw experimental data of the angular distribution of luminescence 
radiated from a thin sol-gel film doped with Ru(dpp)3 dye.

0 [deg] 0 [deg]

(a) (b)

Figure 5.5: An example of the data with the background signal subtracted. The crosses represent 
the experimental data, the solid lines represent the fit based on expression (3.37). The graphs (a) 
and (b) correspond to the luminescent layers deposited at dipping speeds 1.5mm/s and 3mm/s, 
respectively.

values of the thickness of the layers obtained at different dipping speeds [3]. These values are 
plotted  in Fig. 5.6(a). It can be seen th a t the relationship between the layer thickness ti and 
the dipping speed Sd can be very well approxim ated by a linear function. The coefficients are 
listed in Fig. 5.6(b).

The d a ta  shown in Figs. 5.5 provides experim ental corroboration of the theory developed 
in Sec. 3.1. It dem onstrates th a t a  m axim um  of the luminescence intensity occurs a t an 
angle 0 which lies w ithin the angular range 6 e  {9“\ 0 lcs), where 0“s = arcsin(1.0/1.515) «  
41.3° and d‘cs =  arcsin(1.425/1.515) «  70° are the critical angles of the  air/g lass and sol- 
gel layer/glass interfaces, respectively. The d a ta  also dem onstrates th a t the peak shifts 
towards 6 lcs and is more pronounced for greater values of the luminescent layer thickness, as 
predicted by the theory.
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n t = 1.425 ± 0 .002  
ti = Asd  +  B
A  = (0.25 ±  0.01) /im /(m m .s_1)
B  = (0.20 ±  0.02) /im

w,"0  0.5 1 1.5 2 2.5 3 -------------------------------------------------------------
sd [mm/s]

(a) (b)

Figure 5.6: (a) Thickness of the luminescent layer ti as a function of the clipping speed Sd. The 
points correspond to the values obtained from fitting the angular distribution of luminescence by 
the expression (3.37). The line represents the linear fit of the data. The corresponding fitting 
parameters are listed in table (b).

5.2 C onfiguration  w ith  en h anced  lu m in escen ce cap ture effi­
c ien cy

Section 3.3 concluded th a t the so-called substrate-confined (SC) modes are very attractive 
when efficient capture of the luminescence radiated  from th in  luminescent films is of interest. 
This is due to the relatively large am ount of energy carried by these modes as well as to the 
fact th a t their propagation is confined w ithin a relatively narrow angular range.

Section 3.3.2 listed several configurations facilitating the detection of the SC modes. 
Taking into account all the advantages and disadvantages mentioned in th a t section, the 
configuration employing the frustrated  cones (see Fig. 3.24) was found to provide the greatest 
benefit. This included bo th  a large enhancem ent factor of the luminescence capture efficiency 
(see Fig. 3.26) and a relatively simple m anufacturing process. For these reasons, it was this 
configuration th a t was tested experimentally, which is reported below.

5.2.1 Preparation of the samples

The chip was made from polystyrene whose refractive index over the range of wavelengths 
corresponding to the emission spectrum  of the R u(dpp)3 -doped sol-gel is approxim ately n s =  
1.590. The luminescent spots were made of the R u(dpp)3 -doped sol-gel, which is characterised 
by the refractive index n/ =  1.425, as concluded in Sec. 5.1.3). The environm ent covering the 
spots was air (n a = 1.0). Using these param eters, the critical angles 0lcs and 9%s, which play 
a fundam ental role in the design, could be calculated. Their respective values are 6 lcs = 63.7° 
and 6 “s = 39.0°. Consequently, the value of the tilt angle a , which is calculated from (3.39), 
was chosen to be a  «  26° (see Fig. 3.24 in Sec. 3.3.2).

The configuration was designed in the axially sym m etric form, as depicted in Fig. 3.27(a). 
The values of the dimensions w and h (see Fig. 3.24(b)) were w  =  1 mm and h = 1 mm. The 
chip incorporated a 2  x 4 array of frustrated  cones on a single substrate . A photograph of 
the chip is shown in Fig. 5.7.
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Figure 5.7: A photograph of the chip containing a 2 x 4 array of frustrated cones depicted in 
Fig. 3.24. The luminescent spots made of a Ru(dpp)3-doped sol-gel were deposited by a stamp­
ing technique both at the top of each frustum (spots denoted by A) as well as on the planar 
(unmodified) substrate (spots denoted by B).

The th in  luminescent spots were deposited onto the substra te  using a stam p fabricated 
from poly-dimethylsiloxane (PDM S, see Sec. 5.3 for detail of the  PDM S preparation). This 
was done bo th  a t the top of each of the frustrated  cones (spots A) as well as on the planar 
(unmodified) substra te  (spots B) in order to enable a direct comparison between the effi­
ciencies of the conventional and improved techniques of the luminescence capture. Although 
the stam ping m ethod was cheap, fast to implement and easy to use, it did not facilitate 
the deposition of spots w ith equal volume of sol-gel. Nevertheless, it was sufficient for the 
purpose of this experim ent as the discrepancies between the dimensions of the spots could 
be taken into account during d a ta  processing. The diam eter of the spots B was found to be 
approxim ately 2  times greater than  the diam eter of the spots A, which was determ ined by 
the im perfection of the stam ping technique.

5.2.2 Experim ental apparatus

A simple experim ent for m easuring the intensity rad iated  by the luminescent spots was set 
up as shown in Fig. 5.8. The chip containing the luminescent spots (LS) was held in a fixed 
position by a holder. The excitation light was provided by a blue LED, which was placed 
above the chip so as to provide approxim ately uniform illum ination of luminescent spots. 
The LED was slightly misaligned w ith respect to the detector axis (dash-dotted line) in order 
to prevent direct illum ination of the detector array by the excitation light which could not 
be elim inated completely even w ith the use of a high quality red filter. The detector (either 
a CCD or CMOS camera) was placed at the back side of the chip. The lens of the cam era 
was adjusted  so as to provide focused image of the luminescence em itted  from the spots.

5.2.3 Experim ental results

Two independent experim ents using two independently prepared samples were carried out 
in order to m easure the improvement of the luminescence capture efficiency provided by the 
configuration employing frustra ted  cones. The first experim ent employed a CCD camera, and 
the second one used an in-house developed detection system  based on a CM OS-camera [4]. 
Typical examples of images obtained by the CCD and CMOS cam era are shown in Fig. 5.9(a) 
and 5.9(b), respectively.
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LED

CCD/CMOS
array

Figure 5.8: A schematic diagram of the experimental apparatus for the measurement of lumines­
cence radiated by luminescence spots (LS) deposited onto a chip containing structures providing 
improved luminescence capture efficiency. See text for further details.

R R

(a)

9
S’

(b)
Figure 5.9: Typical examples of the images of the luminescence detected from 4 spots deposited 
onto the polystyrene chip depicted in Fig. 5.7. The bright ring-like intensity profiles denoted by R 
and the less intense spots denoted by S’ correspond to the SC and ST modes of the luminescence 
emitted by the spots deposited at the top of the frustrated cones, respectively (see Fig. 3.24). The 
spots denoted by S are produced by the luminescent spots deposited onto an unmodified (planar) 
substrate, i.e., they represent the images obtained by the conventional detection technique. The 
images (a) and (b) were obtained by two independent measurements using a CCD and CMOS 
cameras, respectively.

It can be seen th a t there are two distinct intensity profiles visible in bo th  images. The 
ring-like profiles correspond to the luminescence produced by the spots which were deposited 
a t the top of the frustra ted  cones. In particular, the light impinging the detector array at the 
area of the bright ring (R) corresponds to the SC m o d es of the luminescence radiated  by 
the spot. On the other hand, the less evident grey spots (S) correspond to the ST m od es of 
the light produced by the luminescent spots deposited onto an unm odified planar substrate,
i.e., they correspond to the images of the luminescence intensity obtained by the conventional 
detection technique. The intensity corresponding to the ST modes rad iated  from the spots 
deposited a t the top of the frustra ted  cones is also visible, namely in the inner area of the 
rings (spots denoted by S’).

It can be seen th a t there is some non-uniform ity in the intensity d istribu tion  across the 
image. For example, using the image in Fig. 5.9(a), the right ring appears to be brighter 
than  the left one and the top spot seems to be less bright than  th a t a t the bottom . Similar 
features can be observed from the image in Fig. 5.9(b). This is due to non-uniform ity of
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the intensity profile of the blue excitation light illum inating the luminescent spots, which 
could not be avoided due to an inherently divergent and spatially anisotropic character of 
the light produced by a LED. Furtherm ore, the spots S appear to be greater in size than  the 
spots S ’. This is due to a greater physical size of the luminescent spots deposited onto the 
p lanar substra te  than  those deposited a t the top of the frustra ted  cones, which was caused 
solely by the stam ping m ethod, as mentioned above.

To estim ate the improvement of the luminescence capture efficiency, the images, such as 
those shown in Fig. 5.9, were analysed. In the analysis, the effects of both  the non-uniform ity 
of excitation and the size of the luminescent spots were taken into account. Details of this 
analysis are summ arised below for bo th  independently obtained experim ental data.

(a) (b)

Figure 5.10: Images based on which the analysis of the luminescence emitted from the chip shown 
in Fig. 5.7 was performed. The images (a) and (b) correspond to the experiments employing CCD 
and CMOS cameras, respectively. See text for further details.

CCD-based experiment

The analysis of the experim ent employing the CCD cam era is based on the image shown in 
Fig. 5.10(a). In the first step of the analysis, the to ta l intensities detected in the areas denoted 
by C1-C4, A2 and A4 were obtained. The circular areas C l and C3 represent the intensity 
profiles of the ST modes em itted by the luminescent spots deposited onto the unmodified 
(planar) substra te  and detected by the CCD camera. The circular areas C2 and C4 represent 
the same bu t for the spots deposited at the top of the frustra ted  cones. The annulus areas A2 
and A4 represent the intensity profiles of the SC modes which are em itted by the luminescent 
spots deposited a t the top of the frustrated  cones and redirected towards the detector, as 
discussed in Sec. 3.3.2. The corresponding to ta l intensities are listed in Table 5.2, step 1.

In the next step of the analysis, the non-uniform ity of the illum ination by the blue light 
was taken into account. This was done by requiring th a t the intensity in the centre of the 
circular areas C1-C4 be the same for each circular area. This was based on the assum ption 
th a t all the spots deposited either at the top of the frustra ted  cones or onto the unm od­
ified (planar) substra te  have equal thickness. Indeed, in th a t case, the intensities of the 
luminescence rad iated  at an angle 6 =  0 ° should be equal, as follows from the theory in 
Sec. 3.1. The intensities corresponding to the centre of the circular areas C1-C4 are listed in

152



5.2. CONFIGURATION W ITH ENHANCED CA PTU RE EFFICIENCY E. Polerecky

to ta l intensity [norm, units]
step C l C2 C3 C4 A2 A4 C 2  +  A 2 C4 + A4

1 1.15 0.438 0.528 0.257 4.30 2.87 4.74 3.13
2 0 . 0 1 0 0 . 0 1 0 0.091 0.072 — — — —
3 1.15 0.438 0.589 0.359 4.30 4.01 4.74 4.37
4 0.289 0.438 0.239 0.359 4.30 4.01 4.74 4.37

51 1 . 0 0 1.52 0.830 1.24 14.9 13.9 16.4 15.1

52 0.660 1 . 0 0 0.550 0.82 9.82 9.16 10.8 9.98
53 1 . 2 1 1.83 1 . 0 0 1.50 18.0 16.8 19.8 18.3

54 0.805 1 . 2 2 0 . 6 6 6 1 . 0 0 1 2 . 0 11.2 13.2 12.2

Table 5.2: Analysis of the data provided by the image in Fig. 5.10(a). See text for further details.

Table 5.2, step 2. The intensities corresponding to all considered areas and obtained by this 
renorm alisation step are listen in Table 5.2, step 3.

In the next step of the analysis, physical dimensions of the luminescent spots was taken 
into account. This was done by m easuring the diam eter d of the circular areas C1-C4 which 
corresponded to the diam eter of the physical spots. The following values of the diam eters 
were found : 1 dci =  140, dc 2  =  70, dc3 = 110, dc4 = 70. The intensities obtained after this
renorm alisation step are listed in Table 5.2, step 4.

In order to write the values in a form which would be more convenient for further compari­
son, the values obtained in the step 4 were renorm alised so th a t the intensities corresponding 
to the circular areas C1-C4 would be unity. These final values are listed in Table 5.2, 
steps S1̂ 4, respectively.

It is im portant to mention th a t although the background intensity needed to be considered 
in these calculations, it was found to be zero and thus did not affect the final numerical values
listed in Table 5.2. On the other hand, as can be seen from the image in Fig. 5.9(b), the
background signal was quite substantial in the experim ents using the CMOS camera and thus 
had to be considered in the calculations.

CMOS-based experiments

The analysis of the experim ent employing the CMOS cam era is based on the image shown 
in Fig. 5.10(b). As mentioned above, the background signal has to be considered in the 
analysis of the image shown in Fig. 5.9(b). Three regions of the same area are defined in the 
image, namely a ring-like region (R) which corresponds to the intensity of the luminescence 
em itted from the spot deposited a t the top of the frustrated  cone, a circular spot (S) which 
corresponds to the same but originating from the spot deposited onto the unmodified (planar) 
substrate , and a circular region “bkg” which provides a m easure for the background signal. 
All the regions are of the same area and so the to ta l intensities obtained in the following 
calculations are directly comparable. The to ta l intensities m easured in these regions are 
listed in Table 5.3, step  1.

To enable direct comparison between the intensities em itted  from the spot deposited

lrrhe  values are given in arbitrary units.
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to ta l intensity [norm, units]
step S R bkg

1 0.946 2 . 1 2 0.837
2 0.109 1.28 0 . 0 0 0

3 1 . 0 0 11.8 0 . 0 0 0

Table 5.3: Analysis of the data provided by the image in Fig. 5.10(b). See text for further details.

at the top of the frustra ted  cone (area R) and th a t deposited on the planar (unmodified) 
substra te  (area S), the intensity of the background (area “bkg” ) had to be subtracted. The 
values of the intensities after this renorm alisation step are listed in Table 5.3, step 2.

In order to write the values in a form which would be more convenient for further com par­
ison, the values obtained in the step 2  were renorm alised so th a t the intensity corresponding 
to the area S would be unity. These final values are listed in Table 5.3, steps 3.

Enhancement of the luminescence capture efficiency—summary

It can be seen from Tables 5.2 and 5.3 th a t the enhancem ent of the detected intensity provided 
by the configuration employing frustra ted  cones (see Fig. 3.24) is substantial. In particular, 
when the to ta l intensity detected from a spot deposited a t the top of the frustrated  cone is 
compared to the intensity em itted  by means of the ST modes, an enhancem ent by a factor 
of approxim ately 1 1 - 1 2  is obtained (see the values in columns C2 +  A2  and C4 +  A4 and 
the values in columns C2 and C4 in Table 5.2 a t lines 52 and 54, respectively). W hen the 
to ta l luminescence intensity detected from a spot deposited a t the top of the frustrated  
cone is compared to the to ta l intensity detected from a spot deposited on an unmodified 
(planar) substrate , an enhancem ent of approxim ately 1 5 -2 0  is found (see the values in 
columns C 2  +  A 2  and C4 +  A4 and the values in columns C l and C3 in Table 5.2 a t lines 51 

and 53, respectively). This factor is slightly lower (approxim ately 1 2 ) when the d a ta  in 
Table 5.3 is used. This difference is a ttribu ted  to possible discrepancies in the thickness of 
the spots deposited a t the top of the frustrated  cones and those deposited onto the unmodified 
(planar) substrate , the la tte r being approxim ately 1.5 times th inner than  the former, due to 
the imperfection of the stam ping m ethod used.

These results are the first experim ental evidence of the level of improvement of the lumi­
nescence capture efficiency th a t can be achieved by employing the structu re  w ith frustrated  
cones in comparison to the efficiency provided by the conventional detection technique. Even 
though the improvement does not reach as high values as those corresponding to the ideal 
situation described in Sec. 3.3.2, the 10-12-fold increase in the detected intensity clearly 
dem onstrates how attractive the improved configuration is. It is believed th a t this improve­
ment factor could be further increased by providing be tte r quality (in term s of the surface 
roughness) of the reflecting surface A (see Fig. 3.24).

154



5.3. THIN LAYER VS BULK-GENERATED LUMINESCENCE L’. Polerecky

5.3 T h in  layer vs bulk  con trib u tion  to  th e  rad iated  lu m ines­
cence

In this section, prelim inary experim ental d a ta  is presented which dem onstrates the capability 
of distinguishing between surface and bulk-generated luminescence by the m ethod proposed 
in Sec. 3.4. Firstly, preparation of the samples th a t were used in the experim ents is briefly 
described. Then, the experim ental apparatus is characterised. Finally, the experim ental d a ta  
is presented and discussed in detail.

5.3.1 Preparation of the samples

Each studied sample comprised a standard  glass microscope slide coated with a th in  sol-gel 
layer. The sol was prepared in two forms: a sol doped w ith fluorescent ru thenium  complex, 
R u(dpp)3 , which will be denoted by D, and an undoped sol, which will be denoted by UD. 
The recipe for the preparation of the sol was reported in the literature [1, 2] and the details 
are listed in Table 5.4 for bo th  the D and UD sol. After the sol was prepared, it was deposited 
onto one side of a glass microscope slide by dip-coating at a dipping speed of 2.5 m m /s. The 
final step involved aging overnight a t 2 0 ° C.

(a) dissolve 12 mg of R u(dpp ) 3  in 1 ml of ethanol 
add 1.45 ml of 0.1 M HC1 and stir for 30 m inutes 
add 4ml of M TEOS and stir for 2 hours a t 20° C

(b) mix 1 ml of ethanol and 1.45 ml of 0.1 M HC1 and stir for 30 minutes 
add 4ml of M TEOS and stir for 2  hours a t 20°C

Table 5.4: Recipes for the preparation of the doped (a) and undoped (b) samples. See Appendix A 
for the explanation of abbreviations used.

The theoretical background for the experim ents described below was presented in Sec. 3.2.5. 
In the context of th a t section, the samples coated with the undoped sol-gel (UD-samples) 
correspond to the m ultilayer structu re  depicted in Fig. 5.11(a) (reproduction of Fig. 3.10(a)), 
while the samples coated w ith the R u(dpp)3 -doped sol-gel (D-samples) correspond to the 
m ultilayer structu re  shown in Fig. 5.11(b) (reproduction of Fig. 3.10(b)).

water water
LbuUcJâ er 
sol-gel! layer

■6  NK0)
glass siibstrate; ;

(a) (b)

Figure 5.11: Schematic diagrams of two-layer systems consisting of a glass substrate, sol-gel layer 
and a bulk layer. To facilitate the easy viewing of the diagrams, they have been reproduced here.
For a more detailed description, see Fig. 3.10.

The purpose of this experim ent was to distinguish between the contributions to the em it­
ted luminescence originating from a th in  layer and from the bulk above the th in  layer. There-
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fore, it was necessary to facilitate a flow of a solution above the th in  sol-gel layer, where the 
solution could either be undoped (UD-solution) or doped with the luminescent molecules (D- 
solution). In the experim ents, ethanol doped w ith the ru thenium  complex was used as the 
D-solution due to a very good solubility of the R uthenium  complex in ethanol. Pure ethanol 
was used as the UD-solution.

Initially, deionised water was used as the UD-solution. However, problems related to 
the non-determ inistic mixing of water and R u(dpp)3 -doped ethanol were encountered during 
the initial stage of the experiments. These problems were caused by different values of the 
refractive index of water and ethanol. Therefore, it was decided to change the UD-solution 
from water to ethanol. Nevertheless, the initial experim ental d a ta  using water will also be 
presented as they dem onstrate certain features im portan t for the subsequent in terpretation 
procedure.

As discussed in Sec. 5.1.1, the fluorescent ru thenium  complex emits light in the spectral 
region from approxim ately 550 nm  to 650 nm. For this spectral region, the refractive index 
of the D and UD sol-gel films was taken to be n/ =  1.425 (see the results of the fit of the 
experim ental d a ta  in Fig. 5.6) and the refractive index of the glass substra te  and the semi- 
cylindrical prism  was considered to be n s = 1.515. The refractive index of the R u(dpp)3 - 
doped and undoped ethanol was of n e =  1.362 while the refractive index of water was taken to 
be n w = 1.332. Using these values, the values of the critical angles, which play an im portant 
role in the analysis of the experim ental results, were determ ined. They are listed in Table 5.5.

interface critical angle
air/g lass substrate o ?  = 4

^
I—

‘

C
O

O
o

w ater/glass substrate QWS = 61.55°
(D /U D )-ethanol/glass substra te 0?  = 64.03°

sol-gel film /glass substra te 0 lc° = 70.15°

Table 5.5: Values of the critical angle corresponding to various interfaces.

5.3.2 Experim ental apparatus

As described in Sec. 3.4, one possible configuration for an experim ental set-up suitable for 
distinguishing between the th in  layer and bulk contributions to the radiated  luminescence 
is based on the m easurem ent of the angular d istribution of the luminescence radiated  into 
a higher refractive index substrate. A lthough such a set-up was devised and successfully 
implem ented in the experim ents described in Sec. 5.1, it could not be employed in these 
experiments. The m ain reason for this was th a t this experim ent was designed to enable 
observation of real-tim e changes in the angular profile of the luminescence intensity. The 
previous set-up enabled the acquisition of the angular profile of luminescence only every 2 0 -  
30 m inutes, which was not sufficiently fast. Therefore, a different experim ental setup was 
assembled.

A schematic diagram  and a photograph of the experim ental set-up are shown in Figs. 5.12 
and 5.13, respectively. R ather than  ro tating  the sample, the semi-cylindrical prism  (SCP) 
w ith the sample attached was kept in a fixed position and the angular profile of luminescence 
was recorded by a linear detector array (LDA). The LDA (H am am atsu S3904-1024Q [5])
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Figure 5.12: A schematic diagram of the experimental apparatus for measuring the angular 
distribution of luminescence intensity radiated from a sample consisting of a thin luminescent 
layer (LL) deposited onto a planar glass substrate (GS). In contrast to the apparatus shown in 
Fig. 5.2, the angular profile is obtained as a single-shot measurement using a linear detector 
array (LDA). See text for further details.

Figure 5.13: A photograph of the experimental apparatus for measuring the angular distribution 
of luminescence intensity in a single-shot configuration. See text and Fig. 5.12 for a detailed 
description.
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consisted of an array of 1024 photodiodes characterised by a pitch of 25 /im  and dimen­
sions 20 (im  x 2.5 mm. The to ta l size of the array was 2.5 x 25 mm. The input window of 
the LDA was covered by a red filter (RF) in order to elim inate possible detection of the 
blue excitation light. The LDA was placed near the face of the SCP in such a way th a t the 
luminescence radiated  over the angular w idth of approxim ately A 0 =  37° could be detected. 
Driver circuits (H am am atsu C4070 and C4091), which were supplied with the LDA by the 
m anufacturer, enabled an independent acquisition of the signal from each of the photodiodes 
w ith a repetition  rate  in the range of 1 Hz to 105 Hz, depending on the level of the light 
intensity. This means th a t the apparatus was able to acquire a single-shot angular profile 
of the luminescence rad iated  into a relatively broad range of angles every 10 /is to 1 s. Due 
to the very low levels of luminescence intensity provided by the samples used, the driving 
circuits were slightly modified so th a t a repetition  rate  of 1/12 Hz could be achieved. This 
value was also employed during the experiments.

The principle of operation of the LDA was as follows: The signal corresponding to the light 
impinging onto each photodiode was accum ulated during the tim e between two single-shot 
measurem ents, which was equal to «  1 2  s in this experim ent. After this signal accum ulation 
period, a tra in  of digital pulses from the driving circuit triggered a tra in  of analogue pulses 
a t the video-output of the LDA chip, as shown in Fig. 5.14. The analogue value of each pulse 
corresponded to the to ta l light intensity detected by the corresponding photodiode. Because 
the tim e separation of the analogue video pulses was very short (1 0 /¿s), a d a ta  acquisition 
card with a high acquisition rate  had to be employed. For this purpose, a  d a ta  acquisition 
card (Keithley, KPCI-3104) capable of up to 400kS/s acquisition rate  on a single analogue 
input channel was used.

Figure 5.14: An example of a train of digital pulses produced by the LDA driving circuit which 
triggered a train of analogue pulses at the video output of the LDA. The image is a screenshot of 
the oscilloscope monitor. It is important to note that the number of pulses shown in the image 
does not correspond to the real number of pulses (there was a total of 1024 pulses in one train) 
due to the finite resolution of the oscilloscope monitor.

The flow of the solution above the th in  sol-gel layer was facilitated by a flow cell (FC) 
attached to the glass slide. The flow cell was made of poly-dimethylsiloxane (see Table 5.6 for 
a brief description of the recipe) which provided good adhesion to the sol-gel film. Further­
more, the flow cell consisted of a channel (CH) w ith dimensions of approxim ately 1 x 1 x 10 mm
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through which a solution could flow above the film in a  controlled way.

(PDM S is commercially available as Sylgard 184 from Dow Corning [6 ])
mix liquid prepolym er and curing agent of Sylgard 184 in the ratio  1 0 : 1  (volume or mass)
pour the liquid m ixture into a flow cell mould
cure a t 70° C for 1 hour
detach the solidified flow cell from the mould

Table 5.6: A brief description of a recipe for the preparation of a flow cell made of poly- 
dimethylsiloxane (PDMS).

Figure 5.15: A screenshot of the LabView program facilitating acquisition and visualisation of 
the video-signal from the linear detector array. The program was used in conjunction with the 
experimental apparatus shown in Fig. 5.12.

A special holder (H) for the flow cell was designed. The holder provided a rigid support
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for two syringe needles (SI and S2), which acted as the inlet and outlet ports. The needles 
were attached to tubes T1 and T2, bo th  w ith inner diam eter of approxim ately 0.76 mm. 
A peristaltic pum p (P) was used to provide a controlled flow of the solution at a  constant 
rate.

The direct excitation of luminescence was provided by a m ultim ode optical fibre (F) w ith 
a  core diam eter of 600 /xm, which guided the light from a blue LED (see Fig. 5.1 for the 
emission spectrum ) placed a t the other end of the fibre. The fibre was supported  by the 
holder (H) in such a way th a t the fibre tip  was close to the surface of the th in  layer. The 
distance between the fibre tip  and the surface of the layer, which defined the thickness of 
the bulk layer 1 5 considered in Sec. 3.2.5, was in the order of 200-500 /im  bu t could not be 
determ ined w ith greater precision.

The peristaltic  pum p and changing of solutions was controlled manually. The d a ta  acqui­
sition and processing was facilitated by a personal com puter (PC). The m easurem ent program  
was w ritten  in LabView. A screenshot of the program  is shown in Fig. 5.15.
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Figure 5.16: An example of a 2D intensity chart displaying the time evolution of the angular 
profile of luminescence. Each horizontal section of the chart represents an angular profile of 
the luminescence intensity at a certain time. Different colours represent different luminescence 
intensities, blue corresponding to the lowest and red to the highest level of intensity.

A typical experim ent proceeded as follows:

1 . Air was flowed over the sample in order to acquire a background signal.

2. The undoped solution was passed over the sample for several m inutes and the angular
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profiles of the detected luminescence (if any) were acquired every 1 2  seconds.

3. The doped solution was passed over the sample and the angular profiles of luminescence 
were recorded.

4. Steps 2  and 3 were repeated several times until a sufficient am ount of d a ta  was acquired.

The angular profiles of the radiated  luminescence were represented in 2D intensity charts to 
provide an illustrative representation of the time-evolution of the detected signal. An example 
of such a chart is shown in Fig. 5.16.

5.3.3 Experim ental results

In this section, an example of an experim ent employing the apparatus and samples described 
above is discussed. The experim ent is described step by step, each step accompanied by 
a thorough discussion and, where possible, in terpretation of the observed phenomena.

Calibration of the experimental apparatus

As mentioned in Sec. 5.3.2, the experim ental apparatus included a linear detector array (LDA) 
containing a to ta l of 1024 photodiodes. The to ta l length of the imaged area was 2.5 cm. The 
signal from each photodiode represented a pixel on the acquired image. Since the linear 
detector was placed close to a round face of a semi-cylindrical prism, the distance of the 
photodiodes from this face differed w ith the position of the photodiode on the LDA chip. 
Therefore, a t the begin of the experim ent, it was necessary to calibrate the experim ental 
set-up. In particular, it was necessary to find (i) a relation between the pixel num ber and the 
corresponding angular position and (ii) a relation between the m easured intensity detected 
by the photodiode at a certain position and the true intensity value a t the corresponding 
angular position.

The calibration was carried out using a sample coated w ith a relatively thick luminescent 
layer («  0.8 /¿m) surrounded by air. For this sample, the peak in the angular profile of the 
radiated  luminescence was distinct and its angular position could be determ ined precisely. 
The semi-cylindrical prism  with the attached sample and the fibre providing the excitation 
light were m ounted on a ro tary  stage. This allowed the images to be obtained at different 
angular positions of the prism  w ith respect to the LDA chip. In particular, after each image 
was acquired, the prism, sample and the light source were ro tated  by A 6 = 2°. This was 
repeated 9 times and the corresponding experim ental d a ta  is shown in Fig. 5.17. In the graph, 
the x  axis corresponds to the num ber of the pixel, i.e., the position of the single photodiode, 
and the y  axis represents the corresponding intensity detected by th a t particu lar photodiode.

It can be seen th a t the angular profile of the luminescence intensity rem ains unchanged 
as the prism  w ith the sample is rotated. On the other hand the profile is slightly d istorted 
a t the edges of the image. This is caused by the fact th a t the photodiodes a t the edge of 
the LDA chip are more d istan t from the face of the semi-cylindical prism  than  those in the 
centre of the chip, as m entioned previously. This is clearly dem onstrated by the decrease of 
the intensity of the peak as the peak position approaches the edge of the image.

The variation of the angular position of the peak was found to be linear w ith respect to 
the sample ro tation. Every ro tation of the sample by A0 =  2° corresponded to the same
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Figure 5.17: Angular distributions of the luminescence intensity obtained for 9 different orienta­
tions of the semi-cylindrical prism containing the sample. The angles of rotation are shown in the 
graph. Also shown are the calibration functions of the detection system employing the LDA.

change of the peak position on the image over the entire m easured interval. Consequently, 
the relation between the difference in the angular position, represented by A [deg], and the 
difference in the pixel position, represented by A [pxl], was found to be

A [pxl] =  27.41 A [deg],
(5.1)

A [deg] =  0.03648 A [pxl].

The variation of the peak intensity across the image was found to be described by a quadratic 
function

y  = A  + B x  + C x 2, (5.2)

where A  =  0.6255, B  =  5.230 x 10- 4  and C  = —5.229 x 10~7. In this equation, y  represents 
the detected luminescence intensity and x  represents the pixel position.

Equations (5.1) and (5.2) represent the calibration functions of the LDA-based detection 
system. After the intensity profile is m easured by the LDA chip, the values have to be 
divided by the intensity calibration function (5.2) in order to obtain  the true intensity profile 
of the radiated  luminescence. Subsequently, the profile is transform ed to the angular profile 
using (5.1).

It needs to be pointed out th a t this procedure does not provide absolute values of angles 
but only the relative angular differences. This is caused by the experim ental apparatus 
itself. In particular, the positioning of the semi-cylindrical prism  containing the sample is 
not precisely defined. For example, when the samples are exchanged, the absolute value of the 
angular position of the new sample can differ (by up to approxim ately 5°) from the position 
of the old sample. On the other hand, once the absolute value of the angle of one particular 
pixel is determ ined, it does not change during the course of the experim ent for the particular 
sample. Therefore, the angular profile of the luminescence intensity has to contain a t least 
one feature with a known angular position during any part of the experim ent in order to 
enable the in terpreta tion  of the observed d a ta  during the entire course of the experiment.
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Ru(dpp)3-doped sample

After the calibration procedure was completed, testing of different samples could proceed. 
Firstly, the sample coated w ith R u(dpp)3 -doped th in  sol-gel film (see Table 5.4(a)) was em­
ployed.

Curve 1 in Fig. 5.18 shows the angular profile of the luminescence intensity when the 
luminescent layer was initially surrounded by air. The profile exhibits features th a t are typical 
for a relatively thick luminescent layer (see Sec. 3.2.3). Using the refractive indices mentioned 
a t the end of Sec. 5.3.1, the thickness of the sol-gel layer is estim ated to be ti & 1.5 /¿m.

e [deg]

Figure 5.18: Angular distributions of the luminescence intensity radiated by a Ru(dpp)3 -doped 
sample surrounded by air (curve 1) and water (curve 2). The curves represent the stabilised profiles 
and they correspond to the data which was calibrated using Eqs. (5.1) and (5.2).

After the sol-gel layer was covered by water, the angular profile of the luminescence 
intensity changed to th a t depicted by curve 2 in Fig. 5.18. Again, the profile exhibits familiar 
features as discussed in Sec. 3.2.5. From the profile, the thickness of the sol-gel layer of ti ~  
1.5 /im could be estim ated, in agreement with the previously obtained estim ation. The most 
im portant feature of the profile is the transition  between the (almost) constant intensity 
profile below the critical angle 9™s and the profile w ith d istinct peaks w ithin the angular 
range 9 £ (0™s,6 lcs) (compare the graphs in Fig. 5.18 and Fig. 3.11(b)). The typical shape of 
this transition  region could be used to determ ine the absolute angular position of the sample. 
In particular, it was deduced th a t this feature is located a t 9™s = 61.55°, as follows from 
Table 5.5. All other features and their corresponding angular positions were deduced relative 
to this value.

Another im portan t noticable difference between the intensity profiles corresponding to 
the situations where the layer is covered by air (curve 1 ) and water (curve 2 ) is th a t the 
intensity of the peaks located at 9f  and 9™ is greater when the layer is covered by water. 
Furtherm ore, the angular position of these peaks is slightly shifted towards greater angles in 
the case the luminescent layer is covered by water. Both of these features completely agree 
w ith the expectations following from the theory developed in Sec. 3.1.

Following exposure to water, R u(dpp)3 -doped ethanol (D-solution) was passed above the 
sol-gel layer. During the period of tim e when the coverage of the sol-gel film changed from 
water to the D-solution, the behaviour of the angular profile of the luminescence intensity was 
unpredictable. However, after the water had been completely substitu ted  by the D-solution,
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the profile stabilised. This stabilised profile is shown by curve 3 in Fig. 5.19.

Figure 5.19: Angular distributions of the luminescence intensity radiated by a Ru(dpp)3-doped 
sample. The curves correspond to the cycle during which the Ru(dpp)3 -doped layer was surrounded 
by the D-solution (curve 3), water (curve 4) and the D-solution (curve 5), respectively. The curves 
represent the stabilised profiles and are calibrated using Eqs. (5.1) and (5.2).

There are several im portant differences between curves 2 in Fig. 5.18 and 3 in Fig. 5.19. 
Firstly, the feature characterising the location of the critical angle of the substrate/environm ent 
changed its angular location from 0™s to 9^s. W hen the num erical values obtained from the 
calibration function (5.1) were evaluated, values th a t are in excellent agreement w ith those 
listed in Table 5.5 were found. Therefore, it can be said th a t the change of the refractive 
index of the m edium  flowing above the luminescent layer could clearly be observed by this 
experim ental m ethod.

Referring to curve 3 in Fig. 5.19, the second im portant difference is th a t the intensity of 
the angular profile below the critical angle 0ecs increased substantially  relative to the intensity 
of the profile above the critical angle. This is in excellent agreement w ith the expectations 
th a t the m ain contribution to the luminescence originating from the bulk above the lumines­
cent layer should occur below the critical angle Qecs, as follows from the numerical examples 
presented in Sec. 3.2.5. Furtherm ore, this is also the first experim ental dem onstration of such 
a phenomenon.

W hen the scales of the graphs in Figs. 5.18 and 5.19 are compared, it can be seen th a t 
the intensity of the angular profile depicted by curve 3 substantially  decreased relative to 
th a t depicted by curve 2, especially above the critical angle 9^s. This could not be explained 
by the same argum ent as for the transition  from air to water, as discussed above, because 
th a t argum ent would imply an opposite effect. The observed phenomenon can, however, be 
explained by considering th a t the D-solution containing luminescent molecules absorbed the 
blue excitation light. This is understandable since this absorption had to occur in order to 
generate the luminescence w ithin the bulk region above the sol-gel layer. Due to this ab­
sorption, the intensity of the blue excitation light reaching the luminescent layer is reduced. 
Consequently, the contribution of the luminescent layer to the luminescence intensity is re­
duced, in agreement w ith the observed reduction of the intensity of the profile above the 
critical angle 6 *s.

In the next step of the experim ent, the D-solution was changed back to water. Again,
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during the transition  period, the detected signal behaved unpredictably. However, after the 
D-solution was completely substitu ted  by water, the signal stabilised. This stabilised angular 
profile is shown by curve 4 in Fig. 5.19.

It can be seen th a t the angular profile of the luminescence intensity essentially returned to 
the profile corresponding to the case when the luminescent layer was covered by water, which 
is shown by curve 2 in Fig. 5.18. On the other hand, the absolute intensity of luminescence 
decreased by a factor of approxim ately 2 uniformly across the entire angular range. During 
the experim ent, the current through the blue LED was kept constant and even though there 
could be some variations in the blue light intensity, they would definitely not be as large as 
50%. Therefore, the most likely and reasonable explanation for the observed decrease in the 
luminescence intensity was th a t the molecules of the ru thenium  complex were either washed 
away from the luminescent layer or their quantum  yield was somehow reduced during the 
previous step of the experim ent. Although these processes seem to be very unlikely from the 
chemistry point of view, no other explanation of the observed phenom ena could be found.

In the next step of the experim ent, water was substitu ted  by the D-solution. The corre­
sponding angular profile of the luminescence intensity is shown by curve 5 in Fig. 5.19. The 
same features corresponding to the w ater-»D -solution transition  as those discussed above 
were observed. Additionally, however, a further decrease in the overall intensity of the angu­
lar profile was observed. This observation provided further evidence to support the proposed 
process of leaching of the molecules of the ru thenium  complex from the sol-gel layer, as op­
posed to the idea of a system atic decrease of the excitation light intensity mentioned in the 
previous paragraph.

In order to elim inate the above mentioned unpredictable behaviour of the angular profile 
of the luminescence intensity during the period of tim e when the transition  between water 
and the D-solution occurred, water was substitu ted  by undoped ethanol (UD-solution). This 
removed the problems related to the fact th a t ethanol and water have different refractive 
indices and th a t they mix in an unpredictable way. After th is substitu tion, the change of the 
solution above the sol-gel layer between the D-solution and UD-solution was accompanied by 
a very sm ooth change of the corresponding angular profile of the luminescence intensity.

Three additional cycles were carried out during which the environm ent covering the lu­
minescent sol-gel layer was changed between the D and UD solutions. The angular profiles of 
the luminescence intensity (stabilised signals) corresponding to these three cycles are shown 
by curves 1-6 in Fig. 5.20.

Com paring the curves in the graphs (a) and (b), a clear difference in the angular profiles 
a t the angles below the critical angle can be observed. This is, again, in agreement with 
the expectations implied by the theoretical analysis in Sec. 3.2.5. In particular, the presence 
of the D-solution above the th in  luminescent layer results in a substan tial increase of the 
luminescence intensity below the critical angle 6^s and a negligible influence on the profile 
above th a t angle.

A further decrease in the intensity, which was uniform across the entire observed angular 
range, was observed during the cycles. This supported  the proposition th a t the luminescent 
molecules were washed away from the th in  luminescent film, as m entioned above. However, 
an additional modification of the angular profile of the luminescence intenity was observed 
during the course of the cycles. In particular, the angular profile obtained for the last cy-
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(a)

(b)

Figure 5.20: Angular distributions of the luminescence intensity radiated by the Ru(dpp)3 -doped 
sample. The curves correspond to the cycle during which the D-doped layer was surrounded by 
the D-solution— curves 1, 3 and 5 in the graph (a)— and by the UD-solution— curves 2, 4 and 6 
in the graph (b). The curves represent the stabilised profiles and are calibrated using Eqs. (5.1) 
and (5.2).

cle (see curve 6  in Fig. 5.20(b)) was quite different from the profile th a t would be expected 
if a th in  layer with uniformly distribu ted  luminescent molecules was considered. Prelim i­
nary calculations revealed th a t the angular profile such as th a t depicted by curve 6  could 
be explained if the distribution of the sources of luminescence w ithin the th in  layer was 
non-uniform. More precisely, if the contribution originating from the region of the layer 
neighbouring the environm ent was greater than  the contribution originating from the region 
close to the layer/substra te  interface, then the observed phenom ena could be explained. This 
non-uniform ity could have two possible explanations. The first one would suggest th a t the 
concentration of the luminescent molecules w ithin the region neighbouring the environment 
was greater than  th a t of the region close to the layer/substra te  interface. The second ex­
planation would suggest th a t the cycling of the D and UD solution above the sol-gel layer 
resulted in a substan tial increase of absorption (over the blue region of the spectrum ) in the 
sol-gel layer. If this was the case, the intensity of the excitation light would change abruptly  
across the luminescent layer. In particular, it would be lower in the region closer to the 
layer/substra te  interface, which would result in the observed effect on the angular profile of
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the luminescence intensity. A lthought bo th  of the above-mentied explanations seem to be 
ra ther obscure and unlikely from the chemistry point of view, they cannot be completely 
discarded.

U n d o p ed  sam p le

After the cycles employing the R u(dpp)3 -doped sample were completed, the sample was 
replaced by the undoped sample (UD-sample). Figure 5.21 shows the experim ental results.
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Figure 5.21: Angular distributions of the luminescence intensity radiated by the UD-sample.
The curves correspond to the cycle during which the undoped sol-gel layer was surrounded by 
air (curve “bkg"), UD-solution (curves 1 and 3) and the D-solution (curve 2), respectively. The 
curves represent the stabilised profiles and are calibrated using Eqs. (5.1) and (5.2).

Initially, the UD-layer was surrounded by air. The corresponding angular profile of the 
luminescent intensity is shown in Fig. 5.21 by curve denoted by “bkg” . This curve also 
represents the background signal for those parts of the experim ent where the th in  sol-gel 
layer was surrounded by air. The curve is characterised by two visible features. In particular, 
the slight increase of the intensity below the angle 44.3° corresponds to the blue excitation 
light detected w ithin this angular region. The light, which is generated at a great distance 
(in comparison w ith the wavelength) from the UD-layer, cannot propagate w ithin the glass 
substra te  a t angles greater than  the critical angle 0“s bu t can be observed at angles smaller 
than  this angle. If the divergence of the beam  emerging from the tip  of the fibre is considered, 
the increase of the background signal below 0“s could be explained. However, as follows from 
Table 5.5, the value of the critical angle is 0“s ~  41.3°, which is 3° less than  the measured 
value. This is probably due to the fact th a t when the calibration (5.1) was extrapolated  to 
this angular region, it did not hold exactly.

The second feature can be observed around the angle Of. It is a ttrib u ted  to the scattering 
of the blue excitation light a t either the top or bo ttom  interface of the sol-gel layer, or even 
w ithin the volume of the layer. If this scattering took place, it would effectively act as a source 
of blue light w ithin the sol-gel layer, which could result in a non-zero intensity w ithin the 
angular range 9 £ , 0 lcs), as observed.

After exposure to air, the volume above the UD-layer was filled w ith ethanol (UD- 
solution). The corresponding angular profile of the luminescence intensity is shown by curve 1 

in Fig. 5 .2 1 . Again, the slight increase of the m easured intensity below 6I s was due to the
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blue excitation light, which was allowed to propagate w ithin this angular region by the same 
argum ent as in the case when the layer was surrounded by air. In fact, it was this feature 
th a t determ ined the absolute angular position of the sample.

Following the UD-solution, ethanol doped with the ru thenium  complex (D-solution) was 
flowed above the th in  sol-gel layer. The corresponding angular profile of the luminescence 
intensity is depicted by the curve 2 in Fig. 5.21. A substantial increase of the intensity below 
the critical angle 0ecs and a slight increase of the intensity w ithin the angular range 6 € 
(6 ecs, 6 lcs) agree very well w ith the changes expected from the theoretical analysis in Sec. 3.2.5.

There were, however, several difficulties w ith the in terpretation  of curve 2. Firstly, the 
decrease of the intensity w ithin the angles from approxim ately 60° to 64° was not as steep 
as it was expected from the theoretical analysis. Furtherm ore, the theory suggests th a t the 
small peak occurring w ithin the angular region 6 £ (0ecs^0 1̂)  should be more pronounced 
a t 6 = # 2  rather than  at 0 =  Of. These features could not be explained satisfactorily and 
require further investigation.

In the next step of the experim ent, the UD-solution was flowed again above the sol-gel 
layer. The corresponding angular profile of the luminescence intensity is shown by curve 3 
in Fig. 5.21. It was found th a t the angular profile returned  back to the same level as in the 
previous case (depicted by curve 1). This means th a t no changes to the properties of the 
th in  sol-gel layer, such as diffusion of the molecules of the ru thenium  complex into the layer, 
could be observed.

U n d o p ed  sam p le— long term  ex p er im en t

During the experim ents described above, it was observed th a t the baseline of the experim ental 
d a ta  did not rem ain constant during the course of the experim ents bu t gradually increased 
instead. Although this increase was negligible w ith respect to the characteristic features of the 
observed experim ental data, it was necessary to investigate it further in order to determine 
possible reasons.

Since there was no change of the properties of the UD-sample observed during the previous 
experim ent, the same sample was used in the long-term  experim ent. In this experiment, 
the D-solution was flowed above the undoped sol-gel layer for an extended period of time, 
approxim ately 3.5 hours. The corresponding results are shown in Fig. 5.22.

As can be seen from the graph, the angular profile of the luminescence intensity was the 
same as th a t depicted by curve 2  in Fig. 5.21 and did not change during the course of the 
experim ent. On the other hand, the baseline exhibited a substantial drift towards larger 
values. This drift was found to be approxim ately twice as large during the first 500 frames 
(«  1.7 hours) as during the second 500 frames. Even though every m easure was taken to 
ensure th a t the intensity of the source of the excitation light (the blue LED) was constant, the 
drift could not be elim inated. Furtherm ore, no other source of this drift could be identified. 
Even though the drift m ight seem to be caused by seepage of the luminescent molecules into 
the sol-gel layer, this explanation would not be acceptable as it would require a change in the 
angular profile of the luminescence intensity, which was not observed. Therefore, it has to 
be concluded th a t the origin of the drift is still unknown and requires further experim ental 
investigation.
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pixel

Figure 5.22: Angular distributions of the luminescence intensity obtained for the UD-sample 
over which the Ru(dpp)3 ~doped ethanol flowed steadily over approximately 3.5 hours. The curves 
represent the raw experimental data. Different curves represent the angular distributions at different 
time frames which are indicated by the legend. Each frame lasted approximately 12s, i.e., the 
frames number 100, 300, . . . ,  1000 correspond to 20, 60, . . . ,  200 minutes, respectively.

Summary of the experimental results

The experim ental d a ta  shown in Figs. 5.18-5.21 dem onstrate th a t the novel experim en­
ta l technique, whose theoretical background and technical details were described in Sec­
tions 3.2.5-3.2 . 6  and 3.4, respectively, is suitable for distinguishing between the contributions 
to the luminescence originating from the surface layer and from the bulk above the layer. Fur­
therm ore, as can be judged from the num ber of conclusions drawn during the in terpretation 
and discussion of the observed data, the capabilities of the technique extend even further 
than  this. In particular, using this m ethod, in-situ  and real-time micro-scale variations of 
the properties of th in  luminescent layers could be detected and assessed. For example, an in- 
homogeneous d istribution of luminescent molecules in a th in  layer could be m apped using 
this technique.

A nother area of application of this m ethod is the detection of luminescence em itted by 
molecules located w ithin a specific distance from the surface of a substrate, while employ­
ing excitation by direct illum ination. This area has not yet been fully explored and more 
experim ents need to be conducted in order to quantify the capabilities and lim itations of 
the experim ental set-up or the m ethod itself. Nevertheless, the prelim inary experiments de­
scribed above indicate th a t the application of this m ethod to this area is experimentally 
feasible in its present configuration.

It also needs to be pointed out th a t the in terpretation  of the observed d a ta  is not trivial 
and requires an in-depth knowledge of the area of angular dependence of luminescence radi­
ated from th in  films or molecules located close to an interface. This is particularly  true if the 
observed phenom ena exhibit complex and unexpected behaviour and there is no independent 
source of inform ation as to w hat factors might cause it. An example of such behaviour could 
be the possible leaching or seepage of the luminescent molecules from or into the th in  layer, 
as m entioned earlier. Nevertheless, application of the theoretical model developed in Chap­
ter 3 enables the analysis of results obtained even from such systems as those containing, for 
example, inhomogeneously d istribu ted  luminescent molecules.
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5 .4  C onclu sion

The first part of this chapter presented the experim ental corroboration of the angular depen­
dence of luminescence intensity em itted from th in  films. Using the experim ental data, the 
thickness and refractive index values of a th in  luminescent film were evaluated.

In the second part, a configuration providing enhanced luminescence collection efficiency, 
as designed in C hapter 3, was tested experimentally. It was found th a t the configuration 
employing frustrated  cones exhibits approxim ately 1 1 - 1 2  fold increase in the efficiency of lu­
minescence collection in comparison with the conventional technique employing the detection 
above or below a planar (unmodified) substrate.

In the last part of this chapter, an experim ental set-up which enables the real-tim e mea­
surem ent of the angular d istribution of the luminescence intensity em itted by molecules lo­
cated in the close vicinity of a planar substra te  was reported. The prelim inary experim ental 
results dem onstrated th a t it was possible to distinguish between the luminescence originat­
ing from the th in  layer and th a t originating from the liquid above the layer, while employing 
direct illum ination of molecules located in both  regions. It was also pointed out th a t the 
application of this approach to the detection of luminescence em itted by molecules located 
w ithin a specific distance from the surface of a substra te  is feasible, in principle, bu t its more 
specific quantification requires further experim ental investigation.
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Chapter 6

Conclusions

6.1 Sum m ary o f  work

The aim of this dissertation was to address the issues regarding optim isation of the perfor­
mance of absorption and luminescence-based optical chemical sensors and biosensors employ­
ing planar m ultim ode platform s. In addition to theoretical development, the m ain focus was 
on the instrum entation and optical design of the sensor systems in order to optim ise their 
performance.

W ith  regard to the absorption-based sensors, a rigorous electrom agnetic theory was de­
veloped which is particularly  suitable for the description of operation of sensor systems em­
ploying m ultim ode waveguides coated with a th in  sensing film. Using the theory, conditions 
for which the performance of such sensor systems can be optim ised were identified. Situ­
ations dealing w ith the so-called ‘ideal’ and ‘real’ sensing elements were analysed in detail 
and compared. A num ber of numerical examples were provided to illustrate the fundam ental 
theoretical results. In addition, numerical sim ulations were used to dem onstrate the superior 
performance of the optim ised sensing configuration in comparison with the typically used 
evanescent-wave sensing technique.

The theoretical predictions were experim entally corroborated using a laser-based exper­
im ental set-up. Combining the experim ental results and theoretical modeling, an optim ised 
configuration of an LED-based sensor system was designed. A compact and portable pro­
totype of such a sensor system  was fabricated and employed for sensing of pH and gaseous 
ammonia. A resolution of 0.007 pH units and lim it of detection of lO ppb of amm onia in 
nitrogen were achieved with a sensor operating in a single-reflection configuration.

W ith  regard to the luminescence-based sensors, a rigorous electrom agnetic theory was 
developed which is suitable for the description of angular dependence of luminescence em it­
ted by molecules embedded in a rb itrary  m ultilayer systems. A num ber of numerical exam­
ples were discussed to illustrate  the m ain implications of the theory for the optim isation of 
luminescence-based sensor systems.

The theory was applied in two areas. Firstly, it was used to describe the spatial anisotropy 
of luminescence em itted  from th in  luminescent films. Based on this analysis, a variety of con­
figurations were proposed which should facilitate improved efficiency of luminescence collec­
tion. One such configuration was fabricated and tested. In comparison with the conventional
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detection techniques, the optim ised configuration exhibited more than  a 1 0 -fold improvement 
in the luminescence capture efficiency.

The second application of the theory involved the detection of luminescence originating 
specifically from molecules located in the close vicinity of a surface. This task is of particular 
im portance in biomedical applications in order to m onitor surface-specific binding or adsorp­
tion. Based on the theoretical predictions, a novel technique has been proposed, developed 
and experim entally tested which facilitates the detection of surface-generated luminescence. 
In contrast to the conventional technique employing evanescent-wave excitation, the improve­
ment offered by this novel technique is derived from the fact th a t the excitation is provided 
by direct illumination.

6.2 Future outlook

The results obtained in this work can be implem ented in the design and fabrication of novel 
sensor platform s w ith enhanced sensitivity. This was successfully dem onstrated in C hapters 4 
and 5 where the experim ental results obtained during the course of this research program me 
were presented. Although the experim ental results presented in this dissertation are very 
promising, there are still many possibilities for further exploitation of the theoretical predic­
tions and their practical im plem entation. Some of the ideas are outlined below.

The compact absorption-based sensor system  w ith the optim ised design, as described in 
Sec. 4.2, exhibited a very good performance which was superior or a t least comparable to the 
more complex laboratory systems reported in the literature. Even though the sensor unit was 
small, compact and portable, its size could still be further decreased by employing surface- 
m ount technology in the fabrication of the electronic circuit and by purposely designing 
smaller and more compact sensor chips containing the sensing chemistry. A part from the 
issues of size, the generic platform  could be expanded to m ulti-analyte sensing employing 
a single sensor chip. This would be of particular interest in many practical applications. 
Another possibility of improvement of the sensitivity would be by designing the sensor chip 
so as to facilitate the operation in the m ultiple reflection configuration.

In section 2.3, the differences between the performance of so-called ‘ideal’ and ‘real’ sensing 
elements operating in particular optim ised configurations were analysed theoretically. Fur­
therm ore, a simple m ethod was proposed which enables single-point recalibration of a sensor 
unit whose calibration function was pertu rbed  by such effects as m isalignment or replace­
ment of the sensing element. It would be beneficial for further improvement of the sensor 
performance to investigate these concepts experim entally and implement them  in real sensor 
systems.

W ith  regard to the luminescence collection efficiency, it was dem onstrated th a t the con­
figuration employing frustrated  cones exhibited a very promising performance, as described 
in Sec. 5.2. It would therefore be very beneficial if this configuration was employed directly 
as a generic platform  for optical chemical sensors based on the m easurem ent of luminescence 
intensity or lifetime. In conjunction with a m iniaturised electronic circuit, it could enable 
the fabrication of small and compact sensor devices. If the frustra ted  cones were designed in 
a two-dimensional array, these devices could be easily expanded to m ulti-analyte sensing.

An im portan t area where the research presented in this dissertation could be further
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expanded is the detection of the surface generated luminescence It was successfully demon­
stra ted  in Sec 5 3 th a t the specially designed experim ental apparatus enabled a clear dis­
tinction between the luminescence generated from a thm  layer deposited on a substra te  and 
a bulk (volume) above the layer, while exciting the luminescent molecules present in bo th  
regions by direct illum ination This m ethod could be directly employed m the real-tim e 
m onitoring of adsorption or specific surface binding of molecules onto a surface By using 
direct illum ination of the luminescent molecules, this m ethod could provide a more efficient 
and sensitive alternative to the currently used technique employing evanescent-wave excita­
tion O ther advantages provided by this m ethod include the possibility of m onitoring the 
luminescence generated by molecules located w ithin a specific distance above the surface or 
determ ining the d istribution of luminescent molecules above the surface Although this work 
provided a detailed theoretical analysis and successful prelim inary confirmation of these con­
cepts, it would be desirable to conduct further and more specific experim ents to provide more 
precise quantification of this m ethod

Finally, further work could be done m order to expand the theoretical model developed 
m Sec 3 1, especially its software im plem entation Its current capabilities are lim ited to the 
cases covering a single luminescent molecule or a layer of uniformly distribu ted  molecules 
embedded mside an a rb itrary  multilayer system  However, the formalism implem ented in 
the model is flexible which means th a t its expansion to more complex systems, such as those 
employing mhomogeneously d istribu ted  luminescent molecules, is la th e r straightforw ard
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A ppendix A

List of abbreviations of chemical com pounds

BCP Bromocresol Purple — pH sensitive dye

M TEOS m ethyl-tnethoxysilane — ( ^ 3 (0 2 ^ 0 ) 3 8 1

PDMS poly-dimethylsiloxane

R u(dpp ) 3 R uthenium  complex — R u(II) tris(4,7-diphenyl-l,10-phenantrolm e)

TEOS tetraethoxysilane — ^ H s O ^ S i
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