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Abstract

This thesis investigates how content-based indexing and retrieval systems can be used to 

analyse d ig ita l video. We focus particularly on the challenge o f applying colour-analysis 

methods to large amounts o f heterogeneous television broadcast video.

Content-based systems are those which attempt to automatically analyse image or video 

documents by identify ing and indexing certain features present in  the documents. These 

features may include colour and texture, shape, and spatial locations.

D igita l video has become hugely important through the widespread use o f the Internet and the 

increasing number o f d ig ita l content providers supplying the commercial and domestic 

markets. The challenge facing the indexing o f d ig ita l video inform ation in  order to support 

browsing and retrieval by users, is to design systems that can accurately and automatically 

process large amounts o f heterogeneous video. The basic segmentation o f video material into 

shots and scenes is the basic operation in  the analysis o f video content.

Although many published methods o f detecting shot boundaries exist, i t  is d ifficu lt to 

compare and contrast the available techniques. This is due to several reasons. F irstly, fu ll 

system implementation details are not always published and this can make recreation o f the 

systems d ifficu lt. Secondly, most systems are evaluated on small, homogeneous sequences o f 

video. These results give little  indication how such systems would perform on a broader range 

o f video content types, or indeed how d iffe ring  content types can affect system performance.

As part o f an ongoing video indexing and browsing project, our research has focused on the 

application o f d ifferent methods o f video segmentation to a large and diverse d ig ita l video 

collection. A  particular focus is to examine how different segmentation methods perform on 

different video content types. W ith this information, it  is hoped to develop a system capable 

o f accurately segmenting a wide range o f broadcast video.

O ilier areas addressed in this thesis include an investigation o f evaluation methods fo r digital 

video indexing systems, and the use o f adaptive thresholds fo r segmentation o f video into 

shots and scenes.
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1.0 Introduction

1.1 Introduction

Digita l video has become a hugely popular medium fo r inform ation archiving, storage and 

delivery. Its potential advantage over traditional analogue formats includes ease o f creation, 

manipulation, and retrieval o f content. However this potential is yet to be fu lly  realised due 

to the lim itations o f current indexing and retrieval techniques.

The firs t chapter o f the thesis introduces the concepts o f d ig ita l video, in  particular the 

MPEG-1 format upon which our research was focused. Also presented is a general overview 

o f the indexing and retrieval o f d ig ita l video.

1.2 Digital Video

D ig ita l video technology has the potential to achieve much higher levels o f  image quality than 

its analogue predecessor, and the technology is being improved at an increasing rate. Apart 

from the improvement in image quality, d ig ita l video has a number o f unique properties that 

make possible applications that could not be realised using analogue video. F irstly, d igital 

video can be manipulated more easily than analogue video. In  addition to this, digital video 

can be stored on random access media, whereas analogue video is generally stored 

sequentially on magnetic tape. This random access allows fo r increased interactivity, since 

individual video frames are addressable and can be accessed quickly. F inally, video in  digital 

form can be transmitted across channels unavailable to analogue video. These properties 

allow the development o f applications unique to d ig ita l video.

D ig ita l video is more easily manipulated than analogue video. Manipulation o f d ig ita l video 

has become so advanced that real life  action can be seamlessly merged w ith  computer 

generated images, as seen in many modem motion frames including Jurassic Park and 

Independence Day.

D igita l video can be duplicated without loss o f quality. This property is important fo r video 

production and editing applications. Manipulating d ig ita l video is not exclusively the preserve 

o f film  and television producers however. Desktop video editing is possible on most high end 

desktop computers and many come w ith special hardware to digitise video. Using such video
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applications, users can edit d ig ita l video on their desktop to produce multim edia content, 

which can be integrated into other applications.

The ab ility  to easily store and transmit d ig ita l video is perhaps its most important property. I t  

allows users to add video attachments to e-mail, sometimes called v-m a il and makes possible 

video telephony. Video-telephony, or video conferencing, was the firs t widespread 

application o f d ig ita l video. The attraction o f video-telephony is due prim arily  to the high cost 

o f travel, and has spread from  the corporate sector to the home market, w ith  the availab ility  o f 

cheap hardware and software solutions.

Because dig ita l video (when compressed) can be transmitted using less bandwidth than 

analogue television, it  is possible to provide many channels where before there were only a 

few or none. B y exploiting diis technology, cable T V  systems now have enough capacity to 

provide hundreds o f channels o f d ig ita l video content. These advances have lead to an 

explosion o f d ig ita l content providers, originating in  America but recently jo ined by their 

counterparts in  Europe, including the BBC and Sky.

The relatively low  bandwidth requirements o f d igital video also make inexpensive storage a 

possibility, and dig ita l video can be stored on compact disc. In  1993 Philips introduced 

movies stored on CD that could be played on Compact Disc Interactive (C D -I) and CD-RO M  

machines. M ore recently, the introduction o f  the D ig ita l Versatile D isk (D V D ) has allowed 

for large amounts o f high quality H D T V  (H igh D efin ition Television) to be stored on a single 

disk using the MPEG-2 formal .

Video-on-demand is a huge potential market that advances in  d ig ita l video have opened up. It 

differs from  the fam iliar pay-per-view system (where viewers ca ll up and gain access to a 

predetermined movie at a set time) in  that viewers can choose the programme and the time 

that they wish to see it. Video-on-demand services may eventually make video rental, as we 

know it obsolete, but only i f  the technologies and techniques to a llow  content access to digital 

video are improved. These factors are also crucial to Interactive Television, which exploits 

the random access properties o f d ig ita l video. Because specific segments o f video can be 

accessed individually, video can appear in response to the viewer's requests. This can be put 

to good use in  educational, training and entertainment applications. The degree o f interaction 

can vary between applications, and can range from  choice o f program as in  video on demand, 

choice and order o f topics as in  many training applications, or even continuous interaction as 

in games.
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Multimedia, which concerns the integration o f d ig ita l video in to  interactive applications along 

w ith other media, such as sound, animation, photographs and text, is one o f the most popular 

applications o f d ig ita l video. M ultim edia applications exploit all o f the properties o f d ig ita l 

video. The case w ith  which video can be manipulated allows low  cost production o f video 

sequences by non-television professionals. The low  bandwidth requirements o f d ig ita l video 

allow  it  to be stored on compact discs or hard disks and to be displayed on computer screens, 

h i addition the ease w ith  which various segments can be accessed allows them to be 

integrated into h ighly interactive applications.

1.3 MPEG-1

1.3.1 Introduction

Many o f the applications o f d ig ita l video discussed above re ly on compression o f the original 

video. W ith  the increasing commercial interest in  video communications, the need fo r 

international video compression standards to promote both interoperability and economy o f 

scale is obvious.

The M oving Frame Experts Group (MPEG) was formed in  1988 to develop video coding 

standards. The firs t standard developed was ISO/IEC 11172, commonly known as MPEG-1. 

The main goal was to a llow  the storage o f live  video and stereo sound on C D -R O M  or CD-I. 

As the CD products o f the time were only single speed (compared to the fo rty  speed models 

o f today), this im plied a maximum b it rate o f 1.5 Mb/s. This lim ita tion  means that MPEG-1 

encoded videos sacrifice resolution, generally using the SIF format o f 352x288 pixels at 

30Hz. As such they are not suited to applications requiring very high resolutions, fo r example 

H D TV. The fo llow ing sections describe the basic operations o f the MPEG-1 standard.

1.3.2 General Decoding Process

In its most general form, an MPEG system stream is made up o f two layers:

•  The system layer contains tim ing and other information needed to demultiplex the audio 

and video streams and to synchronise audio and video during playback.

•  The compression layer includes the audio and video streams.
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Figure 1-1 shows a generalised decoding system for the audio and video streams.

MPEG
system
stream

Figure 1 -1. G eneral M PEG  D ecoding System

The system decoder extracts the tim ing information from  the MPEG system stream and sends 

it  to the other system components. (The Synchronisation section has more inform ation about 

the use o f tim ing inform ation fo r audio and video synchronisation.) The system decoder also 

demultiplexes the video and audio streams from  the system stream; then sends each to the 

appropriate decoder.

The video decoder decompresses the video stream as specified in  Part 2 o f the MPEG 

standard. (See sections 1.3.4 and 1.3.5 fo r more inform ation about video compression.) The 

audio decoder decompresses the audio stream as specified in  Part 3 o f the MPEG standard. 

We shall focus on the video aspect o f the MPEG-1 standard.

1.3.3 Video Stream Data Hierarchy

The MPEG standard defines a hierarchy o f data structures in the video stream as shown 

schematically in  Figure 1-2
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_  Video Sequence 

'  Pictures

Picture
Block

F igure 1-2. M P E G  D ata  H ierarchy

The Elements that compose the MPEG-1 video stream, and are shown in  figure 1-2, are listed 

below:

1.3.3.1 Video Sequence

The video sequence begins w ith  a sequence header, which may contain additional sequence 

headers. It includes one or more groups o f frames, and ends w ith  an end-of-sequence code.

1.3.3.2 Group o f Pictures (GOP)

A  Group o f Pictures consists o f a header and a series o f one or more frames intended to allow 

random access into the sequence.

1.3.3.3 Picture (Frame)

The prim ary coding unit o f a video sequence is the picture, or frame. A  picture consists o f 

three rectangular matrices representing luminance (Y ) and two chrominance (Cb and Cr) 

values. The Y  matrix has an even number o f rows and columns. The Cb and Cr matrices are 

one-half the size o f the Y  matrix in  each direction (horizontal and vertical). The reason for 

this is that the human eye is more sensitive to luminance than chrominance. By sub-sampling 

the chrominance values so that the ratio o f Y :Cb:Cr is 4:1:1, the MPEG-1 encoder achieves 

substantial compression w ithout significantly affecting the perceived image quality.

Figure 1-3 shows the relative x-y locations o f the luminance and chrominance components. 

Note that as shown in Figure 1-3, and explained above, every four luminance values have two 

associated chrominance values: one Cb value and one C r value. (The location o f the Cb and 

Cr values is the same, so only one circle is shown in  the figure.)
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@ = Y value © = Cb, C r value

Figure 1-3. Location of Luminance and Chrominance Values

1.3.3.4 Slice

A  slice is composed o f one or more "contiguous" macroblocks. The order o f the macroblocks 

w ith in  a slice is from  left-to-right and top-to-bottom.

Slices are important in  the handling o f errors. I f  the bitstream contains an error, die decoder 

can skip to the start o f the next slice. Having more slices in  the bitstream allows better error 

concealment, but uses bits that could otherwise be used to improve picture quality.

1.3.3.5 Macroblock

This is a 16-pixel by 16-line section o f luminance components and the corresponding 8-pixel 

by 8-line section o f the two chrominance components. See Figure 1-3 fo r the spatial location 

o f luminance and chrominance components. A  macroblock contains four Y  8x8 p ixel blocks, 

one Cb 8x8 block and one C r 8x8 block as shown in  Figure 1-4. The numbers correspond to 

the ordering o f the blocks in  the data stream, w ith  block 1 first.

Y Cb Cr

i l l I«
¡ 1 4

Figure 1-4. Macroblock Composition
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1.3.3.6 B lock

A  block is an 8-pixel by 8-line set o f values o f a luminance or a chrominance component. 

Note that due to sub-sampling, a luminance b lock corresponds to one-fourth as large a portion 

o f the displayed image as does a chrominance block. I t  is important to realise that MPEG is 

a block-based encoding/decoding scheme, and not a frame based one. This w ill become 

apparent as we consider the methods o f inter-frame coding in  section 1.3.5.

1.3.4 Intra frame coding

This section describes the methods by which MPEG eliminates spatial redundency in  single 

frames. These techniques affect only one frame, therefore they are referred to as intra fram e 

coding (or transform coding) techniques. MPEG also employs Inter fram e coding techniques 

to elim inate redundency between frames - these techniques are discussed in  section 1.3.5. 

The MPEG transform coding algorithm includes these steps:

•  Discrete cosine transform (DCT)

•  Quantization

•  Run-length encoding

Both image blocks and prediction-error blocks have high spatial redundancy. To reduce this 

redundancy, the MPEG algorithm transforms 8 x 8  blocks o f pixels or 8 x 8 blocks o f error 

terms from the spatial domain to the frequency domain w ith  the Discrete Cosine Transform 

(DCT).

Next, (lie algorithm quantizes the frequency coefficients. Quantization is the process o f 

approximating each frequency coefficient as one o f a lim ited number o f allowed values. The 

encoder chooses a quantization matrix that determines how each frequency coefficient in  die 

8 x 8  block is quantized. Human perception o f quantization error is lower fo r high spatial 

frequencies, so high frequencies are typ ica lly  quantized more coarsely (i.e., w ith  fewer 

allowed values) than low  frequencies. Quantization results in a reduction o f the original 

image quality, as when the image is reconstructed upon decoding, the pixel values w ill have 

been altered by the approximation process. Due to this and other techniques employed, 

MPEG-1 is considered a "lossy" algorithm, i.e. some o f the orig inal image quality is lost in 

the encoding/decoding process.
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The combination o f D C T and quantization results in many o f the frequency coefficients being 

zero, especially the coefficients fo r high spatial frequencies. To take maximum advantage o f 

this, the coefficients are organised in a zigzag order to produce long runs o f zeros (see Figure 

1-5). The coefficients are then converted to a series o f run-amplitude pairs, each pair 

indicating a number o f zero coefficients and the amplitude o f a non-zero coefficient. These 

run-amplitude pairs are then entropy coded using a variable-length code (V LC ) table, which 

uses shorter codes fo r commonly occurring pairs and longer codes fo r less common pairs.

Some blocks o f pixels need to be coded more accurately than others. For example, blocks 

w ith smooth intensity gradients need accurate coding to avoid visible b lock boundaries. To 

deal w ith this inequality between blocks, the MPEG algorithm allows the amount o f 

quantization to be m odified fo r each macroblock o f pixels. This mechanism can also be used 

to provide smooth adaptation to a particular b it rate.

Discrete
Cosine

Transform

Quantization, 
Zigzag Scan, 

Run-length Coding

Image Samples Frequency
Coefficients

i
UVa^ V aV 1 
U V a Z V j K i ’I  UVaVaW.1 
U V a 'a W a V a ’Im/uwiKn 
U V a ï . ï î W j

Run-Amplitude 
Symbols

Figure 1-5. Transform Coding Operations

1.3.5 Inter frame coding

Much o f the inform ation in  a frame w ith in  a video sequence is sim ilar to information in  a 

previous or subsequent frame. The MPEG standard takes advantage o f this temporal 

redundancy by representing some frames in terms o f their differences from  other (reference) 

frames, or what is known as inter-frame coding. This section describes the types o f coded 

frames and explains the techniques used in this process.

The MPEG standard specifically defines three types o f frames: intra (I), predicted (P), and 

bidirectional (B).
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1.3.5.1 Intra Frames

Intra frames, or I-frames, are coded using only inform ation present in  the frame itself. I- 

frames provide potential random access points into the compressed video data. I-frames use 

only intra-frame (transform) coding (as explained in  section 1.3.4) and as such only provide 

moderate compression.

1.3.5.2 Predicted Frames

Predicted frames, or P-frames, are coded w ith  respect to the nearest previous I- or P-frame. 

This technique is called forward prediction and is illustrated in  Figure 1 -6.

L ike  I-frames, P-frames serve as a prediction reference fo r B-frames and future P-frames. 

However, P-framcs use motion compensation (see M otion Compensation below) to provide 

more compression than is possible w ith  1-frames. Unlike I-frames, P-frames can propagate 

coding errors because P-frames are predicted from  previous reference (I- or P-) frames.

Forward Prediction

Figure 1-6. Forward Prediction

1.3.5.3 Bidirectional Frames

Bidirectional frames, or B-frames, are frames that use both a past and future frame as a 

reference. This technique is called bidirectional prediction and is illustrated in  Figure 1-7. B- 

frames provide the most compression and do not propagate errors because they are never used 

as a reference. B idirectional prediction also decreases the effect o f noise by averaging two 

frames.

Bidirectional Prediction

B I  B B § i  B

J

Figure 1 -7. Bidirectional Prediction
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Frequency and location of frame types

The MPEG algorithm allows the encoder to choose the frequency and location o f I-frames. 

This choice is based on the application's need fo r random accessibility and the location o f 

scene cuts in (lie video sequence. In  applications where random access is important, there 

would be two I-frames per second o f video (25 or 30 frames depending on whether the 

broadcast format is P A L  or NTSC).

The encoder also chooses the number o f B-frames between any pair o f reference (I- or P-) 

frames. This choice is based on factors such as the amount o f memory in  the encoder and the 

characteristics o f the material being coded. For example, a large class o f scenes have two 

bidirectional frames separating successive reference frames. A  typ ica l arrangement o f 1-, P-, 

and B-frames is shown in  Figure 2-8 in  the order in  which they are displayed.

m --------------------------------------- 1 second  ►
2 6-pictures bet wee n 1 - picture every 15 th frame

reference (p)pictures (1/2 second at 30 Hz)

A  1
Picture Type: | B B  P B B P B B P B B P B B  I B B P B B  P B B P B B P B B  

Display Order: 1 2 3 4 5 6 7 6 9 10 1H 2 13 1415 16 17 1819 23 21 S  23 24 25 26 2720 29 30

Figure 1-8. Typical Display Order o f Frame Types

The MPEG encoder reorders frames in  the video stream to  present the frames to the decoder 

in the most effic ient sequence. In particular, the reference frames needed to reconstruct B- 

frames are sent before the associated B-frames. Figure 1-9 demonstrates this ordering fo r the 

first section o f the example shown above.

Display Order

Figure 1-9. Video Stream versus D isplay Ordering
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M otion Com pensation

M otion compensation is a technique fo r enhancing the compression o f P- and B -frames by 

elim inating temporal redundancy. M otion compensation typ ica lly  improves compression by 

about a factor o f three compared to intra-frame coding. M otion compensation algorithms 

work at the macroblock level. When a macroblock is compressed by m otion compensation, 

the compressed file  contains this information:

• The spatial vector between the reference macroblock(s) and the macroblock being coded 

(motion vectors)

• The content differences between the reference macroblock(s) and the macroblock being 

coded (error terms)

Not all information in  a frame can be predicted from  a previous frame. Consider a scene in  

which a door opens: The visual details o f  the room behind the door cannot be predicted from  

a previous frame in  which the door was closed. When a case such as this arises - i.e., a 

macroblock in a P-frame cannot be effic iently represented by m otion compensation - i t  is 

coded in the same way as a macroblock in  an I-frame using transform coding techniques (see 

section 1.3.4).

The difference between B- and P-frame m otion compensation is that macroblocks in  a P- 

frame use the previous reference (I- or P-frame) only, while macroblocks in a B-frame are 

coded using any combination o f a previous or future reference frame.

A  result o f this is that B frames may contain a m ix  o f I, B and P macroblocks, depending on 

the amount o f visual details that can be predicted from  reference frames. Four codings are 

therefore possible fo r each inacroblock in  a B-frame:

•  Intra coding: no motion compensation

• Forward prediction: the previous reference frame is used as a reference

• Backward prediction: the next frame is used as a reference

•  Bidirectional prediction: two reference frames are used, the previous reference frame and 

the next reference frame

Backward prediction can be used to predict uncovered areas that do not appear in previous 

frames.
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1.4 Video indexing and retrieval

The indexing and retrieval o f d ig ita l video is an active research area in  computer science. The 

increasing availability and use o f on-line video has led to a demand fo r e ffic ien t and accurate 

automated video analysis techniques. As a basic, atomic operation on d ig ita l video, much 

research has focused on segmenting video by detecting the boundaries between camera shots.

A  shot may be defined as a sequence o f frames captured by "a single camera in a single 

continuous action in  tim e and space" [3]. For example, a video sequence showing tw o people 

having a conversation may be composed o f several close-up shots o f their faces which are 

interleaved and make up a scene. Shots define the low-level, syntactic build ing blocks o f a 

video sequence.

A  large number o f different types o f boundaries can exist between shots [8]. A  cut is an 

abrupt transition between tw o shots that occurs between tw o adjacent frames. A  fade  is a 

gradual change in  brightness, either starting or ending w ith  a black frame. A  dissolve is 

sim ilar to a fade except that i t  occurs between tw o shots. The images o f the firs t shot get 

dimmer and (hose o f the second shot get brighter until the second replaces the first. Other 

types o f shot transitions include wipes and computer generated effects such as morphing.

A  scene is a logical grouping o f shots into a semantic unit. A  single scene focuses on a 

certain object or objects o f interest, but the shots constituting a scene can be from  different 

angles. In  the example above the sequence o f shots showing the conversation would 

comprise one logical scene w ith  the focus being the two people and their conversation.

Figure 1-10 shows the basic composition o f an arbitrary video sequence. The sequence is 

composed o f one or more high-level semantic scenes. I t  is at this level that humans visualise 

video, rather than at the lower levels which video segmentation algorithms currently operate 

upon. Each scene is composed o f one or more shots, separated by shot boundaries. Our 

research has focused on automatically detecting these boundaries. F inally, the lowest level 

prim itives in the video sequence are the individual frames.
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Figure 1-10. Composition of video sequence

The segmentation o f video into scenes is fa r more desirable than simple shot boundary 

detection. This is because, as mentioned above, people generally visualise video as a 

sequence o f scenes not o f shots, just like  a play on a stage, and so shots are really a 

phenomenon peculiar to only video. Scene boundary detection requires a high level semantic 

understanding o f the video sequence and such an understanding must take cues from, amongst 

other tilings, the associated audio track and the encoded data stream itself. Shot boundary 

detection, however, s till plays a v ita l role in  any video segmentation system, as i t  provides the 

basic syntactic units fo r higher level processes to bu ild  upon.

Our research has focused on accurate segmentation o f digital video into shots. To achieve 

tliis we detect shot boundaries by measuring colour sim ilarities between video frames. 

Chapters 3 to 6 contain detailed descriptions o f the systems developed.

1.5 Motivation and objectives

Although many published methods o f detecting shot boundaries exist, it is d ifficu lt to 

compare and contrast the available techniques. This is due to several reasons. F irstly, fu ll
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system implementation details are not always published and this can make recreation o f the 

systems d ifficu lt. Secondly, most systems are evaluated on small, homogeneous sequences o f 

video. These results give little  indication how such systems would perform  on a broader 

range o f video content types, or indeed how d iffering content types can affect system 

performance.

As part o f an ongoing video indexing and browsing project, our research has focused on the 

application o f methods o f video segmentation to a large and diverse d ig ita l video collection. 

The aim is to examine how segmentation methods perform on d ifferent video content types. 

W ith  this information, it  is hoped to develop a system capable o f accurately segmenting a 

wide range o f broadcast video.

This diesis focuses on the results obtained using a video indexing system based on colour 

histogram comparison and colour moments. M u ltip le  versions o f the systems are presented, 

ranging from  basic models sim ilar to those described in  [3], to extensions o f this basic model, 

which attempt to adapt to the varied content types found in broadcast television video.

1.6 Summary

In this firs t chapter we introduced the concepts o f d ig ita l video and the MPEG-1 encoding 

standard. The need fo r compression standards fo r d ig ita l video was explained and an 

overview o f the methods by which MPEG-1 operates was presented. The basic concepts and 

terms associated w ith  video indexing and retrieval were introduced along w ith  an explanation 

o f the motivation and purpose o f the research undertaken. In  particular we highlighted the 

importance o f adequate testing o f video shot boundary detection methods, using, i f  possible, a 

large and heterogeneous test suite, to better approximate the variety o f content types found in 

real world broadcast television.

The next chapter discusses related w ork in  the fie ld  o f shot boundary detection fo r d ig ita l 

video. Various methods o f shot boundary detection are described in  detail, as well as related 

work in the fie ld  o f video indexing. Also presented are examples o f real world  systems that 

utilise these techniques.
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2.0 Related work

2.1 Introduction

The indexing and retrieval o f d ig ita l video is an active research area in  computer science. 

Many techniques fo r shot detection have been presented. Some o f these methods rely on the 

method in  which the video is compressed, w h ile  others are format-independent and are 

suitable fo r use on any type o f d ig ita l video.

There also exists a large number o f video systems, both operational and in  development, that 

are based on one or more o f these techniques. This chapter f irs tly  presents the various 

analysis techniques fo r detecting shot boundaries and then describes a selection o f video 

systems.

2.2 Methods of shot boundary detection

2.2.1 Pixel comparison

Simple p ixel comparison was one o f the firs t methods used fo r detecting frame similarities. 

In its most basic form, a count o f the number o f pixels that change between tw o frames is 

compared against some pre-determined threshold. I f  the p ixe l count exceeds the threshold 

then a shot boundary is assumed. A  number o f variations on this basic method exist, m ainly 

w ith  the aim o f reducing noise caused by camera motion and other video effects [11, 16].

Mathematically, equations (1) and (2) are used to represent the p ixe l difference and threshold 

calculations [1], In  equation (1), Fj(jc, y) is the intensity value o f the p ixe l at co-ordinates 

(jc, y) in  frame i. I f  the difference between corresponding pixels in  tw o consecutive frames is 

above a specified intensity threshold, then the Difference Picture, DPj(x, y), is set to one. In 

Equation (2), the difference pictures are summed and divided by the total number o f pixels in  

a frame. I f  this percentage difference exceeds a certain threshold T, a shot boundary is 

declared.
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DPi(x,y) =
1 if I Fi{x, y) -  Fi -  l(x, y) l> T (1)
0  otherwise

(2)
X * Y

Zhang et al [31] use a pixel-based difference method and also compare mean intensity values 

fo r connected pixels, which, although slow, produced good results once the threshold was 

manually tailored to the video sequence. However, this technique shares the weaknesses o f 

a ll pixel-based techniques, being sensitive to fast moving objects and global camera m o tion

2.2.2 Statistical comparison

Detecting transitions at the p ixe l level is not very robust, as camera effects results in  a large 

number o f false positives. Statistical comparison techniques [11, 31] divide frames into 

blocks, which are (hen compared on the basis o f statistical comparisons o f their intensity 

levels [1]. Typically, the mean and the variance o f blocks in  consecutive frames are 

compared, and a threshold is declared i f  a certain number o f blocks exceed a pre-set threshold 

value. This approach is generally superior to pixel-based comparisons, although more 

complicated versions can be computationally expensive.

A  likelihood ratio approach has been suggested based on second-order statistics [31]. 

Equation 3 calculates the like lihood function, which is used to compare video frames based 

on their pixel intensity levels. Let /x, and fii+1 be the mean intensity values fo r a given region 

in  two consecutive frames, and Oi and a i+J be the corresponding variances. The number o f 

blocks that exceed a certain intensity threshold value t , are counted. I f  this number exceeds a 

certain value then a shot boundary is declared.

^ _ [((ot + + l) /2 )2 + (jjui~/M + 1) /2)21
(3)

ai*<ri+1
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This method is more resistant to object and camera movement than pixel-based comparisons. 

However, i t  is possible that two perceptually different blocks w ill have the same likelihood 

ratio, and so no change w il l  be detected.

Colour moments have also been used to  represent a colour distribution. This is possible 

because a probability distribution is uniquely characterised by its moments [1, 23]. An 

implementation o f this technique has been incorporated into our research and is discussed 

fu lly  in chapter 4.

2.2.3 Histogram comparison

Histograms are perhaps the most w idely used method o f detecting shot boundaries. The basic 

histogram method creates greyscale or colour histogram signatures fo r each frame, then 

computes the bin-wise difference. I f  this difference is above a pre-defined threshold then a 

shot boundary is assumed. Histograms are generally more effective than simple p ixel 

comparisons, and considerably faster than equivalent statistical methods.

Nagasaka and Tanaka [20] employed the %2 test to compare differences fo r both grey level 

and colour histograms. The function, shown in equation 4, uses the square o f the difference 

between the two histograms to strongly reflect any dissim ilarity. However, this emphasis on 

difference also enhances small changes due to object and camera motion.

^  H i+ lU )

Gradual shot boundaries (e.g. fades, dissolves and wipes) are d iff ic u lt to detect using intensity 

and colour based methods. This is because the gradual change between frames often remains 

too low  to be detected by the thresholds employed by these methods. Zhang et al [31] used a 

running histograms method in  an attempt to detect gradual as well as abrupt shot boundaries. 

This method calculates the cumulative difference between frames fo r gradual transitions. 

Two threshold values are required. The upper threshold is used to detect abrupt shot 

boundaries, and the lower one to detect gradual transitions. Any frame that exceeds the 

lower difference threshold is treated as a potential start o f a gradual transition. The difference 

value o f each subsequent frame that exceeds the lower threshold is summed. This process 

continues until either the combined values exceed the upper threshold, and a gradual 

transition is declared, or a certain number o f frames fa ll below the lower threshold, in which 

case the potential starting frame is discarded and the process starts again This technique
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improved the detection o f gradual transitions, but at the cost o f increasing the number o f false 

shot boundaries detected by the system (recall is generally improved at the expense o f 

precision). Figure 2-1 graphically describes the operation o f the running histograms method.

Figure 2-1. Running histograms

Cabedo and Bhattacharjee [3] used the cosine measure fo r detecting histogram changes in  

successive frames and found it  more accurate than other, sim ilar methods, including the %2 

test. This method considers the histograms o f consecutive frames as N-dimcnsional vectors, 

where N  is the number o f bins in  each histogram. Given that a, is one b in  in  histogram A and 

bi is the corresponding b in  in  histogram B, the distance measure D cos between these two 

histograms is then defined as:

n  {a , b ) = i -V-ycos V ' f^N  2 2
i l i ì t C l i ' l é .  ibi

Gong et al [12] used a combination o f global and local histograms to represent the spatial 

locations o f colour regions.
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2.2.4 Edge detection and tracking

This method involves using a filte ring  method such as Sobel filte ring  to produce an edge 

image o f each frame pair. The edge images are then compared and evaluated. Canny [4] 

suggested the replacement o f Sobel filte ring  w ith  more robust methods, w ith  the aim o f 

defining edges more clearly, particularly in  very brigh t or dark scenes. Zabih et al [30] 

compared the number and position o f edges in  successive video frames, allow ing fo r global 

camera m otion by aligning edges between frames. Transitions can be detected and classified 

by examining the percentages o f entering and exiting pixels. The system also employs 

motion compensation to overcome the effects o f global camera motion.

2.2.5 Compression Features

These techniques rely on features o f the encoding standard to detect shot boundaries. The 

advantage o f such techniques is that they do not require that the video stream be fu lly  

decoded, so the amount o f data to be processed is reduced considerably. As MPEG-1 is 

presently the most popular standard fo r d ig ita l video [25], the m ajority o f these methods 

utilise its features, as described in chapter 1. Meng et al [19] employ a variety o f methods 

utilis ing motion vector and D C T co-efficient analysis, including examining the ratio o f 

intracoded and predicted macroblocks in  M PEG P-frames to decide i f  a transition has taken 

place. Patel and Sethi [21] attempted to detect shot boundaries by examining the average 

colour histograms o f successive I-frames. Their technique delivered reasonable precision but 

poor recall. Cabedo and Bhattacharjee [3] extended the w ork o f [21] by using a variety o f 

methods to process I, B, and P frames in  an MPEG-2 video stream. They found that such 

techniques delivered good results over a lim ited test set.

2.3 Existing video indexing and retrieval systems

2.3.1 Informedia (Carnegie Mellon University)/MediaKey (ISLIP Media)

Informedia [8, 9, 10, 11, 28] is possibly the largest video project currently in  existence. It's 

stated aim is to develop new technologies fo r data storage, search, and retrieval, and embed 

them in  a video lib rary system fo r use in  education, training, sports and entertainment. I t  is
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anticipated that the prim ary media-server file  system w il l  require one terabyte (1,000 

gigabytes) o f storage to archive the 1000 hours o f video, taken from  W QED Pittsburgh, 

Fairfax Co. V A  School's E lectronic F ield Trips, and the B ritish  Open University's BBC- 

produced video courses.

The system uses the a speech recogniser to automatically create a transcript from the video 

soundtrack track, this transcript is then searched using a text in form ation retrieval system. 

A lso supported is the creation o f video abstracts to support accelerated video browsing. 

Figure 2-1 shows a sample screen from  the Informedia interface.

MediaKey is the commercial version o f the Informedia project. The product employs the 

same technologies as Informedia, including speech recognition, automatic transcript 

generation using natural language processing techniques, and a variety o f accelerated video 

browsing techniques. However, like  Informedia, in itia l queries must be textual only, and no 

content-based query by motion or visual properties is allowed. The interface is sim ilar to that 

shown in figure 2-2.
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Figure 2-2. Interface for the Informedia system
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2.3.2 VISION (University of Kansas)

VISION (Video Indexing fo r Searching Over Networks) [17] is a prototype system fo r 

indexing and retrieval o f JPEG video and audio using the internet. The system digitises 

videos, soundtracks and closed-captions in  real time, automatically adjusting quality to match 

any network bandwidth lim itations present. The idea behind the approach used is that 

current systems divide video into too many shots, irrespective o f whether the content o f the 

shots is related. An example is a news anchorperson speaking over a number o f shots 

depicting some news event. As the shots all relate to the same event (pointed to by their 

sim ilar audio characteristics), they should be merged into one scene. So the system segments 

video in  two steps:

1. Segmentation o f video into shots

2. Merging o f shots into “ scenes”  or semantic units by their audio characteristics.
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Figure 2-3. Video search in the VISION system

27



The index information is stored in  a text-based inform ation retrieval system. Oddly enough 

given the complexity o f the indexing process, the database w i l l  only support Boolean text 

queries, using pre-defined keywords. No fac ility  fo r  free-text queries, sketching, or query by 

example is provided. The system w ill be tested on a database o f five  hours o f educational 

videos. Figure 2-3 shows a sample screen from  the V IS IO N  interface.

2.3.3 VideoQ (Colombia University)

The VideoQ system [6] is interesting because i t  expands the traditional textual query/static 

query sketch to allow spatio-temporal video object queries. This allows the user to sketch 

objects (shape, texture and colour) and then define their m otion trajectories. The system also 

supports textual queries (through manual annotation) and browsing o f the video database. 

The system focuses on the idea o f using animated sketches to formulate queries.

A lthough this is a powerful paradigm fo r certain types o f queries, the authors freely 

acknowledge that the system is unsuitable fo r video w ith  complicated, moving backgrounds. 

The database is arranged somewhat d ifferently to other systems in  that video is stored and 

retrieved as shots, rather than larger video segments. No inform ation is given on the method 

o f extracting shots from  the original video material, this may be a manual process.

Currently the system indexes over 2000 shots. Each shot is compressed and stored in  three 

layers to meet different bandwidth requirements. In  addition to query by sketch, the user can 

browse the video shots or search video by text. The video shots are catalogued into a subject 

taxonomy, which the user can easily navigate. Each video shot has also been manually 

annotated so the user can perform simple text search o f keywords.

Figure 2-4 shows a sample screen from the VideoQ interface.
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Figure 2-4. Defining motion trajectories in the VideoQ system 

2.3.4 WebSEEk (Columbia University)

Also from the Columbia stable is WebSEEk [7, 27], an integrated image and video content- 

based search and browse system. The system locates image and video files on the internet 

using web robots, and then indexes them. Textual annotation is performed automatically by 

comparing the d irectory/file name o f the image/video to a concept hierarchy. This hierarchy 

is also used to ease searching by breaking the database into smaller domains (s im ilar to the 

Yahoo web search engine). In itia l searching is via keywords. The results o f this primary 

search then acts as the basis fo r subsequent searches using a “ find  me more like  this”  

search/browse session, which is content based

One advantage o f WebSEEk is its comprehensive query reformulation. This feature allows 

modification o f the query image’s histogram, positive and negative feedback on retrieved 

video clips, as well as more standard reformulation o f text queries. An interesting feature is 

the use o f moving thumbnails, where quickly alternating key frames are used to represent a 

video clip. Figure 2-5 shows a sample screen from  the WebSEEk interface.
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Figure 2-5. Query results in the WebSEEk system

2.3.5 SWIM (Kent Ridge Digital Labs)

The Show W hat I  Mean (SW IM ) system [32] has been developed using the K R D L  video 

indexing and retrieval too lk it. A  feature o f the system is the extensive query options, which 

include the fo llow ing:

•  Search by browsing pre-defined subject categories.

•  Standard keyword query, including an option fo r including automatic synonym 

expansion.

•  Key frame-based query using content-based techniques including colour, texture, and 

shape.

•  A  unique “ shot-based”  query, which operates on a video shot’s inherent temporal 

properties. These include camera motion and variation o f colour and brightness w ith 

respect to time.

This system provides automatic shot detection and shot classification according to global 

camera movement, as w ell as retrieval by visual features. Browsing o f automatically 

extracted key frames is by a hierarchical interface, or standard key frame list. Figure 2-6 

shows an example o f the standard key frame interface used to navigate through a video 

segment.
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Figure 2-6. Key fram e navigation in the SWIM system

2.3.6 FRANK (CSIRO)

The FR A N K  (F ilm /T V  Researchers A rchival Navigation K it)  [26] is a tria l system developed 

to facilitate the remote access and navigation o f video archives. The enabling technology fo r 

the tria l is an experimental c ity-to -c ity  A T M  network, w hich allows large amounts o f high 

quality video to be transmitted. The emphasis o f the project is on alternative representations 

o f video, such as transcripts and shot-lists. Also, the navigation (search and browse) system 

and (he video server itse lf are tota lly separate, thus facilitating a division o f labour between 

the video provider, and the access services fo r that provider.

The system does not provide an automatic traascript generation, as these have been provided 

as part o f the video database. Search is by keywords only, no visual search option is 

provided. Once a video c lip  has been retrieved it  may be abstractly viewed in one o f two

ways:

1. Transcript w ith synchronised playback o f associated video

2. Transcript and synchronised storyboard (lis t o f key frames from  each shot)

31



The project emphasis on network technology means that each o f these video abstraction 

methods may reside different locations and be serviced by different organisations. The 

apparent strength o f this system lies not i t ’s basic querying engine, but rather i t ’ s effective 

and configurable in -c lip  browsing facilities. Figure 2-7 shows an example o f in -c lip  browsing 

using the transcript and video playback.
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Figure 2-7. In-clip navigation in the FRANK system

2.4 Summary

This chapter detailed the various methods employed to index and retrieve d ig ita l video. As 

well as a description o f general methods employed, details o f concrete systems were also 

included. An examination o f these systems is useful to see how abstract techniques translate 

to real world systems.

Each method described may well perform w ell in  certain situations. There is no generally 

accepted "best" method that gives superior results fo r all video types. Typically, each method 

exhibits strengths and weaknesses, and is suitable fo r a specific type o f video or application.
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The next chapter focuses on the video test suite developed and employed during our research. 

It details the both the rationale behind the development of the test suite, and the details of its 
implementation.

33



3.0 The Video Test Suite

3.1 Introduction

Although some published methods o f detecting shot boundaries in  d ig ita l video exist, i t  is 

often d ifficu lt to compare and contrast available techniques. This is due to  the fact that the 

m ajority o f systems are evaluated using a test suite consisting o f small amounts o f 

homogeneous video. Results obtained from  such experiments give lit t le  indication o f how 

such systems would perform on a broader range o f video content types, or indeed how 

differing content types can affect system performance. This lack o f compreheasive 

evaluation means that the ab ility  o f many published techniques to accurately process large- 

scale amounts o f real-world video is unknown.

This chapter discusses the video test suite employed in  this research. We explain the 

composition o f the test material, including format, size and content.

3.2 Aims of the test suite

One o f the aims o f this research has been to address the problem o f  inadequate video test 

suites fo r the evaluation o f shot boundary detection systems. The focus o f our research has 

been on the development o f segmentation tools fo r use in  broadcast d ig ita l video. Because o f 

the size and diversity o f the content types found in  this domain, it  was necessary to employ a 

substantial test suite to adequately evaluate the systems developed In  particular, and as part 

o f a larger group o f d ig ita l video researchers, we have developed a test suite that ia 

representative o f the com plexity o f broadcast television. Towards this aim, i t  was deemed 

necessary for the test suite to have the fo llow ing  attributes:

1 The size o f the test suite must be such as to provide a realistic evaluation o f any 

system under test. Small test suites are unacceptable, as they provide no indication o f 

how a system may be scaled-up to perform  on large amounts o f real-world video data.

2 The test suite must consist o f numerous heterogeneous video content types. A  test 

suite that does not include m ultip le content types is an inadequate representation o f 

the com plexity and diversity o f broadcast digital video. To include, or even less to 

define, every conceivable content type found in  broadcast video, is beyond the scope
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o f this research work. Nevertheless, a realistic e ffo rt must be made to  incorporate as 

w ide a range o f diverse content types as possible.

Towards these aims, and in  conjunction w ith  other researchers working in  the fie ld  o f d ig ita l 

video, we developed the test suite described in  this chapter.

3.3 Description of the test suite

The test suite employed consists o f eight hours o f broadcast television from  a national T V  

station, comprising o f all material broadcast from  1pm to 9pm on the 12th June 1998. The 

broadcast video was digitised in  MPEG-1 format at a frame rate o f 25 frames per second 

(total o f 720,000 frames) and a resolution o f 352*288 pixels (commonly known as the SIF 

standard). This was accomplished using a Pentium PC w ith  a “ Sphinx Pro”  video capture 

board. For ease o f manipulation, and to keep file  sizes manageable, the video was digitised in  

24 segments o f 20 minutes each. Once captured, the video segments were transferred to a 

Sun Enterprise Server fo r further processing.

The test data incorporated a broad variety o f program types, as w ell as a large number o f 

commercials. Rather than sort the different content types into discrete test sets, the video was 

captured and stored “ as is” . This ensures that any given 20-m inute segment may contain a 

variety o f video content types. Thus the test set replicates the type o f heterogeneous video 

most commonly seen on broadcast television.

To provide an authoritative guide to the test set, the locations and types o f shot, scene, and 

program boundaries were manually analysed to give a series o f detailed log files, each 

representing a 20-minute video segment. This collection o f  log  files is referred to as the 

baseline, and represents a huge investment in  time. The baseline allows us to compare the 

results generated by our detection algorithms to a ‘ ground tru th ’ . I t  also enables us to 

calculate statistics such as the number o f frames and shot boundaries found in  each 20-minute 

segment, as well as in each content type. As noted above, the baseline contains extremely 

detailed semantic information. Although the w ork reported in  this thesis focuses only on 

shot detection, the richness o f the baseline w il l  enable more complex methods and scene- 

based techniques to be evaluated successfully.

The baseline log files were generated by the author and two summer interns, working during 

1998. Some checking across the log files was performed to ensure consistency. This task 

was accomplished using a simple markup logging tool developed by Aidan Totterdell, one o f
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the summer interns. The overall task took eight person months of effort and was performed 

as part of our overall video project. An extract from one of the manually generated log files is 

shown below. Each shot boundary is logged in the following format:

Hume-Number M LR] I-rame 1 yfv ÌA-s, t<pin>u FimeSutïiji

Also listed is higher-level information about the shot, scene, and program boundaries. This 

information has been added to the baseline as freeform text by the manual indexers.

■yS.,-s.

Start of SNO Yoghurt Advertisement

3629 BI-DIRECTIONAL Logicai Scene Cut
3715 BI-DIRECTIONAL Start Scene Dissolve
3740 Bt- DIRECTIONAL End Scene Dissolvo
3931 8i DIRECTIONAL Start Scene Dissolve

3946 BI-D1RECTI0|al End Scene Dissolve

ât 145J600 seconds 
at 148.6000 seconds 
at 149.6000 seconds . : 
at 1S/.2400 seconds 

at 157.8400 seconds .

4143 PREDICTED Logica! Scene Cut a; 165.7200 seconds

•  .•

End of SNO Yoghurt Advertisement
: : - ■ -1 : : :

Black Screen
rm §B  WW§;;w\ ' l l l f l i i i l l l
'■"I:: l ll l lf l l l l l l

National Lottery Advertisement !»!
« p i g  
M:ÉÆ0W-

— -  -  v»

• '  ■ :r

4156 : Logical Scene Change :
4180 ;: BI-DIRECTIONAL Shot Change at 167.2000 seconds

4221 INTRA ; Shot Change at 166.8400 seconds
4266 INTRA Shot Change at 17 0.6400 seconds
4¿88 Bl DIRECTIONAL Shot Change at i 71.5200 seconds
4316 BI-DIRECTIONAL Shot Change at 172.6400 second;:-

A sample from one of the manually generated baseline files
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The test suite contains eight broad content types. A  b rie f explanation o f each content type is

given below:

1. News &  weather: This content type includes two news broadcasts, one o f 25 minutes and 

one o f an hour. A lso included was a 10-minute episode o f Nuacht, the Irish  language 

news. These video segments typ ify  general news broadcasts, being a m ix  o f 

anchorperson shots, split screen interviews, and outside broadcasts. A lthough this type o f 

production does not typ ica lly  include complicated camera techniques or visual effects, 

they do make lim ited use o f features such as the aforementioned sp lit screens. Also, 

outside broadcasts often exhib it a larger amount o f global camera m otion than in  

professional “ fixed camera”  studio productions. A n  obvious example o f this is coverage 

o f conflicts or c iv il unrest.

2. Soaps: Included are four complete episodes o f soaps. They are “ Home and Aw ay” , 

“ Emmerdale” , “ Fair C ity” , and “ Shortland Street” . Each episode was 30 minutes long. 

This is a very popular content type in  general broadcast television, and one that can be 

characterised more easily than many other types. A l l  soaps share the most critica l 

constraint o f the genre, that is, short production deadlines. This generally results in  the 

fixed format o f shots and scenes (camera positions rarely vary in  such studio productions 

between episodes), and little  post-production. Typically, the most d iff ic u lt part o f such 

productions to accurately segment are the opening and closing credits, as these often 

include more advanced camera techniques as w e ll as a larger proportion o f gradual shot 

transitions.

3. Cooking: This consisted o f one half-hour cookery program. Surprisingly, this segment 

included many subtle gradual shot transitions. This is actually a common attribute o f the 

genre, typ ica lly  used to depict tim e passing as food is prepared or cooked. Such shot 

transitions are d ifficu lt to detect using colour techniques, as they tend to consist o f (fo r 

example) a close-up shot o f some dough before and after an ingredient such as sugar is 

added. The appearance o f the new shot is generally not significantly different from the 

old, and the length o f the gradual transitions (often greater than two seconds) only 

exacerbates the problem.

4. Magazine/Chat show: This was one 110-minute episode o f a popular magazine show. 

Included are fitness, music, gardening, and film  features, as w ell as interviews. This 

program contains a good m ix  o f content types and shot transitions. This is an interesting 

content type, as although i t  is accorded a single category, i t  actually contains small
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amounts o f numerous other content types, such as those mentioned above. The bu lk  o f 

such productions typ ica lly  consist o f  interviews and discussions, composed o f basic 

“ ta lking head”  and “ around the table”  shots w ith  simple abrupt boundaries. However, 

they also include segments w ith  high object m otion (the archetypal “ M r. M otiva tor”  

fitness features), advanced computer effects (film  reviews and M T V -s ty le  music videos), 

and numerous gradual transitions. Another common feature is the use o f boom-cameras, 

used to sweep across the audience to focus on a particular individual. These shots 

naturally exhibit high global camera motion.

5. Quiz show: One half-hour episode o f a popular local quiz show. This is perhaps the 

simplest content type to segment accurately, consisting fo r the most pan o f simple 

“ talking head”  shots interspersed w ith  computer-generated displays (fo r scoreboards etc.). 

There tends to be litt le  post-production o f this content-type, leading to  few complicated 

shot transitions.

6. Documentary: A  short (20 minute) documentary charting the lives o f some o f the famous 

people o f the 20“' century. This content type provides very challenging material to 

segment accurately, due to the nature o f the shot boundaries, and more importantly, the 

nature o f the video itself. The documentary consists m ain ly o f black and white footage 

from  the 1920s-1940s, generally o f extremely poor quality. In  addition, the m ajority o f 

shot boundaries are slow (2-3 second) dissolves and fades, which adds to the d ifficu lty  

considerably.

7. Comedy/Drama: One fu ll episode o f “ Touched by an Angel”  (55 minutes) and one o f 

“ Keeping up Appearances”  (35 minutes). The programs contained in  this content type 

are somewhat sim ilar to those from  the “ soaps”  category. However, this content type 

differs in  that the production schedule tends to be less frenetic, and production values 

higher, leading to more diverse and unusual productions. This is a broad content type, 

encompassing typical Am erican-style “ sit-coms”  as w e ll as made-for-television m in i- 

series. Typically, the m ajority o f the shot boundaries are s till abrupt, but advanced 

camera techniques, unusual ligh ting  effects, and computer-generated effects are 

somewhat common, especially in  “ X -files” /science fic tion  production types.

8. Commercials: M ixed among the above are a large number o f commercials. As always, 

these provide varied and challenging material fo r segmentation. This is due to several 

reasons. F irstly, in  comparison to regular programs, commercials typ ica lly  have a huge 

number o f shot transitions in  a short space o f time. Secondly, commercials frequently 

include much more advanced visual effects than programs, frequently using computer
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generated effects to distort, transform, and merge images. F ina lly, each commercial is 

designed to stand out and be different, in  an attempt to arrest the interest o f the consumer. 

This ensures that no two commercials are the same, and increases the d iff icu lty  o f 

accurately detecting shot boundaries. D iffic u lt as commercials may prove to be, 

however, no broadcast television test suite would be complete w ithout them.

As realistic a representation o f real broadcast video as the test suite is, it  is nevertheless not a 

complete sample o f the range o f video content types present in  that medium. The magnitude 

o f the complete set means that an attempt to classify all possible content types would prove 

extremely d ifficu lt, and to obtain representative samples o f each type would be impossible in  

the scope o f this research. Notable absences from  our test suite include sports (which is a 

huge content type, and would perhaps be better divided into sub-categories), Hollywood-style 

movies, and M TY-sty le  music television. It is our hope that future work may help to address 

these shortcomings.

3.4 Analysis of the test suite

The baseline log files a llow  us to analyse the test suite to determine the number and type o f 

shot boundaries in each 20-minute segment, and also in  each o f the eight content types 

mentioned above. This information can prove to be extremely useful in  deciding why a 

particular segment, or content type, is proving d ifficu lt to segment accurately. Often, a high 

ratio o f gradual transitions to abrupt transitions, or simply a large number o f shot boundaries, 

can indicate an area o f d ifficu lty . Table 3-1 shows the test suite analysed by video content 

type, while table 3-2 shows the test suite analysed by video segment. Table 3-3 shows a 

detailed breakdown o f each o f the 24 video segments by content type, including the amount 

o f each content type (in  frames).

O f particular note in  table 3-1 is (lie ratio o f abrupt transitions (cuts) to gradual transitions in  

the different content types. This ranges from  a very high ratio (67:1) fo r the “ Quiz”  content 

type, to a very low  ratio (2:1) fo r the “ Documentary”  content type. As gradual transitions are 

generally more d ifficu lt to detect than cuts, this would indicate that the latter content type is 

the more challenging -  which proves to be the case.
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Video Type # o f # o f #  o f Gradual Ratio o f Cuts to
Frames Cuts Transitions Gradual Transitions

News and weather 134540 598 69 9 1
Soaps 144958 909 94 10 1
Cookery programs 37370 188 42 4 1
Magazine/chat shows 134985 759 64 12 1
Quiz shows 29093 269 4 67 1
Documentary 7494 47 23 2 1
Comedy/Drama 110618 839 72 12 1
Commercials 106976 1771 415 4 1
Total 706034 5380 779 (average): 15 1

Table 3-1. Video test set analysed by video content type

Examining table 3-2, we would expect, based upon the ratio o f cuts to  gradual transitions, that 

segment 3 would prove quite challenging to segment accurately (ratio o f 3:1). In  the same 

way, we may speculate that segments 6 (69:1) and 23 (63:1) would prove considerably 

simpler. Again, in practice this proves to be the case, proving that the presence, or absence, 

o f gradual transitions is a major factor in  deciding the d ifficu lty  o f analysing particular video 

clips. However, other factors, such as the type o f camera effects used in  the shots, and the 

amount o f object and camera motion, can also have significant effects.

Video
Segment

# o f cuts # o f gradual 
transitions

Ratio Video
Segment

#  o f cuts # o f gradual 
transitions

Ratio

1 194 45 4:1 13 263 47 6:1
2 230 28 8:1 14 304 29 10:1
3 210 79 3:1 15 153 29 5:1
4 207 52 4:1 16 172 28 6:1
5 253 39 6:1 17 209 22 9:1
6 139 2 69:1 18 198 48 4:1
7 191 17 11:1 19 242 49 5:1
8 204 47 4:1 20 302 30 10:1
9 159 6 26:1 21 277 25 11:1
10 145 29 5:1 22 244 52 5:1
11 227 22 10:1 23 252 4 63:1
12 323 20 16:1 24 258 33 8:1
Note: Each segment is 30000 frames (20 minutes).

Table 3-2. Video test set analysed by segment
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Segment Content Type Duration

(frames)

Segment Content Type Duration

(frames)

1 News 22339 14 Soaps 26021

Commercials 5020 Commercials 3979

Soaps 2641 15 Soaps 3856

2 Soaps 26063 Commercials 3675

Commercials 3937 News 22469

3 Soaps 4695 16 News 25920

Commercials 7819 Commercials 4080

Documentary 7596 17 News 25849

Cooking 9787 Commercials 4151

4 Cooking 26583 18 News 4940

Commercials 3417 Commercials 5999

5 Commercials 6411 Soaps 19061

Magazine 23589 19 Commercials 9191

6 Magazine 30000 Soaps 18598

7 Magazine 25842 Comedy/Drama 2209

Commercials 4158 20 Comedy/Drama 26089

8 Magazine 25303 Commercials 3911

9 Commercials 4697 21 Comedy/Drama 25814

Magazine 30000 Commercials 4186

10 Magazine 20231 2 2 Comedy/Drama 23397

Soaps 9769 Commercials 6603

11 Soaps 25299 23 Comedy/Drama 30000

Commercials 4701 24 Comedy/Drama 2367

12 Soaps 2142 Commercials 8450

Commercials 6777 News 19093

Quiz 21081

13 Quiz 8026

News 12569

Commercials 3452

Soaps 5953

Table 3-3. Detailed breakdown of segment by video content type
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3.5 MPEG-7 and the test suite

In October 1996, MPEG started a new work item to provide a solution to the problem o f 

quickly and effic iently searching fo r various types o f multimedia material. The new member 

o f the MPEG fam ily, called "M ultim edia Content Description Interface" (in  short ‘M PEG -7’), 

w il l  extend the lim ited capabilities o f proprietary solutions in  identify ing  multimedia content, 

notably by including more data types. In  other words, MPEG-7 w il l  specify a standard set o f 

descriptors that can be used to describe various types o f m ultim edia information. MPEG-7 

w il l  also standardise ways to define other descriptors as well as structures (Description 

Schemes) fo r the descriptors and their relationships. F inally, MPEG-7 w ill standardise a 

language to specify description schemes, i.e. a Description Definition Language (DDL).

This new standard does not specify how the extraction o f such descriptors or features should 

be performed (for example, i t  does not specify whether such extraction should be manual or 

automatic). Nor does it  specify the type o f inform ation retrieval system that can make use o f 

the description. We can see then, that MPEG-7 is p rim arily  concerned w ith  the defin ition  and 

standardisation o f metadata for multimedia information. This inform ation may include s till 

images, 3D models, audio, speech, video, and also inform ation about how these elements are 

combined in  a multimedia presentation.

In MPEG-7 parlance, we can consider the elements o f our baseline log files to be descriptors 

o f our video test suite, as they describe the contents o f the test suite. Further, the specification 

o f the structure o f the log files can be considered to be a Description Scheme, as it  defines 

how the log files represent the information contained in  the test suite.

A t (lie time o f writing, however, the syntax fo r MPEG-7 encoding is not defined, and w ill not 

be un til the end o f 1999. A t that time it  may be useful to transform our present baseline 

encoding into MPEG-7 format.

3.6 Summary

This chapter detailed the rationale behind the construction and analysis o f the video test suite 

employed in our research. To successfully evaluate systems designed for broadcast video 

applications i t  is necessary to accurately simulate the large amount o f diverse content types
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found in that media. Failure to do so results in incomplete results, which do not reflect the 

systems ability to scale up to real world applications involving such heterogeneous video.

The composition of the video test suite was then described. In particular, we presented brief 

explanations of the different video content types, focusing on the particular aspects that 

uniquely identify each one with regard to automatic shot boundary detection. We also noted 

the absence of several important content types from the test suite.

Finally, we presented details of the test suite analysed by segment and by content type, noting 

the different ratios of cuts to gradual transitions, and how these variations may affect the 

performance of automatic shot boundary detection systems.

The next chapter focuses on the first o f the colour-based shot boundary detection systems 

developed and evaluated during our research.
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4.0 A Shot-Boundary Detection System Based 
on Colour Histograms

4.1 Introduction

Our research has focused on the application o f content-based colour s im ila rity  measures to 

detecting shot boundaries in  broadcast video. Towards this aim, we have developed shot 

boundary detection systems utilis ing various colour-based techniques and then investigated 

the possibility o f combining these techniques.

This chapter describes the firs t such system developed during our research, based on 

generation and comparison o f colour histograms. Included in  this chapter are results obtained 

by evaluating this system upon the video test suite described in  chapter 3.

4.2 Colour histograms

4.2.1 Motivation

Follow ing the w ork reported in  [3] and [31], we chose colour histograms as the basis o f our 

firs t shot boundary detection system. Histograms are fa r more resistant to object and global 

camera motion than simple p ixe l comparison techniques. A t the same time, they also provide 

a high degree o f discrim ination -  i t  is unusual fo r two dissim ilar images to have sim ilar 

histograms.

As detailed in  chapter one, the MPEG-1 encoding standard utilises the Y U V  (or YCbCr) 

colour model. The Y  component represents luminance, or brightness, and therefore ranges 

from  black to white. The U  and V  components represent chroma, or colour. Therefore, a 

single p ixel in  a decoded MPEG-1 frame w il l  have three associated values -  one Y, one U, 

and one V. Typically, each o f these values w il l  range from  0-255 and w ill be encoded in  a 

single byte.
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4.2.2 Creation of colour histograms

We chose to create three 64-bin histograms fo r each frame, one histogram fo r each 

component o f the Y U V  colour model. The number o f bins comprising each histogram is an 

important choice, too many bins leads to over-sensitivity to object motion and small 

variations between frames, while too few leads to poor discrim inatory performance due to 

lack o f resolution As mentioned above, the values o f Y U V  are encoded as a single byte, 

giving a possible colour range from  0 to 255. Therefore, each histogram b in is four p ixel 

values “ wide” , providing some degree o f insulation from  pixels d rifting  between colour bins, 

while at the same tim e allow ing sufficient resolution to detect significant p ixe l differences. 

Figure 4-1 shows how the histogram bins are related to the image p ixe l values.

B in 1 B in  1

P ix e l  V a lu e s

One Pixel

M P E G - 1  F r a m e

Y
H is to g r a m

B in 64 B in  64 B in  64

Figure 4-1. Histogram Generation



Once the three histograms have been created fo r a particular frame, they are then 

concatenated into a single 192-unit vector, which acts as the colour signature fo r that 

particular frame. As each frame represents only 1/25 o f a second o f  video, the colour 

signature o f adjacent frames should not vary by a significant amount, except when a shot 

boundary occurs. The next step in  detecting shot boundaries, therefore, is to devise a 

measure fo r calculating the s im ila rity  between the colour signatures o f adjacent frames.

4.2.3 The Cosine Similarity Measure

Many measures exist to calculate the histogram sim ilarity, ranging from  simple Euclidean 

distance to the more complex %2-tcst described in  chapter 2. Fo llow ing from  the w ork 

reported in  [3], we chose to employ the d issim ilarity analogue o f the Cosine S im ilarity 

Measure (CSM). This measure has been shown to  outperform other, sim ilar methods on 

small video test suites. We were interested to see how it  would perform  given a more diverse 

test collection.

We use the Cosine S im ilarity Measure to compare the colour histograms o f adjacent frames. 

Given that the two 192-unit vectors, A  and B, which represent the colour signatures o f the 

two adjacent frames, The distance D cos(A,B) between vectors A  and B is given by:

where a, is one bin in  A and /;, is the corresponding b in  in  B. As can be seen the cosine 

measure is related to the dot product o f tw o un it vectors. The result is the cosine o f the angle 

between the two vectors subtracted from  one. Therefore a small value fo r Dcos indicates that 

the frames being considered are sim ilar, while a large D cos value indicates dissim ilarity.

The CSM tends to identify clusters o f false “ shadow”  shot boundaries around a real shot 

boundary. These false cuts tend to be at the immediately preceding or fo llow ing  frame and 

usually have a low, but sometimes significant, cosine value. To ensure that that these 

“ clusters”  o f shot boundaries do not affect the overall results, the algorithm only declares the 

maximum cosine s im ila rity  value o f the cluster to be the actual shot boundary. This simple 

technique works well, as broadcast television never includes several real shot boundaries 

w ith in such a short space o f time (each frame is displayed fo r only 1/25 o f a second).

N 2  7 2
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Figure 4-2. Overview o f histogram shot boundary detection process
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A  high cosine distance measure can indicate one o f two things. F irstly, i t  can (and should) 

signal that a shot boundary has occurred. Secondly, it  could be the result o f ‘noise’ in  the 

video sequence, which may be caused by fast camera motion, a change in  ligh ting  conditions, 

computer-generated effects, or anything that causes a perceptual change in the video 

sequence without being an actual shot boundary.

Once the Cosine S im ilarity Measure has been applied to a ll the frames in  the video sequence, 

we are le ft w ith  a lis t o f s im ilarity values fo r each frame pair. W e then chose a shot boundary 

detection threshold -  cosine sim ila rity  values above this threshold are declared shot 

boundaries.

4.2 Results

4.3.1 Aims and methods

Before beginning the experiments proper, our segmentation algorithm was tuned on a number 

o f small (5-10 minute) video segments extracted from  the test suite. These training runs 

enabled us to determine useful threshold levels.

In reporting our experimental results, we use recall and precision to evaluate system 

performance. Recall is the proportion o f shot boundaries correctly identified by the system to 

the total number o f shot boundaries present. Precision is the proportion o f correct shot 

boundaries identified by the system to the total number o f shot boundaries identified by  the 

system. We express recall and precision as:

Ideally, both recall and precision should equal 1. This would indicate that we have identified 

all existing shot boundaries correctly, w ithout identify ing any false boundaries.

Number o f  shot boundaries 
R eca ll = correctly identified by system

Number o f  shot boundaries 
P recision  = correctly identified by system

Total number o f  shot 
boundaries

Total number o f shot boundaries 
identified by system
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Although precision and recall are w e ll established in  traditional text-based inform ation 

retrieval, there is as yet no standard measure fo r evaluating video retrieval systems. To 

present as clear a result as possible, we also use the E-measure, developed by van Rijsbergen 

[24], This measure allows the researcher to associate a relative importance to both precision 

and recall. Given that P  is precision, R is recall, and b is a weight o f importance, the E- 

measure is defined as:

f  i O+ft’H
b2P + R

For example, b levels o f 0.5 indicate that precision is tw ice as important as recall, while a b 

level o f 2 would indicate that recall is tw ice as important as precision. For our application, 

the segmenting o f broadcast d ig ita l video, we believe that precision and recall are equally 

important. For this reason, we have chosen a value o f 1 fo r b.

Recall, precision, and the E-measure are useful evaluation tools. However, by expressing 

results as a simple percentage they can give a misleading indication o f system performance. 

For this reason we have chosen to include a summary o f the actual figures obtained during the 

experiments. In  reporting our results we chose a representative sample from  the thresholds 

tested fo r inclusion in  each graph. These samples include threshold levels that resulted in  

good results fo r all segments, and also samples from  each extreme o f the recall/precision 

spectrum.

Thresholds are not considered i f  they result in  recall or precision figures o f less that 0.5 fo r a 

majority o f segments or content types. A lthough lo w  recall or precision may be acceptable in 

some specialised applications, segmentation o f large amounts o f varied video requires 

reasonable levels to be useful.

In conducting the experiments we addressed specific questions w ith  regard to shot boundary 

detection thresholds fo r broadcast video. We focused on the selection o f correct thresholds 

for a mixture o f video content types, as w ell as tailoring specific thresholds towards specific 

types. In particular, we were interested to see i f  pre-set, fixed thresholds were suitable for 

such a varied test set. The experiments conducted and results obtained are described below.
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4.3.2 Do Fixed Threshold Values Perform Adequately on Video Containing 
Multiple Content Types?

To address the question o f whether we can hard-code threshold values, we ran the algorithm, 

using a range o f threshold values, on a ll 24 segments o f the test set. A  boundary detected by 

the algorithm was said to be correct i f  i t  was w ith in  one frame o f a boundary listed in  the

baseline.

Recall and precision graphs are presented as figures 4-3 and 4-4 respectively. E-measure for 

the 24 video segments is presented in  figure 4-5. A  summary o f results fo r the fu ll video test 

set is also shown in table 4-1. The fo llow ing  points can be noted from  these results:

1. On the m iddle threshold, the algorithm averages 85% recall, and 86% precision. 

However there is noticeable variation between the segments, as the algorithm performs 

better on different segments w ith  different thresholds.

2. The algorithm performed poorly on segment 3 when compared to the rest o f the test set. 

Even at the lowest threshold level, recall was only 75%, w ith  a precision o f 46%. This 

segment includes several commercial breaks. I t  also includes a lo t o f black and white 

footage from  a documentary program. The colour-based method obviously has its 

discrim inatory power reduced here, leading to poorer results.

3. The algorithm performed best on segment 6, typ ica lly achieving 98% precision and 

recall. This segment contains part o f an episode o f a magazine/chat show. Significantly 

there were no commercial breaks during this sequence. As commercials are generally 

the most d ifficu lt type o f video to segment, this helps to explain the good results. Also, 

as noted in  table 2, this segment has a huge ratio (69:1) o f cuts to gradual transitions. 

The lack o f d ifficu lt transitions makes fo r quite easy segmentation.

4. Lowering the threshold below a certain level does not guarantee better recall. Typically, 

once this level is reached (about 0.015 fo r our system), die increase in  recall fo r a given 

threshold reduction is quite small, and is accompanied by a much larger loss o f 

precision.

5. The opposite is also true, in  that raising the threshold beyond a certain point gives 

decreasing precision results w ith  rapidly fa lling  recall.
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6 . For a majority (65%) of missed shot boundaries, examination of the raw data revealed a 

significant (>0.0075) cosine value for the appropriate frame pair. In these cases the fault 

of non-detection lies with the threshold selection, and not the detection ability of the 

algorithm itself. Attempting to employ a lower fixed threshold to detect these shot 

boundaries would result in a drastic decrease in precision. This suggests that an 

intelligent means of adaptive thresholding, perhaps using a known and reasonable 

threshold level as a starting point, could significantly improve upon the results obtained 

here. The need to improve methods of eliminating noise in the video stream is also a 

vital step if improvements are to be made in this area.

Total #  of 

shot 

boundaries

#  correctly 

identified

#  falsely 

identified

# missed Recall Precision E-measure

Threshold 1 

(0.010)

5689 3775 470 92 60 78

Threshold 2

(0.020)

5472 1504 687 89 78 84

Threshold 3

(0.035)

6159 5163 731 996 85 88 85

Threshold 4 

(0.060)

4508 431 1651 74 92 82

Threshold 5 

(0.15)

2789 195 3370 45 94 70

T ab le  4-1 -  T ota l figu res for  the en tire  te s t  se t o f  720000  fram es.
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Figure 4-3: Recall for 24 video segments using 5 colour histogram thresholds
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Figure 4-4: Precision for 24 video segments using 5 colour histogram thresholds
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Figure 4-5: E-measure for 24 video segments using 5 colour histogram thresholds

4.3.3 Do Varied Video Content Types Affect the Results Obtained from 
Different Fixed Thresholds?

We have seen the results obtained by a selection o f shot boundary detection thresholds on the 

24 segments o f the video test set. However, these results te ll us little  about why a particular 

segment/threshold combination is producing a particular result. Our second set o f 

experiments explored how effective the system was at segmenting specific content types. 

This would show how different content type/threshold settings interacted and affected the 

overall result.

This second experiment requires that we examine the video test set by video content type, 

rather than by segment, as each segment contains a m ix o f content types. We employed the 

same five  threshold settings as fo r section 4.3.1. Figures 4-6 and 4-7 show the recall and 

precision graphs for the eight video content types contained in  the test set. Figure 4-8 shows 

the E-measure graph. The fo llow ing  general points can be noted:
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1. Threshold levels can affect different video content types in  markedly different ways. In  

some cases (fo r example between the “ news”  and “ soaps”  content types), the results are 

close enough to consider a single threshold value. However, the results fo r even these 

sim ilar content types can vary by 20% fo r the same threshold

2. In the case o f dissim ilar content types (commercials, documentary, cookery), the same 

threshold can produce completely different results. For example, a threshold o f 0.035 

results in 94% recall fo r the magazine/chat show content type, 79% fo r the commercials 

content type, and 9% fo r the documentary content type. A lthough this threshold setting 

performed best overall in  section 5.1, these results show that it  is tota lly inadequate fo r 

the m ix o f dissolves and black and white footage found in  the documentary content 

type.

3. Again, examination o f the missed shot boundaries revealed a m ajority (65%) that had 

significant cosine values. Had a reliable form o f in te lligent thresholding been employed 

in  the algorithm, recall scores, which are currently quite poor, could be greatly 

improved.

We can also comment on the different video content types:

1. Commercials: This algorithm performed reasonably w e ll when segmenting this content 

type, considering the complexity o f some o f the shot transitions present. Using a 

threshold setting o f 0.035 (Threshold 3), 79% recall and 74% precision was achieved 

However, moving to either end o f the recall/precision spectrum quickly led to 

unbalanced results, which would prove unacceptable in  our target application.

2. Soaps: This content type generally presented no d ifficu lties to the system. On the 

m iddle threshold setting a precision o f 92% was achieved. The low  recall score o f 76% 

was traced to the starting and ending credits o f “ Home and Away” . This sequence 

contains some very d iff icu lt gradual transitions, which even our human baseline- 

creators found d ifficu lt to segment accurately.

3. News: As fo r soaps, the result fo r the news content type was generally good. Again, 

moving to extremes o f the recall/precision spectrum led to poor results. When using a 

balanced threshold, recall and precision values averaged about 86%-87%.
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4. Cookery: This content type proved difficult to accurately segment due to a large number 

of slow scene dissolves. Although low threshold settings (<0.030) afforded good recall, 

(85%-90%), the corresponding precision scores were poor (35%-50%). At the medium 

threshold settings (0.30-0.40) precision values are still quite poor (71%) although recall 

has improved to 83%. High thresholds, as expected, led to poor recall values (<50%). 

This content type demands an improved detection system before it can be segmented 

with confidence.

5. Magazine/chat show: Despite the varied content of this video type, the system 

performed quite well, probably due to the relative low ratio (1 2 :1) of cuts to gradual 

transitions. Low and medium threshold values returned reasonable results with recall 

and precision ranging from 78%-98%. Higher threshold levels returned poor (<50%) 

recall scores, but gave little improvements in precision. This indicates that some 

proportion of the shot boundaries is being masked by noise in the video sequence.

6 . Quiz show: The system performed well on this content type, which included few 

gradual shot boundaries. Low (<0.020) threshold values led to high (98%) recall scores 

with acceptable precision (78%). A more balanced tlireshold led to recall and precision 

scores of 97%. High threshold values are not suited to this content type, resulting in

unacceptable (<55%) recall values.

7. Comedy/Drama: AH threshold levels delivered good precision (>85%) on this content 

type, indicating that a high percentage of the shot boundaries are well defined. Recall 

dropped sharply from around 8 8 % to 50% as the threshold was raised above 0.070, 

making such a setting unacceptable, even though doing so gave a precision of 1 0 0%.

8 . Documentary: The system performed very poorly on this content type. This was due to 

the low ratio (2 :1) of cuts to gradual shot boundaries and the large amounts of poor- 

quality black and white footage used as part of the documentary. At the medium 

tlireshold, which returned good results on all of the other content types, recall was only 

9% and precision was 60%. In contrast to some of the other content types, best results 

were achieved with low (<0.015) threshold values, which gave around 64% recall and 

52% precision. This content type highlights the difficulties of selecting one global 

threshold for broadcast video. Although the low scores achieved here were balanced in 

the overall system graphs (section 5.1) by the results obtained elsewhere, it is obvious 

that this content type demands more advanced shot boundary detection methods than 

our system currently offers.
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Figure 4-7: Precision for 8 video content types using 5 colour histogram thresholds
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Figure 4-8: E-measure fo r  8 video content types using 5 colour histogram thresholds

4.4 Summary

This chapter described die firs t shot boundary detection system developed during our 

research, based on the generation and comparison o f colour histograms. The rationale behind 

the selection o f colour histograms was explained. The procedure fo r the generation and 

comparison o f histograms was described, as w e ll as the d ifficu lties o f selecting appropriate 

thresholds fo r a mixed-content test suite.

We introduced the concepts o f precision and recall as measures o f segmentation accuracy. 

These measures w ill also form  the basis o f the evaluation o f later shot boundary detection 

techniques. We presented the results obtained by evaluating this system upon the video test 

suite described in  chapter three, along w ith analysis o f the systems performance when applied 

to single, and m ultip le content types. We believe these results to be very reasonable based on 

the complexity o f the video test suite. We noted that the system performed markedly 

different when presented w ith  different content types, and that different content types often 

required different threshold settings to accurately segment.
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The next chapter focuses on the development o f our second method o f shot boundary 

detection, based on the statistical technique o f colour moments. Fu ll results w ill be presented 

for this next technique, fo llow ing  the form al o f this chapter.
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5.0 A shot-boundary detection system based on 
colour moments

5.1 Introduction

Our research has focused on the application of content-based colour similarity measures to 

detecting shot boundaries in broadcast video. Towards this aim, we have developed shot 

boundary detection systems utilising various colour-based techniques and then investigated 

the possibility of combining these techniques.

This chapter describes the second such system developed during our research, based on 

computation and comparison of colour moments. Included in this chapter are results obtained 

by evaluating this system upon the video test suite described in chapter 3. The presentation of 

these results follows the format laid out in chapter 4.

5.2 Colour Moments

5.2.1 Motivation

Although histograms are the most popular technique for representing the colour composition 

of an image, statistical techniques have also been used with high success rates reported on 

small test suites -  in fact some studies report superior performance than histogram-based 

techniques [1, 23]. We chose to implement a system using colour moments to represent the 

colour distribution of a frame. By implementing a system based on a different algorithm to 

our first, but still based on colour comparison, we aimed to identify the strengths and 

weaknesses of each method Also, Wc were interested to see the correlation between the 

specific successes and failures of each algorithm.

Once again, the calculation of the colour moments is based upon the three colour components 

(Y, U, and V) which comprise each decoded MPEG-1 pixel.

59



As a probability distribution is uniquely characterised by its moments, we can represent a 

colour distribution by its firs t three moments. Given that Py represents the i-th  colour 

component o f the y'-th p ixe l o f  the decoded MPEG-1 frame, we can define the f irs t three 

colour components as follows:

•  The firs t order moment, defines the average intensity o f cach o f the three colour 

components, Y , U, and V. I t  is defined as:

5.2.2 Computation of colour moments

•  The second order moment, <T„ defines the variance o f the intensity o f the three colour 

components. I t  is defined as:

•  The th ird  order moment, defines the skewness o f the intensity o f the three colour 

components. I t  is defined as:

Given that our colour model consists o f three colour components, i t  is obvious that the colour 

moments fo r each frame w ill consist o f nine values. Each o f the three components w ill be 

characterised by i t ’s average intensity, variance, and skewness.

To reduce the time required to index a large video segment, the colour moment values may be 

generated from a subset o f the total image pixels. Experimentation w ith  p ixe l subsets o f 

various sizes indicates that a large time saving can be made by employing sub-sampling, 

w ithout a significant loss o f accuracy. For the system reported here, we chose to generate the 

colour moment values from  every fourth  p ixel in  the x and y  directions. As the orig inal image 

resolution was 252*288 (SIF standard), this reduces the number o f p ixe l values from  101376 

to 6336, reducing both the time and memory requirements o f the algorithm.

V /

V
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5.2.3 Comparison of colour moment values

Given two adjacent frames, each characterised by a number o f colour moments, the distance 

between the two frames I and Q may be computed as follows:

Dmom (/,Q) = 5 > ;i ( h  (/)-/£,. (Q) I + wi2 |ff, ( I ) - 0 , ( 0 )  I +  Wi3 |i. (/) - j, (Q)|)
¿=i

where r is the number o f components present in  the colour model, and wt] (I < j  <  3) the 

weight o f the contributions o f the different moments fo r each colour component. As we use 

only a small number o f moments, it is possible that two perceptually dissim ilar images may 

have sim ilar statistical properties and therefore a low  D mom value. However, this is extremely 

unlikely in real-world operation.

For our experiments, we chose to weight the contribution o f each moment equally. This gives 

the most balanced view o f image sim ilarity, w ithout over-emphasising any specific moment. 

Figure 5-1 shows an overview o f the colour moment shot boundary detection process.

5.2.4 Shot boundary detection for the colour-moment system

As w ith  the system based on colour histograms described in  chapter 4, detection o f shot 

boundaries involves applying a threshold to a lis t o f colour moment frame s im ila rity  values. 

Those values that exceed the specified threshold are declared shot boundaries. As w ith  a ll 

(hreshold-based systems, the choice o f the correct threshold fo r a given content-type is vital. 

However, this selection is made d ifficu lt given our mixed content-type video test suite.

Tiie colour moment system does not a llow  as broad a range o f usable thresholds as does the 

histogram-based system. M oving to outside a certain range o f thresholds qu ick ly  leads to 

unacceptable performance. However, even w ith in  this workable range we find great variation 

as we examine the effects o f d ifferent thresholds on different video segments and content 

types. In  choosing our thresholds, we must attempt to balance the fo llow ing  two points:
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•  The need to prevent detection o f false shot boundaries, by setting a suffic iently high 

threshold level so as to insulate the detector from  noise.

•  The need to detect subtle shot transitions such as dissolves, by making the detector 

sensitive enough to recognise gradual change.

Figure 5-2 shows a 700-frame sample from  a segment o f video. The content type shown is 

commercials, which is reflected in the large amounts o f noise shown in  the graph.

230 

180 

130

8 S
Q

80

30

-20

Figure 5-2: Colour moment values over a 700-frame video segment

Note that the large burst o f activ ity around frame 341 is caused by fast object and camera 

motion, and not by die presence o f a shot boundary. This sensitivity to perceptual changes, 

caused by elements other than shot boundaries, is the major weakness o f tiiis  method. As can 

be seen from  figure 5-2, such extreme bursts o f activity are almost indistinguishable from  real 

shot boundaries. Therefore they would almost certainly be declared as shot boundaries and 

the precision result fo r the algorithm would suffer as a result.

The bursts o f activ ity from  frame 41 to 101 are caused by two gradual transitions, the first 

stretching from frame 39 to 67, and the second from  frame 78 to 101. These types o f gradual 

transitions are characterised by such periods o f low  intensity. Such transitions are quite 

possible to detect reliably by the moment algorithm. Therefore the recall result o f this 

algorithm is usually enhanced by identification o f such shot boundaries.
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5.3 Results

5.3.1 Aims and methods

This results section w il l  closely m irro r the format established in  chapter 4. Certain sections 

w ill be omitted as they have already been covered in  the last chapter. The evaluation metrics 

used w ill be brie fly  redefined, but the more general discussion as to the su itab ility  o f specific 

metrics has been excluded, to avoid repetition.

Before beginning the experiments proper, our segmentation algorithm was tuned on the same 

set o f small (5-10 minute) video segments (extracted from  the test suite) as were used fo r the 

histogram algorithm. These training runs enabled us to determine useful threshold levels.

In conducting the experiments we attempted to compare the results obtained w ith  the colour 

moments algorithm to those discussed in  the last chapter. In  ligh t o f this, we again addressed 

specific questions w ith regard to shot boundary detection thresholds fo r broadcast video. We 

focused on the selection o f correct thresholds fo r a m ixture o f video content types, as well as 

tailoring specific thresholds towards specific types. In particular, we were interested to see i f  

pre-set, fixed thresholds were suitable fo r such a varied test set. The experiments conducted 

and results obtained are described below.

5.3.2 Do Fixed Threshold Values Perform Adequately on Video Containing 
Multiple Content Types?

To address the question o f whether we can hard-code threshold values, we ran the colour 

moments algorithm, using a range o f  threshold values, on a ll 24 segments o f the test set. A  

boundary delected by the algorithm was said to be correct i f  it was w ith in  one frame o f a 

boundary listed in  the baseline log files.

Recall and precision graphs are presented as figures 5-3 and 5-4 respectively. E-measure fo r 

the 24 video segments is presented in  figure 5-5. A  summary o f results fo r the fu ll video test 

set is also shown in table 5-1. The fo llow ing  points can be noted from these results:

1. The moment algorithm performs best w ith in  a relatively small range o f shot boundary 

detection thresholds. Optimal settings to deliver balanced recall and precision fo r the 

majority o f video types range from  7 to 20. Values outside this range degrade overall 

performance substantially.
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2. Generally, as w ith a ll inform ation retrieval systems, lowering the detection threshold 

improves recall (more shot boundaries are detected), at the expense o f reducing 

precision (more false shot boundaries are detected). Selection o f the optimum 

threshold, therefore, depends on the importance o f correctly identify ing  the m ajority o f 

shot boundaries, relative to the importance o f avoiding detection o f false shot 

boundaries. This is a design choice, and depends to a large extent on the target 

application o f the system. For our experimental results, we define the optimal threshold 

fo r a particular method as the one that produces the best balance between precision and 

recall. For a general-purpose system such as ours, a large number o f either false shot 

boundaries, or missed shot boundaries, is unacceptable. A pp ly ing this rationale to our 

experimental results, optimal thresholds are those in  the range o f 10 to 15.

3. Using these optimum thresholds, the algorithm averages 87% recall, and 80% precision. 

However there is noticeable variation between the segments, as the algorithm performs 

better on different segments w ith  different thresholds. Compared to the histogram 

results, the moment algorithm exhibits a generally superior recall but in ferior precision.

4. Once again, segment 3 proved to be challenging to segment accurately. However, the 

moment algorithm performed s lightly better than the histogram algorithm in  this case. 

Recall averages about 70% w ith a precision o f 64%. This is in  line w ith  this methods 

general improvement o f recall at the expense o f precision.

5. Segment 6 produced the best results w ith  recall and precision scores o f 97%. This is 

in ferio r to those produced by the histogram algorithm, but not by a large margin. This 

result, along w ith the results from  segment 3, indicate that the moments algorithm can 

detect the m ajority o f abrupt cuts, but is significantly poorer at segmenting video w ith  a 

large number o f gradual transitions.

6. Analysis o f the frames sim ila rity  values show that the colour moments measure is 

somewhat more sensitive than the histogram-based method, typ ica lly  generating more 

significant distance measures fo r events such as fast object motion, global camera 

motion, and transitory changes in image brightness. However, this increased sensitivity 

also allows detection o f more subtle shot transitions, which the histogram-based 

algoritlim  is typ ica lly insulated from.
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Total # o f  

shot 

boundaries

#  correctly  

identified

#  fa lsely  

identified

#  m issed R ecall Precision E-m easure

Threshold 1 

(5)

5 7 8 9 4 9 3 1 3 7 0 9 4 5 4 7 4

Threshold 2  

(7)

5 6 0 5 2 5 1 8 5 5 4 91 6 9 8 0

Threshold 3

(10) 6 1 5 9

5 3 5 8 1 3 4 0 801 8 7 8 0 8 3

Threshold 4  

(13)

5 0 5 0 9 6 2 1 1 0 9 8 2 8 4 83

Threshold 5 

(15)

4 8 6 6 7 2 7 1 2 9 3 7 9 8 7 83

Threshold 6

(20)

4 2 5 0 4 7 2 1 9 0 9 6 9 9 0 8 0

Table 5-1 -  Total figures for the entire test set of 720000 frames.
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Figure 5-3: Recall for 24 video segments using 6 colour moment thresholds
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Figure 5-4: Precision for 24 video segments using 6 colour moment thresholds
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Figure 5-5: E-measure for 24 video segments using 6 colour moment thresholds

5.3.3 Do Varied Video Content Types Affect the Results Obtained from 
Different Fixed Thresholds?

We have seen the results obtained by a selection o f shot boundary detection thresholds on the 

24 segments o f the video test set. However, these results te ll us litt le  about why a particular 

segment/threshold combination is producing a particular result. Our second set o f 

experiments explored how effective the system was at segmenting specific content types. 

This would show how different content type/threshold settings interacted and affected the 

overall result.

This second experiment requires that we examine the video test set by video content type, 

rather than by segment, as each segment contains a m ix o f content types. We employed the 

same five  tlireshold settings as fo r section 5.3.2. Figures 5-6 and 5-7 show the recall and 

precision graphs fo r the eight video content types contained in the test set. Figure 5-8 shows 

the E-measure graph. The fo llow ing  general points can be noted:

1. Threshold levels can affect d ifferent video content types in  markedly d ifferent ways. In  

some cases (fo r example between the “ news”  and “ soaps”  content types), the results are 

close enough to consider a single threshold value. However, the results fo r even these
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sim ilar content types can vary by 15%-20% for the same threshold. In  fact this effect is 

often extremely pronounced fo r the colour moment algorithm  -  in  some cases changing 

a threshold by as little  as 1 can result in  markedly d ifferent results.

2. In the case o f d issim ilar content types (commercials, documentary, cookery), the same 

threshold produces more extreme differences. However, these variations are not as 

extreme as fo r the histogram based method. For example, a threshold o f 10 results in 

93% recall fo r the magazine/chat show content type, 85% fo r the commercials content 

type, and 60% fo r the documentary content type. This variation o f results, although s till 

very significant, is much less extreme than that reported in  chapter 4.

3. When compared to the histogram based method, the colour moment algorithm 

performed best when applied to content types w ith  a large number o f subtle shot 

transitions. For example, applying the colour moment algorithm to the documentary 

content type produced precision and recall figures o f 75% and 60% respectively. These 

results are a large improvement over the results o f 52% and 57% produced by die 

histogram algorithm and reported in  chapter 4.

We can also comment on the different video content types:

1. Commercials: The algorithm delivered good recall scores (82%-89%) at medium 

threshold levels (10-13), however precision was quite low, averaging at 72%. 

Thresholds in  the low  range o f 0-10 deliver excellent recall (89%-95%), but at the 

expense o f unacceptable precision (50%-60%). H igh threshold levels (>15) quickly 

lead to poor recall results, making them unsuitable fo r our purposes. The optimum 

threshold fo r this content type was 15, giving balanced precision and recall results o f 

80%.

2. Soaps: This content type is an exception to the typical behaviour o f the colour moment 

algorithm, resulting in  high precision values (91%) at the optimum threshold (13), but 

w ith mediocre recall (74%). Lower thresholds result in drastically poorer precision 

(58%-75%), which is not compensated by the increase in recall o f 2% to 16%. 

Threshold values above the optimum result in  steadily decreasing recall, fo r no gain in  

precision.

3. News: The algorithm was generally successful at segmenting this content type 

accurately, reflecting the absence o f large numbers o f gradual transitions and camera
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effects. Threshold values from  0 to 9 are not suitable, due to poor precision, although 

they produce good recall results (90%-92%). M oving to a more balanced, medium 

threshold setting (13) improves precision greatly (to 89%) at the expense o f a much 

smaller reduction in  recall to 87%. Higher threshold levels would also be feasible i f  

precision was a priority, as they achieve over 90% precision w ith  reasonable recall 

scores o f greater than 78%.

4. Cookery: This is s till a challenging content type to segment accurately, in fact the 

colour moment algorithm performs worse than the histogram algorithm in  this instance. 

Results are generally uninspiring, low  thresholds give good recall (>87%) but poor 

precision (<50%). H igh thresholds produce the opposite, although precision remains 

poor until the threshold is set to above 19, at which point precision climbs to 85%, but 

at the expense o f low  (64%) recall. Our current colour moment algorithm is obviously 

unsuited to the m ix o f subtle shot boundaries, camera effects, and object motion found 

in  this content type.

5. Magazine/chat show: G iven the nature o f this content type (few gradual transitions, litt le  

camera effects), the colour moments algorithm d id  not perform as well as expected. 

Although the results were certainly good, w ith  a balanced threshold setting o f 13 

delivering 89% recall and 91% precision, this algorithm is quite sensitive to the small 

amounts o f other content types present in  this content type (see chapter 3 fo r a 

discussion o f the characteristics o f this content type). Raising the threshold beyond 15 

produces s ligh tly improved precision (94%), but at the expease o f much poorer recall 

(77%). Threshold values below 9 greatly reduce precision, from  80% to approximately 

65%, while raising recall by only 1%, to 97%.

6. Quiz: Again, the algorithm performed w ell on this content type, comprising o f mostly 

abrupt shot boundaries w ith  few sophisticated camera effects. A  w ide range o f 

threshold values, from  7 to 20, produce good results, w ith  recall and precision ranging 

from 90%-98%. Lowering and raising the threshold does not have a huge impact un til 

extreme values are reached (less than 5 or greater than 20), at which point either recall 

or precision begins to suffer. Since the corresponding improvements in terms o f recall 

and precision fo r choosing such an extreme threshold are minimal, it makes more sense 

to employ a balanced threshold in  the 10-20 range.
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Figure 5-8:E-measure for 8 video content types using 6 colour moment thresholds

7. Comedy/Drama: This content type is a represents a m iddle ground o f content types, in  

terms o f types o f shot boundaries present, post-production processing, and camera 

effects. As it comprises much o f the bu lk o f normal television, results in  this area are 

indicative o f how we could expect the algorithm to perform on a w ider video test suite. 

Typical results fo r medium threshold values (7-12) are recall in  the range o f 71%-85% 

and precision in  the range o f 82%-93%. Low  threshold values reduce precision to 66%, 

too much to be acceptable fo r the marginal increase in  recall. Threshold values 

approaching 20 however, may be worth considering fo r applications requiring high 

precision and non-critical recall, as they increase precision to 97%, while retaining a 

reasonable (66%) level o f recall.

8. Documentary: The documentary content type is the most challenging in  the test suite, as 

demonstrated by the poor results obtained by the histogram-based algorithm. The 

colour moment algorithm performs considerably better than its counterpart. However, 

the results obtained are s till less than could be wished for. Threshold values below 8 

deliver poor precision scores in the range o f 30%-45%, and so are unacceptable, even 

though they result in  a reasonable recall scores o f 70%-78%. The optimum threshold
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value is 10, which is s lightly lower than fo r most other content types (The histogram- 

based algorithm also performs best w ith  low  threshold values, indicative o f the number 

o f extremely subtle shot boundaries present in  this content type). Using this optimum 

threshold, recall is 60% and precision is 75%. These results are sign ificantly superior to 

those obtained in  chapter 4. H igh thresholds, in  the range o f 15-20, lead, as expected, to 

poor recall scores o f between 30%-46%, and precision scores o f 80%-84%.

5.4 Summary

This chapter described the second shot boundary detection system developed during our 

research, based on the computation and comparison o f colour moments. The colour 

moments employed were defined, along w ith  a distance measure to compare MPEG-1 frames 

based upon these moments.

In presenting our results, we once more employed precision, recall, and the E-measure as 

measures o f segmentation accuracy. We presented the results obtained by evaluating this 

system upon the video test suite described in  chapter three, along w ith  analysis o f the systems 

performance when applied to single, and m ultip le content types. We noted that the system 

performed markedly d ifferent when presented w ith  different content types, and that different 

content types often required different threshold settings to accurately segment.

In presenting our results, we drew some comparisons between the perfonnance o f the colour 

moment algorithm when against that o f die colour histogram algorithm. These comparisons 

w ill be explored more fu lly  in  chapter 7, which presents a more detailed comparison o f the 

systems developed during our research.

The next chapter focuses on the development o f our th ird method o f shot boundary detection, 

based on combining the techniques o f frame comparison based on histogram and moment 

sim ilarity values.
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6.0 A shot-boundary detection system based on 
a combination of colour histogram and colour 
moment techniques

6.1 Introduction

Our research has focused on the application of content-based colour similarity measures to 

detecting shot boundaries in broadcast video. We have developed shot boundary detection 

systems utilising various colour-based techniques and then investigated the possibility of 

combining these techniques.

This chapter describes the third system developed during our research, based on the 

combination of the systems described in chapters 4 and 5. As these techniques have already 

been comprehensively detailed, we shall focus on the rationale, method, and results of 

combining them, whilst referring the to the previously mentioned chapters for specific 

implementation details. Included in this chapter are results obtained by evaluating this system 

upon the video test suite described in chapter 3.

6.2 A combination system

6.2.1 Motivation

Having investigated two methods of shot boundary detection using colour similarities, and 

having studied other reported research on the subject, certain facts become apparent.

1. There is no “best” method of shot boundary detection method for all video types. 

Typically, different methods achieve different success rates depending on the type of 

video being processed. For example, colour-based comparisons may be quite capable of 

accurately segmenting the vast majority of abrupt shot boundaries, but they are less 

accurate when the video segment involved contains large numbers of gradual transitions

2. If the type of video to be processed is known in advance, it may be possible to employ a 

single optimum detection method, perhaps evaluated from small experimental runs. Of
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course, the defin ition o f ‘ optim al’ w il l  depend on the criteria being used: a typical 

application may require specifically high precision or recall levels, or there may be some 

time constraint that precludes the use o f computationally-intensive methods.

3. However, given the almost in fin ite  range o f video content types found in  broadcast 

television, i t  would appear that the “ many heads are better than one”  philosophy has 

proved most successful. This approach involves analysing the video segment using more 

than one detection technique, in  an attempt to compensate fo r the weaknesses o f one 

method w ith  the strengths o f another. Systems that employ this “ combination”  method 

include S W IM  [32] and VideoQ [6], Refer to chapter 2 fo r a more detailed description 

o f these systems.

As our research has focused on colour-based techniques, we were interested to see i f  the 

histogram-based algorithm (chapter 4) and the moment-based algorithm (chapter 5) would 

produce sim ilar results. Not only did we wish to compare simple precision and recall figures, 

we also wished to see the correlation between the specific shot boundaries detected by each 

system. Obviously, i f  the systems detect the same group o f shot boundaries, and miss the 

same group, then combining them would produce litt le  benefit. However, i f  the specific shot 

boundaries detected by each system are different, then a combined system would have the 

potential to improve the overall results.

6.2.2 Analysis of individual results

To investigate whether a combined system has the potential to improve upon die results o f 

each individual system, we wish to examine the particular shot boundaries missed by each 

system. We can consider tliis  situation using sets. Figure 6-1 shows the Venn diagram 

illustrating the set relationship. The elements o f the venn diagram are detailed below.
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Set H n M  (shot 
boundaries missed 
by both systems)

Set M  (shot |
boundaries missed by %
the moments system) £

Set H u M  (total shot 
boundaries missed by 

both systems)
t

Figure 6-1 : Venn diagram for missed shot boundaries

•  Set T is the total number o f shot boundaries present in  a particular segment o f video.

•  Set H  is the set o f shot boundaries not detected by the histogram-based system. H  is a

subset o f T.

•  Set M  is the set o f shot boundaries not detected by the moments-based system. M  is a 

subset o f T.

•  Set H uM  is the total number o f shot boundaries not detected by either o f the two 

individual systems. H uM  is a subset o f T and is composed o f the subsets H and M.

•  Set H n M  is the shot boundaries not detected by both o f the two individual systems.

•  Set HIM are the shot boundaries not detected by the histogram system, but which are

detected by the moments system.

•  Set MIH are the shot boundaries not detected by the moments system, but which are 

detected by the histogram system.
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Figure 6-1 shows us the conditions that must exist i f  our combined system is to improve on 

the detection performance o f the ind iv idua l systems, namely:

•  I f  the size o f H n M , is large, compared to the size o f the H u M , then the combined system 

has little  scope for im proving the overall results, as both ind iv idua l systems are fa iling to 

detect the same set o f shot boundaries.

•  I f  the reverse is true, i.e. that H n M  is a small proportion o f H u M , then the combined 

system could deliver a significant performance improvement over the ind iv idua l systems. 

In other words, we wish the sets H /M  and M /H  to be as large as possible, so that each 

individual system is fa iling  to detect different specific shot boundaries.

Having defined the optimal characteristics, table 6-1 lists the results o f the above set analysis 

for the 24 video segments o f the test suite.

Segment H u M H n M Possible % 

improvement

Segment H u M H n M Possible % 

improvement

1 44 29 34% 13 60 24 60%

2 63 25 60% 14 61 21 66%

3 137 79 42% 15 31 10 68%

4 70 40 43% 16 44 24 45%

5 47 25 47% 17 36 18 50%

6 5 0 100% 18 59 33 44%

7 25 9 64% 19 81 32 60%

8 43 19 56% 20 39 26 33%

9 11 2 82% 21 88 43 51%

10 36 20 44% 22 60 32 47%

11 48 21 56% 23 70 12 83%

12 34 14 59% 24 63 29 54%

Table 6-1 -  Analysis of possible improvements using a combined system.
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Recall that we are looking fo r a high percentage o f shot boundaries that are in set H u M  but 

not in  H n M . Therefore, in  table 6-1, we show the maximum possible percentage 

improvement that could be obtained, based on calculating the formula:

, 0 0 % - .  w n M
H \ J M  / 1 0 0

The result is the percentage o f currently undetected shot boundaries (those missed by both 

individual systems) that could be detected using a combination system.

As can be seen from table 6-1, the results strongly indicate that a combination system has the 

potential to greatly increase the recall o f the current individual systems. The m inim um  

possible improvement is 33%, in segment 20, while the maximum possible improvement is 

100%, found in  segment 6. Obviously however, any combination system w ill find  it d ifficu lt 

to achieve this maximum increase in  recall w ithout a corresponding decrease in precision. 

Therefore, a suitable method o f combining the results o f the orig inal systems must be 

employed, in  order to maximise the benefits, and m inimise the penalties.

6.2.3 Combination of results

Having shown that a combined system has the potential to perform better than its individual 

component systems, we now consider the question o f how to combine the results from these 

systems. Our method o f evidence combination is based on the fo llow ing  assumptions:

1. I f  either contributing system produces a very high distance measure fo r a particular frame 

pair, then a shot boundary exists at that position.

2. I f  both contributing systems produce moderately high distance measures for a particular 

frame pair, then a shot boundary exists at that position.

These assumptions can be expressed in form ally as “ A  shot boundary is declared when one 

system is extremely confident, or both systems are relatively confident, based upon their 

respective distance measures.”

To implement tliis method o f evidence combination, we require four shot boundary detection 

tliresholds to be defined. Each o f the two contributing systems has both an upper and lower

78



threshold. The upper threshold is used to determine i f  the system is extremely confident o f 

the presence o f a shot boundary. The lower threshold is used to express relative confidence.

Given that distancea and distanceb are the distance measures given by systems A and B fo r a 

particular frame pair. We can define uppera and uppera as the upper thresholds o f systems A

and B respectively, and lowera and lowerb as the lower thresholds o f these systems. The basic

pseudocode implementation o f the combined matching is then:

¡F { (distance0 > upper,,) OR (distance* > upper*)) {
Declare shot boundary at this position

I
ELSE IF ( (distance* > lower.-,) AND (distance., > lower«}) {

Declare Shot boundary at this position

ELSE {

No shot boundary exists

6.3 Results

6.3.1 Aims and methods

This results section w ill closely m irror the format established in  chapters 4 and 5. Certain 

sections w ill be omitted as they have already been covered in  the previous chapters.

Before beginning the experiments proper, our segmentation algorithm was tuned on the same 

set o f small (5-10 minute) video segments (extracted from  the test suite) as were used fo r the 

histogram algorithm. These training runs enabled us to determine useful threshold levels.

Once again, we use recall, precision, and the E-measure to evaluate system performance. 

Recall is the proportion o f shot boundaries correctly identified by the system to the total 

number o f shot boundaries present. Precision is the proportion o f correct shot boundaries 

identified by the system to the total number o f shot boundaries identified by the system. The 

E-measure is a weighted average o f recall and precision. Refer to the results sections o f 

chapters 4 and 5 for definitions o f the above metrics.
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We structured our experiments to address the same issues as have been raised in  the previous 

chapter. Two experiments were carried out, the firs t focusing on the test suite by segment, 

and the second by content type. The results o f these experiments are described below.

6.3.2 Do Varied Video Content Types Affect the Results Obtained from 
Different Fixed Thresholds?

To address the question o f whether we can hard-code threshold values, we ran the 

combination algorithm, using a range o f threshold values, on a ll 24 segments o f the test set. 

A  boundary detected by the algorithm was said to be correct i f  i t  was w ith in  one frame o f a 

boundary listed in  the baseline log files.

Recall and precision graphs arc presented as figures 6-2 and 6-3 respectively. E-measure for 

the 24 video segments is presented in  figure 6 -\. A  summary o f results fo r the fu ll video test 

set is also shown in  table 6-2. The fo llow ing  points can be noted from  these results:

1. Selection o f suitable shot boundaries is made easier by reference to the results obtained in 

chapters 4 and 5. Each sample threshold setting on figures 6-3 to 6-5 refer to fou r values. 

For example, Threshold value 2 (T2 = 0.015, 0.035, 5, 20) indicates that:

•  The lower threshold fo r the histogram system was set to 0.015.

•  The upper threshold fo r  the histogram system was set to 0.035.

•  The lower threshold fo r the moments system was set to 5.

•  The upper threshold fo r  the moments system was set to 20.
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Total # o f 

shot 

boundaries

# correctly 

identified

# falsely 

identified

# missed Recall Precision E-measure

Threshold 1 

(0 .010,0.035, 

5 ,25 )

5605 1581 554 91 78 84

Threshold 2

(0.015,0.035, 

5 ,20 )

5543 1300 616 90 81 86

Threshold 3

(0.020,0.040, 

5 ,25)
6159

5481 1123 678 89 83 86

Threshold 4

(0.020,0.050, 

5 ,30 )

5481 1044 678 89 84 86

Threshold 5

(0.025,0.040, 

10,25)

5358 872 801 87 86 86

Threshold 6

(0.030,0.040, 

10,25)

5297 862 862 86 87 86

Table 6-2 -  Total figures for the entire test set of 720000 frames.

2. The combination algorithm performs better than either the histogram or moment 

algorithms ind iv idua lly. A t suitable threshold levels, i t  produces recall and precision 

figures o f 89% and 85% respectively. This is compared to recall and precision results o f 

85% and 84% fo r the histogram method, and 87% and 80% fo r the moment algorithm. 

Although these differences may not seem large, they are in  fact quite significant gains, 

especially considering the high recall and precision levels.

3. Once again, segment 3 proved to be challenging to segment accurately. However, the 

combination algorithm performed, on average, better than the previous algorithms. 

Recall averages about 68% w ith  a precision o f 69%. Although the recall score is 1% less 

dian that achieved by the moment algorithm, the precision score is 5% greater. Recall is 

greatly superior (68% vs. 56%) to that achieved by the histogram algorithm.

4. Segment 6 produced the best results w ith  recall and precision scores o f 100%. This is 

s lightly superior to both previous algorithms, which achieved scores o f 93%-98%. Again 

this small increase is significant at such high recall and precision levels.

81



R
ec

al
l

5. The results mentioned above confirm  that combining ind iv idua l algorithms can overcome 

the weaknesses o f each. The combination algorithm is not superior in  every respect to the 

systems described in  chapters 4 and 5. In  certain cases it  may produce, fo r example, 

in ferior recall results, as shown in  point 3. However, the combination algorithm does 

produce more balanced results, meaning that achieving a re latively high recall score does 

not come at the expense o f a poor precision result. As discussed in  the results section o f 

chapter 5, we believe that a balanced system is preferable when attempting to accurately 

segment large amounts o f heterogeneous broadcast video.

6. The range o f thresholds reported varies less than fo r the previous tw o chapters. This is 

due to the fact tiiat having the results o f previous experiments on the component systems 

available allows us to cut out a whole range o f thresholds that are known to result in  poor 

recall and precision scores. The resulting, tighter ranges o f threshold values used in  the 

graphs are a good representative sample o f the results obtained.

OT1 =0. 010, 0.035, 5, 25 H T 2  = 0.015, 0.035, 5, 20 O T3 = 0.020, 0.040, 5, 25 E T 4  = 0.020, 0.050, 5, 30 B T 5  = 0.025, 0.040, 10, 25 E3T6 = 0.030, 0.040, 10, 25

o n  #  #  *  #  #  4  <§> #  £  ^  ^  <£> c f  c ?  c *  c ?  <£> e ,*  #  c f  ^

Secynent

Figure 6-2: Recall fo r  24 video segments using 6  combination thresholds
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0T1 = 0. 010,0.035, 5, 25 BT2 = 0.015,0.035,5,20 OT3 = 0.020,0.040,5,25 E3T4 = 0.020,0.050, 5,30 BT5 = 0.025,0.040,10,25 E3T6c 0.030, 0.040.10, 25

Segment

Figure 6-3: Precision fo r  24 video segments using 6 combination thresholds

—*— T1 = 0. 010. 0.035, 5, 25 -S ~ T 2  = 0.015, 0.035, 5, 20 T3 = 0.020, 0.040, 5, 25 -~s~<T4 = 0.020, 0.050, 5, 30 
- * - T 5  = 0.025,0.040, 10,25 —* —16 = 0.030,0.040, 10,25 ___________  _______  ________

Segment

Figure 6-4: E-measure fo r  24 video segments using 6  combination thresholds
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6.3.3 Do Varied Video Content Types Affect the Results Obtained from 
Different Fixed Thresholds?

We have seen the results obtained by a selection o f shot boundary detection thresholds on the 

24 segments o f the video test set. However, these results te ll us lit t le  about why a particular 

segment/threshold combination is producing a particular result. Our second set o f 

experiments explored how effective the system was at segmenting specific content types. 

This would show how different content type/threshold settings interacted and affected the 

overall result.

This second experiment requires that we examine the video test set by video content type, 

rather than by segment, as each segment contains a m ix o f  content types. We employed the 

same seven threshold settings as fo r section 6.3.2. Figures 6-5 and 6-6 show the rccall and 

precision graphs fo r the eight video content types contained in  the test set. Figure 6-7 shows 

the E-measure graph. The fo llow ing  general points can be noted:

1. The combination method generally strikes a balance between the high precision/low 

recall o f the histogram algorithm and the low  precision/high recall o f the moments 

algorithm. This is the balancing effect that was discussed in  section 6.3.2 above. More 

specific details are noted in  the analysis o f the specific content types below.

2. Poorest results were again achieved fo r the cookery and documentary content types. In 

the case o f the cookery content type, recall was good, but precision remained poor, due to 

detection o f false shot boundaries. The Documentary content type, in  contrast, exhibited 

good precision but very poor recall, indicating that the shot boundaries present are too 

subtle fo r our current detection system.

3. A t the current high levels o f precision and recall (85%+), i t  is very d iff icu lt to make 

substantial gains in  accuracy w ithout an inordinate amount o f  effort. Thus, even though 

the combination system only results, on average, in  gains o f 2%-4% fo r precision and 

recall, we believe these gains to be highly significant. Also, we feel that to increase the 

accuracy o f our colour-based system when applied to certain content types, and the shot 

boundaries they contain, would be d ifficu lt. This d ifficu lty  is a result o f  both inherent 

weaknesses in  the underlying colour detection systems, and the basic methods o f shot 

boundary threshold selection, when applied to a large and heterogeneous test suite. This 

problem w ill be explored more fu lly  in  chapter 7.
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We can also comment on the different video content types. Note that when the results fo r the 

combination algorithm arc compared to those o f the histogram or moments algorithm, the 

threshold setting that results in  optimum recall and precision scores is used fo r the latter two 

techniques. For brevity, the recall and precision scores o f a certain algorithm may be 

expressed as 70%/80%, indicating a recall score o f 70% and a precision score o f 80%.

9. Commercials: A t optimum threshold levels (Threshold 3), the combination algorithm 

achieved a recall o f 84% and a precision o f 77%. This compares favourably w ith  the 

histogram result o f 79%/78%, and the moments results o f 82%/77%. Recall scores 

change litt le  (±2% ) as the threshold is raised or lowered, but lower threshold settings 

result in  a reduction o f precision to 68%, and so are not suitable.

10. Soaps: Again, threshold 2 proved to be optimal fo r this content type, resulting in  recall 

and precision scores o f 91% and 88% respectively. This is again, on average, superior 

to the histogram result o f 82%/92% and the moments result o f 76%/79%. The results 

fo r this content type change only s low ly as the threshold is altered, indicating that a 

large number o f shot boundaries are w e ll defined and easy to detect. Both recall and 

precision remain in  the high 80s and 90s throughout the range o f thresholds.

11. News: This content type produced good results when analysed w ith  the combination 

algorithm. H igh recall (90%+) and precision (82%+) scores were obtained across the 

entire range o f thresholds. As such there is no one optimum threshold as d ifferent 

thresholds sim ply trade o ff  recall and precision equally. However, taking threshold 4 as 

a sample result, we can see that the scores o f 92% recall and 87% precision compare 

well against (he histogram algorithm (87%/86%) and the moments algorithm 

(87%/89%)

12. Cookery: In  contrast to some o f the other content types, cookery produced quite varied 

precision results (43%-74%) as the threshold level changed. However the recall scores 

remained rather constant (83%-89%), indicating that the inab ility  to detect the 

remaining shot boundaries may be due to inadequacies in  the underlying colour-based 

detection algorithm rather than in  the threshold selection. The optimum threshold 

settings are quite high, as they improve precision greatly w ithout affecting recall too 

much. Threshold 7 results in  a recall o f 83% and a precision o f 74%. A lthough these 

results leave much room fo r improvement, they compare favourably against those 

produced by the histogram algorithm (83%/71%) and by the moments algorithm 

(75%/63%).
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13. Magazine/chat show: This content type produced very good results across the threshold 

spectrum. Recall was almost constant at 95%-96%, while precision varied only s ligh tly  

more (89%-93%). As fo r the previous content type, the inab ility  to raise recall above 

this level implies that the threshold selection is not the bottleneck in  this case. Taking 

threshold 3 as the optimum, we can see that the recall and precision scores o f 96% and 

93% are superior to those produced by the histogram algorithm (94%/93%) and the 

moments algorithm (93%/87%).

14. Quiz: As expected from  the results obtained in  chapters 4 and 5, the quiz content type 

proved quite easy to segment accurately. Recall levels were again almost constant at 

98%-99%, w ith  precision ranging from  92%-98%. As w ith  the news content type, 

there is no one optimum threshold as often we sim ply trade o f f  recall and precision 

equally as we move along the range o f thresholds. However, the higher threshold levels 

(from threshold 3 to threshold 7) produce better results than the lower ones, as precision 

starts to suffer as the threshold is lowered beyond a certain point. In  the higher 

threshold band, there is absolutely no change in  either recall or precision, irrespective o f 

which threshold we choose both remain at a steady 98%. Achieving a recall or 

precision o f 100% is quite possible w ith  this content type, but would unbalance the 

overall result too much to be useful. To compare w ith  the earlier techniques, the 

histogram method achieved a score o f 97%/98%, while the moments methods resulted 

in  scores o f 98%/93%. Thus we can see that the combination method does not greatly 

improve upon the histogram method, but is significantly better than the moments 

method.

15. Comedy/Drama: W hile  not as successful as fo r the last two content types, the 

combination algorithm performs quite w e ll when applied to this style o f video. Recall 

values ranged from  90% to 84%, while precision varied from  90% to 95%. M oving to 

threshold values outside this range leads to an increasingly uneven trade o ff  between 

recall and precision, which is not suitable fo r our chosen application. Threshold 4 gives 

optimum recall and precision (but only by 0.05% above threshold 2) o f 89% and 93% 

respectively. These results are again superior to both the histogram (89%/92%) and the 

moments (78%/93%) algorithms.
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16. Documentary: As for the previous detection algorithms, the documentary content type 

proved to be the most d ifficu lt test fo r the combination method. Recall scores are very 

poor, ranging from  27% to 54%, while precision is acceptable at 77% to 80%. As for 

the cookery content type, a large part o f these results must be attributable to the 

inadequacies o f colour-based methods when applied to complex shot boundaries 

contained in  black and white footage. Taking threshold 1 as the optimum, the results o f 

54% recall and 77% precision compare w e ll w ith  those produced by the histogram 

method (52%/57%), but are in ferior to those produced by the moments algorithm 

(60%/75%). Interestingly, this is the only content type where the moments algorithm 

produces better results than both the histogram and the combination algorithms.

BT1 =0.010, 0.035,5 ,25 E T 2  = 0.015, 0.035, 5, 20 O T3 = 0.020, 0.040, 5 ,25  Q T4 = 0.020, 0.050, 5, 30 H T5 = 0.025, 0.040, 10,25 B T 6  = 0.030, 0.040, 10,25

Commercials Soaps News Cookery Magazine/Chat Quiz Comedy/Drama Documentary
show

Content Type

Figure 6-5: Recall fo r  8 video content types using 6 combination thresholds
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Commercials Soaps News Cookery Magazine/Chat Quiz Comedy/Drama Documentary
show

Content Type

Figure 6-6:Precision fo r  8 video content types using 6  combination thresholds
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Figure 6-7:E-measure fo r  8 video content types using 6  combination thresholds



6.4 Summary

This chapter described the th ird shot boundary detection system developed during our 

research, based on a combination o f the systems described in  chapters 4 and 5. The method 

o f evidence combination was defined, along w ith  the assumptions upon which it  is based.

h i presenting our results, we once more employed precision, recall, and the E-measure as 

measures o f segmentation accuracy. We presented the results obtained by evaluating this 

system upon the video test suite described in  chapter three, along w ith  analysis o f the systems 

performance when applied to single, and m ultip le  content types. W e noted that the system 

performance was, in almost all cases, superior to that o f either o f the previous tw o algorithms. 

However, like  the previous algorithms, we also noted that different content types often 

required different threshold settings to accurately segment.

We described the d ifficu lty  o f raising a systems performance beyond a certain level w ithout a 

great deal o f e ffort fo r little  return. This has often been expressed in fo rm ally  as the 80%/20% 

rule, indicating (fo r our purposes) that 20% o f the time (or effort) is spent achieving 80% of 

the accuracy, while the remaining 80% o f the tim e is spent try ing to achieve the fina l 20% 

accuracy. We also noted that certain content types in  our test suite are simply not suitable fo r 

segmentation by a colour-based algorithm, and would perhaps be better dealt w ith  by using an 

alternate method o f shot boundary detection.

The next chapter focuses on the problems inherent in  attempting to accurately segment a large 

and heterogeneous video test suite using fixed threshold values. We introduce the concept o f 

adaptive thresholding and describe a basic implementation fo r use w ith  the three shot 

boundary detection algorithms described so far.
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7.0 Adaptive thresholding

7.1 Introduction

During our research, we have identified several problems associated w ith  the evaluation o f 

video shot boundary detection techniques. One o f the main problems identified is the 

common reliance on inadequate video test suites. Once a large and varied test suite is 

employed during experiments, weaknesses begin to appear in  the traditional fixed  difference 

threshold method o f segmentation.

Drawing on the results obtained in  chapters 4 to 6, this chapter describes a possible approach 

to m odifying a fixed threshold system fo r use on a test suite containing m ultip le  content 

types. We firs t focus on the challenge o f segmenting such a test suite, then propose a method 

o f adaptive thresholding. F inally, we describe a basic attempt to implement adaptive 

thresholding using the systems already developed during our research.

7.2 Difficulties with current segmentation systems

As described in  the previous chapter, the combination algorithm achieves re latively high 

levels o f segmentation accuracy. A t these levels o f precision and recall (85%+), it  is very 

d ifficu lt to  make substantial gains in  accuracy w ithout an inordinate amount o f effort. This 

problem has been expressed in  the previous chapter as the 80%/20% rule, indicating (fo r our 

purposes) that 20% o f the time (or effort) is spent achieving 80% o f the accuracy, while the 

remaining 80% o f the time is spent try ing to achieve the fina l 20% accuracy.

A fter much testing, we have noticed that our systems generally reach a certain performance 

ceiling, especially when applied to video segments comprising o f m ultip le content types. The 

d ifficu lty  o f im proving our results beyond this approximate level may be due to a 

combination o f  the fo llow ing  facts:

•  The inab ility  o f the actual detection systems to discriminate between a real shot boundary 

and a false one. I f  the underlying colour detection system (whether histogram or 

statistically based) is not accurate enough to distinguish certain classes o f shot boundary, 

then a complementary system is needed to raise precision and recall scores above their
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present values. This system would need to  be based on a non-colour based detection 

method to be effective. Such methods include edge detection, macroblock counting, and 

analysis o f motion vectors. For example, after analysis o f the raw results o f the poorly 

performing content types, we found that a large number o f the missed shot boundaries in  

the documentary type had a colour distance value less than certain o f the false shot 

boundaries in  the same content type. This means that separation o f false boundaries from  

true ones is impossible and so our current systems are incapable o f detecting this class o f 

subtle shot boundaries. A  particular cu lp rit in  this respect is the cookery content type, 

which contains many transitions that sim ply do not register as significant colour distance 

measures.

The solution to this particular problem, is o f course, to utilise shot boundary detection 

systems based on techniques other than colour similarities. As mentioned above, many 

such techniques exist, and could be incorporated into a combination-style system sim ilar 

to that described in  chapter 6. However, such an undertaking is beyond the scope o f our 

current research.

•  Conflicts between the automatically generated results and the manually generated 

baseline log files. As the log files were being compiled, there was much discussion over 

what exactly constitutes a shot change, when a gradual transition can be said to begin and 

end, and other such issues. We found that our manual indexers often disagreed strongly 

in certain cases, particularly in  video sequences containing complex computer-generated 

effects such as morphing, which can appear to tota lly alter a shot w ithout an actual “ real”  

shot boundary occurring. A fte r much discussion, a general consensus was reached on 

how to classify these d iff icu lt elements. However, i t  is apparent that there is not a direct 

relationship between what we, as people, perceive a shot boundary to be, and what a 

colour-based algorithm w il l  decide given the same raw information. Therefore, we th ink 

it  is inevitable that a system based on such low -level features as colour, shape or texture, 

w il l always encounter d ifficu lties w ith  video containing shot boundaries that may be 

classed as subjective. This effect applies particularly to the commercials content type, as 

complex computer effects are found most often in  this content type.

This is a d ifficu lt problem to address, and has its roots in  more complex issues o f how 

humans perceive and interpret visual information. Given a complex medium such as 

video (or even s till images), the decision o f each individual person as to the structural, 

semantical and conceptual meaning o f even a single piece o f media w il l  d iffer. To 

attempt to model this complex and h igh ly subjective interpretation would prove
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incredibly d ifficu lt. This is especially true when we consider that most computer-based 

systems operate on low -leve l visual features, such as colour and texture, while  people 

generally perceive visual data at a much higher, conceptual level. Attempts to bridge the 

gap between these tw o views require more advanced techniques than are currently 

available, and again, this problem is beyond the scope o f our research.

•  The inab ility  o f a fixed detection threshold to reliably detect shot boundaries over a video 

suite containing heterogeneous content types. Even i f  the underlying detection system is 

capable o f assigning larger difference values to real shot boundaries, i t  is apparent that the 

magnitude o f these difference values w il l  vary both w ith in, and especially between 

content types. The same can be said o f the magnitude o f  any possible false boundaries 

caused by camera or object motion. A  single fixed  threshold cannot be expected to 

perform accurately beyond a certain point when faced w ith  such a varied test suite. 

Increasing the precision and recall scores then, would involve the m odification o f the 

system to a llow  the threshold to change depending on the type o f video currently being 

processed. We refer to this process o f m odifying thresholds based on the characteristics 

o f the video itself, as adaptive thresholding.

O f the tliree performance-lim iting factors discussed above, adaptive thresholding is the 

only one that has the potential to increase the performance o f our colour-based systems 

w ithout the introduction o f  new techniques not included in  our research This chapter, 

therefore, focuses on the topic o f adaptive thresholding when applied to the combination 

system described in chapter 6. We firs t explain the d ifficu lties o f u tilis ing  static 

thresholds when segmenting mixed content-type video, and then introduce a basic method 

o f adaptive thresholding to attempt to improve our previous results.

7.3 Shot boundary detection for fixed-threshold systems

7.3.1 Introduction

For any colour-based sim ila rity  measure, H igh distance values can indicate one o f two things. 

Firstly, it  can (and should) signal that a real shot boundary has occurred Secondly, i t  could 

be the result o f  ‘noise’ in  the video sequence, which may be caused by fast camera motion, a 

rapid change in  lighting conditions, computer-generated effects, or anything that causes a 

perceptual change in the video sequence without being an actual shot boundary.
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As discussed in  chapter 4 (section 4.2.4), different content types often require different 

thresholds to be segmented accurately. We shall use a small example to illustrate this fact, 

based upon results obtained from  the histogram shot boundary detection algorithm.

Figure 7-1 shows the results obtained from  a short 2000-frame segment (1 min, 20 sec) o f 

video, taken from  an episode o f the soap “ Home and A w ay” . The cosine values are plotted 

on the Y-axis. The peaks indicate high colour difference values and therefore denote shot 

boundaries. In this particular segment all the shot boundaries are cuts, i.e. no gradual 

transitions occur. As can be seen, no shot boundaries occur un til around frame 550. The 

small peaks and bumps represent the ‘noise’ mentioned above.

In this particular sequence i t  can be seen that the noise levels are quite low. This makes it 

easy to detect a real shot boundary using a fixed threshold, shown by the horizontal line at 

cosine value 0.05. The transitions themselves are also very distinct. Thus, these results 

represent the ideal conditions fo r correctly identify ing shot cuts using colour-based detection 

methods.

Figure 7-1. Cosine similarity results for 2000 frames of video from “Home and Away”.

Unfortunately, these ideal conditions rarely exist in real-world television broadcasts, which is 

our target application environment. Modem television productions make extensive use o f 

effects, including:

•  Fades, dissolves and other gradual transitions.

•  Computer-generated effects (e.g. morphing o f one shot into another, especially in 

adverts).
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•  Split-screen tecliniques (e.g. ticker-tape, interviews, etc. where 2 or more "screens" 

appear on-screen).

•  Global camera motion (e.g. zooming and panning shots which are used in  almost all

productions).

A ll o f these techniques introduce noise into the video sequence, which may be either falsely 

identified as a shot boundary, or serve to mask the presence o f real shot boundaries.

An example o f the former case is a split-screen interview, as are common on T V  news 

programs. In such cases the anchorperson remains constant in  one window, w ith  the second 

w indow switching between different reporters, and shots o f the news event. The changes in  

the second window may indicate that a transition has occurred where in  reality i t  is a ll one 

single logical video shot.

An example o f the other effect o f noise, where effects mask a shot cut, is the use o f slow 

dissolves or morphs between scenes. In this case the change may be so gradual that the 

difference between consecutive frames is too low  to detect.

Figure 7-2. Cosine similarity results fo r  a noisy segment o f video.

Figure 7-2 is another 2000-frame sample. This piece o f video is the end o f a commercial 

break, returning to a program at around frame 1400. As can be seen, commercial breaks are 

usually noisy and hectic sequences. This is because, in  comparison to programs, commercials 

typ ica lly have a huge number o f cuts in a short space o f time. Commercials also frequently 

include much more advanced visual effects than programs, frequently using computer 

generated techniques to distort, transform, and merge images. These facts make commercials
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some o f the most d ifficu lt types o f video to segment accurately. In  contrast to figure 7-1, the 

same threshold (cosine value o f 0.05) results in a large number o f false positives.

7.3.2 Thresholds

To decide whether a shot boundary has occurred, it is necessary to set a threshold, or 

thresholds fo r the s im ila rity  between adjacent frames. Cosine s im ila rity  values above this 

threshold are logged as real shot boundaries, while values below this threshold are ignored.

To accurately segment broadcast video, i t  is necessary to balance the fo llow ing  two - 

apparently conflicting - points:

•  The need to prevent detection o f false shot boundaries, by setting a suffic iently high 

threshold level so as to insulate the detector from  noise.

•  The need to detect subtle shot transitions such as dissolves, by making the detector 

sensitive enough to recognise gradual change.

7.3.3 Analysis of optimum thresholds for content types

Table 7-1 shows the optimum threshold fo r the eight content types contained in  the video test 

suite, fo r the combination system described in  chapter 6.

Content type Combination threshold

Commercials Threshold 4

Soaps Threshold 3

News Threshold 3

Cookery Threshold 6

Magazine/Chat show Threshold 3

Quiz Threshold 3 -  Threshold 6

Comedy/Drama Threshold 4

Documentary Threshold 1

Table 7-1. Optimum combination thresholds for the 8 video content types.

I t  can be seen from  the table that thresholds 3 and 4 are generally optimal. However, there 

are two exceptions to this rule
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•  The cookery content type performs best at a high threshold setting, as this increases 

precision w ithout s ignificantly lowering recall. Therefore we can say that the cookery 

content type contains elements, such as camera effects, object motion, and rapid 

illum ination changes, that appear to indicate shot boundaries to  the detection algorithm. 

As defined in  section 7.3.1, we refer to such content types as noisy, that is, they cause a 

notable perceptual change in  the video sequence w ithout being an actual shot boundary.

I f  we have a situation where the magnitude o f the difference measure is greater fo r real 

shot boundaries than fo r changes caused by noise, then raising the shot boundary 

detection threshold to an optimum level allows us to detect the real shot boundaries while 

ignoring other perceptual changes. However, due to weaknesses in  the underlying colour- 

based detection algorithm, many o f the false shot boundaries in  the cookery content type 

have greater distance measures than some o f the more subtle real shot boundaries. In  this 

case, raising the threshold level allows us to elim inate at least a number o f false shot 

boundaries, and so increase precision, even i f  i t  does not sign ificantly improve recall.

•  The docum entary content type performs best at extremely lo w  threshold settings, not 

only fo r the combination algorithm, but also when analysed using the histogram and 

moments algorithms. In  fact, as noted in  chapter 5, the moments algorithm performs best 

on this content type. This is due to i t ’ s sensitivity to small changes in  colour, which 

although a handicap when segmenting certain other content types, proves to be a bonus 

when dealing w ith  this specific content type. The characteristics o f this content type are a 

large number o f distance measures o f very low  magnitude, so lo w  in  fact, that those 

thresholds that are optimal fo r other content types disregard them. Thus we fin d  that, in  

the results presented fo r the documentary content type in  chapter 6, lowering the 

threshold greatly improves recall (from  27% to 60%+) while  lowering precision by only 

2%-3%.

This content type, therefore, may be considered as the opposite o f the cookery content 

type, described above. W hile the cookery content type contains a large amount o f noise 

in the video stream, which must be filtered out by raising the threshold, the documentary 

content type contains litt le  noise, and real shot boundaries must be detected by lowering 

the threshold levels.

From studying these results, in conjunction w ith  the example presented in  section 7.3.1, we

have developed a basic method o f adaptive thresholding, based upon the level o f noise

encountered in a video segment. A  description o f this system is given below.
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7.4 A method for adaptive thresholding

7.4.1 Introduction

Given the results presented in  this chapter, and our general observations o f the various shot 

boundary detection systems’ performance on different content types, we now propose a basic 

method o f adaptive thresholding. Attempting to design a system that automatically adapts to 

various conditions can be extremely challenging. Such adaptive systems can be o f use in  

applications varying from  region segmentation o f s t ill images (perhaps as a precursor to 

object identification), to control systems fo r real time embedded systems.

Given the lim its o f our research, we did not have the opportunity to pursue advanced adaptive 

methods, such as m ight be provided using neural nets or complex statistical models. 

However, as we feel that adaptive thresholding has the potential to be an important element in  

the accurate segmentation o f d ig ita l broadcast video, we were interested to see i f  even a basic 

system could provide improvements over fixed threshold methods.

Even i f  such a system does not significantly improve the recall and precision results over a 

sim ilar fixed threshold system using optimum threshold values, i t  is s till a better choice fo r 

segmenting a heterogeneous video test suite. The reason is o f course, that fo r a real-world 

automatic segmentation system, i t  would be impossible to manually select a fixed threshold 

for a particular content type. Therefore, i f  the algorithm itse lf can even approximate the 

optimum threshold selection a human would have chosen, i t  would be a major improvement 

over our current systems.

7.4.2 The relationship between noise and threshold levels

We have discussed, in section 7.3.3, how the levels o f noise in  a video sequence may give us 

indications o f what type o f threshold to use. By studying the cookery and documentary 

content type, we have illustrated how different content types may vary between containing 

subtle shot boundaries and high levels o f noise caused by effects other than shot boundaries. 

Follow ing from the defin ition given in  section 7.3.1, we again define noise as anything that 

causes a perceptual change in the video sequence without being an actual shot boundary. 

Noise may be caused by fast camera motion, a rapid change in  ligh ting  conditions, or 

computer-generated effects.
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Follow ing on from this in form al definition, we now define what we believe to be a general 

relationship between the levels o f noise in  a video sequence, and the corresponding threshold 

best suited to detect shot boundaries in that video sequence. Note that this defin ition only 

holds where the underlying difference algorithm is capable o f assigning a greater difference 

measure to a real shot boundary than to a false one. As noted in  section 7.2, i f  this is not the 

case, then the effectiveness o f any adaptive thresholding techniques w il l  be lim ited  to those 

cases where the algorithm was able to correctly differentiate between real and false shot 

boundaries.

•  G iven a video sequence w ith  a high level o f noise, the shot boundary detection threshold 

should be raised, to  prevent detection o f false shot boundaries.

•  Given a video sequence w ith  a low level o f noise, the shot boundary detection threshold 

should be lowered, in  an attempt to detect subtle shot boundaries.

7.4.3 Using variance as an indicator of noise in a video segment

We can measure the amount o f noise at a particular point in  a video segment by focusing on 

the degree o f variance at that point. I f  the variation about the mean distance measure fo r a 

particular segment o f video is large, then the distance measures fo r different frames vary 

widely, and so that segment may be considered noisy. I f  the variation about the mean 

distance measure fo r a particular video segment is small, then individual frames have sim ilar 

distance measures, and so that video segment can be considered to have a low  level o f noise.

Using a sliding window  centred on the current frame pair, we can calculate a measure o f 

variation fo r that pair. Figure 7-3 shows a graphical representation o f the slid ing w indow 

model.
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Figure 7-3. A sliding window used to calculate variance

As the mean w il l  vary fo r each instance o f the slid ing w indow, we do not use the basic 

standard deviation measure. Instead, we calculate the coefficient of variation V%. This is 

simply the standard deviation normalised by the mean, the form ula is shown below.

V% = = x l 0 0
X

Based on the rules defined in  section 7.4.2, then, we can express the fo llow ing  relationship 

between the coefficient o f variation and the shot boundary detection threshold. Assuming that 

we start the adaptive algorithm w ith  a generally successful threshold level, fo r example, 

threshold 3 or 4 from the combination algorithm:

•  H igh coefficient o f variation => noisy segment o f video => raise the shot boundary 

detection threshold to avoid false positives.

• Low  coefficient o f variation => quiet segment o f video => low er the shot boundary 

detection threshold to detect subtle shot boundaries.
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O f course, even using this simplistic method o f approximating the amount o f noise in  a video 

segment, there are s till several questions that must be answered:

1. What size sliding w indow should we use? A  large window size may y ie ld  a more accurate 

result, but at the expense o f increased time complexity. A  smaller w indow  may reduce 

look-ahead, and therefore accuracy, but w ill be more efficient.

2. How should we weight the frame values around the current pair? We may wish to 

employ some form  o f decay function to give higher prio rity  to the values o f frames closer 

to the centre o f the slid ing window.

3. Most obviously, what should be the change in  the shot boundary detection threshold fo r a 

given change in  the coefficient o f variation? We may wish to implement a gradually 

changing threshold, equated somehow to the change in  variation. Equally, we may decide 

to use a stepped system, where the threshold is set to one o f a certain number o f 

predefined levels, depending on the level o f variation in  the video segment.

We feel that the answers to these, and other questions, can only be found through 

experimentation, and “ getting a feel”  fo r the useful ranges o f both thresholds and variance. 

Obviously, the experiments performed in  chapters 4 to 6 have enabled us to choose useful 

threshold levels, but the relationship between the coefficient o f variation and these threshold 

levels is s till unknown.

7.5 Results

7.5.1 Aims and methods

This section presents results fo r the four-threshold based combination algorithm, as presented 

in chapter 6, modified to include the variance-based system o f adaptive thresholding 

described in section 7.4 above. Our aims are sim ply to measure the effectiveness o f a simple 

adaptive thresholding method, bu ilt on the combination algorithm, when applied to the video 

test suite, as compared to the version o f the same algorithm employing fixed thresholds.

Our results fo r this chapter w ill be presented more in form ally than before, as this is basically 

exploratory work, and is presented more as a possible direction fo r future study, than as a 

complete system. As such, many o f our implementation decisions are rather arbitrary, while
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others are decided by the small-scale experiments described below. Also, fo r sim plic ity, we 

sim ply present our results using the E-measure, employed as before as a weighted average o f 

precision and recall. Refer to the results sections o f chapters 4 and 5 fo r the defin ition  o f the 

E-measure metric.

O f the design decisions taken, the most important one was to employ predefined threshold 

levels depending on the current coefficient o f variation levels. This approach was chosen 

because o f the d ifficu lty  encountered while attempting to establish a gradual rate-of-change 

relationship between the coefficient o f variation and the current threshold level. I t  is our 

opinion that using these predefined threshold settings allows a degree o f control to the system 

designer, while s till enabling the systems to adapt to d ifferent video types. Obviously, a more 

comprehensive study may determine that a gradual relationship between the tw o variables 

results in  better system performance.

Given that we have decided on a stepped system o f predefined threshold settings, the major 

questions that remain are what value these predefined thresholds should be, and what sliding 

w indow size to employ. These questions, which m irror those posed in  section 7.4.3 above, 

are addressed in the fo llow ing  series o f experiments.

7.5.2 Choice of sliding window size

One o f the firs t questions to be considered is the size o f the sliding w indow to be employed. 

For this firs t consideration we employed predefined thresholds shown in  table 7-2, using 

sliding w indow sizes o f 11, 41, and 81 frames to calculate the coefficient o f varia tion  As 

explained in  chapter 6, the combination algorithm uses an upper and a lower threshold level 

from each o f the two methods employed. Therefore we define:

•  Histogram^ the lower threshold fo r the histogram system.

•  Histograms the upper threshold fo r the histogram system.

•  Moments^ the lower threshold fo r the moments system.

•  Momentsu: the upper threshold fo r the moments system.
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Coefficient o f variation Histogrami Histogramu Momentsi Moments u

0 to 100 0.010 0.025 3 10

101 to 200 0.015 0.030 4 15

201 to 300 0.020 0.035 5 25

301 to 350 0.025 0.040 7 30

350+ 0.030 0.045 10 30

Table 7-2. Predefined threshold values used in the window size experiment

Figure 7-4 shows the E-measure results fo r the predefined thresholds shown in  table 7-2, 

when used w ith  sliding w indow sizes o f 11, 41, and 81 frames. Figure 7-5 shows the same 

information but fo r the eight video content types. As can be seen from  the graphs, there is 

little  difference between the different w indow  sizes employed. As larger w indow sizes lead 

to slower execution times, we are encouraged to employ small w indow sizes by these results.

|[3 Window size = 11 H  Window size = 41 □  Window size = B1 j

Figure 7-4:E-measure for 24 video segments using 3 sliding window sizes
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¡3 Window size = 11 BWindow size = 41 DWindow size = 81 ]

Figure 7-5:E-measure for 8 video content types using 3 sliding window sizes

7.5.3 Choice of predefined thresholds

We have established that a sliding w indow  size o f eleven frames is sufficient fo r our needs. 

The next, and obviously the most important design decision, is to define the relationship 

between the coefficient o f variation and the shot boundary detection threshold. Table 7-2 

(above) shows a starting relationship. However, the only way to determine the effectiveness 

o f any threshold relationship is to evaluate i t  against the results o f the orig inal fixed threshold 

algorithm, and other adaptive threshold settings.

In our s im plified system, find ing the optimum relationship between variation and threshold 

levels is d ifficu lt, as in some sense we are “ shooting in  the dark” . B y  this we mean that we 

can never quite be sure that we have reached an optimum value, or whether by altering some 

value or another we could make further improvements. This is sim ilar to the problem o f 

becoming trapped in  local m inim a as experienced by certain types o f neural nets. Whereas 

for neural nets the problem can be addressed by gradually lowering an orig ina lly  high energy
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stale until the global minima is found (a techniques used in Boltzmann machines, known as 

simulated annealing), in our case the only option available is repeated experimentatioa

We used the combination system described in  chapter 6 as a benchmark. Since threshold 3 

(see section 7.3.3) was the optimum threshold overall, we chose to measure the results o f the 

adaptive system against the results produced by the combination system using this setting.

Using peri scripts to control execution and collate results, we ran 40 experiments using a 

range o f different variance/threshold settings.

•  29 o f these experimental settings were dismissed instantly as they resulted in  poor E- 

measure results as compared to the benchmark system.

•  O f the remaining 11 systems, many are close to each other in  performance. 6 o f these 

systems give results comparable to the benchmark system. 2 systems result in very slight 

improvements in  either precision or recall.

•  The remaining 3 systems all produce noticeably superior results to the benchmark system, 

especially when applied to d ifficu lt video segments or content types.

•  The best perform ing systems are those that use a threshold value close to that o f the 

benchmark fo r general use, and only change from  this setting once the variance raises or 

lowers beyond a certain point.

Table 7-3 shows details o f the top perform ing adaptive threshold scheme. Figure 7-6 shows 

the E-measure results fo r this adaptive scheme and fo r the benchmark system, when applied 

to the 24 video segments. Figure 7-7 shows the same inform ation fo r the 8 video content 

types.

Adaptive Scheme Coefficient o f variation Histogram, Histogramu Momentsi MomentSu

A1

0 to 50 0.010 0.025 4 15

51 to 150 0.017 0.035 5 20

151 to 250 0.020 0.040 5 25

251 to 350 0.025 0.043 7 30

351+ 0.030 0.046 10 30

Table 7-3. Predefined threshold values used in the best performing adaptive system.
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From results presented, we can note the following:

•  The adaptive system improves the overall E-measure result o f the benchmark system by 

2%, from an average o f 86% to 88% over the 24 video segments. A lthough this 

improvement does not seem large over the test suite as a whole, the improvements to 

individual content types and segments are more impressive, as discussed below.

•  In figure 7-7, the content types which show the most improvement are those that require 

an unusually low  or high threshold, specifically the cookery and documentary content 

types. The E-measure o f the cookery content type is improved by almost 10%, from  

76.5% to 85%. The E-measure o f the documentary content type is improved by 12%, 

from  55% to 67%. The advantages o f the adaptive system over the benchmark system are 

highlighted when dealing w ith  such varied content types.

•  It can be seen from  figure 7-6 that segments containing these d iff ic u lt content types, 

notably segments 3, 4 and 13, show a considerable improvement over the benchmark 

system. A  clear example o f this is segment 3, which has proved to be the most d ifficu lt 

video segment to accurately process. The adaptive system improves upon the results o f 

the benchmark by 7%, from  an E-measure result o f 68% to 75%.

•  W ith  further work, i t  may be possible to further improve these results. However, i t  is 

worth remembering that even w ith  an optimal adaptive thresholding system, we would 

soon reach another performance ceiling, caused by other factors, as discussed in  section 

7.2. Thus our efforts m ight better be directed towards improving performance through 

addressing one o f these alternative methods.
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Segment

Figure 7-6:E-measure comparison between the adaptive and benchmark systems over 24

video segments.

[—♦—Benchmark -» -A dap tive

Content Type

Figure 7-7:E-measure comparison between the adaptive and benchmark systems over 8 video

content types.
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7.6 Summary

This chapter described an experimental shot boundary detection system developed during our 

research, based on applying a method o f adaptive thresholding to  the combination system 

described in  chapter 6. Adaptive thresholding is sim ply the altering o f the system’s shot 

boundary detection thresholds depending on the type o f video currently being processed.

We firs t described the d ifficu lty  o f raising a system’s performance beyond a certain level 

without a great deal o f effort fo r litt le  return. We also noted that certain content types in  our 

test suite are simply not suitable fo r segmentation by a colour-based algorithm, and would 

perhaps be better dealt w ith  by using an alternate method o f shot boundary detection

We then highlighted the d ifficu lty  employing a fixed-threshold shot boundary detection 

system when attempting to segment a video test suite consisting o f m ultip le content types. 

Based upon the results obtained in  chapter 6, we detailed the optimum thresholds fo r the eight 

content types in  the test suite, and found significant differences. We then examined the 

reasons for these differences, specifically when applied to the cookery and documentary 

content types.

Using these content types as examples, we defined a simple relationship between the leve l o f 

noise in  a particular segment video and suitable shot boundary detection thresholds. 

Follow ing from this we described a basic method o f adaptive thresholding, using the 

coefficient o f variation to set suitable threshold levels.

In presenting b rie f results fo r this experimental system, we used the E-measure as a measure 

o f segmentation accuracy. We found that systems employing even a basic form  o f adaptive 

thresholding can significantly improve upon the results obtained using systems w ith  fixed 

thresholds.

The next chapter presents a summary o f our research and details the conclusions reached 

during die course o f this thesis.
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8.0 Conclusions and future research

8.1 Introduction

In  this thesis, we have investigated the application o f colour-based shot boundary detection 

methods to a large and heterogeneous video test suite. We f irs t presented related w ork in  the 

fie ld  o f video segmentation techniques, and described several real-world systems that have 

implemented these techniques. We noted that more rigorous evaluation o f these systems is 

required, particularly w ith  regard to the size and content o f the test suite employed. Our 

objective was to develop a shot boundary detection technique based on colour sim ilarities 

between frames, and then to comprehensively evaluate this system using a test suite 

representative o f our target application -  the automatic segmentation o f broadcast digital 

video.

8.2 Summary of research

We firs tly  described the development o f two systems based on different methods o f 

measuring inter-frame sim ilarity, namely colour histograms and colour moments. We 

highlighted the strengths and weaknesses o f each method, and then developed a system that 

attempts to combine the best elements o f each. In  reporting the results fo r this combined 

system we found that it  does indeed improve upon the results obtained by either o f i t ’s 

component systems.

During our experiments, we noted the d ifficulties o f employing detection systems that re ly on 

fixed thresholds, especially when attempting to segment varied video content types. We saw 

that different content types can require radically different shot boundary detection thresholds 

to be accurately segmented. As broadcast television consists o f a m ultitude o f heterogeneous 

content types, we identified a strong need fo r a more flex ib le  system in  this domain.

The concept o f adaptive thresholding was introduced as a possible solution to this problem, 

adaptive thresholding being defined simply as the altering o f a systems shot boundary 

detection thresholds depending on the type o f video currently being processed. We defined a 

simple relationship between the level o f noise in a particular segment video and suitable shot 

boundary detection thresholds fo r that segment. Fo llow ing from this we described a basic
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method o f adaptive thresholding, using the coefficient o f variation to set suitable threshold 

levels. Results fo r this system demonstrated that even a basic method o f adaptive 

thresholding has the potential to significantly improve shot boundary detection performance 

on a varied-content test suite.

8.3 Conclusions

In  this section we comment on the conclusions reached, and lessons learnt, in the course o f 

our research.

From analysis o f the results generated by the four systems developed and evaluated, it  is 

obvious that shot boundary detection systems can successfully utilise frame colour sim ilarities 

to successfully segment broadcast d ig ita l video. However, this claim must be moderated by 

several observations:

1. The selection o f a suitable test suite is crucial to the proper evaluation o f any video 

segmentation system. The test suite employed during our research is both large and 

varied. However, it encapsulates but a fraction o f the com plexity that the broadcast 

television medium delivers. Thus, a ll that we can attempt to do is model this diverse 

medium as accurately as possible given our lim ited  resources, and our results may not be 

applicable to video content types not included in  our test suite.

2. In general, systems employing colour frame sim ila rity  measures can detect abrupt cuts 

and relatively simple shot boundaries w ith  a high degree o f accuracy. However, the 

broadcast television medium contains content types that prove much more challenging, 

both in terms o f the complexity o f actual shot boundaries present, and also the visual 

effects present. When u tilis ing  fixed threshold systems, namely the histogram, moments, 

and combination systems, we have seen the d ifficu lty  o f striking a balance between 

successfully detecting subtle shot boundaries, w hile at the same time ignoring false 

indications caused by other visual effects. O f course, this is but a specific instance o f the 

w ider problem o f balancing precision and recall in  traditional Information Retrieval 

systems.

3. In attempting to accurately segment video into its constituent shots, we have seen that 

there is no optimum method that ensures success when applied to a sufficiently varied test 

suite. Rather, the best approach is to employ a combination o f different approaches, in an 

attempt to compensate fo r the inadequacies o f certain techniques w ith  the strengths o f
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others. Although our combination system incorporated only colour-based techniques, it 

s till managed to improve upon the results obtained by either o f the single-techniques 

systems that preceded it. A  system that combines techniques based on d ifferent features, 

such as colour and shape, therefore, could be expected to improve matters even further.

4. The reliance o f many systems on fixed  shot boundary detection thresholds is a serious 

weakness when applied to a varied test suite. A lthough manual selection o f thresholds 

may be appropriate fo r certain applications, it  is u ltim ately lim itin g  when attempting to 

design systems fo r use in  non-domain specific roles. We strongly feel that adaptive 

thresholds, together w ith  m ultip le  evidence combination ( i f  possible from  systems based 

on automatic extraction o f different features) are necessary requirements given the 

complexity o f the broadcast television medium.

The four systems developed gave us valuable insight into the practicalities o f detecting shot 

boundaries. From starting w ith  an understanding o f the issues involved w ith  the analysis o f 

still images, we quickly gained an appreciation o f the challenges inherent in  the video 

medium, h i particular, we soon realised the need fo r extremely effic ient analysis o f 

individual frames -  techniques suitable fo r s till images tend to result in  unbearably long 

execution times when applied to eight hours o f video data.

Follow ing are some general conclusions and fina l comments on the specific systems 

developed.

8.3.1 The histogram-based system

We chose histograms as the basis o f our firs t system because o f their accuracy and ease o f 

computation. As such, the results obtained reflect almost exactly the strengths and 

weaknesses o f this method. General shot boundary detection was good, and the quantization 

o f the original p ixel values help to insulate the system from  noise caused by visual events in 

the video segment. However, this quantization also made detection o f gradual transitions 

d ifficu lt, and produced poor recall results fo r content types that contained many such 

transitions, notably the documentary type.
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8.3.2 The moments based system

We chose moments as the basis fo r our second system as they have been reported as among 

the most successful statistical-based methods [1, 23]. We found that, in  contrast to the firs t 

system, the moments-based system was more affected by  non-shot boundary related visual 

effects in the video stream. However, this sensitivity also led to increased recall, as subtle 

shot boundaries were more readily detected. As such, the moments systems has different 

strengths and weaknesses than the histogram system, and so the appeal o f combining them 

was obvious.

8.3.3 The combination system

Combining our firs t two systems produced results that were s ignificantly superior to either o f 

them individually, although the constraints o f u tilis ing  fixed shot boundary detection 

thresholds lim ited its effectiveness. Typically, the system resulted in  precision scores sim ilar 

to the histogram method, coupled w ith  the increased recall o f the moments method. The 

combination system outperformed both individua l systems over a ll eight video content types, 

indicating that i t  is much more robust w ith  respect to both detecting subtle shot boundaries, 

and discarding misleading visual effects. One drawback o f the combination algorithm is the 

time taken to process the video files. Whereas the histogram and moments algorithms 

execute in  real time, the combination algorithm requires one and a ha lf times real tim e to 

process a video segment.

8.3.4 The adaptive system

Considering the basic method o f adaptive thresholding that we employed, the resulting 

improvements in  performance indicate that the potential benefits o f a more complex 

implementation could be significant. The adaptive system performed s im ila rly  to the 

combination system (using the optimum fixed threshold value), except when processing 

content types that exhibit significantly different characteristics to the norm. On these content 

types, o f which we feel sure there are many in  real-world broadcast television, the adaptive 

systems comprehensively outperformed i t ’s more basic counterpart Given that execution 

time is not significantly greater than fo r the basic combination system, and that the results are 

universally superior, we see no reason to return to a fixed threshold scheme.

Ill



Figure 8-1 shows an overall comparison o f E-measure results between the four test systems 

based on the optimum results obtained from  each.

|BHistogram EMoments □  Combination OAdaptlve]

Commercials Soaps News Cookery Magazine/Chat Quiz Comedy/Drama Documentary
show

Content type

Figure 8-1. A comparison of the four test systems using optimal thresholds.

8.4 Future work

The area o f d ig ita l video segmentation is so vast and diverse that there are countless areas for 

future work, both in  improving the systems described in  this thesis, and in  implementing 

complementary systems based on features other than colour.

An obvious improvement to the current systems would be the implementation o f a s im ilarity 

measure across m ultip le frames, to aid in  the detection o f gradual transitions. Such methods, 

o f which the running histograms technique [31 is an example, a llow  fo r greater accuracy in 

detecting transitions such as fades, dissolves, and wipes. However, although they therefore 

improve recall, as more shot boundaries are identified, they can also adversely affect 

precision, as differentiating between such subtle transitions and spurious noise caused by 

video effects can be d ifficu lt.
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The topic o f adaptive thresholding is one that we have focused on on ly brie fly , though we 

believe i t  is a natural, and indeed necessary, progression from  the current fixed threshold 

systems. The development o f a comprehensive and robust method o f automatically ta iloring 

shot boundary detection thresholds to particular video types is a promising direction fo r  future 

work. This method may be based upon neural net technology, such as Hopfie ld nets or 

Boltzmann machines, as these systems have the ab ility  to automatically learn and respond in  

certain ways to input patterns. Equally, i t  may involve a statistical or mathematical 

representation utilis ing certain identifiable variables extracted from  different video types. 

Although we employ the variance o f the frame sim ila rity  values fo r this purpose, there are 

surely more comprehensive measures that can be exploited.

Execution speed is also an important feature o f any system concerned w ith  processing d ig ita l 

video. A lthough the current systems are reasonably efficient, even w ithout such 

optimisations as m ight be made, there is room fo r considerable improvement. Recall from  

chapter one, that MPEG is a compression algorithm, where raw video is encoded in  order to 

make more efficient use o f bandw idth Our current systems operate upon the decoded MPEG 

video sequence. This means that before the video can be analysed and segmented, i t  must be 

firs t decoded so as to access the p ixel values o f the orig inal frames. This decoding is quite a 

computationally expensive process, and accounts fo r much o f the tota l execution tim e o f  the 

current algorithms.

Referring to sectionl.3.4, we can see that the M PEG algorithm employs the D irect Cosine 

Transform (DCT) to reduce spatial redundancy. I t  is possible to retrieve average colour 

values fo r blocks o f pixels by analysing the DC coefficient o f the DCT, without having to 

fu lly  decode the MPEG b it stream. Thus, w ith  some modifications, our algorithms could 

operate on the encoded b it stream (analysing encoded p ixe l block values, rather than the 

orig inal pixels), thus removing the need fo r the computationally expensive decoding process 

and greatly im proving performance. We have utilised this method o f colour analysis on s till 

images stored in  JPEG format as part o f another research project, and found that execution 

time was reduced by several orders o f magnitude, while discrim inatory capacity was v irtua lly  

unchanged. Although an MPEG bit stream is more complex than a single JPEG image, due 

to the method o f temporal compression using inter-frame coding techniques, the same 

principles can be applied.

Moving away from  our current systems, the next obvious step is the development o f  systems 

based on alternative methods o f detecting shot boundaries, and the application o f various 

combinations o f these systems to discover how they interact when applied to varied video
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types. Obvious choices fo r alternative systems are those techniques listed in  chapter two, 

including edge detection, shape recognition (although this is a d ifficu lt problem in  s till 

images, let alone video), and features extracted from  the encoded b it stream, such as motion 

vectors and macroblock proportions. These last two methods, as w e ll as an edge based one, 

have been developed by other researcher working on the same project that our research is part 

of. These methods w il l  be evaluated using the video test suite described in  chapter three, and 

comparisons and possible combinations o f a ll o f the resulting systems is planned.

A lthough our research has focused on methods o f shot boundary detection, i t  is obvious that 

accurately detecting shots is only the firs t step in  processing a video stream fo r presentation to 

a user. The ab ility  to automatically group individual shots into scenes is a desirable feature 

o f any d ig ita l video system. As noted in  chapter one, people generally visualise video as a 

sequence o f scenes not o f shots, sim ilar to a play on a stage, and so shots are really a 

phenomenon peculiar to only video. Thus, a system which presents a user w ith  a video 

stream segmented into both shots and scenes is fa r more like ly  to satisfy his or her 

information need than a system reliant solely on shots. Grouping o f shots into scenes is still 

very much an open research issue, but it  is clear that is requires some semantic understanding 

o f the contents o f this video to be successful. Attempting to construct scenes using only 

prim itive features such as colour and texture are un like ly to succeed outside a lim ited dom ain 

To devise a reliable system for this purpose w ill like ly  require analysis o f m ultip le  sources o f 

evidence, perhaps including visual cues, audio extracted from  the soundtrack and analysed 

using speech recognisers, and temporal data such as the number and duration o f individua l 

shots.

D ig ita l video is perhaps the fastest-growing medium in  the world today, and certainly one o f 

the most complex to process automatically. Our research has focused on methods to enable 

developers, authors, and end users to easily take advantage o f its random-access nature, and 

therefore improve the way they use this exciting medium, both fo r business and leisure 

purposes.
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