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Abstract

T he fundam ental function o f  an inform ation retrieval system  is to retrieve texts 
or docum ents from a database in response to a user’s request for inform ation, 
such that the con ten t o f  the retreived docum ents will b e relevant to the user’s 
original inform ation need . This is accom plished through m atching the user’s 
inform ation request against the texts in the database in order to  estim ate which  
texts are relevant. In this thesis I propose a m ethod for using current natural 
language processing techniques for th e construction o f  a text representation  to  
be used in an inform ation retrieval system. In order to support this proposal 
I have designed a m atching algorithm specifically for perform ing the retrieval 
task o f m atching user queries against texts in a database, using the proposed text 
representation.

H aving designed this text representation and m atching algorithm, I then  
constructed an experim ent to investigate the effectiven ess o f  the algorithm  at 
matching phrases. This experim ent involved the use o f  standard statistical 
m ethods to  com pare the phrase matching capabilities o f  the proposed matching 
algorithm to  a sam ple o f  inform ation retrieval users perform ing the sam e task. 
T he results o f  this evaluation experim ent allow m e to  com m ent first o f  all on  the  
effectiveness o f  the phrase matching algorihtm that I have designed and m ore 
generally, on  the usefulness o f  incorporating natural language processing  
techniques into inform ation retrieval systems.
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Chapter 1.

Introduction
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Over the past number of decades the computer has permeated just about every working 
environment. More and more tasks have become automated and more and more 
information is now being stored in electronic form. This is reflected in the fact that we are 
often said to be living in the "information age". The advent of the personal computer and 
the wordprocessor has led to a complete change in the modern office environment. The 
old scenario of pens, paper, index cards and rows of filing cabinets has been replaced with 
personal computers and small boxes of floppy disks. Most office documentation, such as 
letters or memoranda, is now produced in electronic form and only reproduced on paper 
when necessary. The development of computer networks and electronic mail systems has 
meant that it is often possible for people to communicate using electronic means only.

This "information explosion" has not been limited to the modern office. At the other end 
of the scale, there are environments in which the amounts of information involved are 
orders of magnitute greater than the one or two page office documents. As more and 
more complex machinery and systems are designed and built in a variety of application 
areas, there is a corresponding increase in the amount of documentation needed to record 
how they work and to explain how they can be operated and maintained (Consider, for 
example, the documentation involved with explaining the operation and maintenance of a 
modern jumbo jet). As more and more research is being done in all scientific disciplines, 
from artificial computer intelligence to microbiology, there has been a corresponding 
increase in the amount of technical research reports being produced. These are just two 
examples of cases where the amounts of information, usually in electronic form, have 
increased greatly. In order to keep pace with this explosion in the amount of information 
in the world, there have been many technological advances in electronic data storage media 
and in computer processing speeds. It is now possible to store enormous quantities of 
information in quite compact form. A recent example of technological advance in this area 
is the use of compact disc technology for storing computer data. Using this technology, up 
to 600 Megabytes of computer data can be stored on a small disk of 12cm diameter. To 
put these figures in perspective, this 200 page thesis, including all figures, tables and 
appendices amounts to only a half of one Megabyte of data. A compact disc could 
therefore store more than 240,000 pages of textual information.
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Despite the huge explosion in the amount of electronic data, and the techological advances 
in computer hardware for storing this information, it has been widely acknowledged that 
there have not been the corresponding advances in computer software for managing 
information of this nature. The research discipline of in form ation  retrieval is concerned 
with researching and developing exactly this type of computer software; for managing huge 
databases of textual information and for facilitating the retrieval of information from those 
databases. The distinction must be made here between the different types of information 
that can be stored electronically. The explicit mention of the term textual information when 
defining the task of information retrieval research was deliberate. Researchers of 
information retrieval are concerned primarily with the problem of retrieving documents or 
text from large databases of textual data. An example of such a database would be one 
consisting of all research articles published in a particular computer journal over the past 
twenty years. If the data or information were more structured in nature, for example a 
database of train schedules or information relating to the customers of a particular 
manufacturing firm, then that information could be stored in a structured format using 
current database technology and it could be retrieved from the database using standard 
structured database querying languages. On the other hand, if the data is not only textual 
but also contains digitized pictures and possibly some digitzed speech patterns (so that the 
computer can display pictures and can synthesize speech) then this information is said to 
be multimedia in nature and there exists a seperate research discipline which is interested 
in the particular problems associated with managing and retrieving such information.

Many of the problems encountered by researchers of information retrieval have been due 
to the textual nature of the information they are dealing with, and the way in which users 
usually want to retrieve information from these text databases. Users who want to retrieve 
information from a structured database usually have a request that can be specified very 
precisely using a structured database query language (like SQL, for example). In a large 
text database however, the user’s information need is more often quite vague and not 
easily expressed precisely. Much research has been directed at how users of information 
retreival systems express their information needs and how a system should go about 
verifying that it has interpreted a search request correctly. A  more difficult problem 
presents itself after the retrieval query has been entered to the computer. It is the task
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of comparing that query against all of the information in the textbase to ascertain what 
pieces of text may provide the information to satisfy the user’s request. The information 
retrieval system must decide what the user is looking for and must decide what each text 
is about and then must match one against the other to decide which texts are about the 
topic that the user is looking for information on. For example, if an aircraft mechanic uses 
an information retrieval system to search for information in the aircraft maintenance manual 
about how to replace the main fuel line to engine number 3, then the system must match 
that information need against each chapter or page or paragraph of the maintenance 
manual and decide which sections provide the best information about how to replace the 
main fuel line to engine number 3. It may turn out that the best it can do is find 
information about replacing fuel lines or repairing engines, but the task is to decide what 
is the m o s t relevant in fo rm a tion .

Many of the problems associated with processing textual information, for any purpose, are 
associated with the fact that the text is usually written using free-form natural human 
language. This type of language can often be difficult to understand, even by the human 
reader. The problems encountered by a computer system trying to understand it are 
therefore much more complex. When a person reads a piece of text they use all of their 
accumulated knowledge about the world in the understanding process. It is usually the 
knowledge relating to the particular subject that is used most, but it is also possible for a 
person to use knowledge of unrelated but similar topics to draw analogies in order to help 
understanding. Without this huge amount of world knowledge it can often be difficult to 
understand texts. A  simple example of this is the difference in the levels of understanding 
achieved by a person from a non-technical background reading this thesis and an 
information retrieval researcher reading this thesis. This difference is due to the amount 
of background knowledge about information retrieval that the researcher of that discipline 
will have.

The task of encoding the amounts of world knowledge necessary for a computer system to 
achieve a respectable level of understanding of general texts has proven to be enormous. 
One attempt to do this has been going on at M CC in the US for the past seven years 
[Lenat et al. 1990]. In the absence of such levels of knowledge, researchers interested in 
the task of natural language processin g have tried to develop other methods of
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understanding natural language texts (or at least methods for deciding what a text is about). 
Of course, because these methods operate without any real knowledge, they can often 
become confused and don’t always provide the single correct analysis of a given sentence 
or text, especially when there is more than one possible interpretation there. Despite these 
shortcomings, some researchers of information retrieval have recently begun to use these 
natural language processing techniques to try and solve some of the problems associated 
with their discipline; in particular to help identify the content or subject of texts and to 
decide what the user’s information queries are about so that the two can be matched.

The research work reported in this thesis was directed at exactly that problem. It 
represents an attempt to use current natural language processing techniques to construct 
a representation of texts which captures the subject matter of those texts, and the 
development of a computer algorithm capable of matching these text represenations in 
order to perform the information retrieval task of matching a user retrieval query against 
the information in a large database. I will start off in the next chapter then, by first 
describing the problems of information retrieval and how researchers have previously 
attempted to overcome them in the absence of any natural language processing techniques. 
I will also describe how a concentrated research effort over the past number of decades has 
led to the development of robust natural language processing techniques and I will then 
discuss how researchers of information retrieval have recently been using those techniques 
in an attempt to gain some improvement in the effectiveness of information retrieval 
systems.

In the chapters following I will then describe in detail the natural language processing 
techniques that have been made available to me by the Research Unit for Computational 
Linguistics at the University of Helsinki, and how I have used those techniques in the 
research and development of a computer-internal representation of text designed specifically 
for use in the storage of text representatives in an information retrieval system. I will also 
describe how this text representation can be powerfully used for the retrieval of texts from 
a large database in response to a user’s information need by building a representation of 
the user’s query and matching this representation against the text representations in the 
database, with the result of generating a list of texts ranked according to their estimated 
relevance to the user’s original search query.
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In the final chapters I will describe an experimental evaluation of the matching algorithm 
that I have designed. I will describe the experimental design, the statistical tests used in 
the calculation of results and I will present the results of the statistical analysis and 
comment in some detail on their implications. This will lead me into my final conclusions 
and I will finish by suggesting some possible directions for future research.
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Chapter 2.

Information Retrieval and 
Natural Language Processing
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2.1 Information Retrieval.

The fundamental function of an information retrieval system is to retrieve documents from 
a database in response to a user’s request for information, such that the content of the 
retrieved documents will be relevant to the user’s original information need. Any 
information retrieval system can be divided naturally into two parts. The main function, 
retrieval, is to search for and retrieve documents from a database in response to a search 
query, as mentioned above, but prior to that the documents must be entered into the 
system and stored in such a way that this search and retrieval is possible. This process is 
concerned with establishing the subject matter and information content of a document and 
representing it in such a way that it can be used to establish the relevance of that 
document to a user’s information need. In any document or text only a small subset of the 
language or words used are necessarily relevant to the information content of that 
document. The process of extracting this subset is known as indexing and the process of 
establishing the subject area of a text is known as classification.

The standard information retrieval scenario is that texts entered to the database are indexed 
to produce a text representative which encapsulates the information content of that text. 
The texts can also be classified to establish subject matter. The text representatives are 
then stored along with the original text in the text database. At retrieval time the user’s 
information need, as expressed via a query, is taken by the system and transformed in the 
same manner as the texts into the same type of representation. The query representative 
is then matched against the text representatives for each text in the database in order to 
establish which texts are most relevant to the user’s query. This basic scenario is illustrated 
in Figure 2.1 below.

It would seem intuitive that in order to establish the information content of a piece of text 
the text would have to be read and understood. In order then for a computer to be able 
to perform the indexing task it would ideally have to be able to read and understand the 
texts entered. This fact was recognised by early researchers of information retrieval but at 
that time methods of automatic natural language processing were not well developed. 
Researchers therefore sought to discover what constituted a good text representative and
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Figure 2.1: The Information Retrieval Scenario

how such a representative could be extracted from text without actually "understanding" the 
text.

The obvious initial choice of text representatives were the individual words in the texts. 
The extraction of text representatives based on single words is known as term indexing and 
the text representatives (words) extracted are called terms. One of the most common and 
successful term indexing methodologies extracts terms based on statistical information. 
During text processing a record is kept of the number of occurances of each word in each 
text in the database. Term extraction is then based on the hypothesis that words which 
occur with medium to high frequency in a particular document but with low frequency 
across the rest of the document set are the best representatives for that document. Other 
methods of term indexing use complex mathematical and probabilistic models of the text 
database to estimate good index terms for particular documents.

An undesireable characteristic of index terms as a representative of document content is 
that they have a highly variable specificity; some words are highly specific in that they 
describe only a single concept and other words are very general in that they can describe
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a whole range of different concepts depending on the context in which they are used. In 
order to eliminate this characteristic, information retrieval researchers turned to the use of 
phrases as text representatives, where a phrase could consist of two or more words. The 
use of phrases helped generalise the highly specific term indexes and helped specify the 
highly general terms. Statistical phrase indexing methods were developed similar to those 
for term indexing but using word co-occurance statistics as well as single term occurances. 
More complex mathematical and probabalistic models were also developed for constructing 
phrase indexes.

2.2 Natural Language Processing.

While researchers of information retrieval were investigating indexing methods based on 
statistics or probabilities, other research communities were investigating the automatic 
processing of nautural language text for tasks like story understanding, text generation, 
speech recognition and automatic translation. The early problems associated with automatic 
text processing have now been well researched and many different methodologies and 
strategies have been proposed for solving them. Effective and robust language processing 
systems have existed now for quite some time.

Automatic processing of spoken natural langauge can take place at several different levels, 
as illustrated in Table 2.1

Table 2.1: Levels of Language Processing

Phonological
Morphological

Lexical
Syntactic
Semantic

Pragmatic/Discourse

10



At the lowest level, phonological processing deals with the individual sound elements that 
go to make up a spoken word. This level of processing is used mainly in speech 
recognition and speech synthesis systems and is not applicable to the information retrieval 
domain. The morphological level is concerned with word particles. For example, a 
morphological analyser would discover that the word "preprocessing" was made up of the 
base word "process" with the prefix "pre" and the suffix "ing". At the lexical level the full 
word is analysed as a single unit to establish grammatical category, singularity, case etc. For 
example, the word "text" in the sentence "The new  text is f ir s t  p rep ro cessed ..."  would be 
analysed as a singular noun in the nominative case. Syntactic level processing is then 
concerned with the relationship between words in sentences. Valid relationships between 
words in a language have been defined in the form of grammars by linguists for many years. 
For example a grammar would specify the syntactic rule that you cannot have an adjective 
directly before a preposition ("large from " ). Syntactic analysis of text would be able to 
indicate that there was a different relationship between the words "graph" and "searching" 
in the sentences:

"After search in g  th e  d a ta b a s e  th e  results are p lo t te d  on  a g ra p h "
"An a lgorith m  f o r  sea rch in g  h igh ly  stru ctured  th ree -d im e n s io n a l graphs"

Once word relationships have been identified at the syntactic level, semantic processing 
attempts to identify the m e a n in g  of text. This is a very complex task and must rely on large 
quantities of domain specific world knowledge. Many formalisms have been proposed for 
the representation of such knowledge and many methods of semantic analysis have been 
researched but no effective robust method presently exists for semantic analysis of large- 
scale general texts.

A  pragmatic/discourse analysis operates at an even higer level and is more complex again. 
At this level an attempt is made to construct a model of the context surrounding the events 
described in the text. For example, in a text describing two people meeting, a pragmatic 
and discourse level analysis would try to infer information about the meeting scene 
(meeting at a job interview is different from meeting in a bar) and the types of people who 
were meeting (shy, outgoing, do they know each other already?). Methods for this type
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of language processing are still at the research stage.

A  system which performs automatic language processing will perform processing at only a 
subset of these levels. An important consideration in deciding on which levels of processing 
to include is the range of text domains that are likely to be processed. If a system is to 
be designed so that it can process any text dealing with any topic then it will not be 
possible to perform processing above the syntactic level without an enormous knowledge 
base like, for example, the one being created at MCC [Lenat e t al. 1990]. If a system will 
only process texts in a fairly restricted domain then it may be possible to construct a 
knowledge base containing all the world knowledge relevant to that domain so that 
semantic level processing can be performed to establish the meaning of sentences.

At the lower levels of natural language processing (e.g. lexical and syntactic) there exist 
many different phenomena or characteristics of language that present problems for any 
system performing automatic processing. These problems can usually only be handled 
through recourse to higher level processing. For example, at the lexical level many 
problems arise becuase of homonymity (words having more than one meaning) and lexical 
ambiguity (words that can be a noun and a verb, for example). The word "bar" has many 
different meanings ("a long thin piece of rigid material", "counter across which drinks are 
served", "place in lawcourt where prisoner stands", "fasten with bar, bolt etc", "exclude from 
consideration" etc..) and can also act as either a noun or as a verb. The word "mine" can 
be a noun, verb or pronoun. Usually these types of ambiguity can be resolved at the level 
of syntactic processing. For example, the word "mine" is obviously a noun in the sentence 
"He w orks lon g  h ou rs in  the m ine"  and the word "bar" is a noun in the setnence "He s to o d  
q u ie tly  a t  th e  bar". However one must invoke some semantic level processing in order to 
establish whether the word "bar" refers in this latter case to a counter across which drinks 
are served or a place in lawcourt where a prisoner stands. In order to establish the correct 
meaning, a system would need to gather some information relating to the context of the 
above statement; whether it was dealing with a criminal at court or somebody going for a 
drink.

There are also many problems associated with ambiguous relationships betwen words at the 
syntactic level. The classic example of this is the sentence "/ sa w  th e  m a n  o n  th e  h ill  w ith
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th e  telescope" , in which it is impossible to decide the relationship between the viewer, the 
hill, the man, and the telescope. Any computer system which attempts to provide automatic 
processing of natural language must take account of these problems and make some effort 
to overcome them as far as possible. I will describe in more detail later how I have taken 
account of these phenomena in my own work.

2.3 Natural Language Processing for Information Retrieval.

At this point in time there exist many commercially successful natural language processing 
systems for tasks such as automatic machine translation (METAL, ALPS), database 
querying (INTELLECT, Q&A) and grammer and style checking (CRITIQUE). These 
systems are robust and efficient and are testimony to the advances that have been made 
in natural language processing techniques.

Once researchers of information retrieval became aware of the developments that had been 
made in natural language processing, some of them directed their attention to researching 
methods of using language processing in the indexing and retrieval of information. There 
emerged two different schools of thought about how information retrieval systems should 
use language processing techniques. The first school of thought believes that in order to 
retrieve information about a given search request, the system has to understand the request 
and understand each text in the database. Such information retrieval systems would 
obviously have to include processing at the semantic level in order to achieve the required 
level of understanding. A result of this level of processing is that such systems can reply 
to a user’s request by actually an sw erin g  the query. This has been referred to as "a 
q u a lita tiv e  d ifferen ce betw een  d o c u m e n t re tr ieva l ... a n d  qu erstion  an sw erin g" [Salton & 
McGill 1983] and such systems have been described as performing co n c e p tu a l in fo rm a tio n  
re trieva l [Smeaton 1989]. One drawback of such systems however is the need for semantic 
level processing. As mentioned above, semantic processing requires large amounts of pre- 
coded knowledge. Most research in conceptual information retrieval to date (e.g. [Spark 
Jones & Tait 84], [Tong et al. 1987], [Brajnik e t al. 1988], [Wood &Sommerville 1988]) has
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therefore concentrated on systems which operate only in restricted domains.

The second school of thought in information retrieval believe that in order to retrieve 
documents dealing with a particular concept the system does not have to understand what 
that concept is but only has to know where to locate documents which are likely to deal 
with that concept. These documents are retrieved and the user can then judge which 
documents best answer the information need. These types of information retrieval system 
usually try to minimise the use of semantic level processing in the interest of keeping the 
system as domain independant as possible. Much of the research within this school of 
thought, which has used natural language processing techniques, has therefore been 
concentrated on the application of syntactic level processing to information retrieval.

Early attempts at incorporating syntactic processing in information retrieval were made by 
[Salton 1968], [Dillon & Gray 1983] and [Smeaton & van Rijsbergen 1988]. None of these 
attempts however led to any significant improvements in retrieval effectiveness and some 
researchers argued [Lewis & Croft 1989] that the use of purely syntactic level processing 
for constructing phrase indexes held little promise. A major piece of research in this area 
was undertaken by Joel Fagan [Fagan 1987]. He used a syntactic analysis to identify the 
modification relationships betwen words in sentences. This involved identifying the head 
word of each clause and then categorising the relationship of each of the other words to 
that head. An example analysis might be:

"automatic extraction

Pre-modifier.
Head:
Post-modifier.

of index terms"

automatic 
extraction 
of index terms

A  set of rules was then used by Fagan to extract useful index phrases. A  simple example 
of such a rule would be to extract all heads plus each of their pre-modifiers in turn. This 
would extract the index phrase "automatic extraction" from the above phrase. Fagan’s 
system (and the others developed at that time) extracted only two- or three-word index 
phrases. The index phrases were all stored in a normalized form. For example, the term
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"a u to m a tic  ex traction ” might be stored in the form "ex tra c tio n : a u to m a tic" . A  user query 
would then undergo the same processing and the normalized query would be matched 
directly against all of the normalized index phrases in the database. It was concluded that 
this method was comparable to statistical methods but Salton stated that ''given th e  
eq u iva len t p h ra se  p rec isio n  f o r  s ta tis t ic a l a n d  syn ta c tic  p ro cesses , th e  a d v a n ta g e  m u s t rest w ith  
th e  sim pler, s ta tistica l m eth odolgy"  [Salton e t al. 1989]. Further experiments on the use of 
syntactic processing for phrase indexing have been carried out by [Lewis &  Croft 1990] and 
[Sacks-Davis e t al. 1990],

More recently there has been a shift in emphasis in the use of syntactic processing for 
information retrieval. Rather than using syntactic information for simply deciding which 
index phrases to extract, some researchers are now aiming to incorporate as much syntactic 
information as possible into the text representative. This gives rise to a kind of structured 
representative of texts rather than just terms or phrases. This is the approach being taken 
at the Siemens/Nixdorf research centre in Germany [Schwarz 1990] as part of the TINA 
project. They use shallow syntactic analysis to construct dependency trees for noun phrases 
(structures that explicitly represent the dependency or modification relationships between 
words). These dependency relationships are represented by setting up directed links 
between words. At retrieval time the matching mechanism would not only compare the 
words in the query and index but would also search for a match in the dependency links. 
The TINA software has been tested at both the US Patent and Trademark Office and the 
German Patent Office.

A second example of work which builds a structured represenation of text from syntactic 
analysis is that of Doug Metzler at the University of Pittsburgh [Metzler & Haas 1989] 
which is based on the hypothesis that "th e  a sp e c t o f  syn ta c tic  d esc r ip tio n  th a t  is m o s t  re leva n t 
to  th e  se m a n tic  co m p o sitio n  o f  larger lin gu istic  en tities is th e  h ie ra rc h ic a l stru c tu re  o f  th ese  
e n t i t i e s Metzler therefore works with the hierarchical structure of dependency 
relationships. His system produces tree structures that highlight the modification 
relationships between words. The trees are binary and at each level the dominant branch 
is marked with an asterisk (the dominant branch being the one leading to the node which 
contains the head at that level). This type of structure is built both for text indexes and 
queries and the retrieval process then becomes a task of matching these tree structures.
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Although this system appears quite powerful there has been no proper evaluation on any 
large-scale dataset to date.

In his paper [Metzler & Haas 1989], Metzler states that:

"A m a jo r  rea son  f o r  th e  ra th er  lim ite d  su ccess  e n jo y e d  b y  p re v io u s  a tte m p ts  to  u se  
syn ta c tic  in fo rm a tion  to  im p ro v e  in fo rm a tion  re tr ie v a l p e r fo rm a n c e  is th a t th ey  h a v e  n o t  
u tilized  th e  ap pro p ria te  a sp e c ts  o f  syn ta c tic  d e sc r ip tio n ”

I would reinforce this statement by saying that not only has previous work not used the 
appropriate aspects of syntactic description but researchers (including Metzler) have 
neglected to take full advantage of the wealth of information that can be obtained from 
a syntactic analysis of text. My thesis is that the best improvements in performance are 
not to be found by discovering the "appropriate aspects of syntactic description to utilize" 
but rather in discovering a way of utilizing all aspects of syntactic description. The work 
reported here is an attempt to define a text representative that incorporates as much 
syntactic information as possible so as to provide as rich an indexing of text as possible (at 
the syntactic level) and to design a matching algorithm that can utilize all of this 
information to the full at retrieval time.
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Chapter 3

The General Architecture of 

an Information Retrieval System
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I have already outlined some of the general tasks associated with the problem of 
information retrieval and I have discussed how natural language processing techniques may 
be used to assist in some of these tasks. I have also mentioned that my research has been 
concerned with using natural language techniques to construct a structured representation 
of text, and with developing a matching algorithm that can use this text representation for 
information retrieval. I now want to put this research in perspective by sketching, in a 
little more detail, a possible architecture for an information retrieval system. The reason 
for doing this here is that the work reported in this thesis is concerned only with one 
particular task within the overall problem of information retrieval, and it is therefore useful 
to know how this task integrates with the other tasks in an information retrieval system so 
that one can visualize how the results from this research can be incorporated into a general 
information retrieval system and hopefully lead to an improvement in the overall retrieval 
effectiveness of that system. A  general picture of the proposed information retrieval 
system architecture is presented in Figure 3.1. The bolded sections are those with which 
I have been particularly concerned in my research.

Figure 3.1: General Architecture of an Information Retrieval System.
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The top half of the figure illustrates the indexing process and the bottom illustrates 
retrieval. Each text or document entered into an information retrieval system has to 
undergo some sort of processing before it is stored in the database. When natural language 
techniques are used, the text first undergoes full linguistic processing at a level which 
depends on the technique used. The research presented here was directed at an 
information retrieval system which performs linguistic processing at the morphological/lexical 
and sytnactic levels. This processing provides information about the grammatical category 
and syntactic function of each word in the text. The text may then be processed with a 
view to identifying and classifying the subject area of the text.

An information retrieval system that performed classification of texts would have to 
maintain some sort of classification schema which would represent the relationships between 
different subject areas. For example this thesis would be classified under the subject areas 
of information retrieval and computational linguistics, with a relationship to the area of 
artificial intelligence and a broader connection to computer science. This classification 
schema then provides this general information for matching at retrieval time. This type of 
information is useful in databases where there is a large collection of texts relating to 
different subjects. For example classification systems are widely used in libraries. The 
classification schema would be used for retrieval when the user’s search request relates to 
a general topic rather than a specific item or area within a given topic, like for example, 
the case of a user looking for texts about artificial intelligence, as opposed to a researcher 
looking for information about the type of rule-base used in a particular expert system.

In order to be able to respond to more detailed requests for information (like the one 
looking for information on the rule-base used in a particular expert system), an information 
retrieval system would have to have some facility for establishing the actual content of each 
text. This is achieved through the process of indexing. This indexing process has two 
purposes. The first purpose is to identify the particular text segments or sequences which 
are considered to pertain to the actual subject or content of the text and the second 
purpose is to convert these text sequences into some suitable form for storage in the text 
index and for subsequent matching during the retrieval phase. Indexing provides much 
more detailed information about the text than classification. The first part of my research
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has been directed at the second half of the indexing task; the conversion of content-bearing 
text sequences1 to a suitable representation for storage and subsequent matching. I have 
therefore assumed that there exists some way of identifying and extracting these analytics. 
Given that there exists a full linguistic description of the text, including morphological and 
syntactic information, it is possible to use this information in the analytic extraction process. 
The approach that was taken by Fagan, as described earlier [Fagan 1987], used these 
syntactic descriptions of text to extract index phrases. It is possible to define a grammar 
specifying what sequences of syntactic functions usually constitute good content-bearing text 
segments. This grammer could then be specified and implemented using a set of 
augmented transition networks or some other suitable formalism.

It is important that the analytics extracted during the first stage of the indexing process be 
of good quality. Since they are to be used as representatives of the text for retrieval 
purposes, it is necessary that they reflect accurately the actual information content of the 
text. Just as important however, is the quality of the representation used to store these 
analytics and the quality of the algorithm used to match those representations to the user 
query at retrieval time. It is no use having a high quality set of analytics for a text if a lot 
of the information associated with them is lost or not used during storage and matching. 
I am proposing a structured representation of analytics which is based on the full morpho- 
syntactic description of the text sequences and which encodes all of this information in the 
representation. The proposed scenario is that the analytic extraction process should identify 
large segments of content-bearing text sequences, which may be as large as full sentence 
clauses or whole sentences, and that these text sequences are then transformed into the 
proposed representation for storage and subsequent matching.

As described in section 2.1, the central function of an information retrieval system is the 
search and retrieval of information in response to user search queries. This involves the 
matching of the query against the representatives constructed for each text in the database, 
with the objective of establishing which texts are most likely to contain the information to 
satisfy the user’s information need. Given that a certain quality of text representative has 
been extracted, this task of matching user queries to text representatives is central to the

1 In this thesis the content-bearing text sequences extracted during indexing will be referred to 
as analytics.
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effectiveness of an information retrieval system. The bulk of my research has been directed 
at the development of a specialised matching algorithm for performing exactly this task 
using the full linguistic description provided by the natural language processing software and 
taking full advantage of the richness of the representation used for the storage of analytics. 
One of the advantages of the matching algorithm that I will propose is that it has the 
ability to detect subtle differences in the meaning of analytics and it therefore has the 
ability to score matches and to rank analytics based on their similarity to the user’s query. 
Although it may be claimed that some semantic level knowledge would be required in order 
to detect such subtle differences in meaning, the algorithm works on the assumption that 
it is p o ss ib le  to  in fer a  certa in  a m o u n t o f  s e m a n tic  in fo rm a tion  fro m  th e syn ta c tic  d escr ip tio n  
o f  a  language. The ranking of analytics makes it possible, by combining analytic match 
scores, to make judgements about the relative relevance of different texts to a given 
retrieval request. The retrieved texts can then be presented in this ranked order to the 
user who can make the final judgement as to which texts supply the most appropriate 
information.

The particular power of such a matching algorithm would probably best emerge in a 
scenario where there is a quite specific search request entered by the user and there is a 
large amount of information in the database relating generally to that particular topic. In 
such a case the matching algorithm is capable of identifying the subtle differences between 
the texts and determining which ones best suit or answer the information request. This is 
not to say that the matching algorithm is only suited to this scenario. In the case where, 
for example, there is only one text in the database which is relevant to the query, the 
matching algorithm will hopefully rank that in the highest position and the match score will 
show that that text is clearly more relevant than any other.

If an information retrieval system were to be developed around the general architecture 
that I have outlined here, there would obviously be much more information available at 
retrieval time than just the structured representatives that I have proposed. For example, 
if a classification schema was maintained then this would be used to complement the 
retrieval strategies based on the text indexing. It may also be beneficial to store analytics 
in a normalized form, in a similar manner to that used by Fagan earlier. These normalized 
analytics might provide a more efficient method for dealing with very general or simple
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search requests. It may also be beneficial to compile frequency statistics about words or 
phrases in texts. This has a proven record of performance in information retrieval. It may 
be useful to use this approach even though the type of linguistically based representation 
and matching algorithm that I am proposing is an attempt to improve on this performance. 
In short, the best retrieval results are probably to be found by using a whole selection of 
retrieval strategies. It has been noted previously that, using two different retrieval 
strategies to search a given database for a given search request, the results produced are 
often not the same [McCall & Willett 1986]. It is possible then, that the best set of 
documents to be presented to the user would be composed of those documents that lie in 
the intersection of the sets of documents retrieved using different retrieval strategies.

One information retrieval system that is being developed along these general lines is the 
SIMPR project (Structured Information Processing Management and Retrieval). SIMPR 
is a 64 man-year project which is being funded by the Comission of European Communities 
under the ESPRIT II programme. The SIMPR project is aiming to achieve advances in 
information retrieval and includes research on language analysis, automatic indexing, 
techniques of automatic classification, machine learning and domain and task modelling. 
The project is designing and implementing an indexing module based on the type of 
analytic extraction process I have outlined above and it is investigating ways of combining 
multiple retreival strategies to provide an overall best set of retrieved texts. This 
combination of strategies would include the use of the type of matching algorithm that I 
am proposing here.

The SIMPR system has been prototyped on SUN 3/60s in SUN Common LISP and will 
be developed in C++ on SUN SPARC workstations. A  good account of the SIMPR 
project can be found in [Smeaton 1990].
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Chapter 4

Linguistic Processing for 
Information Retrieval
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4.1 Introduction.

As mentioned previously, the natural language processing software used for this research 
has been researched and developed at the Research Unit for Computational Linguistics at 
the University of Helsinki. This software analyses text at the morphological/lexical and 
syntactic levels. The morphological descritpion of language used is based on Koskenniemi’s 
two-level model [Koskenniemi 1983] and the basic ideas of the syntactic description are 
based on Karlsson’s Constraint Grammar framework [Karlsson 1990]. The whole language 
formalism is language independent. Most work to date has been done on the analysis of 
English but work on the Finnish language is well underway and work on other languages 
(Russian, Danish, Dutch etc.) is anticipated.

On the whole, the parsing mechanism is quite modular in nature. It consists of interactions 
between the lexicon, disambiguation, clause boundary determination and assignment of 
syntactic functions. The whole linguistic process can be represetned by the sequence of 
operations illustrated in Table 4.1.

Table 4.1: Sequence of Linguistic Processes

Morphological Analysis 
Elimination of contextually impossible morphological readings 

Determination of sentence-internal clause boundaries 
Assignment of syntactic function labels

The morphological analysis module perfoms processing at both the morphological and 
lexical level. The first stage uses a lexicon to decompose the word into a morphological 
base form plus whatever series of prefixes and suffixes are present. Using lexicon 
information, an enumeration of all possible lexical categories of the word is produced. 
Most of these possible categories will be irrelevant or wrong when the context of the word
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in the sentence is examined. During the second stage of processing, a disambiguation rule 
set is used to examine context and to discard as many of the irrelevant word readings as 
possible. These disambiguation rules also make it possible to identify some of the clause 
boundaries at this stage. Whatever boundaries remain are then explicitly identified in the 
third stage. This is done on the principle that knowing the positions of clause boundaries 
eases the task of assigning syntactic function labels to the words. This assignment of 
syntactic function labels is done at the final stage using a set of mapping rules which assign 
syntactic labels based on a mapping from the morphological level. I will now describe each 
of these stages in more detail.

4.2 Morphological Analysis: The Lexicon.

The master lexicon for English used here is based on Koskenniemi’s Two-Level Model 
[Koskenniemi 1983]. The advantages of this formalism are economy of representation 
(most lexical entries represent more than one actual word) and the facility for attaching 
"useful information" to any lexical entry. The master lexicon is made up of many so-called 
mini-lexicons. One of these mini-lexicons contains the lexical entries for the morphological 
base forms of words and pointers to other mini-lexicons which contain the information 
about legitimate word endings for those words. The categorisation of the lexical entries is 
based on the syntactic properties of words. The basic distinctive factor is part-of-speech: 
Noun, Verb, Adjective etc. A  word or lexeme which can possibly have more than one part- 
of-speech is coded with several lexical entries. For example, the word "bottle" can be either 
a noun or a verb so it must have two lexical entries:

bottle N;
bottl Ve-0;

The second parts (N, Ve-0) are pointers to other mini-lexicons. For example the mini
lexicon "N" contains endings for nouns of this type: nominative singular (), nominative 
plural (-s), genitive singular (-’s), genitive plural (-s’) and pointers to some other mini
lexicons containing derivational suffixes (-like, -ness, -less etc.). The same is true for the
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verb entries. For example the mini-lexicon for verb endings would include appropriate 
information about endings such as -ing  (participle), -e d  (past tense and past participle), - 
able, -ably , -a b ility  (derivational suffixes resulting in change of part-of-speech), and some 
other endings.

One of the advantages of the lexicon fomalism mentioned above was the facility for 
attaching "useful information" to lexical entries. An example of this would be if we wanted 
to record that the verb form of "bottle" is a verb that takes both a subject and an object 
as arguments. This can be encodcd in the lexical entry as follows:

bottl Ve-0 "= <SVO>“;

The output of the morphological analysis then includes this information just after the base 
form of the word. The output also includes the lexical information dealing with the part- 
of-speech, case, and other information gathered from the lexicon. The output for each 
word in the RUCL language analysis consists of the text form of the word on the first line 
followed by one or more lines of analyses, one for each possible morphological and lexical 
reading of the word. The analysis of the word "bottles" is therefore:

bottles
bottle “ N NOM PL"
bottle " <SVO> V PRES -SG3 @+FMAINV"

Each analysis line consists of two parts: the base form of the word and the morphological 
analysis. The first analysis line here says in effect that "bottles" is a nominative plural form 
of the noun "bottle" and the second line says that "bottles" is the present tense third person 
singular form of the transitive verb "bottle". The existence of more than one analysis line 
for this word-form indicates that the word-form is regarded as lexically ambiguous.

The task of morphological analysis is to analyse individual words, defined as strings with no 
embedded blanks. There exist however, some word-like units that contain embedded 
blanks but which should be analysed morphologically as single units. Examples are idioms, 
complex prepositions (e.g. "in sp ite  o f ') ,  certain adverbials and some other categories, and 
nominal compounds (e.g. "tea tim e"). The approach to this taken here is to identify such
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units prior to the morphological analysis process and to convert them into one single string. 
This is done during a preprocessing stage and units such as "in spite o f are converted to 
strings like "in=spite=of which can be analysed as a single unit. The list of compound 
expressions to be dealt with in this manner contain some 6,000 compound expressions from 
the Collins Cobuild Dictionary [Collins 1987] that can be trusted to be compounds in all 
contexts, and not strings which are accidentally adjacent to each other as parts of different 
structures. In addition, there are about 200 idioms like "in spite o f . Most of the analysis 
of compounds is left to the syntactic analysis stage as compounding is seen mainly as a 
syntactic phenomenon.

The description of the morpho-syntactic labels used in the English Master Lexicon is based 
almost entirely on [Quirk et al. 1985]. Every word-form in the lexicon has a part-of-speech 
label. The list of possilbe part-of-speech labels is included in Table 4.2.

Table 4.2: Valid Part-of-Speech Labels

A Adjective
ABBR Abbreviation
ADV Adverb
CC Co-ordinating conjunction
CS Sub-ordinating conjunction
DET Determiner (the, any,...)
@INFMARK Infinitive marker (to)
INTER Interjection
N Noun
NEG-PART Negative particle (not)
NUM Numeral
PCP1 Present participle (walking)
PCP2 Past participle (walked)
PREP Preposition
PRON Pronoun
V Verb

In the output of the morphological analysis, the part-of-speech label is found immediately 
to the right of the morphological base form of the word, except when other "useful 
information" has been included in the lexicon (enclosed in angle brackets "< >"). After
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the part-of-speech, is printed any other morphological or lexical information that is 
available. A  more detailed description of feature patterns and labels can be found in 
[Heikkil 1990].

4.3 Disambiguation.

As a consequence of the fact that morphological analysis works only at the word level and 
produces all possible analyses of each word-form, most of the analyses are inappropriate 
and about 50% are contextually impossible. The task of the disambiguation module is to 
eliminate as many inappropriate morphological analyses as possible. After disambiguation, 
only the appropriate analyses and the least detectable of the inapproprate ones should be 
left. Disambiguation is based on the Constraint Grammar formalism developed by Karlsson 
[Karlsson 1990], the main features of which are presented here.

The disamiguation and syntactic analysis modules process the morphologically analysed text 
in sentence-sized chunks. Disambiguation is carried out according to a set of constraint
rules which are written as LISP expressions with the following format:

("object_of_rule" operation type "ipret" (context_l) (context_2) ... (context_n))

...where...

Object_of_rule can be a word or a feature.
Operation Jype is one of the following:

"=!!" X  is the only correct interpretation for object_of_rule Y in context Z, and 
for Y  X is impossible in any other context.

"=!" X is the only correct interpretation for object_of_rule Y  in context Z.

"=0" X  is impossible for object_of_rule Y in context Z.
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Ipret can be a real feature, like "NOM", or it can be a set of features, like "A/PCP2", 
which is declared elsewhere as a set consisting of the name of the set and the features 
and/or words in the set. If ipret is a set then a rule of type "=0" can eliminate more 
than one interpretation line.

Context_l to n consists of one or more context-conditions which are predicates examining 
positional features of words in sentence chunks.

An example of such a constraint rule is

(@w =! VFIN (NOT *-1 VFIN) (NOT *1 VFIN) **CLB-C)

which states that a verbal finite reading (VFIN) is correct if there are no other verbal finite 
readings in the span from the current word up to the next clause boundary (including both 
sentence beginning and end) in each direction.

One important property of the present disambiguation formalism is that the constraint rules 
are independent of each other in the sense that a rule refers only to the input and never 
to another rule. The fact that the input may change as a result of the operation by other 
rules is in principle accidental to the function of a given rule. This lack of rule order 
necessitates another requirement on the rules: each rule must be true. Rule overlap is not 
fatal in itself but it can become fatal if overlapping rules are in conflict with each other.

In the present formalism, clause boundary detection is not a goal in itself but rather is 
incidental to the main task of disambiguation. Clause boundary detection is necessary 
purely because of its usefulness for the other components in the syntactic analysis. Input 
with clearly marked clause boundaries is simply easier to analyse than input without marked 
boundaries. Clause boundary detection is mostly done within disambiguation but there are 
cases where almost any word can mark the clause boundary and this can’t be handled within 
disambiguation. Relative clauses with no relative pronoun and the endings of subordinate 
clauses preceeding their mother clause (e.g. "If you go the rest will too.") are fairly frequent 
examples. So far, no uniform approach has been found for clause boundary detection in
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these cases. This may however, be of little importance if it eventually seems possible to 
successfully assign syntactic functions without all of the clause boundaries being explicitly 
marked.

4.4 Assignment of Syntactic Functions.

The objective of the syntactic processing is to assign to each word an unambiguous syntactic 
label based on the so-called functional dependency syntax. The main idea is to indicate 
whether a word is functioning as a head or as a modifier in a clause. This is the same 
approach to syntax that was taken by Fagan [Fagan 1987], as discussed earlier. To repeat 
the example, the phrase "automatic extraction o f index terms" is made up of the head 
"extraction" pre-modified by the word "automatic" and post-modified by the prepositional 
construct "of index teims" which consisits of a preposition, "of', and a prepositional 
complement (which is the head of the prepositional construct), "terms" which is pre-modified 
by the word "index".

The syntax here is surface-near; i.e. no structures are postulated that are more abstract than 
being in direct linear correspondence with the real word-forms occuring in the sentences 
to be described. For all words with modifier function, the syntactic function label assigned 
also gives some indication of the head which is being modified. The direction of the head 
is indicated using an angle bracket ("<" for left; ">" for right) and the category is indicated, 
for example by indicating that the closest member of category X  is the head of modifier 
Y. All syntax labels are prefixed by the symbol "@" for recognition purposes. An example 
of a modifier label is "@AN>", which describes an adjective ("A") modifying a noun (W) 
that is to the right (">") in the sentence. It need not be stressed that the present 
collection of codes does not exhaust all intricacies of English syntax. It is however, delicate 
enough to capture those aspects of clause structure that are relevant for information 
retrieval purposes.

Assignment of syntactic functions takes as input sentence-sized chunks of text which have
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been morphologically disambiguated as fully as possible. Approximately one third of words 
are syntactically unambiguous and they will have been assigned their syntactic label directly 
from the lexicon. An example of such a word is the verb form of the word "bottles" shown 
earlier, which had the syntactic function label @+FMAINV assigned to it in the lexicon. 
If these words have been fully morphologically disambiguated then no further processing 
is necessary at the syntactic level. For the remaining words, syntactic analysis takes place 
in two stages. The first stage is a direct mapping from morphology to syntax. The idea 
behind this is that from any morphological feature there is a direct mapping to a limited 
number of syntactic functions. Different morphological features have different mappings 
to syntactic functions. These mappings are expressed as lists consisting of

• a string of the input - usually a morphological feature or a base-form.
• a context condition, (optional)
• the syntactic function(s).

The mapping functions are listed in order of increasing specificity. The mappings to single 
syntactic functions only are given first, and those giving mappings to all allowable syntactic 
functions that a word or feature can have are specified last. An example of a specific 
mapping would be from N to @SUBJ in a clause-initial position:

("N" ((-2C CLB) (-1C DET/GEN) (1C VFIN)) "@SUBJ")

The context condition in this case checks that there is a clause boundary two positions to 
the left, (-2C CLB), the initial word (one to the left) is a determiner or is in the genative, 
(-1C DET/GEN), and that the following word is a verb, (1C VFIN). In a non-restrictive 
mapping there would be "NIL" in place of the context conditions.

At the end of the first stage, each word will have been assigned one or more syntactic 
function labels depending on the specificity of the mapping used. The second phase of 
syntactic analysis is similar to disambiguation at the morphological level. Each word that 
has more than one syntactic function label is processed in the second stage to reduce the 
set of labels to only the appropriate one(s). This is achieved through a set of syntax rules 
which are expressed in basically the same way as the morphological disambiguation rules.
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An example of such a rule states that a word can have the syntactic function "@I-OBJ" 
(indirect object) only if there is somewhere to the left a word with the label "<SVOO>" 
(marking a verb governing two objects and a subject):

(@w =s0 "@I-OBJ" (NOT *-1 I-OBJ))2

A  further component of the syntax module is the operation of the so-called Uniqueness 
Principle, which states that there may be at most one occurrence of a given syntactic tag 
in a clause. What this in effect means is that whenever one of the functions has been 
assigned as the only syntactic reading of a word, no other un-coordinated instances of the 
same function are allowed within the same cluase. The Uniqueness Principle has been 
incorporated into the formalism itself so no additional rules needed to be written for this 
purpose. An example of the output from syntactic analysis is:

remove
remove " < S V O >  < S V >  V IMP VFIN @ +FM A IN V  “ 

the
the ■ < D e f>  DET CENTRAL ART SG/PL @ D N >  " 

fuel
fuel ■ < -ln d e f>  N N O M  SG " @ N N >  

pump
pump " N N O M  SG * @ OBJ  

and
and 1 C C  @ C C  • 

filter
f i l te r " N N O M  SG " @ OBJ
filter 1 < S V O >  < S V >  V IMP VFIN @ +FM A IN V  ’

from
from " PREP " @ < N O M  @ ADVL 

the
the " < D e f>  DET CENTRAL ART SG/PL @ D N >  “ 

pump
pump ' N N O M  SG ‘  @ N N >  

unit
unit " N N O M  SG " @ < P

2 The set l-OBJ contains the label “<SVOO>".
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We can see that in this example most of the words have been fully disambiguated. The 
exceptions are "filter" which is morphologically ambiguous between a noun and a verb (and 
so is therefore syntactically ambiguous between the object or a verb) and the word "from" 
which is syntactically ambiguous between a preposition and an adverbial. The label 
"@NN>" indicates a noun modifying another noun to the right and the label "@<P" 
indicates a prepositional complement (post-modifying a preposition to the left).

I have included as APPENDIX A  an example of the output from each stage of the 
linguistic analysis of a sample sentence. For a detailed and comprehensive description of 
the linguistic processing described here, the reader is referred to [Karlsson 1991].

4.5 Problematic Linguistic Phenomena.

I have mentioned previously the existence of some problematic linguistic phenomena at 
some levels of linguistic processing and how these problems can only be overcome by 
recourse to higher level processing. At the morphological level, problems are caused by 
lexical ambiguity which occurs with words like "bank", "glance" and "mn" which can be 
categorized as either nouns or verbs, and the word "mine" which could be categorized as 
a noun, verb or pronoun. In most cases it is possible to disambiguate these words by 
refering to the context in which they are used. For example in the sentence "The athlete 
ran twenty miles", "ran" can be correctly categorized as a verb by analysing the categories 
of the other words in the sentence. This disambiguation process takes place explictly in 
the language analysis process and has been described earlier. In some cases, however, it 
is impossible to disambiguate by refering only to the syntactic level and some semantic 
information is necessary. The sentence "The CPU signal intennpts transfer activity" gives an 
example of such a case. Here the words "intennpts" and "transfer" can both be analysed as 
nouns and verbs and it is impossible to know which is which: "The CPU signal interrupts 
transfer activity" or "The CPU signal intemipts transfer activity". In the natural language 
processing system that is described here, such unresolvable ambiguity is reflected in multiple
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analyses of words in the output of linguistic processing (like the word "'filter* in the example 
earlier).

At the higher level, problems are caused by syntactic ambiguity which is a result of 
singularly unambiguous words being combined in different ways to form ambiguous 
constructs. This type of ambiguity cannot be disambiguated without recourse to semantic 
level processing. Since there is no semantic processing in the language analysis software 
used here, this ambiguity must be dealt with in some other way. One possibility is to ask 
the user to intervene and to use human semantic knowledge to disambiguate. I feel 
however, that this is undesireable and I propose that syntactic ambiguity should be retained 
and that it can be implicitly encoded in a syntactically-based text representation. This 
proposal is based on the hypothesis that, in an information retrieval context, it is not 
necessary to explicitly disambiguate in order to have a single correct analysis for every 
language construct but rather, it is sufficient to encode all possible interpretations of each 
construct so that each interpretation is available for matching at retrieval time. This 
approach to ambiguity was also taken by Metzler previously [Metzler & Haas 1989]. In 
order to support this proposal for handling ambiguity in structured text representations, I 
carried out a survey of the types and frequency of syntactic ambiguity in natural language 
and, in particular, I studied the following types of ambiguity which must be taken into 
account in any information retrieval system.

4.5.1 Distribution over Conjunction.

In many cases there is ambiguity associated with conjoined constructs. This ambiguity can 
arise for two reasons - the distribution of modifiers over a conjoined head construct and 
the analyses of words which can function as either heads or modifiers in a conjoined 
construct modifying a head. Examples of each of these are:

Inspect the bearing cups and cones.
@  + FMAJNV @ N N >  @ OBJ @ C C  @OSJ

Inspect the hub and bearing components.
©  + FMAINV @ N N >  @ C C  @ N N >  © O B J

@OBJ
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In the first case the distribution of the modifier "bearing" is ambiguous because the text 
could be dealing either with "bearing cups" and "cones" or with "bearing cups and bearing 
cones". This ambiguity is retained after the linguistic processing because the syntactic label 
"@NN>" refers to a noun modifiying some other noun to the right. It does not specify 
whether the modified head is a single noun, a nominal compound or a conjoined construct. 
In the second example, the syntactic function of the word "hub" is ambiguous between 
being an object or a modifier of the word "components": i.e. the text could refer to the 
"hub" and the "bearing components" or the "hub components and the bearing components".

Conjunction can also cause ambiguity when used to conjoin prepositional phrases. This 
causes particular problems becuase prepositional phrases often present ambiguity problems 
in themselves.

4.5.2 Prepositional Phrase Attachment.

Prepositions are probably the most frequent and complex contributors to syntactic 
ambiguity. The complexity of prepositions is to some degree simplified in our case because 
of the explicit coding of complex prepositions in the master lexicon. The fact that complex 
prepositions such as along with, out of, except for, owing to, etc. and the even more complex 
multi-word prepositions such as in case of, in spite of, in accordance with, by means of, on 
behalf of, for the sake of, etc. are dealt with as single word units reduces somewhat the 
problems that have to be dealt with at later processing stages.

The problem with prepositions does not lie in the individual words or prepositions but in 
the way that prepositional constructs are often combined, sometimes in very complex ways. 
An example of this is the unlikely, but yet grammatically correct sentence:

Remove the seal from the fuel pump with the red top to the right o f the engine in the 
car with the dent in the back from a crash on the road to Dublin during the icy spell 
of weather in 1988.
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This sentence has no less than thirteen prepositional phrases. The complexity associated 
with multiple prepositional phrases is one of reference or attachment; i.e. to what is the 
preposition referring. If we take a simple example:

Remove the bolt with the square head.
@ +FM A IN V  @ OBJ @ PREP @ A N >  @ < P

Remove the bolt with the red screwdriver.
@ +FM A IN V  @OBJ @ PREP @ A N > ® < P

In the first case the prepositional phrase "with the square head" should be attached to the 
noun "bolt" whereas in the second case "with the red screwdriver" should be attached to the 
verb "remove". Both of these sentences are syntactically identical so there is no obvious 
way to disambiguate them. The ambiguity can become much more complicated when there 
are several prepositional phrases since prepositions can possibly be attached to preceeding 
prepositional complements as well as to the verb and object or subject of the sentnece. 
A  much used example of prepositional ambiguity which was mentioned earlier, is

I  saw the man with the telescope.
@ SUBJ @ +FM A IN V  @OBJ @ PREP @ < P

I  saw the man on the hill with the telescope.
@ SUBJ @ +FM A IN V  @OBJ © P R E P  @ < P  @ PREP @ < P

In the first case here the phrase "with the telescope" can be attached to either "salt'" (I was 
using the telescope to see the man) or "the man". In the second case "with the telescope" 
can again be attached to "saw" and "the man" but can also be attached to "the hill" (the 
man that I saw was on a hill that also had a telescope on it). There is no way to know 
with 100% confidence which attachment is correct so I would argue that the best way to 
handle this is to ensure that all possible attachments are somehow preserved or encoded 
during indexing so that during the retrieval task, each possible interpretation is available 
for matching and possible retrieval: i.e. one would expect the above sentence to be 
retrieved in response to user searches for information about both "men with telescopes" and 
"hills with telescopes".

As stated earlier, conjunctions can combine with prepositions to form a type of ambiguity
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that I call attachment of prepositional phrases over conjunction. A  sim ple exam ple o f  
this w ould be,

T h e n u ts  a n d  b o lts  in  th e  box.
@SUBJ @CONJ @SUBJ @PREP @ <P

w here w e definitely know that the prepositional phrase "in th e  b o x " can b e attached to  
"bolts" but w e cannot b e sure w hether or not it should be attached across the conjunction  
to "nuts". This is the sim plest case. Things can b ecom e m ore com plicated if  there are 
prepositional phrases on  each side o f  the conjunction. For exam ple

I  sa w  a  co p  in  a tre n c h c o a t a n d  a ro b b er  in th e  a lley. [M etzler e t a l. 1990]
©SUBJ @ +FMAINV ©O BJ ©PREP @ <P @CONJ @OBJ @PREP @ <P

I  sa w  a  co p  in a tre n ch co a t a n d  a gu n  in  th e  p o c k e t.
@SUBJ @ +FMAINV @OBJ @PREP @ <P @CONJ @OBJ @PREP @ <P

I  sa w  a c o p  in a tre n c h c o a t a n d  a ro b b er  f r o m  th e  ba lcon y .
@SUBJ @+FMAINV @OBJ ©PREP @ <P @CONJ @OBJ @PREP @ <P

I  sa w  a  c o p  in a  tre n ch co a t a n d  a  ro b b er  in  h is  cu sto d y .
@SUBJ @+FMAINV @OBJ ©PREP @ <P @CONJ @OBJ @PREP @ <P

In all cases the attachm ent o f  the first prepositional phrase is straightforward since it may 
only b e  attached to  either o f  "saw" or "cop". T he attachm ent o f  the secon d  prepositional 
phrase, how ever, is not as sim ple. T h ese exam ples show that the secon d  prepositional 
phrase may b e attached to the "ro b b er" and may also b e attached across th e conjunction to  
"saw", "cop" or "trenchcoat". T he attachm ent is further com plicated by the fact that in som e  
cases there may b e  m ore than o n e  valid interpretation (even  w hen  using all forms o f  higher  
level know ledge). T he first case above is an exam ple o f  this. T h e prepositional phrase "in 
th e  a lley" can obviously be attached to  the "robber" but it can also b e  validly attached to the  
"cop" (both  the cop and the robber may b e  in the alley). Such distinctions cannot b e  m ade  
using just syntactic information: all o f  the exam ples above have an identical syntactic 
construct and can only be truely disam biguated using sem antic level processing. I believe  
that cases such as these provide support for my proposal to som eh ow  deal with the  
problem s o f  ambiguity rather than presenting them  to a user. B ecau se o f  th e frequency  
o f  occurance o f  prepositions and conjunctions and the com plexity o f  ambiguity that can
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result from  com bining them , I fee l that the explicit disam biguation o f  such constructs would  
prove to o  great a cognitive task for the average inform ation retrieval system  user.

4.5.3 Adverbial Ambiguity.

T he problem  o f  adverbial ambiguity is like that o f  prepositions, o n e  o f  reference or 
attachm ent. Adverbs are words like quickly, slow ly , p o ss ib ly , p r o b a b ly  e tc . . N o t all adverbs 
are ambiguous. For exam ple in "th e  ro b b er  q u ick ly  ran  in to  th e  w oods" , w e  know  that the  
text is dealing with a robber w ho "ran qu ick ly in to  th e  w oods" . This may seem  obvious but 
in the sen ten ce  "the ro b b er  p r o b a b ly  ran  in to  th e  w oods", w e cannot b e  sure w hether "the 
ro b b er  p ro b a b ly  ra n  in to  th e  w oods"  or "the ro b b er  p ro b a b ly  ra n  in to  th e  woods".

A lthough th e problem  o f  adverbial ambiguity is similar in nature to  that o f  prepositions, it 
is now here near as com m on. T h e statistics presented later show  how  few  words b elong to  
the adverb category in the sam ple texts used. O f particular im portance to the application  
under consideration here is the probability o f  an adverb being used in a user retrieval 
query. For exam ple, a user is unlikely to request texts dealing with "robbers w h o  p ro b a b ly  
ran  in to  w oods". It is possible how ever, that a user w ould specify a retrieval request 
containing an adjective which should match the use o f  the b ase form o f  th e adjective in an 
adverbial context. For exam ple it w ould  not be unlikely for a user to  exp ect an inform ation  
retrieval system  to  match the phrases

E ffic ien t a lgorith m s.
@ AN> @NPHR

A n  a lgorith m  f o r  e ffic ien tly  so rtin g  a irays.
@SUBJ @PREP @ADVL @ +FMAINV ©OBJ

I would claim that this also provides support for the idea o f  building text representatives 
based on  rich syntactic inform ation and using com plex m atching techniqes at retrieval tim e  
to  facilitate th e m atching and retrieval o f  such constructs.

38



4.5.4 Ellipses.

A  good  account o f  ellipses is given in [M etzler e l al., 1990], T hey describe ellipses as a 
problem o f  conjunction w here p ieces o f  conjuncts are om itted. T hey reference a paper 
by H uang [H uang 1984] which classifies ellipsis into three categories :

Gapping: W hen a verb, and possibly its object, are om itted  from a conjunct (but n ot  
from the leftm ost o n e). For exam ple, "John w e n t to  S c o tla n d  a n d  J im  to  E ngland''.

Right node raising: W hen the object is om itted  from a conjunct (but not the
rightmost on e). For exam ple, "I sa w  a n d  Joe h e a rd  th e  shooting". Further com plexity  
and ambiguity can b e introduced if the first verb is optionally transitive. For exam ple,
"I a te  a n d  y o u  d ra n k  eve iy th in g  th ey  brought'' [M etzler 1989], as in this case I could  
have eaten  either som ething that is not referred to or everything they brought.

Reduced conjunction: W hen conjuncts contain incom plete constituents. For
exam ple, "T h e p ro fe sso r  r e a d  through  a n d  g ra d e d  th e  ex a m  scripts."  w here the  
prepositional phrase "through th e  exam  scripts"  is incom plete in the first conjunct.

Traditional m ethods o f  processing elliptical constructs involve identifying the om ission  
(usually using the com p lete cojnuct as a pattern) and filling it by copying the appropriate 
filler from the com p lete conjunct. For exam ple, in "John w e n t to  S c o tla n d  a n d  J im  to  
England"  this w ould involve identifying this as a case o f  gapping with the verb "went" being  
om itted from  the right hand conjunct and then  copying (or creating an explicit link from) 
the verb from the left hand conjunct to fill th e  gap. This can be a com plex procedure and 
in cases o f  right n od e raising with optionally transitive verbs it is im possilbe to tell w hether  
there should b e an object or not.

Again, I b elieve that representing elliptical constructs in a rich structure based on  full 
syntactic inform ation will allow a retrieval m atching algorithm to  in fer  im plicit inform ation  
and successfully m atch and retrieve the appropriate interpretations.
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4.5.5 How Often Does Syntactic Ambiguity Occur ?

T here as b een  n o  study that I am aware o f  that has looked  at th e frequencies o f  different 
types o f  ambiguity in texts and how it effects text retrieval. S om e work on  m ore general 
topics has b een  done, how ever. A  group o f  researchers at Syracuse U niversity in the U .S. 
have done work on  investigating the distribution o f  anaphors and how  anaphoric resolution  
w ould e ffect retrieval efficiency [Bonzi & Liddy 1989], but this linguistic p h enom enon  
occurs at th e discourse level and is beyond the scop e o f  the work reported here.

A n oth er group at the University o f  M assachusetts at A m herst has investigated how  the  
interpretation o f  nom inal com pounds can b e d on e using a know ledge in tensive algorithm, 
which is im portant for inform ation retrieval [Gay & Croft 1990]. Their conclusion, based  
on a sam ple o f  som e hundreds o f  nom inal com pounds, is that it can b e  d on e  autom atically  
but they question  its worth in terms o f  the im provem ents it could  m ake on  retrieval 
perform ance. In my case, the problem  o f  ambiguity in nom inal com pounds is handled by 
the lexicon during linguistic processing, but th e  important point to  b e  taken  from their 
work is that they found nom inal com pounds to  b e very widespread, especially  in user 
queries.

D esp ite  the fact that there have b een  no studies o f  ambiguity in text there have b een  
several studies o f  the structure o f  texts. K now ing the type o f  constructs and the classes o f  
words that can cause ambiguity, the statistics provided by th ese  studies should enable us to  
m ake som e judgem ents as to how  often  ambiguity arises.

A  com prehensive study o f  th e syntactic structure o f  English text was carried ou t at the  
University o f  G othenburg by Alvar Ellegaard and reported in [Ellegaard 198?]. T he study 
was based on  a subset o f  texts from the Standard Corpus o f  P resent-D ay A m erican English, 
com piled at Brown University. This corpus is m ade up o f  500 texts o f  about 2,000 words 
each, covering a w ide range o f  subjects and prose styles. T he subset o f  the Brown corpus 
used for the Ellegaard survey consisted o f  64 texts from four different categories, Popular  
fiction (N ), Journalism (A ), Literary essays (G ), and S cien ce (J) (16  texts from each  
category). W hat Ellegaard did was assign students to do manual syntactic analyses o f  the
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texts and turn th e  results into m achine-readable format. They then com piled  a huge am ount 
o f  statistics on  the syntactic structures used in the texts.

The texts that Ellegaard worked with consisted o f  128,000 words grouped in to  62,381 
phrases, further grouped into 17,900 clauses or 7,100 sentences. O f th e  sen ten ces in the  
collection , 29.3%  contained only on e  clause, 49.1%  contained 2 or 3 clauses, 16.9%  
contained 4 or 5 clauses and only 4.7% contained  6 or m ore clauses. O n average, the  
sen ten ces contained  2.5 clauses which w ere evenly distributed over the d ifferent text types. 
T he average clause length was 7.1 words which w ere longer in the scientific texts and 
shorter in the popular texts. T he depth o f  em bedding o f  clauses in sen ten ces was 1.9 on  
average. A  sen ten ce  like "He w ish e d  to  le a v e  w h en  h e  w a s  re a d y " contains a depth  o f  
em bedding o f  3, w hile the sen ten ce "I ca m e , I  saw , I  conqu ered"  contains a depth  o f  1. The  
average depth o f  em bedding o f  clauses is o ften  used as an indicator o f  th e  com plexity o f  
the text.

O ne o f  the first interesting points to em erge from the Ellegaard work is the fact that the  
different text types do not have many distinguishing characteristics as far as syntactic 
constructs are concerned. W hat distinguishes popular texts from scientific on es m ost is the  
length and com plexity o f  the individual phrases making up the clause, but at the clause  
level all th e texts are quite similar. Phrases are only an average o f  1.7 words long in the  
sam ple o f  popular texts and 2.4 in scientific ones. O nly 4% o f  phrases in popular texts are 
m ore than 3 words w hile the corresponding figure for scientific on es is 20% . Considering  
the com paratively small d ifferences b etw een  text types, the statistical results presented  by 
Ellegaard provide a sound basis for making assum ptions about the distributions o f  clauses, 
clause types, phrase types, phrase constituents and word classes, in texts.

T he statistical results presented in the Ellegaard work can b e  classified under th e  general 
headings; "The structure of sentences in terms of clauses", "the structure of clauses in 
terms of constituents" and "word classes". U sing the statistics presented  for the frequency  
o f  words from different classes, I believe it is possible to m ake certain predictions about 
the frequency o f  d ifferent types o f  ambiguity, as described in th e  previous sections. T he  
statistics for word class frequencies presented in Table 4.3 have b een  taken from  Ellegaard.
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Table 4.3: Frequencies of Words of Different Categories.

Text type
Word class. N A G J ALL(%)
Common nouns 187 180 260 254 242 217 294 261 23.7
Proper nouns 26 39 59 87 19 29 10 8 3.5
Articles 94 86 102 104 112 95 123 101 10.3
Numerals 7 10 23 47 12 11 28 21 2.0
Adjectives 50 47 60 60 84 90 94 107 7.4
Adverbs 66 82 31 41 53 57 41 51 5.3
Negations 10 10 5 3 6 9 3 4 0.6
Pronouns 174 162 64 72 109 120 48 67 10.2
Verbs 231 226 173 169 176 179 163 160 18.5
Prepositions 104 96 117 120 128 125 152 143 12.3
Infin. to 15 15 16 13 14 15 11 11 1.4
Conjunctions 53 62 43 47 68 63 49 65 5.6
Unclassified 0 1 0 1 0 6 9 14 0.4
Rest 1 1 0 1 0 1 0 1 0.1

T he reason that there are two columns for each type o f  text is that the 16 texts from  each  
category w ere divided into two groups o f  eight. This was d on e to obtain a m easure o f  th e  
hom ogeneity within each  group. T he im portant colum n (A L L  %) is th e  rightm ost o n e  
which gives, for each  word class, the overall percentage o f  words in  the texts that belonged  
to that class. A s would b e expected, nouns (27.2% ) and verbs (18.5% ) are th e  m ost 
frequent word types. O f im portance to  us in looking at ambiguity how ever, is th e fact that 
12.3% o f  the words in the texts are prepositions and this is th e  third m ost com m on word  
category. I have earlier outlined the com plexity involved with the problem  o f  prepositional 
phrase attachm ent. Com bining the com plexity o f  the problem  with the frequency o f  
occurance seen  here, it is obvious that som e m ethod o f  autom atically handling the  
ambiguity involved with prepositional attachm ent is required. I will describe later how  
prepositions are included in my proposed structured representation  o f  text in such a way 
that no explicit disam biguation is necessary but all interpretations are preserved and 
available for m atching at retrieval time.
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The other word types that can cause the types o f  ambiguity w e  are concerned  with are 
conjunctions (5.6% ) and adverbs (5 .3 % ). A s m entioned  earlier, the problem  w ith adverbial 
ambiguity is o n e  o f  attatchm ent, like that o f  prepositions. T he d ifference b etw een  the two 
is that adverbial ambiguity is neither as com plex, since there are relatively few  possible  
attachm ents that may exist for an adverb (usually only tw o), nor as com m on, since adverbs 
occur only half as frequently as prepositions in text. I have also m entioned  earlier th e fact 
that adverbs may b e  o f  little im portance in an inform ation retrieval environm ent because  
o f  the role they play in the retreival process.

A lthough conjunctions are not very com m on, they can contribute to ambiguity in many ways 
- distribution o f  heads/m odifiers, attachm ent o f  prepositions, and ellipses. It w ould be  
useful to have statistics that differentiate b etw een  the different uses o f  conjunction in text. 
T he text representation  that I will propose is capable o f  representing ambiguity associated  
with the distribution o f  heads and modifiers and the distribution o f  prepositions over  
conjunction and although it is also capable o f  dealing with elliptical constructs, it is likely 
that in  an inform ation retrieval system such constructs w ould b e  disassem bled into m ore  
than o n e  analytic at indexing time.

In order to provide further argument against asking users to  perform  explicit 
disambiguation, in the sam ple texts o f  128,000 words there are 463 possible disam biguations 
in the texts on  Popular fiction, 399 in the Journalistic texts, 494 the Literary essays and 498  
possible disam biguations in the Scientific texts. Assum ing, in this case, that all occurances 
o f  these word classes are in som e way am biguous, the user w ould have to  m ake and 
average o f  400 disam biguations per 2,000 words. It is unrealistic how ever to  assum e that 
all occurances o f  words o f  these classes are am biguous. M odifying th e assum ption then, 
to state that 50%  o f  prepositions, adverbs and conjunctions are in som e way ambiguous, 
leaves the user disambiguating 200 constructs per 2,000 words o f  text, or on e  
disambiguation for every 10 words. This figure, along with the com plexity o f  the  
disambiguation task for som e constructs, illustrates the advantages to b e  gained in finding 
som e m ethod o f  autom atically handling syntactic ambiguity in an inform ation retrieval 
environm ent.
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Chapter 5.

A Structured Representation 
of Text
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5.1 Introduction.

Earlier in this thesis I identified several aims for the design o f  a structured representation  
o f  text for use in inform ation retrieval. T h e representation  should be rich  en ou gh  to  
encom pass all aspects o f  syntactic description and to  m ake this inform ation available to a 
m atching algorithm for text retrieval, the representation should b& flex ib le  en ou gh  to en cod e  
implicitly all lexical and syntactic ambiguity rem aining after the linguistic analysis and 
disambiguation processes so that each interpretation o f  an am biguous construct is available 
for retrieval, and the representation should b e p o w e r fu l  en ou gh  to  provide m ore effective  
text retrieval than straight string m atching o f  norm alized phrase indexes.

In designing such a text representation, I had to constantly bear in mind the application for 
which it w ould b e used. O f particular im portance in my case was th e fact that this text 
representation was to  be used for the retrieval o f  texts from a database, so  som e com plex  
matching algorithm would have to be designed in order to m atch query representations to  
text representations during the retrieval process. T here existed  the possiblity that the  
definintion o f  a structrued representation  o f  text may b e in som e way constrained by the  
fact that th ese  structures would have to be m atched with som e d egree o f  flexibility, with  
the aim o f  establishing w hether two text segm ents w ere dealing with the sam e topic. This 
constraint was rem oved how ever, by surveying som e current structure-m atching techniques. 
I discovered that som e very com plex m atching algorithms w ere already in u se  and much  
research had b een  d on e in making th ese  algorithms quite efficient [Shapiro & Haralick  
1979] [Haralick and Elliot 1979] [Shapiro & H aralick 1981], In particular, o n e  application  
that had already used com plex m atching algorithms to great e ffect was the m atching o f  
com plex m olecular structures in large chem ical databases [Levinson 1984]. T h e discovery 
that such m atching algorithms existed for m atching these com plex three-dim ensional 
structures rem oved any restrictions that I may have considered to  exist for th e  defin ition  
o f  a structured text representation.

W hatever the structure or com plexity o f  the text representation that I devised, it had to 
b e based on  the m orpho-syntactic description o f  language provided by the linguistic analysis 
softw are described in the previous chapter. A lthough linear in nature, this description is
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quite rich in inform ation and because it is based on  the functional d ependency syntax, it 
contains m uch implicit inform ation about the hierarchic r e la t io n s h ip s  b etw een  words acting 
as heads and modifiers. T he construction o f  a text representation around this analysis 
would consist o f  extracting this inform ation and making it explicit in th e  structure o f  the  
representation and then augm enting this through the full com plim ent o f  m orphological and 
lexical inform ation provided.

In the initial stages o f  my research, I investigated two possible formalisms for a structured  
representation o f  text. The first was a sim ple linear structure based o n  the sam e linear 
structure o f  the linguistic output, and the second  was a tree-structure constructed by 
extracting the relationships betw een  words from the syntactic function labels o f  the linguistc 
output. It becam e apparent very quickly that th e tree-structured representation  was much  
m ore powerful than the linear on e. T he tree structure m ade it easier to  en cod e  the  
dependency relationships b etw een  words and it seem ed  likely that th e  tree  structure would  
provide for th e  easier developm ent o f  a m atching algorithm since many tree searching  
algorithms already existed. A n exam ple o f  the type o f  tree structure that w ould be used  
to represent the phrase "An a n a ly s is  o f  sc h e m a  f o r  c la sssify in g  th e  su b je c t o f  tex tu a l  
in form ation "  is given in Figure 5.1 below .
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A n important consideration that was also borne in mind during th e  initial investigations o f  
suitable structures for text representation was the size o f  text segm ents that w ould  be  
encoded  in these structures. A  lim itation that I fe lt existed  in previous work o n  using 
phrases as text representatives was that the phrases w ere usually lim ited to  tw o or three  
words. I believed  that structured text representatives should b e  based o n  anything from  
two or three word nom inal com pounds to  com p lete sen ten ce  clauses or w h o le  sentences. 
A  sim ple linear structure would becom e too com plex at this level w hereas the hierarchic 
nature o f  the tree structure is perfectly suited to representing the relationships b etw een  
clauses and clause constituents at any level.

Having decided that a tree structure was suitable for representing text segm ents for my 
purposes, I then  set about organizing the structure in such a way as to  achieve th e aims 
outlined at the beginnig o f  this section: richness, flexibility and pow er. T he resulting text 
representation has b een  given the nam e o f  Tree Structured Analytic (TSA), w h ere an 
analytic is a text segm ent identified as being relevant to the text con ten t and is extracted  
during th e indexing phase o f  an inform ation retrieval system. T h e characteristics o f  the  
TSA representation are as follows:

5.2 Tree Structured Analytics.

A fter much m odification, I finalised a tree structure that I felt encom passed  all o f  the  
desired features for the purpose o f  inform ation retrieval. T h e main characteristics o f  that 
structure are:

• T he basic structure is a binary tree.
• W ord inform ation is stored at the lea f nodes.
• W ord inform ation consists o f  the text form o f  the word, the m orphological base form  

o f  the word and the syntactic function label o f  the word.
• Conjunctions are stored at the ancestor n od e which governs all o f  th e conjunct 

structures (sub-trees).
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• Prepositions are stored at the ancestor n od e w hich governs the prepositional 
com plem ent construct (sub-tree).

• D irect pre-m odifier/head relationships are em phasised by an asterisk (*) at the parent 
o f  the head noun.

A n  exam ple T S A  for th e  sen ten ce "R e m o v e  th e  f u e l  p u m p  s e d im e n t b o w l a n d  f i l te r  f r o m  th e  
to p  o f  th e  p u m p  unit" is given in Figure 5.2.

In the interest o f  legibility the m orphological base forms o f  the words have b een  om itted  
and only th e  text forms o f  prepositions and conjunctions have b een  included in th e TSA s 
illustrated in this thesis, but all o f  this extra inform ation is stored in th e actual 
representations. I found how ever, that the m orphological feature inform ation and the  
lexical inform ation supplied by the lingusitic softw are was too  detailed  and to o  specific for 
the purpose o f  inform ation retrieval so this is n ot stored. N o te  too, that in the above
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diagram, there are two syntactic function labels present for the word "filter" which is 
lexically am biguous in this context. This ambiguity was present after th e  lingusitic analysis 
and has b een  retained in the text representation  with the purpose o f  m atching against the  
noun  or verb forms o f  th e word at retrieval tim e. A ll am biguities resulting from m ultiple  
lexical or syntactic analyses are stored in this fashion at the word nodes.

T h e organisation o f  the representation as binary trees also holds th e  key to th e m ethod o f  
dealing with th e other forms o f  m ore com plex ambiguity detailed in C hapter 4. B ecause  
the representation is a tree structure, th e m atching algorithm is basically a tree traversal 
algorithm (although much enhanced). It is in the traversal o f  d ifferent paths through these  
tree structures at m atching tim e that the algorithm can match against different 
interpretations o f  ambiguous constructs. This is best explained through th e  use o f  som e  
examples.

5.3 Encoding Ambiguity in Tree Structured Analytics.

5.3.1 Distribution over Conjunction.

Exam ples w ere presented earlier for two d ifferent types o f  ambiguity due to  conjunction. 
T h e first was due to  the ambiguous distribution o f  a m odifier to  a head over a conjunction  
and the second  was du e to the ambiguous nature o f  a noun w hich could  function as either  
a head or a m odifier. T he exam ples given w ere the phrases "Inspect th e  b ea rin g  c u p s  a n d  
cones"  and "Inspect th e  h u b  a n d  b earin g  com pon en ts" . T h ese two types o f  conjunctive  
ambiguity are dealt with in a slightly different way in the T ree Structured Analytic 
representation. In the second phrase m ost o f  the ambiguity is directly associated with the  
word "hub" and this is reflected in the structure by the presence o f  tw o syntactic function  
labels. T he T S A  structure for this phrase is given in Figure 5.3.
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B ecu ase o f  the fact that there is only o n e  T S A  structure built for each  text sequence, the 
structure will always favour o n e  interpretation o f  an am biguous construct over another, 
even  though both  are encoded. In this case the favoured interpretation is that o f  "Inspect 
th e  h u b  c o m p o n e n ts  a n d  th e  bea rin g  co m p o n en ts"  because the word "hub" has b een  included  
under the direct pre-m odifier/head relationship marked by the asterisk. T he second  
interpretation is encoded  through th e second syntactic function o f  the word "hub". This 
m eans that a retrieval query relating to "Inspecting th e  hub"  will score a p erfect m atch  
against the above T S A  becuase the m atching o f  the word "hub" will take place against the  
@ O B J  interpretation.

In the second  exam ple, the ambiguity is en cod ed  entirely in the structure o f  the TSA . T he  
two interpretations are found by tracing different paths through the tree structure and by 
using th ese  different paths to establish different syntactic relationships b etw een  th e  words. 
T he T SA  for the phrase "Inspect th e  bea rin g  cu ps a n d  cones"  is presented  in F igure 5.4.

In the T S A  illustrated, both interpretations o f  "Inspect th e  cones"  and "Inspect th e  b earin g  
cones"  have b een  encoded in the structure, although the actual tree structure favours the  
interpretation o f  "Inspect th e  b earin g  cones"  over "Inspect th e  cones" . T h e latter 
interpretation can be m atched by simply ignoring the part o f  the tree structure containing
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the m odifier "bearing", the conjunction "and", and th e other object "cups". R ather than  
com pletely ignore all o f  this inform ation how ever, it may b e  very usefu l to  use these  
res id u a l words to identify the fact that there is ambiguity involved in th e  structure. In this 
case the words "and" and "cups" can be used to discover that the word "cones" is 
participating in an ambiguous conjunctive construct. I will describe later how  the algorithm  
for m atching th ese  T SA  structures can use this inform ation to  suitably m odify the match  
score in order to  reflect the am biguous nature o f  the match that has occurred.

5.3.2 Prepositional Phrase Attachment.

T he ambiguity associated with attachm ent o f  prepositional phrases is also handled by 
encoding m ultiple interpretations in the structure and then extracting th ose  interpretations 
at m atching tim e by following different paths through the tree. T h e T S A  structure for the  
phrase "I sa w  th e  m a n  o n  th e  h ill  w ith  th e  telescope"  is illustrated in F igure 5.5.

This T S A  structure favours the interpretation o f  "I sa w  th e  m a n  o n  th e  h ill w ith  th e  
telescope" but the other attachm ents o f  the preopsition "with" are also encoded . It is
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possible for exam ple, to  trace a path b etw een  the words "hill" and "telescope"  in order to  
m atch the interpretation relating to the "hill w ith  th e  te lescope" . I f  this interpretation is 
m atched then th e  only residual word along the path from "hill" to  "telescope"  is "on" but the  
fact that this is a preposition allows the m atching algorithm to  infer that there is ambiguity 
involved with th e attachm ent o f  the preposition "with" to  the noun "hill". T he  
interpretation involving the "m an w ith  th e  telescope"  presents a very similar case.

A  m ore com plicated case o f  ambiguity was described w hen there was an occurance o f  
conjunction and preposition in the sam e sen ten ce  or analytic. O n e o f  the exam ples used  
was the phrase "I sa w  a c o p  in a tre n c h c o a t a n d  a ro b b er  in  th e  alley". A s with all other  
forms o f  syntactic ambiguity, the T S A  for this phrase has the ambiguity en cod ed  in the tree  
structure. T he T SA  is drawn in Figure 5.6.

In this case the main problem  was to en cod e the ambiguity so  that it w ould be possib le to  
infer that the cop may have b een  in the alley. This interpretation is en cod ed  h ere but it 
w ould score very poorly in a m atch operation. This is because the syntactic relationship  
b etw een  th e words "cop" and "a lle y ", as identified by their com m on parent, is o n e  o f  
conjunction rather than prepositional attachm ent. T he m atch o f  a preposition  against a 
conjunction would score very poorly. A s will b e described later, th e m atching algorithm
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Figure 5.6: TSA for “/ saw a cop in a trenchcoat and a robber in the alley".

w ould also use the residual prepositions to deduce that there was prepositional ambiguity 
involved in this construct.

A ll other forms o f  syntactic ambiguity are similarly en cod ed  in the T S A  structures. T he  
main task o f  discovering the am biguities is left to the m atching algorithm at retrieval tim e. 
Having described here how  th e T SA  structure m akes it possib le to  discover and m atch all 
interpretations o f  ambiguous constructs, the next chapter will illustrate how  th e  T S A  
m atching algorithm can use residual structure analysis to  discover that a match may have  
occured against an unintended interpretation o f  an am biguous construct and can adjust the  
match score accordingly.

5.4 Building TSA Structures.

A  prototype dem onstration system  for building and displaying T S A  structures for input text 
has b een  im plem ented in C om m on LISP. T he main T S A  construction m odule takes the  
form o f  a rulebase in which th e rules for building tree segm ents are based on  the syntactic  
function  labels o f  the words in the text sequence. T he construction process works left to
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right through the seq u ence in on e  pass, examining the current word and the next word  
adjacent to  it (and in som e cases further ahead), building sub-trees for th ese  and then  
connecting the sub-trees into an overall TSA . Only o n e  T S A  structure exists for each  text 
sequence. A s an exam ple o f  the T S A  construction process, take the text seq u ence  
"C on tro lled  research  in to  tech n iq u es  o f  in fo n n a tio n  indexing, c la ss ifica tio n , sea rch  a n d  

p resen ta tio n .'' which has th e linguistic analysis:

controlled 
control " :=  < S V O >  PCP2 1 @ A N >

research
research " :=  < S V >  < S V O >  < P /in >  < P /o n >  V IMP VFIN @ + F M A IN V  " 
research * N NO M  SG " @ SUBJ © O B J

into
into “ PREP " @ADVL

techniques 
technique ‘ N N O M  PL “ @ < P

of
o f " PREP " @ < N O M -O F  

information
information " < -ln d e f>  N N O M  SG " @ N N >  @ < P  

indexing
index " < S V O >  PCP1 1 @ SUBJ @ < P  @ <N O M -F M A IN V (n) @ -FM AINV(n) 

$C O M M A  

classification
classification * N N O M  SG " @ SUBJ @ OBJ @ APP @ < P  

$C O M M A  

search
search “ N N O M  SG " @ OBJ @ APP @ N N >  @ < P  

and
and “ C C  @ C C  ‘

presentation 
presentation '  N N O M  SG " @ OBJ @ < P

M any o f  the words in this seq u en ce are syntactically am biguous and the word "resea rch " is 
also lexically two-way ambiguous. T he T S A  construction starts o ff  with the word  
"C ontrolled" , discovers that this is an adjectivial m odifier, and exam ines th e next word. This
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is ambiguous b etw een  a main verb, subject or object. T h e T S A  algorithm  knows to  ch oose  
the noun head interpretation for representation purposes b ecau se the preceeding word was 
an adjectivial m odifier.3 T h ese  two words then go togeth er to  form  a pre-m odifier/head  
sub-tree parented by an asterisk (*) to mark the m odification relationship explicitly. 
W orking then with "research" as the current word and th e preposition  "into" as th e  next 
word the construction algorithm begins to  construct a sub-tree for the rest o f  the sen ten ce  
knowing that this sub-tree will be connected  as the right branch o f  the tree under th e  word  
"into". T o  clarify, th e  tree so far is illustrated in Figure 5.7.

T he first word o f  the new  sub-tree is "techniques"  which is a prepositional com plem ent  
(post-m odifier o f  a preposition). T h e next word is another preposition " o f  so  the algorithm  
must again "jump down" and construct a new sub-tree for the rem aining seq u en ce o f  words. 
This new  seq u ence begins with the m odifier "in fo im a tio n " fo llow ed  by a list o f  heads, joined  
by com m as and a conjunction. T he algorithm first builds the T S A  for this com m a-list 
(working left to right through the list on e  word at a tim e) and then joins this to  the  
m odifier "inform ation"  with an asterisk for the m odification relationship. This sub-tree is 
illustrated in figure 5.8 (w ithout syntactic function labels).

3 ... although all interpretations are kept and encoded in the word information.
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This m odification sub-tree, in its entirety, is the prepositonal com plem ent for "tech n iq u es  
o f  and is therefore attached to the right branch o f  this sub-tree and this w h ole tree  
structure is then  th e  prepositional com plem ent o f  "research in to " and is con n ected  as th e  
right branch o f  th e  original tree. T he final T S A  for th e  w h o le  text seq u en ce is then  
illustrated in figure 5.9 below .
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In an indexing environm ent, a T SA  structure would b e  built and stored for each  text 
segm ent or analytic extracted from each  text. T he T S A  w ould  then b e  stored in the text 
database with a pointer from  th e T SA  structure to the original text(s) from w hich th e text 
seq u ence had b een  extracted. It might also be desireable to  construct a term index based  
on  the TSA s with each  term occuring in a T SA  being stored w ith a link to th e  T S A (s) in  
which the word occurs. This term index could then b e  used as a filtering m echanism  at 
retrieval tim e so  that the m atching algorithm would not have to  com pare the query T S A  
to each  and every text T S A  in the database.

This setup can be visualized with the help o f  Figure 5.10 above. For each  text, a set o f  
analytics are extracted for which TSA s are built. B oth  the T SA s and th e original texts 
are stored in th e database and for each T S A  a link is m aintained to the text from  which  
that analytic was extracted so  that, if  that T SA  is m atched successfully at retrieval tim e, the  
appropriate text may b e retrieved. Instead o f  having to m atch every T S A  against the  
retrieval query, it may be beneficial to construct a term index which is d on e by com piling  
a list o f  all th e  words that occur in each T S A  and storing this w ith a link for each  word
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in the list to the TSA s in which it occured. A t retrieval tim e this index can b e searched  
for m atches against the words in the query and only the T SA s with links to  som e or all o f  
those words must be m atched. This results in a tw o-stage retrieval process: first the term  
index is used to  locate  relevant TSA s and then th ese T SA s are m atched to  find and 
retrieve the relevant texts.

5.5 The Representation of Uncertainty.

A s th e d evelopm ent o f  th e T S A  structure progressed, it b ecam e m ore and m ore apparent 
that there was a lo t o f  uncertainty and inexactness associated with the construction and 
m atching o f  th e  representation. For exam ple w h en  a T S A  structure was built for 
ambiguous phrases such as "Inspect th e  b ea rin g  cu ps a n d  cones", there is uncertainty involved  
because the structure will always favour o n e  interpretation over the other, even  though  
both  are encoded. It seem ed  that the T S A  representation should therefore incorporate  
som e sort o f  uncertainty m easures on  th e branches o f  the trees to reflect th e  strength or 
certainty o f  a relationship b etw een  two words or sub-trees. In a survey o f  m ethods that 
w ould b e available for representing such confidence, certainties, probabilities, D em pster- 
Shafer theory and other theories w ere investigated, including the system  o f  calculus used  
in the R U B R IC  system  [Tong e t  al. 1989],

It was decided that n on e o f  these formalisms suited the needs o f  representing uncertain  
interpretations in TSAs, but I also carried out som e investigations as to how  I could en cod e  
certain types o f  con fid en ce values in the tree structures. O n e possibility was to g row  the  
trees into graph structures by creating all possible links explicity and attaching con fid en ce  
values to all uncertain links. A fter som e further investigation how ever, I decided that the  
tree structure as described above was still the best representation and that it w ould  be  
better to incorporate the confidence w eights at m atching tim e rather than trying to  com pute  
them  all at indexing.

T he result o f  this was that the T SA  representation rem ained the sam e but I had gained  
som e valuable insights into som e o f  the necessary aspects o f  a m atching algorithm for th ese
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structures, nam ely that it must be able to  m anipulate w eights and scores to  reflect 
uncertainty and inexactness in the m atching o f  text structures. This actually fitted  w ell w ith  
my prior expectations that the algorithm w ould b e  able to  sco re  m atches so  that texts could  
finally b e  ra n k e d  according to their estim ated relevance to  th e query. This necessary  
m anipulation o f  con fid en ce scores could b e  incorporated into th e  overall scoring m echanism  
so that there would not, in effect, b e  to o  much extra work. By th e  tim e that I had 
finalised the T S A  representation then, there already existed  an inform al specification  o f  
som e o f  th e functions that must b e included in an algorithm  for m atching th ese  
representations for inform ation retrieval purposes.
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Chapter 6

The Matching of Structures for 
Information Retrieval

60



6.1 Necessary Functions of a Text Matching Algorithm.

A lthough som e work had been  done on  structure matching for inform ation retrieval, these  
efforts dealt m ostly w ith the matching o f  sem antic structures such as fram e-based structures 
[Lewis e t al. 1988] or lexical-sem antic relationships [Lu 1990]. C arole H afner also did som e  
work on  structure matching [Hafner 1989] but this was for m atching concepts after 
linguistic analysis by a chart parser rather than for m atching parse trees as in my 
application. In the work described earlier on applying natural language processing 
techniques to inform ation retrieval for the construction o f structured text representatives 
by Schwarz and M etzler, neither have published any details yet about how  the 
representatives would be used at retrieval time. Schwarz has stated  that using the 
dependency trees constructed in the T IN A  project, retrieval would b e  based on  the 
matching o f  both  words and word links but I believe this to  b e a straight matching o f  
normalized structures rather than the application o f  a specialised m atching algorithm. 
A lthough M etzler has published much information about the construction o f  trees by the  
Constituent O bject Parser and described in detail how this formalism can handle all kinds 
o f  ambiguity and discontinuous constituents [M etzler e t al. 1990], there has been  no 
detailed inform ation about how  these structures would be m atched at retrieval time.

T he n eed  for a specialised m atching algorithm for the T S A  structures com es from a 
different breakdown o f  the work loads betw een  indexing and retrieval than is usual in 
inform ation retrieval research. M ost research to  date has involved indexing m odules which 
extract text representatives and store them in som e normalized form. T he user’s search 
query is also transformed into this norm alized form so that the m atching task for retrieval 
is just a straight com parison. For exam ple, the phrases "engine rem ova l"  and "rem oval o f  
th e engine'' w ould both be normalized to som ething like "engine: rem ove"  so  that this could 
b e m atched against user queries for inform ation about "rem oving engines", which would also 
be transformed into that norm alized form. I believe that there is a certain loss of  
inform ation in the process o f  norm alization and that retrieval e ffectiven ess can be improved 
by preserving th e richness o f  the linguistic description from the indexing m odule and using 
all o f  this inform ation to make judgem ents about the similarity o f  phrases or terms at



retrieval tim e. T h ese similarity judgm ents provide naturally for a scoring m echanism  to 
reflect the similarity o f  phrases and so facilitate the ranking o f  texts according to  estim ated  
relevance. H aving th ese  requirem ents in mind, and knowing that the text representatives 
w ere going to  b e organised in a tree structure as described in th e  previous chapter, I knew  
that th e  m atching algorithm would have to be based on a tree traversal algorithm but that 
there would have to  b e  many enhancem ents due to the particular application at hand.

6.1.1 Flexibility.

B ecause o f  the nature o f  natural language and the nature o f  the text segm ents that may 
be used as analytics and represented in T SA  form, the m atching algorithm for comparing 
these structures must be extrem ely flexible. M uch sim plification has been  achieved in the  
past by limiting phrasal indexes to two- or three-word phrases. In the case o f  TSA s, a text 
representative may consist o f  a com plete sentence clause or even  a w h ole  sen ten ce and 
the tree structures can becom e quite com plex with word relationships stretching over large 
sub-trees. A  matching algorithm would have to be able to m atch each word over these  
quite long distances and be able to identify and validate the syntactic relationship betw een  
them . A  feature o f  natural language text is that very often, a concept can b e  expressed  
in many different ways, either using different word forms or by com bining word forms in 
different ways. A  m atching algorithm would have to identify and match similar concepts 
irrespective o f  the m eans used to express them. The need for this type o f  flexible matching 
gives rise to  the second necessary function o f  such a m atching algorithm.

6.1.2 Inexact Matching.

In m atching similar concepts expressed using different word-forms or different syntactic 
structures, the m atching algorithm must have som e means o f  m atching words and structures 
inexactly . T h e need  for this inexact matching arises at two levels.
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T he inexact matching o f  word-forms: i.e. matchng the noun "a n a lys is" to  the verb  
"analyse". In the T ree Structured Analytic representation this is equivalent to  
the inexact matching o f  nodes in the trees. In order to facilitate this m atching  
the algorithm will have available all o f  the word information, including the text 
form o f  the word, the m orphological base form and the syntactic function label.

• T he inexact matching o f  structures or sub-tres: i.e. the matching o f  the sub-tree  
for "engine rem oval"  to the sub-trees for "rem oval o f  th e  engine", "rem ove th e  
engine"  and "rem oving th e  en g in e" (or indeed, "ca refu lly  rem o ve  th e b ig  b rok en  
engine"). This inexact m atching is a superset o f  the first level because it includes, 
first o f  all, the inexact m atching o f  the word-forms at the node level and then  
the inexact matching o f  the structures reflecting the syntactic relationships 
betw een the words.

It is this inexact matching that d ifferentiates this text matching algorithm from oth er on es  
which only perform straight com parison o f  normalized phrases or structures. Through this 
inexact m atching o f  words and structures the m atching algorithm can make judgem ents as 
to the similarity o f  two phrases based on  the exactn ess  o f  the matches o f  the constituents. 
A  further advantage can be gained if som e w eighting or scoring mechanism is used to  
attach actual values to the levels o f  exactness o f  matches. T hese values can then be used  
to com pute overall match scores for text representatives and then texts so that, at the final 
stage, retrieved texts can be ranked or ordered according to their estim ated relevance to  
the initial retrieval query, based on  the scores o f  the consituent matches. This is the third 
item o f  functionality that should be included in a sophisticated text matching algorithm.

6.1.3 A Match Scoring Mechanism.

As with the inexact matching o f  words and structures, the application o f a scoring  
m echanism  to  the matching process can take place at several different stages and at 
different levels o f  matching.
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T he scoring o f  word-form  m atches at the node level. T here should be som e  
scoring mechanism to  reflect the fact that the word "a n a lys is" m atches the word  
"a n a lysis" perfectly but is a variation on the word "analyse”. This w ould play a 
role in matching the phrases "X-ray a n a ly s is" ,"a n a lysis  o f  X -rays"  and "analyse th e  
X-rays". The d ifference in score for matching these words may not be large, but 
it should at least reflect the fact that on e  is a perfect match and th e oth er is not.

• T he scoring o f  inexact structure m atches reflecting different syntactic
relationships b etw een  words. For exam ple, such a scoring m echanism  m ight 
specify that there should be a perfect or near-perfect score for m atching "engine 
rem oval"  and "rem oval o f  th e  engine" because they express the sam e concept, but 
a lesser score for a match betw een  "engine rem oval"  and "ca refu lly  r e m o v e  th e  b ig  
broken  engine" because the concepts expressed are not quite the same.

• T he adjustment o f  scores associated with the interpretation o f  am biguous
constructs. The m atching algorithm must first be capable o f  recognising that 
more than on e interpretation o f  a construct exists and must then adjust the  
match score for that construct in a suitable manner (decrease). This adjustm ent 
must be effective en ou gh  so that the final ranking o f  that am biguous phrase (or  
the text that contains that phrase) reflects the fact that the match may have  
occurred against som e interpretation o f  the phrase that was not in tended by the  
original author o f  the text.

• The combination o f  constituent scores into an overall match score for o n e
structured representative against another: T here must be som e m ethod o f  
combining the word-form  and structure scores into sub-tree scores and then  
combining these sub-tree scores into an overall score for the T S A  This b ecom es  
m ore complicated w hen  different sub-trees o f  on e TSA  match against sections  
o f a second TSA. For exam ple if two words from the first T SA  are found to 
have perfect m atches in the second T SA  but the syntactic relationship b etw een  
the two words in the second  TSA  is different than that in the first, how  should  
the scores o f  the tw o words b e  com bined into an overal score - should they just
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be added and the sum recorded, should only the score o f  on e  o f  the words count  
since they w eren’t in the sam e syntactic relationship, or should n o  score be  
recorded?

A t a higher level, the match scores for the many structured representatives within a text 
would have to b e combined in order to arrive at a com plete match score for that text in 
relation to the retrieval search request. This is a com plex problem  becuase it is possible  
to  have many structured representatives with varying degrees o f  match scores within  
different texts. O ne must consider w hether it is better to have a few  high scoring TSAs 
within a text or to have many lower scoring T SA  matches. This type o f  com bination o f  
T SA  scores is beyond the scope o f  my own work as I am only concerned with investigating  
a suitable structured representative for information retrieval and with developing a m atching  
algorithm to  factilitate retrieval based on  those representatives. T he com bination o f  T SA  
match scores into overall text scores is included as a topic for future research and so  will 
be discussed further in the final chapter o f  this thesis.

6.2 A Survey of Search Techniques.

A lthough I had used the application o f  searching for m olecular structures in large chemistry 
databases to dem ostrate that the matching o f  com plex structures was com putationally  
feasible, the above requirem ents for a text matching algorithm  elim inated any possibility o f  
using the structure matching algorithms from the chemistry dom ain for the m atching o f  
structured reprsentatives in an information retrieval environm ent. T he graph isomorphism  
problem that exists in matching molecular structures is an exact match problem. It involves 
finding structures within other structures. Text m atching requires inexact m atching as 
described above. T he chemistry domain had, however, served its purpose. T he initial 
investigation o f  this application led to the removal o f  any restrictions or lim itations on  the 
specification o f  the structure for the text representatives since I knew that I would not be  
bound by problems o f  com putational feasibility.

Knowing that the search algorithm had to be based initially on  a tree search algorithm and
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that it need ed  to b e  able to perform inexact m atching and have the facility for scoring 
m atches, enabled m e to perform a m ore detailed search for previous research that may 
have b een  o f  som e beneifit. T he purpose o f  this survey was twofold: first to  get a fee l for 
the type o f  work that had been  done in that area and th e  types o f  algorithms that had 
b een  researched and proposed to solve the problem s, and secondly to see  if  an algorithm  
existed that was sufficiently close to my needs that I cou ld  use this as a starting point rather 
than having to  develop a text matching algorithm from  scratch. In particular, there w ere  
three groups o f  researchers w hose work was o f  in terest. T hey w ere all working in different 
application domains but had in com m on the fact that they had som e sort o f  structures for 
which som e form o f  "inexact matching" was required.

6.2.1 The Universal Graph.

O n e o f  the early papers I reviewed was "A Self-O rganizing R etrieval System for Graphs" 
by R obert Levinson [Levinson 1984]. Levinson was con cern ed  with the developm ent o f  
a retrieval system for chemical reactions and m olecu les but d ecided  to design "a general 
know ledge base for labelled graphs". In particular h e w anted a system  that "given a 
labelled-undirected graph Q and a database o f  labelled-undirected  graphs, answer the  
following:

1. Is Q  a member o f  the data base? (exact m atch)

2. W hich members o f  the database contain Q  as a subgraph? (supergraphs)

3. W hich members o f  the database contain Q  as a supergraph? (subgraphs)

4. W hich members o f the database have large subgraphs in th e database in
com m on with Q? (close matches).

T h ese are exactly the levels o f  matching required for the m atching o f  structured analytics. 
Obviously an exact match would b e  required to quickly identify analytics that w ere identical. 
O n e w ould also want to identify analytics which contained  the retrieval query as a 
sub-graph, analytics which w ere subgraphs o f  the retrieval query and finally analytics that 
had large chunks in com m on with the retrieval query. It is also advantages to have each
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type o f  match identified individually so that they can b e  appropriately scored and ranked.

A n interesting concept introduced by Levinson is the idea o f  a "universal graph" o f  which  
all th e  graphs in the know ledge base are sub-graphs; i.e. th e universal graph is a 
com position  of all other graphs in the system (in our case it w ould be the com position  of 
all structured analytics in the database). T h e know ledge base is then  ordered in a 
hierarchic structure starting with the universal graph at th e  top, individual graphs 
(concepts/analytics) in the m iddle and at the low est level the inform ation from the nodes  
o f  graphs (p rim itiv es /w o rd s). L evinson presents high level algorithms for the retrieval 
operations specified above and also presents the advantages to  b e  gained from  th e use of 
a universal graph. O ne o f  these that may be o f  particular in terest in text m atching is the  
fact that similar graphs (concepts/analytics) are located physically close togeth er in the 
universal graph. A  further advantage that is claim ed by L evinson  is that "the universal 
graph and hierarchic ordering are excellent aids to con cep t discovery”. L evinson also 
points out that his system does have the capability o f  relaxed or inexact m atching. In his 
application o f chemistry this is used to  specify that atom s or m olecu les that behave similarly 
in chem ical reactions can b e specified  as m atches (e .g . C -C lll  m atches C -B r ll since Cl 
and Br behave similarly). This type o f  o f  inexact m atching has been  identified  above as 
an important and necessary aspect o f  a m atching algorithm for inform ation retrieval based  
on  structured representatives.

T h e first impression given by this work was that L ev in son ’s approach had many o f  the  
characteristics that I considered essential for the m atching o f  structured analytics and also 
has certain characteristics thay m ight be considered as advantagous in that application. I 
have already indicated that the retrieval operations specified  above are exactly those that 
w ould be required for inform ation retrieval. Further, the universal graph may b e  helpful 
to  provide assistance to a subject classification system which w anted to maintain som e sort 
o f  classification schema recording the subject area o f  each text in the database, if  such a 
system  was being used in an inform ation retrieval system.
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6.2.2 The Quick-Look-Up Table.

T he second p iece o f  research I looked at was reported in "A T ranslation A id System  U sing  
Flexible Text Retrieval B ased on  Syntax-Matching" by Eiichiro Sum ita and Yutaka Tsutsumi 
from the IBM research laboratory in Tokyo. This paper describes the E T O C  translation  
aid system for helping users in translation from Japanese to English. T h e aim o f  th e  system  
is to aid in translation by allow ing a user to type a Japanese sen ten ce  and then producing 
several equivalent English sen ten ces, on e o f  which the user can se lect and edit as 
appropriate. This is accom plished by applying different levels o f  relaxed m atching betw een  
the input sentence and the words or phrases in the dictionary. I realised how ever, that this 
matching was m ore o f  an enhanced  string match than a structure m atching process o f  the 
type that would be required in matching TSA structures. T he different degrees o f  relaxed 
matching are achieved in E T O C  by syntactically generalizing the input sentence; i.e. first 
look for an exact match, then replace nouns by arbitrary ones, rep lace pronouns by arbitray 
nouns etc. until finally only a syntactic skeleton remains. S om e o f  th e generalization rules 
given in the paper also m ake use o f  the special characteristics o f  the Japanese language.

O ne idea introduced by Sum ita and Tsutsumi that may have b een  o f  use for T S A  matching 
is what they refer to as a "quick-Iook-up table". In this table they store each  word in a 
dictionary definition and for each  o f  these a list o f  the dictionary entries in which they 
occur is also stored. This can then be used to restrict the search space at m atching tim e 
by limiting the search to dictionary entries which contain the words in th e input sen ten ce. 
Therefore, for exam ple, if  an input phrase contained two words the search space w ould be  
restricted to the dictionary entries containing both o f  those words. This would b e  found 
by calculating the intersection o f  the set o f  dictionary entries for each  o f  th ese  words from  
the quick-look-up table. This sam e idea was actually m entioned  by L evinson in his paper. 
In his case it consisted o f  representing the graphs in set form at a low  level in the 
hierarchic ordering (the sets consisted  o f  the nodes in the graphs). This greatly im proved  
the efficiency o f  the exact, subgraph and supergraph m atches as th ese  could all b e achieved  
through the set intersection operation . The set difference operator may also be o f  use in 
matching structured analytics since it would provide the residuals or leftovers o f  a match. 
T hese residual words or structures may play an important role in the m atching o f  structures,
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particularly if they can be used in the identification o f  am biguous constructs, as m entioned  
earlier.

O n the w hole I concluded that this work was not particularly relevant to  my ow n since it 
seem ed  to be operating at the level o f  string m atching rather than the m atching o f  
structures. The idea o f  using sets and set operations to restrict the search space may have 
som e potential how ever. It is interesting that this fits in to the idea o f  a universal graph 
and hierarchic ordering presented  by Levinson in the previous paper.

6 .2 3  The Introduction of Weighted Links.

T h e final p iece o f  relevant work that I cam e across was "Structural D escriptions and Inexact 
Matching" reported in [Shapiro and Haralick, 1981], This paper is con cern ed  with the  
m atching o f  "structural descriptions o f  objects which consist o f  descriptions o f  the object 
parts and the interrelationships betw een  these parts". S ince the parts o f  an object can be  
primitive or non-prim itive, this can give rise to a hierarchic description. T he authors 
m ention early on that the type o f  matching they are concerned  with is not necessarily  
symmetric; i.e. A  m atches B  does not necessarily m ean that B  m atches A .  A  rigorous 
definition o f  the types o f  m atches that are and aren’t symmetric is then  given (relational 
homom orphisms, relational m onom orphism s and relational isom orphism s). T he idea o f  an 
exact match is then defin ed  in terms o f  the relational hom om orphism  (m apping the  
primitives o f  P  to a subset o f  the primitives o f  Q  having all the same interrelationships that 
the original primitives o f  P  had; i.e. subgraph match - the exam ple given is finding a chair 
in the structural description o f  an office.). T he definitions o f  these m atches and mappings 
are beyond the scope o f  this text. It may however, b e enlightening to  map som e o f  the 
terms used in the paper to those associated with the matching o f  structured analytics. 
Shapiro and Haralick deal w ith the matching o f  a candidate structural description to  
prototype structural descriptions. This is analagous to  the matching o f  a user retrieval 
query in structured form to  a database o f  structured analytics. A  structural description is 
com posed o f  primitives and the relationships b etw een  primitives. Primitives can be  
com pared to the words or nodes in a structured analytic and th e  relationships are
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com parable to the links or branches in the T SA  structures.

T he idea o f  weighted descriptions and inexact m atches is introduced to reflect "random  
a ltera tio n s  in stru ctu ra l d escr ip tio n s  d u e  to  rea l w o rld  noise". In the application o f  m atching  
structured text representatives o n e  can say that structures can be altered due to the use o f  
different grammatical constructs; i.e. it is possible to  say the same thing in d ifferent ways. 
It is then possible, using inexact matching, to match two non-identical descriptions  
describing the sam e object (th e descriptions have b een  altered in som e way d u e to  n oise). 
B ecause it is also possible for two similar structural descriptions to be describing different 
objects (again the descriptions would have been  randomly altered), som e sort o f  con fid en ce  
m easure must be introduced into the inexact m atching process. The paper by Shapiro and 
Haralick concentrates on the inexact matching o f  relationships rather than prim itives. A  
sim ple distance m easure is used to handle the inexact matching o f primitives; i.e. for each  
attribute there is a threshold value (not necessarily num eric and application dependant)  
such that the difference betw en the values o f  that attribute do not fall below  that threshold. 
I have earlier drawn the analogy betw een  primitives in structural descriptions and nodes  
in structured analytics. O n e can also com pare the attributes o f  a primitive to the  
constituents at the node o f  an tree-structured analtyic - word, morphological base form and 
syntactic label. The threshold value here is used for the inexact m atching o f  these  
primitives.

S ince it is also desirable in inexact matching to reflect the fact that som e parts are m ore 
important than others and som e relationships are m ore important than others, "weighted 
structural descriptions" are introduced using "primitive-weighting functions" and 
"N-tuple-weighting functions" for the primitives and relationships respectively. A n e-  
homomorphism is then outlined which is basically a relational homomorphism which takes 
into account the weighted structural descriptions. In order for a match to occur now , there  
must b e  a relational homomorphism such that the sum o f  the weights on the parts o f  the  
description that are N O T  m atched must be less than e. In the TSA matching application, 
if  w e speculate on the w hole matching procedure, there would be im portance values for 
each  type o f  node and link (i.e. noun, verb or adjective nodes and preposition or plain  
links). In matching a query structure to a structured analytic the query may b e a subtree  
o f  the analytic. In this case the sum o f  the im portance values o f  the parts o f  the tree not
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m atched must be below  som e value e  (again rem em ber I am just drawing analogies). In 
the light o f  the two enhancem ents above, a match b etw een  a candidate object and a 
prototype object can only occur if:

1) each candidate primitive inexactly m atches its corresponding prototype prmitives
according to a threshold associated with the prototype primitives (as outlined  
above).

2) the sum o f  the weights o f  those prototype primitives that do not map to a
candidate primitive (i.e. the sum o f  the d istance values o f  the residual primitives) 
must not exceed  another threshold.

3) that it is an e-hom omorphism from each prototype relation to a candidate
relation, w here the threshold e is associated with th e  prototype relation.

The idea o f  a best match is m entioned but is not elaborated since they state that since  
there are so many error measures involved with the inexact match, the definition o f  a best 
match is not im m ediately obvoius (and this may have im plications for com bining scores!). 
Shapiro and Haralick also state that the defin ition  o f  the best match depends on  the  
priorities required for the matching task to b e perform ed. S ince the priorities o f  a T SA  
m atching algorithm would be clearly defined, I b elieve that the scaling or ranking o f  
m atches in this way would be possible.

T he relational hom om orphism  problem for O-homomorphisms (exact m atches) is then  
described as a special case o f  the "consistent labeling problem" [Shapiro and Haralick, 
1979]. T h e defin ition  o f  this problem is also beyond the scope o f  this text but it is 
significant that it can b e  solved by a tree search algorithm incorporating a look-ahead, 
forward checking, and/or relaxation operator. I investigated these tree searching algorithms 
in th e h op e  that they could be adapted in som e way to solve the e-hom om rophishm  
problem  (inexact m atching) and then further enhanced to b e  used in the application o f  
matching structured text representatives.
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6.2.4 Tree Searching.

The consistent labelling problem  can be solved by a striaghtforward tree search using 
backtracking but this suffers from thrashing (search failure at different points for the sam e  
reason). This could b e  avoided if  there was som e way to  rem ember th e causes o f  failures 
that have occurred and to anticipate future events and possible failures. In the case o f  a 
e-hom om orphism  the sum o f  the weights o f  the parts o f  the structure not m atched must 
sum to less than e. A t any stage in the search the sum  o f  the weights not m atched in the  
part o f  the sturcture searched so far is known. It follow s then that the minimum allowable 
error (sum o f  w eights not m atched) from the search o f  the remaining parts o f  the structure 
(the "error budget") is also known. O ne m ethod o f  limiting the thrashing is to  anticipate 
the minimum possible error from the matching o f  future parts o f  the graphs given the  
present state o f  the search. If this anticipated minimum future error exceeds the error 
budget then a new  path through the tree must be tried or the algorithm must backtrack. 
This can then be taken a step  further by estim ating the minimum error on  future units 
(m atches) given the current state o f  the search and the estim ated future error on other  
future units; i.e not only are the missed m atches so far considered but also the estim ated  
missed matches at som e stage in the future and these estim ates are then used to  estim ate  
the minimum error at som e point further in the future ! Since all o f  these error estim ates 
are minimum values they can be used to restrict the search space by anticipating and 
avoiding failures (when the estim ated error is greater than the allowed e )  so  improving the  
efficiency o f  the o f  the tree search [Haralick and Elliott, 1979].

Shapiro and Haralick [Shapiro and Haralick, 1981] go on to discuss different tree searching 
algorithms for finding e-hom om orphism s. T hese algorithms are all defined in th e  paper in 
terms o f  th e consistent labeling problem. I will try to describe them h ere in as general a 
way as possible. I cannot be sure, however, that my interpretation is com pletely accurate. 
It should be noted, too , that I am simply reporting these algorithms as they are given in 
the paper. This does not necessarily mean that they would take this form  if  used in the  
application o f  matching structured anlaytics. T he algorithms are as follows:
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Backtracking.

A s th e  tree search proceeds it will be continuously accumulating errors (in m atching 
structured represntatives, due to residuals in the match - subtrees, links or nodes that do  
not m atch). If the accumulated error at any stage exceeds the error budget then  the tree  
search must try the next label (link/path) or, if there is no next label, it m ust backtrack. 
This is the striaghtforward approach that was m entioned earlier as suffering from thrashing 
behaviour.

Forward Checking.

This is similar to  the backtracking approach except that it anticipates the minimum future  
error for a given path, as described in the last section. A s the search proceeds it 
continuously broadcasts the current accumulated error to all future units (i.e. further down  
the path). The assigned labels (matches so far) are also broadcast and based on  this 
inform ation an estim ate o f  the minimum future error can be calculated. T he forward 
checking m echanism involves m onitoring this future error and if, at any stage, this exceeds  
the error budget then the next label for the current unit must be tried or, if  n on e exists, 
then it must backtrack.

Looking A head by O ne.

Looking ahead by on e is similar in operation to forward checking. W hile forward checking  
considers the accumulated error so far and an estim ated minimum error for the future  
labelling given the current state o f  the tree, looking ahead by on e also maintains an 
estim ate o f  the future error due to the labelling o f  future units (this was also m entioned  
earlier). If the estim ated error for a future unit due to future labellings exceeds the error 
budget then that future unit may be excluded from consideration in future matching. To  
state this in general terms; if, for som e future part o f  a tree, the sum o f  the w eights on  the  
estim ated non-m atching part o f  that tree exceeds the error budget, then that subtree or
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part o f  th e tree can be excluded from the path that is presently being follow ed.

W hen the current unit has been  labelled (th e current link or n od e has b een  processed; i.e. 
either m atched or discarded as a non-m atch) it then becom es a past unit and th e  future 
error estim ate can be recalculated. If at any stage the estim ated error exceed s th e  error 
budget, then looking ahead by o n e  fails and th e next label must b e tried or th e  algorithm  
must backtrack. It should b e noted that in a running exam ple used  by Shapiro and 
Haralick in their paper the tree search algorithm using look-ahead by o n e  com pletely  
elim inated both thrashing and backtracking.

Looking A head by Two.

L ooking ahead by two is again similar to looking ahead by o n e  but in addition it estim ates  
th e minimum error incurred by a pair o f  future unit-labelled pairs as they look  ahead to 
other future units; i.e. not only does it perform  look  ahead by one, which com pares future 
units to other future units, it then takes future units in pairs and calculates estim ated  
errors. T he look  ahead by two algorithm always does a look ahead by o n e  first and only 
if this succeeds is the look ahead by two invoked. If the cum m ulative look  ahead error 
exceeds the error budget then the pair o f  future units checked by the look  ahead by two 
can b e discarded.

In an evaluation o f  these tree searching algorithms by Shapiro and Haralick, they conclude  
that the foward checking algorithm is the m ost efficent. They go on  to  suggest m ethods 
o f  increasing the efficiency o f  the algorithms but state that th e  benefits to  b e  gained are 
minimal. A fter som e experim entation with th e forward checking algorithm, m ostly regarding 
the effects o f  varying the allowed error (e), they concluded that "the inexact consistent 
labelling problem  involves much m ore work as e  gets larger". Finally it should b e  noted  
that the last line o f  the paper reads, "O u r resu lts  sh o w  th a t th e  in exact c o n s is te n t lab e lin g  

p ro b le m , a n d  therefore in exact m atch in g , is a  m u c h  h a rd er  p ro b le m  th a n  th e  e x a c t v e r s io n ”.
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6.2.5 Conclusions.

H aving established early on that com plex graph matching was com putationally feasible for 
exact matches (the graph isom orphism  problem ), I could now  conclude that the inexact 
m atching o f  structures, including the m anipulation o f  w eights, was also feasib le (th e e-  
hom om orphism  problem). In particular the research by Shapiro and H aralick describing 
all types o f  matching problems and presenting m athem atical approaches to  their solutions, 
gave an indication o f  the d egree to which th e  area o f  com plex structure m atching had 
already been  investigated. I didn’t discover a m atching algorithm that seem ed  su ited  to the  
application o f  matching T SA  structures for inform ation retrieval but I had gathered  som e  
usefu l ideas for tree searching algorithms and the applicablity o f  such things as a universal 
graph or quick-look-up table and, although not incorporated directly into the final algorithm  
for the matching o f  tree structure analytics, the points and ideas gained from the above 
survey certainly played a role in the design o f  the match algorithm.

6.3 The TSA Matching Algorithm.

T h e basic function o f  the T S A  m atching algorithm is to directly com pare on e  T SA  
representation against another and to com pute a score reflecting the similarity o f  th e two. 
This comparison is based on inexact m atching and the m atching is not symmetric; i.e. the  
score com puted for the com parison o f  T SA  A  to  T SA  B  is not necessarily the sam e as the  
score for the comparison o f T S A  B  to T SA  A .  This non-symmetry is introduced because  
o f  the application domain in which th e m atching algorithm is to be applied. It will always 
b e  matching a retrieval query representative against a text representative. A s shall be  
explained, the algorithm functions by trying to  find m atching sub-graphs o f  th e query 
representative in the text representative. T he non-com m utativity o f  the operation  therefore  
exists because a different score is com puted depending on  which T SA  is considered as the  
query representative and which is th e  text representative. In the normal operation  o f  the  
algorithm  in its intended application, this non-sym m etry will not arise b ecau se the query 
representative and the text representatives will b e  clearly defined and the algorithm  will 
always operate in only one direction.
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T he other necessary functions o f  the m atching algorithm discussed earlier are flexibility, the  
ability to perform inexact matching, and the ability to score m atches and com pute overall 
scores for TSA  comparisons. As part o f  this scoring m echanism  the algorithm must be able  
to d etect and provide for any ambiguity that might exist. This ambiguity can be d etected  
through examination o f  the residual words or sub-trees that lie b etw een  the matched words 
in the text representative. This n eed  for exam ination o f  residuals together with the fact 
that inexact matching and match scoring take p lace on  two levels (word and structure) 
suggest that the matching algorithm should op erate  on  three levels: word, structure, and  
residual structure. This was tried and was found to be an ideal approach. Som e com m ent 
should b e m ade first on the overall strategy em ployed by the m atching algorithm.

As stated above, the algorithm works by taking a query T S A  and trying to find a match for 
it in the particular text T S A  being m atched. T h e strategy is to start from  right in the query 
T S A  and work towards the left. T he m atching algorithm works only with a sim ple binary 
tree at each stage, this consisting o f  tw o child nodes con n ected  by a parent. If either o n e  
o f  the child nodes in the current sim ple binary tree is a parent and the sub-tree under that 
parent has not already b een  m atched, then that sub-tree is descended and becom es the  
current simple binary tree. This is a recursive process. T he algorithm descends dow n  
through sub-trees until both children are lea f nodes, com putes a match score for that binary 
tree, and then jumps back up, substituting the match score for the sub-tree as the child  
node which was the parent to that sub-tree. C onsider the sim ple exam ple o f  the T SA  
structure for the query phrase "research in in fo rm a tio n  re tr ieva l system s", illustrated in Figure
6.1 below. The nodes in this tree have been  num bered in order to clarify the explanation. 
It should be noted however, that a similar num bering o f  nodes (a p re -o rd e r  node numbering 
system ) is used by the T SA  m atching algorithm for exactly the sam e purpose - to k eep  
track o f  the relationships betw een  nodes in the trees. This num bering system is also useful 
for identifying the com m on parent o f  two nodes which are separated in the tree structures.

T he algorithm starts by trying to match the initial sim ple binary tree consisting o f nodes  
1, 2  and 3. It discovers that node 3 is in fact the parent o f  another sub-tree so it descends 
and substitues this sub-tree as the current sim ple binary tree. It is now  concerned with  
m atching nodes 3, 4 and 5. T he algorithm com putes a match for this sim ple binary tree
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(since both children are leaf nodes) and then returns to  the task o f  m atching the tree 1, 
2 and 3, having substitued the sub-tree match score at n od e 3. This tree match score is 
then m ade up o f  the match score for node 2 th e  score o f  the sub-tree under node 3, and 
the score o f  their parent node, node 1. This is then the final score for the w hole T SA  
match. This basically defines a bottom -left to top-right or a reverse  p o s t-o r d e r  tree traversal 
strategy.

A t th e level o f  matching simple binary (sub-)trees, the algorithm proceeds by finding a 
match for each o f  the query child nodes in the text T S A  A  note is m ade o f  the position  
o f  the text T SA  nodes against which the m atches have occurred. A  path is then  traced to  
find the com m on parent o f  these two nodes (th is is d on e using the node numbering system: 
the com m on parent is the first node along the ancestoral path from the right m atched node  
which has a lower node number than the left m atched n ode) which defines the syntactic 
relationship betw een  those two nodes. This parent node is then com pared against the  
query parent node in a similar manner as used  for the m atching o f  lea f nodes. If  this 
sim ple binary tree had been a sub-tree o f  a higher tree  (for exam ple, if  it was attached to  
the right child o f  a higher tree) then the parent that had b een  identified in the text T SA  
w ould b e marked as the node against which th e  right child o f  the query T S A  had been  
m atched. In this way a record is always kept o f  the positions o f  the text T S A  nodes against 
which the query T SA  children have been m atched.
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It was m entioned earlier that a three-levelled  approach to th e  m atching operation  seem ed  
appropriate. Tw o o f  these levels have becom e m ore apparent now; th e  level o f  w o rd /w o rd  
m atching and then the level o f  syntactic structure matching, through th e m atching o f  parent 
nodes. Adding the consideration o f  residual structures for th e  identification o f  ambiguity 
provides the third layer to the m atching m ethodology. This m atching m ethodology fits well 
within the tree traversal strategy outlined above and th e three levels are as follows:

N o d e  Matching.

A t the lowest level, the T SA  matching algorithm perform s m atching o f  individual nodes 
or words. This matching is inexact and is based on  all o f  the word inform ation stored  
at the node, including the text form o f  the word, its m orphological base form  and its 
syntactic function label. A  score is assigned to  each  o f  th ese  match constituents and it 
is the com bination o f  these scores that makes up the final word/word score. For 
exam ple, a word in a query representative that appears in som e lexical derivativational 
form in a text reprsentative will not score at all for the text form match but will score  
perfectly on  the matching o f  m orphological base forms and will score an inexact match 
o n  the syntactic function labels (assum ing that the derivational form o f  the word is not 
perform ing the sam e syntactic function in the text seq u en ce  as the word in the query 
phrase).

Structure M atching.

O n ce a match has been found for the two child nodes o f  a sim ple binary tree the next 
stage is to discover the syntactic relationship betw een  the two m atched nodes in the 
text T SA  structure. This has b een  described above as a process involving th e use o f  the 
n od e numbering system. T he T S A  structures are organised in such a way that the  
com m on parent o f  two nodes always defines the syntactic relationship that exists betw een  
those two nodes. The syntactic relationship can therefore be m atched by com parison  
o f  the parent node o f  the two children in the query TSA  to the parent n od e o f  the two
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m atched nodes in the text TSA . This matching o f  parent n od es is accom plished through 
a se t o f  rules which specify which syntactic relationships should  match; i.e. which 
different syntactic relationships can validly b e used to  express th e  sam e concept in 
different ways. For exam ple there is a rule specifying that th e  prepositon " o f  can validly 
b e used to express a m odification relationship and so should  m atch perfectly with the  
sym bol which is used to mark explicitly such m odification relationships. A n exam ple 
o f  a case w here this rule would b e  used is in matching the query T S A  for "inform ation  
retrieval"  to the text T SA  for "speedy re trieva l o f  t im e -ta b le  in fo rm a tio n  fro m  a large 
d a ta b a s e  o f  tra in  schedu les" .

R esidual Structure Analysis.

R esidual structure is defined  as that part o f  the text T SA  w hich lies betw een  the two 
m atched child nodes and under the parent n od e but which has not b een  matched. T he  
purpose o f residual structure analysis is twofold. First o f  all the consituents o f  the  
residual structure can be used to validate the correctness o f  the m atch on  the syntactic 
relationship perform ed at the parent node level. This is achieved through a small set 
o f  rules which specify certain instances o f  word types that, w hen found in a residual 
structure, invalidate certain syntactic relationships that may have been  incorrectly 
identified at the secon d  level o f  matching. A n  exam ple o f  such a rule would be on e  
w hich specifies that the ex istence o f  a fin ite main verb in the residual structure 
invalidates a direct pre-m odifier head relationship identified  at the second level. A n  
exam ple case for the use o f  this rule would be in the m atching o f  the query phrase 
"classification system s"  to the text analytic "the d e v e lo p m e n t o f  a c la ss ifica tio n  sch em a  
u sin g  library system  theory"-, the possible identification o f  a m odifier relationship betw een  
nc la ss ifica tio n " and "system" would be invlaidated by the p resen ce o f  the verb "using" in 
the residual structure.

T h e  second purpose o f  residual structure analysis, which has b een  referred to earlier, 
is for the detection  o f  ambiguity. T he two key word categories which signal the possible 
presence o f  ambiguity are prepositions and conjunctions. T here is a small set o f  rules 
at th e residual structure analysis stage which exam ine the residual structure, looking for
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certain com binations o f  conjunctions and prepositions along with other word categories. 
A n  exam ple o f  such a rule w ould state that if the m atched children are in a direct pre- 
m odifier/head relationship (identified  by a parent) then th e p resen ce o f  a conjunction  
and a head noun in th e  residual structure signals the presence o f  a conjunctive  
ambiguity, o f  which "In sp e c t th e  bearin g  cu ps a n d  cones"  was the exam ple used earlier. 
Similarly if th e m atched children are participating in a prepositional relationship then  
th e  presence o f  prepositions, com plete with their prepositional com plem ents, in the  
residual structure signals th e presence o f  prepositional ambiguity.

This three-pronged m atching m ethodology, which fits into the sim ple-binary tree matching 
approach outlined earlier w hich, in turn is part o f  the reverse post-order tree traversal 
strategy, all go together to m ake up the overall T SA  m atching algorithm. H aving been  
specifically designed for the purpose o f  matching the T SA  representations, the algorithm  
fulfills all o f  the design requirem ents outlined earlier in this thesis, with the only  
undesireable characteristic b ein g  its complexity, which I think could  not b e avoided. A  high- 
level specification o f  the com p lete  algorithm has been  inlcuded as Figure 6.2 below .

This figure presents just the core o f  the algorithm. Som e further aspects include the  
decisions to be m ade w hen  a m atch can be found for only o n e  o f  the chidren o f  a sim ple 
tree  or when both children m atch and the parent does not. In the present algorithm, when  
only o n e  child m atches, the n o d e  match score for that child counts as the score for that 
(sub-)tree. W hen both children have matched but the parent node does not, it m eans that 
the syntactic relationship b etw een  the two words in the text seq u ence is different from  
that in the query phrase. It w ould  b e wrong, therefore, to accept the score for both  the  
words in this case (it is just as im portant to match the proper syntactic relationships as it 
is to  match the words) so th e  algorithm uses only the score for on e o f  the words as the  
score for that sim ple (sub-) tree. T h e choice o f  which word score to use depends on  the  
syntactic relationship that exists b etw een  the words in the query TSA . For exam ple, if  
the nodes in the query T S A  are participating in a pre-m odifier/head relationship like 
"classification sy s te m s" and n o  m odification relationship can b e  identified in the text T SA  
(e.g . "developm en t o f  a  c la ss if ic a tio n  sch e m a  u sin g  library sy s te m  theory") then the node  
m atch score for the right query n od e  is used as the tree score, in this case the n od e match  
score for the word "system s”.
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If right-child-node is non-leaf then descend to fight sub-tree (recursive).

Find match for right-child-node in the Text TSA.
Perform word/word match between the right-child-node and the Text TSA node. 

Note the match score and the current right-node position in the Text TSA.

If the left-child-node is non-leaf then descend to left sub-tree (recursive).

Find match for left-child-node in the Text TSA.
Perform word/word match between the left-child-node and the Text TSA node. 

Note the match score and the current left-node position in the Text TSA.

Trace path between the Text left-node and right-node to their common ancestor. 

Construct the residual structure, consisting of surplus nodes along this path. 

Perform a parent-node match on the Text parent and the query parent.

Note the match score and the position of the Text ancestor node.

Examine the residual structure to validate the syntactic relationship.

Examine the residual structure to identify possible ambiguities.

Adjust the match score if necessary after the residual structure analysis.

End Function.

Divide the total tree score by number of query nodes, (score normalization)

Function: Match-Simple-Binary-Tree.

Figure 6.2: High-level Specification of Match Algorithm

A s can be seen  from the specification in Figure 6.2, the result o f  the tree m atching  
algorithm is a norm alized score (in the range 0 to 1) which reflects the similarity b etw een  
the text T SA  and the m atched query T S A  T he scoring mechanism used in the algorithm  
has b een  the subject o f  much investigation and should be discussed a little further.

6.4 The Scoring Mechanism.

A lthough it may appear to b e quite com plex, the scoring mechanism used in the T S A  
m atching algorithm is, in effect, fairly straightforward. I have already identified the various
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stages in the algorithm where scoring is necessary:

• During word/word matches; this consists o f  the m atching o f the constituent parts
o f  word inform ation.

During the matching o f  parent nodes.

• W here ambiguity is present.

T h e scoring takes place mostly at the node level, w hether it be child nodes or parent 
nodes. T he basic constituent o f  the scoring m echanism then is the perfect-node-m atch- 
score which is awarded when two nodes are matched perfectly (usually the nodes are 
identical, but not necessarily). This perfect score is awarded directly to parent nodes when  
they provide a perfect match but can only b e awarded to  th e  matching o f  child nodes 
through the com position o f  perfect scores for each constituent. A  child n od e score is 
com posed  o f  the follow ing sub-scores:

identical-text-form -m atch-score
identical-base-form -m atch-score
identical-syntax-match-score

T h e first two o f  th ese  are either awarded or not; the text forms and m orphological base 
forms either match or they d on ’t. In the case o f  the syntactic function label, the identical- 
syntax-match-score is awarded if a perfect match is found. If not, it is possible for an 
inexact match to occur betw een  the functions o f  head, m odifier and verb, in which case a 
value is awarded under the heading o f  syntax-head-m odf-verb-m atch-score.

A t the level o f  parent node matching, a perfect-node-m atch-score value is awarded if both  
parent nodes are identical or if they both b elong  either to the set [*, of, for] or the set 
[and or $comma] (i.e. the prepositions o f  and f o r  are considered to match perfectly against 
m odification relationships indicated by *). If  this is not the case  then it is possible to have 
an inexact match. T he first level o f  inexact m atching is for th e matching o f  m odification  
relationships against null relationships (den oted  by N il  in the LISP tree structures). The
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value o f  modifier-speclprep-nil-score is awarded to such inexact matches. An exam ple o f  
such an inexact syntactic match is in the case o f  m atching the phrase "in fo rm a tion  re trievaF  
to  th e text sequence "inform ation re trieva l sy s te m s”. In the query phrase the words 
"in fo rm a tio n " and "retrieval' are in a direct pre-m odifier/head relationship. In the text 
sequence the words "inform ation” and "retrieval" are both pre-modifiers o f  the word "system s” 
but there is no direct relationship explicitly identified  b etw een  them. In cases like this the  
m odification relationship in the query T SA  should m atch against the N il  relationship in the  
text T S A

A t the lower level o f  inexact parent node m atching, it is possible for any preposition to 
score an inexact match against any other preposition and against a modification or a N il  
syntactic relationship. This matching rule is extrem ely "loose" but it was found that general 
rules like this worked better than m ore specific on es in TSA  matching. A t this level the  
inexact match is awarded the value o f  modifier-anyprep-nil-score.

A t the stage o f  residual structure analysis, if a syntactic relationship is found to be invalid, 
then the appropriate scores are just discarded by reseting them to zero. If ambiguity is 
discovered in the structure then, depending on  the type o f  ambiguity present, a suitable  
deduction is taken from the overall tree score accum ulated at that point. T hese deductions 
are according to  the values o f  conj-ambiguity-deduction and prep-ambiguity-deduction.

T he values o f  these m a tch  p a ra m eters  w ere originally based purely on intuition and have 
obviously b een  the subject o f  much empirical investigation. T he values that w ere found to 
work best during my experim entation are presented  in Figure 6.3.

A lthough these values w ere found to provide the best performance results during my 
evaluation o f  the algorithm, I cannot claim that they are optimal. It would take much 
further empirical investigation before any set o f  param eter values could be justified as best 
for the application.

A ll the individual node match scores are added together to form the overall match score  
for the w hole T SA  structure. From this are subtracted any ambiguity deductions that have 
been  accumulated. In order to norm alize all th e match scores to a value in the range o f
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Perfect-node-match-score 10

Identical-text-form-match-score 2

Identical-base-form-match-score 4

Identical-syntax-match-score 4

Syntax-head-modf-verb-match-score 2

Modifier-speclprep-nil-score 8
Modifier-anyprep-nil-score 6

Conj-ambiguity-deduction 5
Prep-ambiguity-deduction 5

Figure 6.3: Vaules of Match Score Parameters.

zero to on e, this final score is then divided by a normalizing value com puted by multiplying 
the number o f  nodes in the query tree by th e perfect-node-m atch-score. I f  all nodes in the  
query tree have been matched perfectly then dividing by this norm alizing value will leave  
a final score o f  1. N ote  that the final norm alized score for a T SA  m atch is an absolute  
value. This m eans that given a large set o f  text TSAs which have been  m atched against 
a query T S A  it is possible to rank the text TSA s in order o f  similarity to the query, based  
on  the final normalized scores. This absolute ranking o f  results by the algorithm is o n e  o f  
the advantages that I would claim to have gained over previous work in this area.

6.5 An Example Match.

T he best way to  dem onstrate all o f  the above aspects o f  the m atching algorithm working 
together is to step  through an actual exam ple o f  the algorithm at work. For this purpose
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I will dem ostrate the matching o f  the query " inform ation  re tr ieva l s y s te m s ” against the text 
analytic "inform ation retrieva l u sin g  a  hypertex t h e lp  system ". T h e  T S A  representation o f  
each  o f  these phrases is given in Figure 6.4. T he nodes in th ese  T S A  structures have been  
num bered in the sam e pre-order manner that they would b e  by th e  T S A  construction  
algorithm. During this numbering procedure, the algorithm also  perform s a count o f  the  
number o f  nodes in the query structure and stores this for use at th e  score normalization.

T he T SA  matching algorithm proceeds as follows:

Start Match (1).
• Start in the query tree with the simple binary tree 1,2,5.
• Exam ine the leafness o f  the right child, node 5. It is a leaf.
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• Search for matching node in the analytic tree4. Find s y s te m  (text n od e 11).
• Perform word/word match on system  and sy s te m s; score: text-form  0, base-form  4, syntax 

(both heads) =  8.
• Exam ine the leafness o f  the left child, node 2. It is a parent.

Start Match (2).
• Start in the query sub-tree with the sim ple binary tree  3,4,5.
• Exam ine the leafness o f  the right child, n od e  4. It is a leaf.
• Search for m atching node in the analytic tree. Find re tr ie v a l  (text node 4).
• Perform word/word match on  re trieva l and retrieval-, score: text-form  2, base-form  

4, syntax 2 (head matching modifier) =  8.
• Examine the leafness o f  the left child, node3. It is a leaf.
• Search for matching node in the analytic tree. Find in fo rm a tio n  (text node 3).
• Perform word/word match on in fo rm a tion  and in form ation -, score: text-form 2,

base-form 4, syntax 4 (identical) =  10.
• Trace com m on ancestor o f  nodes 3 and 4 in text analytic; Find text node 2.
• Construct residual list betw een text nodes 3 and 4; n on e.
• Match text parent node (node 2) to query parent n od e (n od e 2); N il  vs *: score

8  (m odifier-speclprep-nil-score).
Verily the parent match by checking the residual structure; n o n e  = >  ok!

• Identify any possible ambiguities by checking the residual structure; none.
• Set node 2 to  be the current position in the text T S A  (need ed  later).
• Calculate the total score for the tree; 8 + 1 0 + 8  =  2 6  
End M atch (2).

• Trace com m on ancestor o f  nodes 2 and 11 in text analytic5; Find text node 1.
• Construct residual list betw een  text nodes 2 and 11; [N il, using, *, N il, hypertext, h e lp ].
• M atch text parent node (node 1) to query parent node (nod e 1); * vs N il; score 8  

(m odifier-speclprep-nil-score).

4 This node search is based on the morhological base form of the query word.

5 Node 2 because this was ordained the current node in the TSA at the end of the recursive 
sub-tree match, and node 11 because this was matched against the right child node (system) of the 
current tree.
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• Verify the parent match by checking the residual structure; "using" = >  score  in v a lid !
• Parent score invalid =  >  S et parent score to  0. Set left n od e  score to  0*.
• Identify any possible am biguities by checking the residual structure; n o n e .
• Calculate th e total score for the tree; 26+ 8  =  36.
End Match (1).

• Calculate th e norm alization factor; 5 x  10 =  50.
• Calculate th e final norm alized tree match score; 36 * 50 =  0.72

T he norm alized match score for matching in fo rm a tio n  re tr ieva l sy s te m s  against in fo rm a tio n  
re trieva l using  a hypertext h e lp  sys tem  is 0.72.

6 In this case the left node score is a whole sub-tree score so it is not reset to 0. This is based 
on the hypothesis that since there is probably a high overlap or match between the query sub-tree 
and the analytic TSA then the whole score should not be just dropped.



Chapter 7.

An Experimental Evaluation of 
the TSA Matching Algorithm
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7.1 Introduction.

Having designed a structured representation for text representatives in an inform ation  
retrieval system and having defined  a matching algorithm to  u se  this representation  for 
retrieval, the next step  was to  evaluate this algorithm through a formal experim ent. The  
overall objective o f  this experim ent was to  investigate a n d  eva lu a te  th e  effectiveness o f  th e  TSA  
m atch in g  a lgorith m  on a  la rg e  te s t d a ta  se t by using s ta n d a rd  s ta tis t ic a l m e th o d s  f o r  th e  
evaluation . S ince the basic fun ction  o f  the matching algorithm is to provide a set o f  ranked  
analytics, ordered according to  th e similarity o f  the analytics to a user query, the experim ent 
proposed to evaluate the effectiven ess o f  the algorithm by com paring a set o f  phrase 
rankings provided by the T S A  m atching algorithm to the se t o f  rankings provided by a 
sample o f  information retrieval system users. The higher the correlation b etw een  the  
matching algorithm’s rankings and the sam ple hum ans’ rankings, the better the perform ance  
o f  the algorithm. This com parison is based on  an prototype im plem entation o f  th e T SA  
construction and matching algorithm s in SU N  Comm on LISP on a S U N  3/60 workstation  
with 12 M egabyes o f  main m em ory and 360 M egabytes o f  disk space.

In discussing the details o f  the experim ent it must be rem em bered that, at the p resent time, 
the T SA  representation and m atching algorithm still only provides a m echanism  for 
matching and ranking text representatives against a retrieval query. It is a subject for 
future research to defin e so m e strategy for com bining these ranked analytics in order to  
achieve an overall ranking for w h o le  texts. The experim ental evaluation is th erefore based  
on a comparison o f  phrase rankings rather than texts. This phrase ranking d oes how ever, 
provide for the proper evaluation  o f  the m atching algorithm b ecau se that is exactly th e task 
it was designed for. This m atching o f  individual text representatives or phrases is central 
to the information retrieval task.

Apart from the overall aim o f  the experim ent, to  evaluate the effectiveness o f  the m atching  
algorithm, there w ere several oth er incidental objectives. T h e first o f  these, w hich was 
reflected in the design o f  the test dataset, was to verify and evaluate o n e  o f  th e m ore  
powerful aspects o f  the m atching algorithm; the ability to infer subtle d ifferences in
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sem antic m eaning based only on the structural aspects o f  the syntactic description. A  
second  purpose o f  the experim ent was to facilitate the iterative evaluation and optim ization  
o f  the set o f  match score param eters. This was achieved  by com piling different sets o f  
rankings produced by the match algorithm using different sets o f  match score param eters 
and then by calculating a correlation value to reflect the effectiveness o f  each  o f  the  
param eter sets. The idea was that by successively refining the score param eters, a final set 
o f  b est score parameters could be found.

T he basic experim ental design was based on  32 sets o f  phrases. Each phrase set consisted  
o f  an article title from the A C M  Transactions on  O ffice Inform ation Systems, w hich acted  
as the b a se  p h ra se ,  and n ine artifically generated phrases which were closely related to  the  
base phrase in som e way. T he sam ple o f  users consisted  o f  24 p eop le w ho w ere judged  
to b e  know ledgeable enough to judge the similarities betw een  the phrases in the phrase 
sets. U sing this user sample, a large co llection  o f  hum an ranking judgem ents w ere collected  
and tabulated. I also applied the T S A  m atching algorithm to the w hole dataset to produce  
a ranking for each o f  the 32 phrase sets. The evaluation then consisted o f  a com parison  
betw een  the human rankings and the match algorithm ’s rankings. This was perfom ed using 
standard statistical tests. This basic design is illustrated graphically in A P P E N D IX  B.

T he rest o f  this chapter is concerned  with describing in detail the experim ental design, the  
collection  o f  data, the statistical test used to analyse the set o f  rankings obtained from the 
sam ple users, the results o f  the statistical analysis o f  th ese  rankings, and the statistical tests 
used to establish the correlation b etw een  these hum an rankings and the rankings provided  
by the T SA  matching algorithm. T he results o f  the com parison betw een the two rankings, 
and the evaluation o f  the algorithm will then b e presented  in the next chapter.

T he first statistical test described is F riedm an’s test. This was used to exam ine the  
variability in the rankings assigned by different p eo p le  in the sample, or in other words, to  
interpret w hether peop le  com e up with the sam e or similar rankings o f  phrases. T h e test 
enables us to determ ine for each set o f  phrases w h eth er there is a significant d ifference in 
the way different peop le  assign rank positions. This test is not directly related to the  
evaluation o f  the T SA  matching algorithm but it d oes provide som e inform ation about the  
suitability o f  the metric to which I am com paring the algorithm’s perform ance; the
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judgem ent o f  humans. It should be noted  that in preparation for this test I had to perform  
som e norm alization o f  the data provided by the sam ple users. This involved using a 
standard format for the representation o f  tied  rankings. The m ethod o f  norm alisation that 
was used is described in the third part o f  the next section.

H aving described the workings o f  Friedm an’s test I will then present the results that w ere  
obtained w hen  I applied it to  the data co llected  for the ranking o f  phrases by hum ans. I 
will analyse the results obtained in order to  establish w hether or not these hum an rankings 
form a solid foundation for com parison and w hether they are a suitable target for the  
perform ance o f  the T SA  m atching algorithm.

T he two statistical tests described in the final section s are m ore directly concerned w ith the  
com parison o f com puter to human. T hey describe how, having established the hum an  
rankings as a solid base against which I can com pare the perform ance o f  the m atching  
algorithm, I can then perform this com parison and evaluate the algorithm’s perform ance. 
T he Wilcoxon signed rank test was first used  to test if there w ere significant d ifferences  
b etw een  the average human rankings and the com puter rankings. T he Spearman 
correlations w here then used to com pute an actual figure for the degree o f  similarity or 
dissimilarity betw een the two sets o f  rankings. N o te  that in both o f  these tests th e  results 
o f  the com puter rankings are com pared against th e mean o f  the human rankings. T he  
reason for using a mean ranking and the calculation  o f  the m ean is also described in the  
next section.

7.2 The Experimental Design.

7.2.1 The Test Dataset.

T he test dataset for this experim ent was based on  32 titles o f  articles taken from  the  
international journal, A C M  Transactions o n  O ffice  Inform ation Systems (T O IS). This 
journal deals with a wide variety o f  topics such as o ffice  autom ation, cooperative com puting, 
inform ation retrieval and electronic mail. O n e  o f  the journals chosen was a special issue
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on  information retrieval. T o  take an exam ple, the first title was ”A  sch e m e  f o r  
c o m m u n ic a tin g  a m o n g  grou p s th a t u se  d ifferen t typ e  h iera rch ies”, and another on e was ”A  
c r itica l in vestiga tion  o f  reca ll a n d  p re c is io n  as m e a su re s  o f  re trieva l sys tem  p erfo rm a n ce

Around each o f  these T O IS titles was constructed a further 9  phrases. This task was 
equally divided betw een m yself and my research supervisor. T he 9 phrases in each phrase 
set w ere  specifically constructed so  that they w ere very close  in m eaning to the original 
title. This was because I was aim ing to test how  useful the m atching algorithm was at 
distinguishing betw een very closely  related phrases. Som e o f  th e phrases w ere constructed  
by using the same words as in the title but rearranged in such a way as to have a 
com pletely different m eaning, and som e phrases w ere constructed as having identical 
m eaning but with different words and/or syntactic structure. This was d on e so  that it would  
b e generally difficult for both the com puter algorithm and the sam ple users to distinguish 
som e o f  the relationships b etw een  the phrases and the title. T o give an exam ple, the  
phrase set constructed around the first title was

A scheme for communicating among groups that use different type hierarchies.

A  comparison o f  type hierarchies and their use in com m unication.
A  m ethod for com m unication which is based on  the use o f  hierarchies.
Applications o f  type hierarchies.
Com m unication among objects which is based on alternative type hierarchies.
Com m unication among objects.
G roup com munication.
Procedures for com m unication am ong groups.
Schem es for group com m unication.
U sin g type hierarchies for com m unication.

A  full listing o f  the 32 T O IS titles and phrase sets is included as A P P E N D IX  C. For the 
purpose o f  the individual tests, each  o f  the 32 phrase sets is treated individually. W hen  
I talk about a phrase set I am referring to a T O IS journal title plus the nine phrases that 
w ere generated around that title. T h e exam ple o f  phrase set 1 is used quite frequently 
in this thesis. W hen I refer to phrase set 1 I am referring only to the title and phrases
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illustrated above, com pletely  in isolation o f  all other phrase sets. It is only in the 
calculation o f  overall or average results that I will refer to the com plete dataset o f  32 sets 
o f  phrases.

7.2.2 The Sample Users.

In order to ascertain how  users o f  an inform ation retrieval system would judge the 
relevance o f  docum ents to  a search query, I w anted to see  how users would rank the  
relevance o f  the 9 phrases in each group to  the original title o f  that group. For 
com parison purposes I w anted to  have a sam ple o f  10 different rankings for each  set o f  
phrases - a total o f  320 rankings. M ost users w ere asked to perform a ranking for 10 o f  
the 32 phrase sets. O nly o n e  user ranked all 32 phrase sets and som e users ranked half 
o f  the sets. Ranking o f  a set involved assigning to each  o f  the phrases a rank position (a 
number - not necessarily unique) according to how similar in m eaning the phrase was to 
the title. For exam ple, in the first phrase set, if the user was o f  the opinion that the  
phrase "schem es f o r  g ro u p  com m u n ica tion "  was closer in m eaning to the original title than 
the other phrases then this w ould be ranked number 1. N o te  that ranks could be tied, so 
that if  the person thought that "group com m u n ica tion "  was just as relevant or close to the 
title then this could also b e ranked number 1. A n  exam ple ranking for phrase set 1 could 
be

A Scheme for communicating among groups that use different type hierarchies.

9 A  com parison o f  type hierarchies and their use in com m unication.
4 A  m ethod for com m unication which is based on the use o f hierarchies.
8 Applications o f  type hierarchies.
5 Com m unication am ong objects which is based on  alternative type hierarchies.
6 Com m unication am ong objects.
3 Group com m unication.
2 Procedures for com m unication among groups.
1 Schem es for group communication.
7 Using type hierarchies for communication.
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In order to be able to provide a ranking for such a set o f  phrases the sam ple users had to 
have a certain d egree o f  know ledge o f com puting. T h e scenario which is being m odelled  
in th e experim ent is a large information base o f  com puting journals dealing with office  
inform ation systems. It is fair to assume that the user o f  such a system would have a 
certain am ount o f  know ledge about such systems and it must certainly b e assumed that the  
user o f  an inform ation retrieval system has som e know ledge o f  the type o f  inform ation  
they are looking for, at least to the extent o f  deciding w hether returned docum ents are or 
are not relevant.

T he participants in this experim ent represent a fair sam ple o f  the type o f  p eop le  who  
would be using such an information retrieval system. T he sam ple consisited mainly o f  
postgraduate students o f  Computer A pplications at D ublin City Universiy, who w ould have 
a good  all-round know ledge o f  computing as w ell as a particular area o f  specialisation. 
T here was also som e participation from a group o f  postgraduate and research students at 
the University o f  Strathclyde in Glasgow, o n e  lecturer o f  Com puter Science at Univerisy 
C ollege Dublin and a team  o f information retrieval researchers at Com puter R esources  
International in Denm ark. T he phrases that each  user ranked did not necessarily deal with  
topics o f  that persons specific interest but then, on e does not only use an inform ation  
retrieval system for retrieving information relevant only to o n e ’s own field o f  interest. O n  
the w hole, I believe that the judgem ent o f  those  p eop le  w ho participated in the experim ent 
forms a reasonable sam ple o f  the judgem ent that would be used by users o f  an inform ation  
retrieval system in judging the relevance or otherw ise o f  retrieved docum ents or titles.

7.2.3 The Normalisation of the Collected Data.

T he use o f  Midranks.

A fter an initial analysis o f  the rankings that I collected  from different peop le, I found that 
different peop le  com piled the rankings in d ifferent ways. In particular, peop le  handled  
the occurrence o f  ties differently. For exam ple, if  there was a set o f  phrases w here there
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was a two-way tie for rank position 1 and a three-way tie for position 4 then peop le  
generally handled this in two different ways as follows,

1 1 2 3 3 3 4 5 6
1 1 3 4 4 4 7 8  9

U pon  exam ination I found that this was simply a matter o f  format. W hat I needed  was 
a standard format for handling ties so that I could have all rankings in this format. It 
turns out that from a statistical point o f  view, neither o f the above form ats are desirable. 
In each o f  the three statistical tests that I used in the experim ent, ties are handled by 
assigning midranks. Midranks are calculated by taking the average o f  the rank positions 
being filled by the ties. For exam ple, if there is a two-way tie for position 1, then this fills 
positions 1 and 2. T he midrank is the average o f  these values and is therefore 1.5. 
Similarly with the three-way tie at position 4. This accounts for positions 4, 5 and 6. T he  
midrank is (4 + 5 + 6 ) /3  which is 5. The com plete ranking for the above exam ple, after 
midranks have been  assigned, is

1.5 1.5 3 5 5 5 7 8 9

This process o f  assigning midranks had to be performed for all o f  the total o f  320 phrase 
set rankings perform ed by the sam ple o f users and also for the rankings perform ed by the  
T SA  matching algorihtm. A  sim ple C program was therefore written to com p lete  the task.

The Calcualtion o f  the M ean Rank.

W hen I originally designed this experim ental evaluation o f  the m atching algorithm, I 
imagined that I could calculate the overall correlation betw een the human and com puter  
rankings by com paring the matching algorihtm ’s rankings to each o f  the sam ple users’ 
rankings and then calculating the average correlation from these figures. B ecau se o f  the  
work that is involved in calculating the correlation betw een two sets o f  rankings, I instead  
decided to first calculate a m ean human ranking and then com pute a single correlation  
betw een  this and the match algorithm ’s rankings.
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Table 7.1: Illustration of mean rank calculations.

Phrase 1 2 3 4 5 6 7 8 9

Subject
JD 7 7 7 7 4 3 2 1 7
LB 2 7 4 1 7 7 7 7 3
GP 2 1 6 7 9 8 4.5 4.5 3
PS 9 4 8 5 6 3 2 1 7
PC 9 7 6 5 4 3 1 2 8
DM 7 4 8.5 1 8.5 4 4 4 4
SP 4 1 9 2 8 7 6 5 3
PD 4.5 8 9 1 6.5 6.5 2.5 4.5 2.5
PM 7.5 7.5 7.5 4 4 4 2 1 7.5
NC 6 2.5 9 1 8 5 2.5 4 6

Mean 5.4 4.1 7 3.1 6.1 4.5 2.8 2.9 4.5

Midrank 7 4 9 3 8 5.5 1 2 5.5

The mean human ranking was quite simply calculated for each phrase by adding up the 
rank positions assigned to it by each o f  the sam ple users and then dividing this number 
by the number o f  peop le  w ho assigned a ranking to it (always 10 in this experim ent). For 
example, if  we exam ine the inform ation contained in Table 7.1, the top half o f  the table 
is the midranked data representing the rankings assigned to the phrases o f  set 1 by the 10 
users who provided rankings for that set. This corresponds to the ranking o f  the phrase 
set illustrated earlier. T he rankings provided by each user are organised across the rows. 
The first line o f  the bottom  half o f  the table contains the mean rank positions assigned to 
each phrase. T h ese are calculated by simply adding up each column and dividing by 10. 
For exam ple, phrase 1 was assigned rank positions varying from 2 to 9 but the m ean  
position is 5.4. T hese mean rank positions are then ranked (again using midranks) to arrive 
at the final mean human ranking for each phrase set. This is presented in the final row  
o f  the table. T o illustrate, phrase 7 has the best mean rank o f  2.8 so  this is given the  
midrank position 1, phrase 8 has the next best mean rank at 2.9 so  this is midranked  
position 2. So forth down to  phrase number 3 which is midranked 9 b ecau se its m ean rank 
position is the low est at 7.
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7.3 The Test of Friedman.

Friedm an’s test was used to  test the hypothesis that "there is n o  sign ifican t d ifferen ce  b e tw een  
th e  rankings a ssign ed  to  p h ra se s  b y  d ifferen t peop le" . In order to  perform this test the data 
must b e organised in the form o f  random ized com plete blocks:

"A r a n d o m ize d  c o m p le te  b lo ck  design  for the comparison o f  s  treatm ents requires 
blocks o f  size s with the j  subjects in each block being assigned to the s  treatm ents 
at random. T he blocks may consist o f  animals from the sam e litter, o f  agricultural 
plots that are close together, o f  students that are m atched by class and past 
performance, or patients matched on  such variables as age, sex, and severity o f  
disease." [Lehmann 1975]

This requirem ent was fulfilled by my experim ent. The first condition o f  the blocks being  
’square’ (i.e. s  treatm ents being assigned to s  subjects) was not applicable in this case  as I 
was not dealing with testing how different p eop le  react to different medical treatm ents but 
with testing how different peop le  rank a given set o f  phrases. T h e requirem ent o f  random  
assignment is fulfilled here since the subjects in the experim ent w ere randomly assigned  
phrase sets to rank. T he only exceptions to this w ere in the cases w here o n e  user 
performed a ranking o f  all 32 sets and two users performed rankings on 16 sets each. It 
should be noted, however, that this condition may also not be significant in this experim ent 
since the phrase sets are com pletely independent and the particular sets o f  phrases assigned  
to  a particular subject will have no effect on any particular ranking. I have also fulfilled  
the requirem ent o f  hom ogeneity as all o f  the sample users had a considerable backgound  
in computing. This was important since a high proportion o f  phrases had a high com puting  
jargon content.

The randomized com plete blocks for each  phrase set in my experim ent consisted  o f  the  
rank positions assigned to each o f  the n ine phrases o f  the set by each o f  the ten users w ho  
provided rankings for that set. For exam ple, Table 7.2 above shows the random ized  
com plete block design for phrase set 1. This design would be repeated for each o f  the 32 
phrase sets in the experim ent. N ote that the sam ple users participating in the experim ent
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Table 7.2: The randomized complete block design.

Phrase 1 2 3 4 5 6 7 8 9

Subject
JD 7 7 7 7 4 3 2 1 7
LB 2 7 4 1 7 7 7 7 3
GP 2 1 6 7 9 8 4.5 4.5 3
PS 9 4 8 5 6 3 2 1 7
PC 9 7 6 5 4 3 1 2 8
DM 7 4 8.5 1 8.5 4 4 4 4
SP 4 1 9 2 8 7 6 5 3
PD 4.5 8 9 1 6.5 6.5 2.5 4.5 2.5
PM 7.5 7.5 7.5 4 4 4 2 1 7.5
NC 6 2.5 9 1 8 5 2.5 4 6

a r e  in  t h e  f i r s t  c o lu m n  a n d  t h e  p h r a s e s  a r e  p o s i t i o n e d  a c ro s s  t h e  t o p .  T h i s  is  b e c a u s e  w e  
a r e  o b s e r v in g  t h e  w a y  d i f f e r e n t  u s e r s  a s s ig n  r a n k s  t o  e a c h  p h r a s e  r a t h e r  t h a n  o b s e r v i n g  
h o w  d i f f e r e n t  p h r a s e s  a r e  a s s ig n e d  r a n k s  b y  a  g iv e n  u s e r .

F o r  t h e  p u r p o s e  o f  th i s  t e s t ,  N = 9  is t h e  n u m b e r  o f  g r o u p s ,  o r  in  th i s  e x p e r i m e n t ,  t h e  
n u m b e r  o f  p h r a s e s  in  e a c h  s e t ,  a n d  s= 1 0  is  t h e  n u m b e r  o f  s a m p le  u s e r s  b e i n g  o b s e r v e d  
r a n k i n g  e a c h  s e t .  T h e  F r i e d m a n  t e s t  is b a s e d  o n  t h e  f a c t  t h a t  t h e r e  w ill  a lw a y s  b e  s o m e  
f o r m  o f  o r d e r i n g  a c ro s s  t h e  r a n k in g s  p r o v i d e d  b y  t h e  s s u b je c t s .  T h i s  o r d e r i n g  is  m a d e  
e x p l ic i t  b y  p e r f o r m in g  a  r a n k in g  o f  e a c h  o f  t h e  c o lu m n s  in  T a b l e  7 .2 . E a c h  c o l u m n  
( p h r a s e )  is t a k e n  in d e p e n d e n t ly  a n d  t h e  v a l u e s  in  t h a t  c o lu m n  a r e  r a n k e d .  T h e  r e s u l t s  o f  
th is  p r o c e s s  a r e  d is p la y e d  in  T a b l e  7 .3  b e lo w .  N o t e  t h a t  in  a ll c a s e s  o f  r a n k i n g  ( in  b o t h  
T a b l e  7 .2  a n d  T a b l e  7 .3 )  t ie d  r a n k s  a r e  d e n o t e d  b y  t h e  midrank - t h e  v a l u e  ly in g  in  
b e t w e e n  t h e  t i e d  v a lu e s .

T o  c la r i f y  t h e  c o n t e n t s  o f  e a c h  o f  t h e s e  t a b l e s ,  T a b l e  7 .3  c o n t a i n s  t h e  a c t u a l  d a t a  t h a t  I  
c o l l e c t e d  d u r in g  t h e  e x p e r im e n t .  E a c h  r o w  o f  t h e  t a b l e  r e p r e s e n t s  t h e  r a n k  p o s i t i o n s  o f  
e a c h  o f  t h e  n i n e  p h r a s e s  a s  a s s ig n e d  b y  t h e  u s e r  n a m e d  in  t h e  l e f tm o s t  c o lu m n .  S o  f o r  
e x a m p le ,  in  t h e  f i r s t  c a s e  p h r a s e  n u m b e r  1 w a s  a s s ig n e d  r a n k  p o s i t i o n  ( j o i n t )  7  b y  J D ,  
p h r a s e  n u m b e r  2  w a s  a ls o  a s s ig n e d  r a n k  p o s i t i o n  7 , p h r a s e  n u m b e r  6  p o s i t i o n  3 , a n d  s o  
f o r th .  A s  t h e r e  a r e  n i n e  p h r a s e s  t o  b e  r a n k e d ,  o n e  c a n  s e e  t h a t  t h e  r a n k  p o s i t i o n s  a c ro s s  
t h e  r o w s  in  T a b l e  7 .2  r a n g e  f r o m  1 t o  9 . T a b l e  7 .3  is  t h e n  c o n s t r u c t e d  a s  p a r t  o f  t h e  
F r i e d m a n  t e s t .  T h e  p r in c ip le  is  t h a t  t h e  r a n k  p o s i t i o n s  a s s ig n e d  to  e a c h  p h r a s e  b y  t h e
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Table 7.3: Column rankings for the Friedman test.

Phrase 1 2 3 4 5 6 7 8 9 Rl

Subject
JD 6.5 7 4 9.5 2 2 3 2 7.5 43.5
LB 1.5 7 1 2.5 6 10 10 10 3 51
GP 1.5 1.5 2 5 9.5 10 8.5 8 7.5 3 52
PS 9.5 4.5 6 7.5 4 2 3 2 7.5 46
PC 9.5 7 2,5 7.5 2 2 1 4 10 45.5
DM 6.5 4.5 7 2.5 9 4.5 7 5.5 5 51.5
SP 3 1.5 9 5 7.5 8.5 9 9 3 55.5
PD 4 10 9 2.5 5 7 5.5 7.5 1 51.5
PM 8 9 5 6 2 4.5 3 2 9 48.5
NC 5 3 9 2.5 7.5 6 5.5 5.5 6 50

d i f f e r e n t  u s e r s  c a n  b e  a r r a n g e d  in  s o m e  o r d e r .  T h is  o r d e r i n g  is m a d e  e x p l ic i t  b y  r a n k i n g  
e a c h  v a lu e  in  e a c h  c o lu m n  in  a s c e n d in g  o r d e r .  F o r  e x a m p l e ,  t h e  r a n k s  o f  2  a s s ig n e d  to  
p h r a s e  1 b y  L B  a n d  G P  a r e  t h e  h ig h e s t  r a n k  p o s i t i o n s  f o r  t h a t  p h r a s e  s o  t h e y  a r e  g iv e n  
r a n k  p o s i t i o n  1 .5  ( t h e  m id r a n k )  f o r  p h r a s e  1 in  T a b l e  7 .3 . T h e  n e x t  h ig h e s t  r a n k  p o s i t i o n  
w a s  b y  S P  w h o  a s s ig n e d  p o s i t i o n  4  t o  p h r a s e  1 s o  th i s  is g iv e n  r a n k  3  in  T a b l e  7 .3 . S in c e  
t h e r e  w e r e  1 0  s u b je c t s  p r o v id in g  r a n k in g s  f o r  e a c h  p h r a s e ,  t h e  r a n k  p o s i t i o n s  d o w n  t h e  
c o lu m n s  in  T a b l e  7 .3  r a n g e  f r o m  1 to  10 .

T h e  la r g e  n u m b e r  o f  t i e s  in  t h e  c o lu m n  r a n k in g s  o f  T a b l e  7 .3  is  s ig n i f i c a n t  a n d  d e s i r a b l e .  
I t  r e f l e c t s  t h e  f a c t  t h a t  t h e  s a m e  r a n k  p o s i t i o n  w a s  a s s ig n e d  t o  a  g iv e n  p h r a s e  b y  s e v e r a l  
d i f f e r e n t  p e o p l e .  I t  r e f l e c t s  t h e  d e g r e e  o f  a g r e e m e n t  b e t w e e n  t h e  d i f f e r e n t  u s e r s  a s  t o  
t h e  r e l e v a n c e  o f  t h e  g iv e n  p h r a s e  t o  t h e  b a s e  t i t le .

A n  i n d ic a t io n  o f  t h e  p o s i t i o n  o f  a n y  r a n k in g  i w i th in  t h e  o v e r a l l  o r d e r i n g  is g iv e n  b y  t h e  
a v e r a g e  r a n k  c a l c u l a t e d  o v e r  t h e  N  b lo c k s  ( p h r a s e s ) :

R l =  R ii +  ... +  R )n

—   <7-»

I f  t h e  r a n k in g s  a s s ig n e d  b y  d i f f e r e n t  u s e r s  t o  a  g iv e n  p h r a s e  d i f f e r  w id e ly  a m o n g  e a c h  
o t h e r ,  i t  w ill b e  r e f l e c t e d  in  l a r g e  d i f f e r e n c e  a m o n g  t h e  R i’s. O n  t h e  o t h e r  h a n d ,  w h e n  t h e  
h y p o th e s i s  t h a t  t h e r e  is  n o  s ig n i f i c a n t  d i f f e r e n c e  b e t w e e n  t h e  r a n k i n g s  a s s ig n e d  b y  d i f f e r e n t
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u s e r s  is t r u e ,  t h e  R ’s t e n d  t o  b e  c lo s e  to  e a c h  o t h e r .  I n  th is  c a s e  t h e  R , ’s  a r e  a l s o  c lo s e  
t o  t h e  o v e r a l l  a v e r a g e  w h ic h  is  c a l c u la t e d  b y :

R .  =  ( R n  +  — +  R si) +  ••• +  ( R in +  ••• +  R . n)
--------------------------------------—--------------------------------  (7 .2 )

s N

s in c e  t h e  n u m e r a t o r  o f  th i s  e x p r e s s io n  is e q u a l  t o  N s ( s  + 1 ) / 2  th i s  m e a n s  t h a t

( s + 1 )
R „  =  — ------- 1 —  ( 7 .3 )

F r i e d m a n  p r o p o s e d  a  s ta t i s t i c  f o r  m e a s u r in g  t h e  c l o s e n e s s  o f  t h e  R ; t o  th i s  a v e r a g e  R . 
T h is  is g iv e n  b y :

1 2 N
Q  =    2  R j2 - 3 N ( s  +  l )  (7 .4 )

s ( s + l )  ¡=i

w h e r e  Q is  k n o w n  a s  t h e  Friedman Statistic.

T h e  F r i e d m a n  s t a t i s t i c  Q  W ill b e  e q u a l  t o  z e r o  w h e n  t h e  R | a r e  a ll  e q u a l  a n d  w ill  b e  l a r g e  
w h e n  t h e r e  a r e  s u b s t a n t i a l  d i f f e r e n c e s  a m o n g  t h e  R i. T h e  h y p o t h e s i s  o f  n o  d i f f e r e n c e  in  
r a n k in g s  is r e j e c t e d  w h e n

Q > c (7.5)

T a b le s  o f  t h e  d i s t r i b u t i o n  f o r  th i s  s t a t i s t i c  f o r  c e r t a i n  v a lu e s  o f  s  a n d  N  h a v e  b e e n
c o n s t r u c t e d  b y  F r i e d m a n .  F o r  l a r g e r  v a lu e s  o f  s a n d  N  h o w e v e r ,  i t  is  f o u n d  t h a t  t h e  X 2
( C h i  S q u a r e d )  d i s t r i b u t i o n  w i th  s-1 d e g r e e s  o f  f r e e d o m  p r o v i d e s  a  g o o d  a p p r o x i m a t i o n .
T h is  is s o  in  o u r  c a s e  w h e r e  s= 1 0  a n d  N = 9,  s in c e  t h e s e  v a l u e s  a r e  n o t  p r o v i d e d  in  t h e  
F r i e d m a n  t a b le s  a n d  t h e  v a lu e s  a r e  s o  la r g e  s o  a s  to  e n s u r e  t h a t  t h e  X 2 t a b le s  p r o v i d e  a  
s u i t a b l e  a p p r o x i m a t i o n .  I n  g e n e r a l  t h e n .

P h(Q  * c ) 0 s-l(C) (7 .6 )
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a n d  t h e  c r i t i c a l  v a lu e s  o f  <p ( t h e  X 2 d i s t r i b u t i o n )  c a n  b e  f o u n d  in  a n y  b o o k  o f  s t a t i s t i c a l  

t a b le s .  T h i s  w ill b e c o m e  m u c h  m o r e  c l e a r  w h e n  I  w o r k  t h r o u g h  a  d e t a i l e d  e x a m p le  l a t e r .

The Presence of Midranks:

T h e  f o r m u l a e  p r e s e n t e d  a b o v e  a r e  a c tu a l ly  b a s e d  o n  t h e  a s s u m p t i o n  t h a t  a l l  r a n k  p o s i t i o n s  
a r e  u n i q u e ;  i .e .  n o  t i e s  a r e  a l lo w e d .  T h e  T S A  e v a l u a t i o n  e x p e r i m e n t  is  m o r e  c o m p l i c a t e d  
b e c a u s e  p h r a s e s  m a y  b e  r a n k e d  e q u a l ly  a n d  s o  t i e s  m a y  o c c u r .  T h i s  h a s  b e e n  r e p r e s e n t e d  
in  t h e  t a b l e s  b y  a s s ig n in g  m id r a n k  v a lu e s  w h e n e v e r  a  t i e  o c c u r s .  L e t  e, d e n o t e  t h e  n u m b e r  
o f  d i s t in c t  v a lu e s  in  b lo c k  ( c o lu m n )  i. T h e n  d u r e p r e s e n t s  t h e  n u m b e r  o f  o b s e r v a t i o n s  b e i n g  
e q u a l  t o  t h e  s m a l l e s t  o f  t h e s e  v a lu e s ,  d2i r e p r e s e n t s  t h e  n u m b e r  b e i n g  e q u a l  t h e  t h e  n e x t
s m a l le s t ,  a n d  s o  f o r t h  w i th  dti b e i n g  e q u a l  t o  t h e  n u m b e r  o f  o b s e r v a t i o n s  e q u a l  t o  t h e
h i g h e s t  r a n k  v a lu e .  T a k i n g  t h e  r a n k in g s  f o r  p h r a s e  1 in  T a b l e  7 .3 , t h e r e  a r e  7  d i s t in c t  
v a lu e s  (1 .5 ,  3 , 4 , 5 , 6 .5 , 8 , 9 .5 )  a n d  dH =  2 ,  d 2I =  1, d31 =  i ,  d 4, =  1, d51 =  2, d 6l =  1 a n d
d?j — 2.

I f  R 'ij  is  t h e  m i d r a n k  a s s ig n e d  t o  p h r a s e  j  b y  s u b j e c t  i t h e n  t h e  s u m  o f  m id r a n k s  a s s ig n e d  
b y  a  g iv e n  s u j b e c t  i  is

R -  =  R ’u +  ... +  R ‘iN ( 7 .7 )

T h e  F r i e d m a n  S ta t i s t i c  is t h e n  d e f i n e d  b y

[ 1 2 /N s ( s  +  1 ) ] S R >  - 3 N ( s  +  l )
Q- =  ------------------------ -------------------------------  ( 7 .8 )

1 - Z s W  - d ^ / N s t s ’ - l )j=ii=i

a g a in ,  t h e  h y p o t h e s i s  t h a t  t h e r e  is n o  s i f n i f i c a n t  d i f f e r e n c e  b e t w e e n  t h e  r a n k in g s  a s s ig n e d  
t o  p h r a s e s  b y  d i f f e r e n t  s u b je c t s  is r e j e c t e d  i f
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Q ' > c (7.9)

T h e  c r i t i c a l  v a lu e s  c c a n  b e  f o u n d ,  a s  b e f o r e ,  b y  r e a d i n g  t h e  X 2 t a b l e s  w i th  s-1 d e g r e e s  o f  
f r e e d o m .

Example:

I  w ill  w o r k  t h r o u g h  t h e  c a l c u l a t io n  o f  t h e  F r i e d m a n  S ta t i s t i c  f o r  t h e  d a t a  c o l l e c t e d  o n  t h e  
r a n k i n g  o f  p h r a s e s  in  p h r a s e  s e t  1, r e p r e s e n t e d  in  T a b l e  7 .2 . T a k in g ,  f i r s t  o f  a l l  t h e

n u m e r a t o r  o f  f o r m u l a  (7 .8 ) ,  [ 1 2 /N s ( s  +  1 )] =  0 .0 1 2 1 2 1  ( N = 9 ,  s = 1 0 )  a n d  S R ’j2 =  2 4 6 2 0 .5

( t h e  v a lu e s  o f  R*i a r e  i n c lu d e d  a t  t h e  r i g h t  o f  T a b l e  7 .3 ) .  M u l t ip ly in g  t h e s e  tw o  v a lu e s  
g iv e s  2 9 8 .4 3 0 3  a n d  t h e n  s u b s t r a c t i n g  3 N ( s  +  l )  l e a v e s  t h e  n u m e r a t o r  t o  b e  1 .4 3 0 3 0 3 .

T h e  c a l c u l a t i o n  o f  t h e  d e n o m i n a t o r  is n o t  q u i t e  s o  s im p le .  O n e  w a y  o f  s im p li fy in g  t h e  

c a l c u l a t i o n  o f  t h e  s u m s  o f  t ie s ,  S E ( d ij3- d iJ) , is t o  c o u n t  t h e  n u m b e r  o f  s e t s  o f  t ie s  in  t h e

w h o l e  t a b l e ;  i .e .  c o u n t  t h e  n u m b e r  o f  u n i q u e  v a lu e s ,  t h e  n u m b e r  o f  p a r i s ,  t r i p l e t s ,  
q u a d r u p l e t s  e t c . .  I n  T a b l e  7 .3  t h e r e  a r e  3 8  u n i q u e  v a lu e s ,  1 5  p a i r s ,  6  t r i p l e t s ,  a n d  1 
q u a d r u p l e t s .  T h e  v a lu e s  f o r  ( d 3- d )  a r e  a ls o  c a l c u l a t e d  a t  e a c h  le v e l :

(13-1) = 0 

(23 - 2) =  6 
( 3 3 - 3 )  =  24 
(4  ̂- 4) =  6 0

T h e  c a l c u l a t i o n  t h e n  s im p ly  c o n s i s t s  o f  t h e  s u m  o f  t h e  m u l t ip l e s ,

( 3 8 * 0 )  +  ( 1 5 * 6 )  +  ( 6 * 2 4 )  +  ( 1 * 6 0 )  =  2 9 4
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D iv id in g  th is  b y  N s ( s 2-1 )  g iv e s  0 .0 3 2 9 9 6 6  a n d  s u b t r a c t i n g  th is  f r o m  1 g iv e s  t h e  d e n o m i n a t o r  
a  v a l u e  o f  0.967003. T h e  F r i e d m a n  S ta t i s t i c  is t h e n  1 .4 3 0 3 0 3 /0 .9 6 7 0 0 3  =  1.479108.

C h e c k in g  t h e  X 2 ta b le s  w i th  s - l = 9  d e g r e e s  o f  f r e e d o m ,  t h e  c r i t i c a l  v a l u e  a t  t h e  1 %  le v e l  
o f  s ig n i f i c a n c e  is  2 1 .6 6 6 0 .  S in c e  1 .4 7 9 1 0 8  <  2 1 .6 6 6 0 , ( Q ' >  c is  f a l s e )  w e  m u s t  a c c e p t  t h e

h y p o t h e s i s  a n d  c o n c l u d e  t h a t  t h e r e  is  n o  s ig n i f i c a n t  d i f f e r e n c e  b e t w e e n  t h e  r a n k in g s  
s u p p l i e d  b y  t h e  d i f f e r e n t  u s e r s  f o r  p h r a s e  s e t  1 . N o t e  t o o  t h a t  e v e n  a t  t h e  2 5 %  le v e l  o f  
s ig n i f i c a n c e  t h e  c r i t i c a l  v a lu e  is 1 1 .3 8 8 8  s o  t h e  h y p o th e s i s  w ill  s t i l l  b e  a c c e p t e d .  I t  is a ls o  
w o r t h  r e m a r k i n g  o n  t h e  d i f f e r e n c e  b e t w e e n  t h e  F r i e d m a n  S t a t i s t i c  a n d  t h e  c r i t ic a l  v a lu e  c 
f r o m  t h e  t a b l e s ;  i .e .  b e t w e e n  1 .4 7 9 1 0 8  a n d  2 1 .6 6 6 0 . B e c a u s e  o f  t h e  l a r g e  d i f f e r e n c e  o n e  
c a n  s t a t e  th a t ,  in  g e n e r a l ,  t h e r e  m u s t  b e  v e ry  l i t t l e  v a r i a n c e  b e t w e e n  t h e  r a n k in g s  a s s ig n e d  
b y  d i f f e r e n t  u s e r s .  O f  c o u r s e  o n e  c a n  s e e  f r o m  th e  t a b l e s  t h a t  t h e r e  a r e  c e r t a i n  c a s e s  
w h e r e  t h e r e  is q u i t e  h ig h  v a r ia b i l i ty  in  s o m e  o f  t h e  p h r a s e  r a n k in g s  b u t  th i s  r e s u l t  s h o w s  
t h a t  in  g e n e r a l  t h e  d i f f e r e n c e s  a r e  n o t  s ig n i f ic a n t .  T h e  c a s e s  o f  h ig h  v a r ia b i l i ty  c a n  b e  
e x p la in e d  b y  r e f e r r i n g  t o  t h e  c o n s t r u c t i o n  o f  t h e  d a t a s e t .  A s  e x p l a i n e d  in  s e c t i o n  7 .2 .1  t h e  
p h r a s e  s e t s  w e r e  d e l i b e r a t e l y  c o n s t r u c t e d  in  s u c h  a  w a y  s o  t h a t  in  s o m e  c a s e s  i t  w o u ld  b e  
d i f f i c u l t  f o r  b o t h  m a n  a n d  m a c h i n e  t o  m a k e  f in e  d i s t i n c t i o n s  b e t w e e n  t h e  le v e ls  o f  
r e l e v a n c e  o f  s o m e  o f  t h e  p h r a s e s .  I t  is  in  t h e s e  c a s e s  t h a t  t h e  v a r ia b i l i ty  in  t h e  r a n k  
p o s i t i o n s  a s s ig n e d  to  t h e  p h r a s e s  is h i g h e r .

T h e  g e n e r a l  lo w  le v e l  o f  v a r ia b i l i ty  in  t h e  r a n k  p o s i t i o n s  a s s ig n e d  t o  t h e  p h r a s e s  in  s e t  1 
is a  d e s i r a b l e  r e s u l t  s i n c e  i t  i n d ic a t e s  t h a t  t h e  b a s e  s e t  o f  h u m a n  r a n k in g s  t h a t  I  a m  u s in g  
in  t h e  e v a l u a t i o n  o f  t h e  T S A  m a t c h i n g  a lg o r i th m ,  a t  l e a s t  in  p h r a s e  s e t  1, is s o u n d  a n d  
a p p r o p r i a t e .  I  w ill  a n a ly s e  th is  f u r t h e r  n o w  b y  e x a m in in g  t h e  r e s u l t s  o f  t h e  F r i e d m a n  t e s t  
f o r  a l l  3 2  p h r a s e  s e ts  o f  t h e  e x p e r i m e n t .

7.4 An Analysis of Human Rankings.

T h e  p u r p o s e  o f  a n a ly s in g  t h e  p h r a s e  r a n k in g s  p r o v id e d  b y  t h e  s a m p l e  in f o r m a t i o n  r e t r i e v a l  
s y s te m  u s e r s  is  t o  d e t e r m i n e  w h e t h e r  t h e r e  is a  s u i ta b ly  h ig h  le v e l  o f  a g r e e m e n t  b e t w e e n
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u s e r s  a s  to  t h e  r e l a t i v e  r e l e v a n c e  o f  a  g iv e n  s e t  o f  p h r a s e s  t o  a  p a r t i c u l a r  b a s e  p h r a s e .  I f  
t h e r e  is a  h ig h  le v e l  o f  a g r e e m e n t  t h e n  i t  d e m o n s t r a t e s  t h a t  t h e  m e a n  r a n k i n g s  o f  s a m p le  
u s e r s  is  a  s u i t a b l e  b e n c h m a r k  a g a in s t  w h ic h  t o  c o m p a r e  t h e  p e r f o r m a n c e  o f  a  c o m p u t e r  
a lg o r i t h m  d e s i g n e d  t o  p e r f o r m  t h e  s a m e  ta s k .  T h e  F r i e d m a n  t e s t  is  u s e d  t o  t e s t  t h e  
h y p o th e s i s  t h a t  t h e r e  is  n o  s ig n i f i c a n t  d i f f e r e n c e  b e t w e e n  t h e  r a n k i n g s  p r o v i d e d  b y  d i f f e r e n t  
u s e r s .  I  w o u ld  h o p e  t h a t  t h e  r e s u l t s  o f  t h e  F r i e d m a n  t e s t  w o u ld  d e m o n s t r a t e  t h a t  in  a l l  o r  
m o s t  o f  t h e  3 2  c a s e s  t h e r e  w a s  n o  s ig n i f ic a n t  d i f f e r e n c e  in  t h e  w a y  d i f f e r e n t  p e o p l e  r a n k e d  
t h e  p h r a s e  s e t s .  T h i s  w o u ld  s h o w  t h a t  t h e r e  e x is ts  a  s in g le  best r a n k i n g  f o r  e a c h  s e t  o f  
p h r a s e s  a n d  t h a t  i t  is  t h e r e f o r e  a p p r o p r i a t e  to  u s e  th is  a s  a  performance target f o r  t h e  T S A  
m a tc h in g  a lg o r i th m .  T h e  a im  o f  th is  r e s e a r c h  w a s  t o  d e s ig n  a n  a l g o r i t h m  w h ic h  r a n k s  
p h r a s e s  in  a  m a n n e r  w h ic h  is  a c c e p t a b l e  to  t h e  a v e r a g e  u s e r  o f  a n  i n f o r m a t i o n  r e t r i e v a l  
s y s te m  - s u c h  t h a t  t h e  p h r a s e s  a r e  r a n k e d  in  a  m a n n e r  w h ic h  is  c o m p a r a b l e  t o  t h e  w a y  in  
w h ic h  t h e  u s e r  w o u ld  r a n k  th e m  u s in g  h i s /h e r  o w n  j u d g e m e n t  o n  t h e i r  r e l e v a n c e  to  t h e  
r e t r i e v a l  q u e r y .  I f  t h e r e  e x is t s  a  s in g le  best r a n k in g  f o r  a  g iv e n  s e t  o f  p h r a s e s  t h e n  i t  is  
d e s i r a b l e  t h a t  a n  i n f o r m a t i o n  r e t r i e v a l  s y s te m  a c h ie v e s  th is  r a n k in g .

T h e  r e s u l t s  o f  t h e  F r i e d m a n  t e s t  f o r  e a c h  o f  t h e  3 2  p h r a s e  s e t s  a r e  p r e s e n t e d  in  T a b l e  7 .4 . 
T h e s e  w e r e  c o m p u t e d  b y  p e r f o r m i n g  t h e  a b o v e  c a lc u la t io n s  o n  t h e  1 0  r a n k in g s  c o l l e c t e d  
f o r  e a c h  o f  t h e  3 2  s e t s  o f  p h r a s e s .  N o t e  t h a t  t h e  v a lu e  f o r  p h r a s e  s e t  1 in  t h e  t a b l e  is t h e  
v a l u e  c o m p u t e d  d u r i n g  t h e  e x a m p le  a b o v e .  W e  c a n  e x a m in e  t h e  o v e r a l l  v a r i a b i l i t y  in  t h e  
r a n k i n g  o f  h u m a n s  b y  e x a m in in g  e a c h  o f  t h e  Q* v a lu e s  g iv e n , a n d  b y  c o m p a r i n g  t h e  v a lu e s  
t o  t h e  c r i t i c a l  v a l u e  f o r  t h e  F r i e d m a n  te s t ,  a s  d e s c r ib e d  a b o v e .  I n  t h e  e x p e r i m e n t  t h e r e  a r e  
1 0  r a n k in g s  f o r  e a c h  p h r a s e  s e t  s o  s=10. T h e  c r i t ic a l  v a l u e  is f o u n d  u s in g  t h e  X 2 
a p p r o x i m a t i o n  w i th  9  d e g r e e s  o f  f r e e d o m .

I n  o r d e r  t o  s e e  i f  t h e r e  is a  s ig n i f i c a n t  v a r i a n c e  in  t h e  r a n k i n g  o f  t h e  s a m p l e  u s e r s  w e  
c o m p a r e  t h e  F r i e d m a n  s t a t i s t i c s  t o  t h e  c r i t ic a l  v a lu e  a t  t h e  1 %  l e v e l  o f  s ig n i f i c a n c e .  R e c a l l  
f r o m  a b o v e  t h a t  t h e  h y p o t h e s i s  o f  n o  s ig n i f ic a n t  d i f f e r e n c e  is r e j e c t e d  w h e n

Q' > c

T a k i n g  t h e  c r i t i c a l  v a l u e  f o u n d  a b o v e ,  t h e  h y p o th e s i s  o f  n o  d i f f e r e n c e  w ill b e  
r e j e c t e d  w h e n ,
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Table 7.4:

Friedman Statistics for Human Rankings.

P h r a s e

S e t Q *
P h r a s e

S e t Q *

1 1 . 4 7 9 1 7 3  . 3 5 1
2 6 . 7 0 2 1 8 0 .  6 4 6
3 1 . 2 5 5 1 9 0 . 5 5 5
4 1 .  3 6 3 2 0 1 . 5 8 7
5 0 . 8 4 7 2 1 1 . 9 7 4
6 2 . 3 6 6 2 2 2 .  1 2 2
7 3 . 8 5 8 2 3 1 . 2 4 3
8 0 . 1 7 1 2 4 1 .  7 1 0
9 6 .  5 8 7 2 5 1 . 9 4 6
1 0 4 . 5 5 2 2 6 0 . 6 0 0
1 1 1 . 1 7 7 2 7 1 . 5 2 3
1 2 1 . 2 8 3 2 8 3 . 6 3 5
1 3 2 . 0 0 5 2 9 2 . 0 2 5
1 4 1 . 3 9 1 3 0 1 . 5 4 6
1 5 5 . 3 8 4 3 1 2 . 2 9 7
1 6 6 .  0 4 1 3 2 1 . 2 6 6

Q' > 21.666

I n  t h e  c a s e  a t  h a n d ,  th i s  p r o v e s  t o  b e  a  t r iv ia l  c o m p a r i s o n .  L o o k i n g  a t  T a b l e  7 .4 , t h e  
h i g h e s t  v a lu e  o f  Q' is 6 .7 0 2 . T h is  is  w e ll  le s s  t h a n  t h e  c r i t i c a l  v a lu e  o f  2 1 .6 6 6  s o  w e  c a n  
c o n c l u d e  t h a t  f o r  a l l  3 2  p h r a s e  s e t s ,  t h e r e  i s  n o  s i g n i f i c a n t  d i f f e r e n c e  in  t h e  w a y  d i f f e r e n t  
s u b j e c t s  r a n k e d  t h e  p h r a s e s .  W e  c a n  e x a m in e  t h e  r e s u l t s  m o r e  c lo s e ly  t o  p e r f o r m  a m o r e  
d e t a i l e d  c o m p a r i s o n  t o  t h e  c r i t i c a l  v a l u e  a n d  s o  g iv e  a m o r e  d e t a i l e d  s t a t e m e n t  a b o u t  w h a t  
w e  m e a n  b y  no significant difference. T h is  is b e s t  a c h ie v e d  b y  a  g r a p h ic a l  d i s p la y  o f  t h e  
p o s i t i o n s  o f  t h e  F r i e d m a n  s t a t i s t i c s  a lo n g  t h e  c h i - s q u a r e d  d i s t r ib u t io n .  F i g u r e  7 .1  d is p la y s  
t h e  c h i - s q u a r e d  d i s t r i b u t i o n  w i th  t h e  F r i e d m a n  s ta t i s t i c  f o r  p h r a s e  s e t  n u m b e r  1 ( 1 .4 7 9 ) ,  t h e
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h ig h e s t  F r i e d m a n  s ta t i s t i c  r e c o r d e d  in  t h e  e x p e r i m e n t  ( 6 .7 0 2 ) ,  a n d  t h e  c r i t i c a l  v a l u e  w h i c h  
m u s t  b e  e x c e e d e d  f o r  t h e  n u l l  h y p o th e s i s  t o  b e  r e j e c t e d .

Figure 7.1: D istribution of Friedman Statistics.

T h is  f i g u r e  g iv e s  a  m u c h  b e t t e r  i m p r e s s io n  o f  t h e  s p r e a d  a n d  d e g r e e  o f  t h e  F r i e d m a n  
r e s u l t s .  A l l  o f  t h e  r e s u l t s  a r e  w e l l  w i th in  t h e  a c c e p t a n c e  r e g i o n  ( b e t w e e n  0  a n d  2 1 .6 6 6 )  s o  
t h e  h y p o th e s i s  t h a t  t h e r e  is  n o  s ig n i f i c a n t  d i f f e r e n c e  b e t w e e n  t h e  r a n k in g s  o f  d i f f e r e n t  
p e o p l e  is s a f e ly  a c c e p t e d  f o r  e a c h  o f  t h e  3 2  p h r a s e  s e t s  a n d  n e v e r  e v e n  c o m e s  c l o s e  t o  
b e in g  r e j e c t e d .

T h e s e  r e s u l t s  fu l f i l l  m y  h o p e s  f o r  t h e  f i r s t  p a r t  o f  t h e  e x p e r i m e n t .  T h e  r e s u l t s  s h o w  t h a t  
t h e r e  is a  v e r y  h ig h  le v e l  o f  a g r e e m e n t  b e t w e e n  d i f f e r e n t  p e o p l e  a s  t o  t h e  r a n k i n g  o f  
p h r a s e s .  T h is  is  p a r t i c u l a r ly  n o t e w o r t h y  s in c e  in  t h e  e x p e r i m e n t  t h e  r e l a t i o n s h i p s  b e t w e e n  
p h r a s e s  w e r e  m a d e  d e l i b e r a t e l y  c o n f u s in g  b y  c h o o s in g  s o m e  p h r a s e s  t h a t  w e r e  v e r y  c l o s e  
in  s e m a n t i c  c o n t e n t  b u t  w i th  d i f f e r e n t  s y n ta c t i c  s t r u c t u r e s ,  a n d  c h o o s in g  s o m e  w h i c h  h a d  
s im i la r  s t r u c t u r e  a n d  h ig h  o v e r l a p  in  w o r d  c o n t e n t  b u t  w h ic h  h a d  c o m p l e t e l y  d i f f e r e n t  
m e a n in g s .  D e s p i t e  th is  w e  f in d  t h a t  t a k i n g  2 4  d i f f e r e n t  p e o p l e  r a n k i n g  d i f f e r e n t  
c o m b in a t io n s  o f  3 2  d i f f e r e n t  s e t s  o f  9  p h r a s e s ,  t h e r e  w e r e  v e r y  s m a ll  v a r i a n c e s  in  t h e  
r e s u l t i n g  r a n k in g s .

T h is  is u s e f u l  f o r  t h e  p u r p o s e  o f  c o n s t r u c t i n g  a  b a s e  a g a i n s t  w h ic h  w e  c a n  c o m p a r e  t h e
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p e r f o r m a n c e  o f  t h e  T S A  m a tc h in g  a lg o r i th m .  T h e r e  is c o n v in c in g  e v i d e n c e  t h a t  t h e r e  is 
a  c o m m o n  v ie w  a m o n g  d i f f e r e n t  p e o p l e  a s  t o  t h e  p a r t i c u l a r  o r d e r  i n t o  w h ic h  a  s e t  o f  
p h r a s e s  c a n  b e  o r d e r e d  in  r e l a t i o n  t o  a  s in g le  b a s e  p h r a s e .  M o r e  s p e c if ic a l ly ,  g iv e n  a  s in g le  
s e a r c h  r e q u e s t  in  a n  in f o r m a t io n  r e t r i e v a l  e n v i r o n m e n t ,  t h e r e  is c o n v in c in g  e v i d e n c e  t h a t  
t h e r e  is  a  c o m m o n  a g r e e m e n t  a m o n g  d i f f e r e n t  u s e r s  a s  t o  t h e  r e l a t i v e  r e l e v a n c e  o f  
d o c u m e n t  t i t l e s  in  t h e  t e x t  b a s e .  T h i s  l e a d s  m e  t o  b e l i e v e  t h a t  i f  I  c a n  g e t  t h e  m a t c h i n g  
a lg o r i th m  t o  p r o d u c e  r a n k in g s  e q u i v a l e n t  t o  t h e  a v e r a g e  r a n k in g s  a s s ig n e d  b y  t h e  s a m p l e  
u e r s  in  t h e  e x p e r i m e n t ,  t h e n  th is  is t h e  best o r  most appropriate le v e l  o f  p e r f o r m a n c e  o n e  
c o u ld  e x p e c t ,  a n d  in  g e n e r a l  t h e  r a n k in g s  o f  p h r a s e s  p r o d u c e d  w ill  c o r r e s p o n d  w e l l  t o  u s e r s  
e x p e c ta t io n s .  I  f e e l  t h e r e f o r e ,  t h a t  I  a m  j u s t i f i e d  in  u s in g  t h e  m e a n  u s e r  r a n k i n g s  c o m p u t e d  
in  t h e  e x p e r i m e n t  a s  a  t a r g e t  f o r  t h e  m a t c h i n g  a l g o r i t h m ’s p e r f o r m a n c e .

I t  m a y  a ls o  b e  p o s s ib le  to  g a t h e r  s o m e  u s e f u l  i n f o r m a t i o n  r e g a r d in g  r e t r i e v a l  s y s te m s  in  
g e n e r a l  f ro m  t h e s e  r e s u l t s .  T h e  q u e s t i o n  h a s  b e e n  a s k e d  a s  to  w h e t h e r  r a n k i n g  o f  r e t r i e v e d  
d o c u m e n t s  in  a n  i n f o r m a t io n  r e t r i e v a l  s y s te m  is a  g o o d  id e a  a t  a ll. I  b e l i e v e  t h e s e  r e s u l t s  
i n d i c a t e  t h a t  i t  is i n d e e d  d e s i r a b le .  I  h a v e  n o t  o n ly  s h o w n  t h a t  p e o p l e  c a n  o r d e r  a  s e t  o f  
p h r a s e s  in  a c c o r d a n c e  w i th  t h e i r  r e l e v a n c e  t o  a  p a r t i c u l a r  t a r g e t  p h r a s e  b u t  I  h a v e  a ls o  
s h o w n  t h r o u g h  a  ( s m a l l )  s a m p le  g r o u p  t h a t  u s e r s  o f  a n  in f o r m a t i o n  r e t r i e v a l  s y s te m  c a n  
p r o d u c e  r e m a r k a b ly  s im ila r  o r d e r i n g s .  I f  a  r e t r i e v a l  s y s te m  c a n  r a n k  r e t r i e v e d  d o c u m e n t s  
i n to  th i s  o r d e r i n g  t h e n  t h e r e  w ill  o b v io u s ly  b e  a  h ig h  le v e l  o f  u s e r  s a t i s f a c t io n .  M y  a im  w a s  
t o  d e s ig n  a  r e t r i e v a l  m e c h a n is m  t h a t  c o u ld  p r o d u c e  s u c h  a n  o r d e r in g .

G iv e n  t h a t  t h e r e  n o w  e x is te d  a  s o l id  b e n c h m a r k  a g a in s t  w h ic h  I  c o u l d  c o m p a r e  t h e  
p e r f o r m a n c e  o f  t h e  T S A  m a tc h in g  a lg o r i th m ,  t h i s  c o m p a r i s o n  w a s  in i t ia l ly  i n t e n d e d  t o  b e  
d o n e  u s in g  tw o  d i f f e r e n t  s t a t i s t i c a l  t e s t s .  T h e  f i r s t  w a s  t h e  W ilc o x o n  s i g n e d  r a n k  t e s t .  T h is  
t e s t  w o u ld  p r o v e  t h e  t r u t h  o r  o t h e r w i s e  o f  t h e  h y p o t h e s i s  t h a t  " th e r e  w a s  n o  s ig n i f i c a n t  
d i f f e r e n c e  b e t w e e n  t h e  m e a n  u s e r  r a n k in g s  a n d  t h e  r a n k in g s  p r o d u c e d  b y  t h e  m a t c h i n g  
a lg o r i th m .  T h e  s e c o n d  s ta t i s t i c a l  m e a s u r e  w a s  t h e  S p e a r m a n  c o r r e l a t i o n ,  w h ic h  p r o d u c e s  
a m e a s u r e  r e f l e c t in g  t h e  c o r r e l a t i o n  b e t w e e n  t h e  u s e r  r a n k in g s  a n d  t h e  a l g o r i t h m ’s  r a n k in g s .  
T h is  p r o v id e s  a  m o r e  s p e c if ic  c o m p a r i s o n  b e t w e e n  t h e  tw o  s e t s  o f  r a n k in g s  a n d  c a n  b e  u s e d  
in  t h e  c a l c u la t io n  o f  a n  o v e r a l l  p e r f o r m a n c e  m e a s u r e  f o r  t h e  T S A  m a t c h i n g  a lg o r i t h m .
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7.5 The Wilcoxon Signed Rank Test.

T h e  W i lc o x o n  t e s t  is  a  t e s t  u s e d  f o r  p a i r e d  c o m p a r i s o n s  i n  w h ic h  o n e  s u b j e c t  is c o n s id e r e d  
to  b e  t h e  control a n d  t h e  o t h e r  is  t h e  treated ( T h e s e  t e r m s  w e r e  a s s ig n e d  in  t h e  t r a d i t i o n a l  
c o n t e x t  o f  m e d ic a l / a g r ic u l tu r a l  e x p e r i m e n t a t i o n ) .  I n  m y  e x p e r i m e n t  I  a s s u m e d  t h a t  t h e  
r a n k in g s  p r o v id e d  b y  t h e  h u m a n  s u b je c t s  w e r e  t h e  c o n t r o l  a n d  t h e  c o m p u t e r  r a n k i n g s  w e r e  
c o n s id e r e d  a s  t h e  t r e a t e d .  T h e  t e s t  is  u s e d  t o  e s t a b l i s h  i f  t h e r e  is  a  s ig n i f i c a n t  d i f f e r e n c e  
b e t w e e n  t h e  c o n t r o l  a n d  t h e  t r e a t e d .  O n e  s im p le  m e t h o d  t o  t e s t  t h i s  h y p o t h e s i s  is  b a s e d  
o n  t h e  n u m b e r ,  SN, o f  p a i r s  f o r  w h ic h  t h e  t r e a t e d  s u b j e c t  r a n k s  b e t t e r  t h a n  t h e  c o n t r o l .  
T h e  h y p o th e s i s  o f  n o  d i f f e r e n c e  w o u ld  t h e n  b e  r e j e c t e d  w h e n  SN w a s  s u f f i c i e n t ly  la rg e .  
T h is  s im p le  t e s t  is  k n o w n  as  t h e  sign test, a n d  w o u ld  b e  u s e d  in  c a s e s  w h e r e  i t  is  o n ly  
k n o w n  w h ic h  s u b je c t  r a n k s  h ig h e r ,  w i t h o u t  h a v in g  a  q u a n t a t i v e  a s s e s s m e n t .  F o r  e x a m p le  
w h e n  t h e  o n ly  in f o r m a t i o n  is t h a t  "A is better than B". I n  t h e  c a s e  a t  h a n d  h o w e v e r ,  I  h a d  
th e  v a lu e s  o f  t h e  r a n k  p o s i t i o n s  a s s ig n e d  b y  t h e  h u m a n  s u b j e c t s  a n d  t h e  c o m p u t e r  a lg o r i th m  
s o  w e  c a n  u s e  t h e  Wilcoxon signed rank test. T h e  s ig n e d  r a n k  t e s t  is a s  fo l lo w s :

I f  t h e r e  a r e  N  p a i r s  o f  s u b je c t s ,  w h e r e  e a c h  p a i r  c o n s i s t s  o f  a  c o n t r o l  s u b j e c t  a n d  a  t r e a t e d  
s u b je c t ,  t h e n  N + =  n o f  t h e  d i f f e r e n c e s  b e t w e e n  t h e  t r e a t e d  a n d  c o n t r o l  v a lu e s  a r e  p o s i t iv e  
a n d  t h e  r e m a in in g  N. =  m  =  N  - n d i f f e r e n c e s  a r e  n e g a t i v e .  B e c a u s e  I  h a d  a c t u a l  v a lu e s  
f o r  t h e  d i f f e r e n c e s  I  c o u ld  r a n k  t h e m  a c c o r d in g  to  t h e i r  a b s o l u t e  v a lu e s  a n d  t h e n  a t t a c h  th e  
s ig n  o f  t h e  d i f f e r e n c e  t o  t h e  r a n k in g .  T h is  is  i l l u s t r a t e d  in  T a b l e  7 .5 .

N o t e  t h a t  t h e  r a n k  p o s i t io n s  g iv e n  f o r  t h e  h u m a n  r a n k i n g  in  t h e  T a b l e  a r e  t h e  m e a n  r a n k  
p o s i t i o n s  a s  c a l c u la t e d  in  T a b l e  7 .1 . T h e  d i f f e r e n c e  is s im p ly  c o m p u t e d  b y  s u b t r a c t i n g  t h e  
c o m p u t e r  r a n k  p o s i t i o n  f r o m  t h e  m e a n  h u m a n  r a n k  p o s i t i o n .  T h e  s i g n e d  m i d r a n k s  a r e  
c o m p u t e d  b y  f i r s t  r a n k in g  t h e  a b s o l u t e  v a lu e s  f r o m  t h e  r o w  o f  d i f f e r e n c e s  ( e .g .  t h e  v a lu e s  
o f  ( - ) l  f o r  p h r a s e s  2  a n d  5  a r e  t h e  lo w e s t  s o  t h e y  r e c e i v e  j o i n t  r a n k  p o s i t i o n  1 - m id r a n k  
1 .5 )  a n d  t h e n  a s s ig n in g  t h e  s ig n  o f  t h e  d i f f e r e n c e  t o  t h e  m id r a n k .

I f  w e  w a n t e d  to  t e s t  t h e  h y p o th e s i s  t h a t  t h e r e  is n o  d i f f e r e n c e  b e t w e e n  t h e  tw o  s e t s  o f  
r a n k in g s  a g a in s t  t h e  a l t e r n a t i v e  t h a t  t h e  h u m a n  r a n k i n g s  a r e  b e t t e r  t h a n  t h e  c o m p u t e r
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Table 7.5: Signed Midranks of absolute value differences.

Phrase 1 2 3 4 5 6 7 8 9

Human Rank 7 4 9 3 8 5.5 1 2 5.5
TSA Rank 3 5 1.5 6 9 7.5 7.5 4 1.5
Difference 4 -1 7.5 -3 -1 -2 -6.5 -2 4
Midrank -6.5 -1.5 9 -5 -1.5 -3.5 -8 -3.5 6.5

r a n k in g s 7, t h e n  o n e  s im p le  m e t h o d  w o u ld  b e  to  c o u n t  t h e  n u m b e r  o f  c a s e s ,  (Sb .... ,S„), 
w h e r e  t h e  t r e a t e d  s u b je c t  r a n k s  h i g h e r  t h a n  t h e  c o n t r o l ;  i .e .  c o u n t  t h e  n u m b e r  o f  p o s i t iv e  
d i f f e r e n c e s .  I t  is  a l s o  r e l e v a n t  t o  n o t e  w h e t h e r  t h e  d i f f e r e n c e s  in  t h e  r a n k in g s  a r e  l a r g e r  
in  t h e s e  p o s i t iv e  c a s e s  t h a n  w h e n  t h e  d i f f e r e n c e  b e t w e e n  t h e  r a n k i n g s  is n e g a t iv e .  O n e  t e s t  
s t a t i s t i c  is  b a s e d  o n  t h e  s u m  o f  t h e  s ig n e d  m id r a n k s  w h ic h  a r e  p o s i t iv e :

V s =  S , +  .... +  S n (7 .1 0 )

a n d  t h e  h y p o th e s i s  o f  n o  d i f f e r e n c e  is r e j e c t e d  w h e n

V ,  >  c  ( 7 .1 1 )

T h is  s im p le  s ta t i s t i c  is b a s e d  o n  t h e  a s s u m p t io n  t h a t  t h e r e  a r e  n o  t i e s  in  t h e  d i f f e r e n c e s  a n d  
t h a t  n o n e  o f  t h e  v a lu e s  in  a n y  p a i r  a r e  i d e n t i c a l  ( i n  w h ic h  c a s e  t h e  d i f f e r e n c e  is z e r o ) .  I t  
is  t h e r e f o r e  n o t  a p p l i c a b le  in  t h e  p r e s e n t  c a s e .  I n  t h e  p r e s e n c e  o f  t ie s ,  t h e  d i f f e r e n c e s  
a r e  c a l c u l a t e d  a n d  t h e  s ig n e d  m id  r a n k s  a r e  a s s ig n e d  a s  b e f o r e .  After  a l l  m id r a n k s  h a v e  
b e e n  c a l c u la t e d ,  t h e  z e r o  d i f f e r e n c e s  a r e  a s s ig n e d  a  m i d r a n k  o f  z e r o .  T h e  s u m  o f  t h e  
p o s i t iv e  m id r a n k s  ( V , ’) is a l s o  c a l c u l a t e d  a s  b e f o r e .  F o r  l a r g e  v a l u e s  o f  N , t h e  s ig n i f i c a n c e  
v a lu e  f o r  V 5* c a n  t h e n  b e  c a l c u l a t e d  u s in g  a  N o r m a l  a p p r o x i m a t i o n  as  f o l lo w s

N ( N  +  1) - d 0( d 0+ l )
E h (V ,*) =  — ------------------ : ---------—  ( 7 .1 2 )

7 Note that this alternative provides the reason for choosing the human rankings as control. 
We must assume that if there is a difference between the sets of rankings then the human rankings 
are better. It is unlikely that I could claim that the matching algorithm’s rankings were better than 
those performed by humans.
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w h e r e  d0 is  t h e  n u m b e r  o f  z e r o  d i f f e r e n c e s .  T h e  v a r i a n c e  o f  V ,* d e p e n d s  o n  b o t h  t h e  
n u m b e r  o f  z e r o  d i f f e r e n c e s  a n d  o n  t h e  n u m b e r  o f  t i e s  a m o n g  t h e  m id r a n k s ,  d b .... ,de, a n d  
is  g iv e n  b y  t h e  f o l lo w in g  f o r m u la ,  ( 7 .1 3 ) :

e
V a r H( V , ‘) =  1 /2 4  [ N ( N + 1 ) ( 2 N + 1 )  - d „ ( d o + l ) ( 2 d 0+ l ) ]  -  1 /4 8  s d i( d , - l ) ( d , + l )

¡*1

T h e  s ig n i f ic a n c e  v a l u e  f o r  V , ’ is  t h e n  g iv e n  by

X - EhOV) .

P ( V S* >  x) *  1 - $  (  ----------------------------  J  ( 7 .1 4 )
J v a r H( y ; )

w h e r e  t h e  1 -$  v a l u e  is f o u n d  in  t h e  t a b le s  f o r  t h e  S t a n d a r d i s e d  N o r m a l  D i s t r i b u t i o n .

Example.

W e  w ill f o l lo w  t h e  e x a m p l e  o f  a p p ly in g  t h e  W i l c o x o n  s ig n e d  r a n k  t e s t  t o  t h e  a v e r a g e  
h u m a n  r a n k in g s  a n d  t h e  c o m p u t e r  r a n k in g s  f o r  p h r a s e  s e t  1, u s in g  t h e  d a t a  a l r e a d y  c o t a i n e d  
in  T a b le  7 .4 . I  h a v e  a l r e a d y  c a l c u la t e d  t h e  d i f f e r e n c e s  a n d  a s s ig n e d  s ig n e d  m id r a n k s .  T h e  
s u m  o f  t h e  p o s i t iv e  m i d r a n k s  is, V,* =  9  +  6.5 =  15.5. L o o k i n g  a t  t h e  d i s t r i b u t i o n  o f  t i e d  
m id r a n k s ,  d0=0, d ,= 3 , d2= 3 . T h u s ,  E H( V / )  =  9 0 /4  =  2 2 .5 ,  a n d  V a r H(V ,* ) =  1 7 1 0 /2 4  - 1 8 /4 8  
=  7 0 .8 7 5 . T h e r e f o r e :

P ( V /  >  1 5 .5 )  »  1 - * ( 1 5 .5  - 2 2 .5

/  7 0 .8 7 5
)

T h e  e n t r y  in  t h e  S t a n d a r d i s e d  N o r m a l  T a b le s  f o r  -0 .8 3 1  is  0.79 s o

P ( V ;  >  1 5 .5 )  «  0 .7 9
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S in c e  t h e  n u l l  h y p o th e s i s  is t h a t  t h e r e  is n o  s i g n i f i c a n t  d i f f e r e n c e  b e t w e e n  t h e  m e a n  h u m a n  
r a n k in g s  a n d  t h e  c o m p u t e r  g e n e r a t e d  r a n k i n g s  ( i .e .  H<,: V Human =  V Coni(>utcr)  a n d  w e  a r e  n o t  
i n t e r e s t e d  i n  t h e  d i r e c t i o n  o f  a n y  d i f f e r e n c e  t h a t  m a y  a r i s e ,  a  t w o - t a i l e d  s t a t i s t i c a l  t e s t  is 
u s e d .  T h e  c r i t i c a l  v a lu e s  f o r  t h e  tw o - t a i l e d  s t a n d a r i s e d  n o r m a l  d i s t r i b u t i o n  a t  t h e  5 %  le v e l  
o f  s ig n i f i c a n c e  a r e  ± 1 .9 6 ;  i .e .  in  o r d e r  t o  r e j e c t  t h e  n u l l  h y p o t h e s i s  t h e  v a l u e  c a l c u l a t e d

a b o v e  ( i .e .  - 0 .8 3 1 )  m u s t  l ie  o u t s i d e  ± 1 .9 6 .  T h i s  w ill  b e  c l e a r e r  i f  t h e  s t a n d a r d i s e d  n o r m a l  

d i s t r i b u t i o n  is d i s p la y e d  g r a p h ic a l ly ,  a s  b e lo w :

Figure 7.2: Critical Values of the Standarised Normal D istribution.

S in c e  t h e  W i lc o x o n  v a l u e  o f  -0 .8 3 1  is w i th in  t h e  l im i ts  o f  ± 1 .9 6 ,  t h e r e  a r e  n o  g r o u n d s  to  

r e j e c t  t h e  n u l l  h y p o t h e s i s  a n d  w e  c a n  c o n c l u d e  t h a t  t h e r e  is n o  s ig n i f i c a n t  d i f f e r e n c e  
b e t w e e n  t h e  m e a n  h u m a n  r a n k in g s  a n d  t h e  c o m p u t e r  r a n k in g  f o r  p h r a s e  s e t  1. T h is  is  t h e  
d e s i r e d  r e s u l t  s i n c e  t h e  o b je c t iv e  is t o  h a v e  a  c o m p u t e r  a l g o r i th m  w h ic h  r a n k s  p h r a s e s  in  
a  c o m p a r a b l e  m a n n e r  t o  h u m a n s .
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7.6 The Spearman Correlation.

T h e  S p e a r m a n  C o r r e l a t i o n  g o e s  o n e  s t e p  f u r t h e r  t h a n  t h e  W i lc o x o n  S ig n e d  r a n k  te s t .  
R a t h e r  t h a n  s im p ly  t e s t i n g  w h e t h e r  o r  n o t  t h e r e  e x is t s  a  r e l a t i o n s h i p  b e t w e e n  t h e  h u m a n  
a n d  c o m p u t e r  r a n k in g s ,  t h e  S p e a r m a n  t e s t  c a l c u l a t e s  a  m e a s u r e  o f  c o r r e l a t i o n  w h ic h  
i n d ic a t e s  t h e  e x t e n t  o f  t h e  s im i la r i ty  o r  d i s s im i la r i ty  b e t w e e n  t h e  tw o  r a n k in g s .

I n  o r d e r  t o  e x p la in  t h e  c a lc u la t io n s  in v o lv e d  w i th  th is  m e a s u r e  o f  c o r r e l a t i o n ,  l e t  u s  t a k e  
t h e  d a t a  f o r  t h e  f i r s t  p h r a s e  s e t .  T a b l e  7 .6  d is p la y s  t h e  d a t a  o n  t h e  r a n k i n g  o f  p h r a s e  s e t  
1 b y  b o t h  t h e  s a m p l e  u s e r s  a n d  t h e  T S A  m a tc h in g  a l g o r i t h n .  T h e  u s e r s ’ r a n k  p o s i t i o n s  a r e  
a  m e a n  o f  t h e  r a n k in g s  a s s ig n e d  b y  a l l  1 0  s u b je c t s  w h o  r a n k e d  t h i s  p h r a s e  s e t ,  a s  e x p la in e d  
e a r l i e r .

Table 7.6: The two sets of rankings for phrase set 1.

Phrase 1 2 3 4 5 6 7 8 9

Human 7 4 9 3 8 5.5 1 2 5.5
Computer 3 5 1.5 6 9 7.5 7.5 4 1.5

W e  c a n  g e t  a  c l e a r e r  p i c t u r e  o f  t h e  r e l a t i o n s h i p  b e t w e e n  t h e s e  tw o  s e t s  o f  r a n k in g s  b y  
a r r a n g i n g  o n e  o f  t h e m  in  its  n a t u r a l  o r d e r .  I f  w e  d r o p  t h e  p h r a s e  n u m b e r s  a n d  s o r t  t h e  
h u m a n  r a n k in g s  i n t o  o r d e r  t h e n  t h e  d a t a  is  a s  fo l lo w s :

Figure 7.7: Rankings arranged in ascending order.

Human 1 2 3 4 5.5 5.5 7 8 9

Computer 7.5 4 6 5 7.5 1.5 3 9 1.5

L e t  u s  f i r s t  o f  a l l  c o n s id e r  t h e  c a s e  t h a t  w e  a r e  w o n d e r i n g  a b o u t  w h e t h e r  t h e r e  e x is ts  a  
r e l a t i o n s h i p  b e t w e e n  t h e  tw o  s e t s  o f  r a n k in g s  o r  w h e t h e r  t h e y  a r e  c o m p l e t e l y  i n d e p e n d e n t



o f  e a c h  o t h e r .  L e t  u s  d e n o t e  t h e  r a n k s  a s s ig n e d  b y  t h e  c o m p u t e r  a l g o r i t h m  a s  ( T lt .... ,T N), 
w h e r e  N = 9 .  I f  t h e  h y p o th e s i s  is t r u e  t h a t  t h e  r a n k s  a s s ig n e d  b y  t h e  c o m p u t e r  a r e  
c o m p le t e ly  i n d e p e n d e n t  o f  t h o s e  a s s ig n e d  b y  t h e  h u m a n  s u b j e c t s ,  t h e n  a l l  N!  o r d e r i n g s  o f
( T j   ,T n)  a r e  e q u a l ly  l ik e ly . T h e  p r o b a b i l i t y  o f  a n y  o n e  o f  t h e s e  o r d e r i n g s  o c c u r in g
th e n ,  ( w h ic h  a ls o  r e p r e s e n t s  t h e  n u l l  d i s t r i b u t i o n  u n d e r ly in g  t h e  h y p o th e s i s )  is g iv e n  b y

P hC T ^ ,  .... ,T N= t N) =  - 1—  ( 7 .1 5 )
N !

T h is  h y p o th e s i s ,  t h a t  a l l  N! o r d e r in g s  o f  r a n k s  o f  t h e  N  p h r a s e s  a r e  e q u a l l y  l ik e ly ,  is a l s o  
r e f e r r e d  t o  a s  t h e  hypothesis o f randomness. T h e  q u e s t i o n  t h a t  m u s t  b e  a s k e d  is , " F o r  w h a t  
v a lu e s  o f  ( T lf ...., T N) s h o u l d  t h e  h y p o th e s i s  o f  i n d e p e n d e n c e  b e  r e j e c t e d ? " .  T h e  a l t e r n a t i v e  
t h a t  w e  w is h  t o  c o n s i d e r  in  th i s  c a s e  is  t h a t  t h e r e  is a  positive association  b e t w e e n  t h e  tw o  
s e t s  o f  r a n k in g s .  T h is  w o u ld  m e a n  t h a t  h ig h  r a n k  p o s i t i o n s  a s s ig n e d  b y  t h e  c o m p u t e r  
a lg o r i th m  w o u ld  c o r r e s p o n d  t o  h ig h  p o s i t i o n s  a s s ig n e d  b y  t h e  s a m p l e  u s e r s  a n d  lo w  r a n k in g s  
b y  t h e  c o m p u t e r  w o u ld  c o r r e s p o n d  t o  lo w  r a n k in g s  b y  t h e  u s e r s .  O n e  s im p le  s t a t i s t i c  f o r

t e s t i n g  t h e  c o r r e s p o n d a n c e  o f  t h e  r a n k in g s  is g iv e n  b y  D  =  E ( T r i)% f o r  w h ic h  s m a l l  v a lu e s

f o r  D  w o u ld  b e  s ig n i f ic a n t ;  i . e  s m a l l  v a lu e s  o f  D  in d i c a t e  t h a t  t h e r e  is  l i t t l e  d i f f e r e n c e  in  
t h e  tw o  r a n k in g s  a n d  s o  t h e  h y p o t h e s i s  o f  i n d e p e n d e n c e  m u s t  b e  r e j e c t e d .

I t  is a l s o  p o s s ib l e  t o  c a l c u l a t e  t h e  s t a t i s t i c  D  w i t h o u t  h a v in g  t o  a r r a n g e  o n e  o f  t h e  r a n k in g s  
in  i ts  n a t u r a l  o r d e r .  W e  c a n  l o o k  o n  t h e  r a n k in g s  as  a  m a t r ix ,  w i th  t h e  tw o  r a n k  p o s i t i o n s  
o f  t h e  f i r s t  p h r a s e  b e in g  r e p r e s e n t e d  b y  ( R ^ S j ) ,  t h e  p o s i t i o n s  o f  t h e  s e c o n d  p h r a s e  
r e p r e s e n t e d  b y  ( R 2,S 2) a n d  s o  o n .  I t  is  a p p a r e n t ,  th e n ,  t h a t  t h e  d i f f e r e n c e s  (T , - i ) 2 a n d  ( S ; 
- R ) >  a r e  s im p ly  t h e  s a m e  N  n u m b e r s  j u s t  a r r a n g e d  in  d i f f e r e n t  o r d e r .  I t  f o l lo w s ,  t h e r e f o r e ,

D  =  E (S j - R ) 2 ( 7 .1 6 )

A s  b e f o r e ,  s m a l l  v a lu e s  o f  D  a r e  s ig n i f i c a n t .  T a b le s  h a v e  b e e n  d r a w n  u p  b y  S p e a r m a n  to  
i n d i c a t e  w h a t  v a lu e s  o f  D  s h o u l d  b e  c o n s i d e r e d  s ig n i f ic a n t  a n d  w h ic h  s h o u l d  n o t .  T h e  
s t a t i s t i c  D  is  a l s o  r e l a t e d  t o  t h e  c a l c u l a t i o n  o f  a n  o v e ra l l  c o r r e l a t i o n  c o e f f i c i e n t  b e t w e e n  t h e
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tw o  r a n k in g s .  T h is  w a s  d e f i n e d  b y  S p e a r m a n  a n d  is k n o w n  a s  Spearm an’s rank correlation 
coefficient, d e n o t e d  b y  Ts.

S ( R i  - R ) ( S ,  - S )
rs =   (7-17)

7 s(r , - Ry-zfr -■§y

w h e r e  R  =  S R / N  a n d  S ’ =  S S / N .  T h is  f o r m u la ,  h o w e v e r ,  r e d u c e s  t o

6 D
rs = 1 -

N J - N
( 7 .1 8 )

I n t e r p r e t i n g  t h e  V a lu e  o f  I* s

T h e  v a l u e  Ts is e q u i v a l e n t  t o  t h e  t e s t  s t a t i s t i c  D, b u t  la r g e  v a lu e s  o f  r s a r e  c o n s i d e r e d  t o  

b e  s ig n i f ic a n t .  T h e  v a lu e s  o f  Ts r a n g e  f r o m  -1 t o  1. T h e  c o r r e l a t i o n  Ts t a k e s  o n  i ts

m a x im u m  v a lu e  1 o n ly  w h e n  D  t a k e s  o n  i ts  m in im u m  v a lu e  0 . T h i s  o c c u r s  w h e n  T ,= l,  
Tn=N . T h e  c o r r e l a t i o n  c o e f f i c i e n t  w ill t a k e  o n  i ts  m in im u m  v a lu e  -1 w h e n  T ,=N , 
Tn=1\  i .e .  t h e  s e c o n d  r a n k i n g  is  a  c o m p l e t e  r e v e r s a l  o f  t h e  f i r s t .  T h e  v a l u e s  o f  t h e  
c o e f f i c i e n t  a r e  i l l u s t r a t e d  g r a p h ic a l ly  in  F i g u r e  7 .3  b e lo w .

W e  a r e  i n t e r e s t e d ,  in  th i s  e x p e r i m e n t ,  in  f in d in g  o u t  j u s t  h o w  m u c h  o f  a  c o r r e l a t i o n  t h e r e  
is b e t w e e n  t h e  r a n k in g s  p r o v i d e d  b y  t h e  s a m p l e  u s e r s  a n d  t h e  r a n k i n g  p r o v i d e d  b y  t h e  
T S A  m a tc h in g  a lg o r i th m .  O n e  w o u ld  h o p e  t h e r e f o r e ,  t h a t  t h e  c o r r e l a t i o n  c o e f f i c i e n t s  a r e  
a s  c l o s e  t o  1 a s  p o s s ib le ,  a s  a  v a l u e  o f  1 m e a n s  t h a t  t h e  tw o  r a n k in g s  a r e  i d e n t i c a l .  N e g a t i v e  
c o r r e l a t i o n s  w o u ld  b e  p a r t i c u l a r l y  d i s a p p o i n t i n g  as it  w o u ld  m e a n  t h a t  t h e  m a t c h i n g  
a l g o r i th m  w a s  r a n k in g  p h r a s e s  in  t h e  o p p o s i t e  w a y  to  t h e  s a m p le  i n f o r m a t i o n  r e t r i e v a l  
s y s te m  u s e r s .
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Example.

I  w il l  c o n t i n u e  t o  u s e  p h r a s e  s e t  1 t o  i l l u s t r a t e  t h e  S p e a r m a n  c a l c u l a t i o n s .  T h e  f i r s t  t h i n g  
t o  b e  c a l c u la t e d  is  t h e  t e s t  s t a t i s t i c  D  b y  c o m p u t i n g  t h e  d i f f e r e n c e s  b e t w e e n  t h e  tw o  
r a n k i n g  s e t s .  T h is  d a t a  is p r e s e n t e d  in  t a b l e  7 .8 .

F r o m  t h e  t a b l e  w e  s e e  t h a t  D =149.5 . I t  h a s  a ls o  b e e n  g iv e n  e a r l i e r  t h a t  N = 9 .  S u b s t i t u t i n g  
t h e s e  v a lu e s  i n to  F o r m u la  ( 7 .1 8 )  g iv e s  r s =  1 - 8 9 7 /7 2 0  =  - 0 .2 4 5 8 3 . U n f o r t u n a t e l y  t h i s  is

n o t  t h e  ty p e  o f  r e s u l t  t h a t  w o u ld  b e  h o p e d  f o r .  S in c e  t h e r e  is  a  n e g a t i v e  v a lu e ,  i t  m e a n s  
t h a t  t h e r e  is  a  n e g a t i v e  c o r r e l a t i o n  b e t w e e n  t h e  u s e r  r a n k in g s  a n d  t h e  a l g o r i t h m ’s r a n k in g s  
f o r  p h r a s e  s e t  1, o r  in  o t h e r  w o r d s ,  t h e  c o m p u t e r  h a s  r a n k e d  p h r a s e  s e t  1 in  t h e  o p p o s i t e  
w a y  t o  t h e  h u m a n  s u b je c t s .  N o t e  t h a t  t h e  r a n k in g s  a r e  n o t  d i r e c t ly  o p p o s i t e  ( a s  th i s  w o u ld  
p r o d u c e  a  v a lu e  o f  -1 ) , b u t  th is  is  d e f in i t e ly  n o t  a n  a c c e p t a b l e  p e r f o r m a n c e  le v e l  f o r  t h e  
m a t c h i n g  a lg o r i th m .
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Table 7.8: Calculation of Spearman Coefficient.

Phrase
Average
Human
Rank

Computer
Rank

Difference Squared

1 7 3 4 16
2 4 5 -1 1
3 9 1.5 7.5 56.25
4 3 6 -3 9
5 8 9 -1 1
6 5.5 7.5 -2 4
7 1 7.5 -6.5 42.5
8 2 4 -2 4
9 5.5 1.5 4

T o ta l  (D) =

16

149.5

7.7 Conclusion.

Q u i t e  a  b i t  o f  t im e  w a s  s p e n t  in  c h o o s i n g  t h e  t h r e e  s t a t i s t i c a l  t e s t s  d e s c r i b e d  a b o v e .  
B e c a u s e  o f  t h e  n a t u r e  o f  t h e  e x p e r i m e n t  ( t h e  f a c t  t h a t  i t  w a s  c o n c e r n e d  w h o l ly  w i t h  t h e  
c o m p a r i s o n  o f  r a n k in g s )  i t  m e a n t  t h a t  I  h a d  to  u s e  n o n - p a r a m e t r i c  s ta t i s t ic s .  I  h a v e  a l r e a d y  
d e s c r ib e d  h o w  I  u s e d  t h e  F r i e d m a n  t e s t  t o  g o o d  e f f e c t  in  i l l u s t r a t i n g  t h e  lo w  le v e l  o f  
v a r i a t i o n  in  t h e  r a n k in g s  o f  d i f f e r e n t  u s e r s .  I  h a v e  p r o v e n  t h e  b a s is  o f  h u m a n  r a n k in g s  t o  
b e  m o s t  a p p r o p r i a t e  b o t h  a s  a  b a s is  f o r  c o m p a r i s o n  a n d  a s  a  t a r g e t  f o r  t h e  p e r f o r m a n c e  o f  
a n  o p t im a l  m a tc h in g  a lg o r i th m .  I  b e l i e v e  t h a t  in  t h e  W i lc o x o n  a n d  S p e a r m a n  t e s t s  t h e r e  
is e n o u g h  i n f o r m a t i o n  to  a s c e r t a i n  t h e  p o w e r  o f  t h e  T S A  m a t c h i n g  a lg o r i th m  b y  c o m p a r i n g  
i t  t o  t h e  m e a n  o f  t h e  s a m p le  u s e r  r a n k in g s .  T h e  o b j e c t i v e  is o b v io u s ly  t o  a c h i e v e  a n  
o v e r a l l  a v e r a g e  S p e a r m a n  c o r e l a t i o n  c o e f f i c i e n t  a s  n e a r  to  1 a s  p o s s ib le .

A s  m e n t i o n e d  e a r l i e r  in  th i s  c h a p t e r ,  o n e  o f  t h e  s e c o n d a r y  o b je c t iv e s  o f  t h i s  e v a l u a t i o n  
e x p e r i m e n t  w a s  to  p r o v id e  a  m e c h a n i s m  w h e r e b y  I  c o u l d  i t e r a t i v e ly  o p t i m i z e  t h e  
p e r f o r m a n c e  o f  t h e  m a tc h in g  a lg o r i t h m  b y  p e r f o r m i n g  s e v e r a l  i t e r a t i o n s  o f  a  m o d i f y / r e 
e v a l u a t e  c y c le . T h e  f i r s t  a p p l i c a t i o n  o f  t h e  W i lc o x o n  a n d  S p e a r m a n  te s t s  w e r e  t h e r e f o r e
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o n  a n  in i t i a l  v e r s io n  o f  t h e  m a t c h i n g  a l g o r i t h m  a n d  t h e  r e s u l t s  w e r e  o b v io u s ly  n o t  e x p e c t e d  
t o  b e  o p t im a l .  T h e  h o p e  w a s  t h a t  t h e  in i t i a l  e v a l u a t i o n  w o u ld  i n d i c a t e  t h a t  t h e  m a t c h i n g  
a l g o r i t h m  w a s  i n d e e d  " u s e fu l"  a n d  t h a t ,  a f t e r  s e v e r a l  i t e r a t i o n s ,  t h e  f in a l  e v a l u a t i o n  r e s u l t s  
w o u ld  p r o v e  t h e  m a tc h in g  a l g o r i t h m ’s  w o r t h .

I n  t h e  n e x t  c h a p t e r  I  w ill b e g i n  b y  p r e s e n t i n g  t h e  i n i t i a l  r e s u l t s  o f  t h e  a p p l i c a t i o n  o f  t h e  
W i lc o x o n  a n d  S p e a r m a n  t e s t s  t o  t h e  T S A  m a t c h i n g  a l g o r i t h m .  I  w il l  t h e n  p r e s e n t  t h e  
i n t e r m e d i a t e  r e s u l t s  f r o m  t h e  m o d i f i c a t i o n / r e - e v a l u a t i o n  s t a g e  a n d  I  w il l  f in a l ly  p r e s e n t  t h e  
f in a l  r e s u l t s  t h a t  w e r e  c o n s i d e r e d  t o  b e  " o p t im a l"  i n  s o m e  s e n s e .



Chapter 8.

Analysis of Experimental Results

118



8.1 Introduction.

I n  th i s  c h a p t e r ,  t h e  r e s u l t s  o f  t h e  s ta t i s t i c a l  e v a l u a t i o n  o f  t h e  T S A  m a t c h i n g  a lg o r i th m  a r e  
p r e s e n t e d  a n d  a n a ly s e d  in  s o m e  d e ta i l .  T h e  e v a l u a t i o n  o f  t h e  m a t c h i n g  a lg o r i th m  is b a s e d  
o n  a  c o m p a r i s o n  o f  r a n k i n g s  o f  p h r a s e s  p e r f o r m e d  b y  t h e  m a t c h i n g  a l g o r i t h m  t o  r a n k in g s  
o f  t h e  s a m e  p h r a s e s  b y  a  s a m p l e  o f  in f o r m a t io n  r e t r i e v a l  s y s t e m  u s e r s .  T h e  s ta t i s t i c a l  t e s t s  
u s e d  f o r  th i s  c o m p a r i s o n  a r e  t h e  W ilc o x o n  S ig n e d  R a n k  t e s t  a n d  t h e  S p e a r m a n  C o r r e l a t i o n ,  
a s  d e s c r ib e d  in  t h e  p r e v i o u s  c h a p t e r .

I t  w a s  a ls o  m e n t i o n e d  in  t h e  p r e v i o u s  c h a p t e r  t h a t  t h e r e  w o u l d  b e  s e v e r a l  s t a g e s  in  t h e  
e v a l u a t i o n  o f  t h e  T S A  m a t c h i n g  a lg o r i th m . T h e  in i t i a l  s t a t i s t i c a l  e v a l u a t i o n  w a s  p e r f o r m e d  
o n  t h e  f i r s t  p r o t o t y p e  o f  t h e  m a tc h in g  a l g o r i t h m  a n d  t h e r e f o r e  I  d id  n o t  h o ld  h ig h  
e x p e c t a t i o n s  f o r  t h e  l e v e l  o f  r e s u l t s .  W h a t  w a s  s o u g h t  f r o m  t h e  f i r s t  e v a l u a t i o n  w a s  a n  
in d ic a t io n  t h a t  t h e  a p p r o a c h  h a d  s o m e  m e r i t  a n d  t h a t  w i t h  s o m e  a d j u s t m e n t  to  t h e  
m a tc h in g  r u l e - s e t  a n d  s o m e  o p t i m i z a t i o n  o f  t h e  s c o r i n g  p a r a m e t e r s ,  t h e  T S A  m a tc h in g  
a lg o r i th m  w o u ld  p r o v e  i t s e l f  v e r y  u s e fu l .

I  w ill s t a r t  o f f  in  th i s  c h a p t e r  t h e n ,  b y  p r e s e n t i n g  t h e  r e s u l t s  o f  t h e  v e r y  f i r s t  e v a l u a t i o n  o f  
t h e  T S A  m a tc h in g  a l g o r i t h m  a n d  I  w ill c o m m e n t  o n  t h e s e  r e s u l t s  a n d ,  in  p a r t i c u l a r ,  o n  m y  
o p i n i o n  o f  t h e  a p p r o p r i a t e n e s s  o f  t h e  s t a t i s t i c a l  t e s t s  u s e d .  I  w ill  t h e n  b r ie f ly  d e s c r i b e  t h e  
i t e r a t i o n s  t h a t  t o o k  p l a c e  b e t w e e n  m o d ify in g  t h e  m a t c h i n g  r u l e - b a s e  a n d  s c o r in g  m e c h a n i s m  
a n d  t h e  r e - e v a l u a t i o n s  u s in g  t h e  S p e a r m a n  c o r r e l a t i o n  s t a t i s t i c s .  T h e  f in a l  r e s u l t s  o f  t h e  
e v lu a t io n  o f  t h e  m a t c h i n g  a l g o r i t h m  w ill t h e n  b e  p r e s e n t e d  a n d  d i s c u s s e d  in  s o m e  d e ta i l .

S in c e  t h e  s a m e  d a t a s e t  o f  3 2  s e t s  o f  p h r a s e s  t h a t  w a s  u s e d  in  t h e  e x p e r i m e n t a l  e v a l u a t i o n  
o f  t h e  m a tc h in g  a lg o i th m  w a s  u s e d  t h r o u g h o u t  a l l  i t e r a t i o n s  o f  t h e  e v a l u a t i o n ,  i t  s e e m e d  
q u i t e  p o s s ib le  t h a t  t h e  r e s u l t i n g  T S A  m a tc h in g  a l g o r i t h m  w o u l d  b e  " tu n e d "  t o  t h a t  s p e c i f ic  
d a t a s e t .  I  w a s  t h e r e f o r e  i n t e r e s t e d  in  e v a lu a t in g  t h e  m a t c h i n g  a l g o r i t h m ’s p e r f o r m a n c e  o n  
a  c o m p le t e ly  d i f f e r e n t  d a t a s e t  f r o m  a d i f f e r e n t  d o m a i n ,  o n c e  t h e  a lg o r i t h m  h a d  b e c o m e  
s t a b l e .  T h is  in v o lv e d  r e p e a t i n g  a ll o f  t h e  in i t i a l  t a s k s  o f  t h e  e x p e r i m e n t a l  d e s ig n ,  
c o n s t r u c t i n g  t h e  d a t a s e t ,  h a v in g  s a m p le  u s e r s  p r o v i d e  r a n k i n g s  f o r  t h e  d i f f e r e n t  p h r a s e  s e ts ,  
c a lc u la t in g  m e a n  u s e r  r a n k i n g s ,  h a v in g  t h e  T S A  m a t c h i n g  a l g o r i t h m  p e r f o r m  t h e  s a m e
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r a n k in g s  a n d  t h e n  c o m p a r i n g  t h e  tw o  u s in g  t h e  s t a t i s t i c a l  te s t s .

I n  t h e  f in a l  p a r t s  o f  t h i s  c h a p t e r  I  w il l  d e s c r i b e  th i s  s e c o n d  d a t a s e t  a n d  e x p e r i m e n t  a n d  
p r e s e n t  t h e  r e s u l t s  a c h i e v e d  f o r  t h a t  d a t a .  I  w ill  c o n c l u d e  b y  c o m m e n t in g  o n  t h e  o v e r a l l  
p e r f o r m a n c e  o f  t h e  m a t c h i n g  a lg o r i t h m ,  h i g h l i g h t i n g  i ts  p a r t i c u l a r  s t r e n g t h s  a n d  w e a k n e s s e s ,  
a n d  s u g g e s t in g  h o w  s o m e  o f  t h e  w e a k n e s s e s  c o u l d  b e  o v e r c o m e .

8.2 Results of the Initial Wilcoxon Test.

T h e  W ilc o x o n  S ig n e d  R a n k  T e s t ,  a s  d e s c r i b e d  p r e v io u s ly ,  w a s  u s e d  t o  d e t e r m i n e  i f  t h e r e  
w a s  a  s ig n i f i c a n t  d i f f e r e n c e  b e t w e e n  t h e  m e a n  h u m a n  r a n k i n g  a n d  t h e  c o m p u t e r  g e n e r a t e d  
r a n k in g  f o r  e a c h  o f  t h e  3 2  p h r a s e  s e t s .  I  w a s  n o t  i n t e r e s t e d  in  t e s t i n g  t h e  d i r e c t i o n s  o f  
d i f f e r e n c e s  t h a t  m a y  o c c u r  s o  a t w o - t a i l e d  n o r m a l  d i s t r i b u t i o n  w a s  u s e d  in  t h e  a n a ly s is .  
T h e  n u l l  h y p o th e s i s  c a n  b e  f o r m u l a t e d  a s :  H 0 - >  V Human =  V c ^ ^ .  F o r  e a c h  o f  t h e  3 2  
p h r a s e  s e t s  a  v a l u e  o f  u w a s  c a lu c l a t e d  f r o m  t h e  f o r m u l a

^  - E h( V s*)
U  =  -  —

/  V a r H( V s ’)

T h e  v a lu e s  o f  u r e p r e s e n t  t h e  p o i n t s  a l o n g  t h e  X  a x is  o f  t h e  S t a n d a r d i s e d  N o r m a l  
D i s t r i b u t io n .  T h e  p r o b a b i l i t i e s  w h ic h  r e p r e s e n t  t h e  p r o p o r t i o n  o f  t h e  a r e a  u n d e r  t h e  c u r v e  
to  t h e  r ig h t  o f  e a c h  u p o i n t  a r e  t h e n  r e a d  f r o m  t h e  s t a t i s t i c a l  ta b le s  a n d  a r e  g iv e n  b y :

P ( V S* > x )  s  1 - * ( u )

T o  i l l u s t r a t e  t h e s e  r e a d i n g s  o n  t h e  s t a n d a r d i s e d  n o r m a l  d i s t r i b u t i o n  I  w il l  u s e  t h e  e x a m p le  

o f  p h r a s e  s e t  1 f o r  w h ic h  a u v a lu e  o f  -0 .8 3 1  w a s  c a l c u l a t e d  a n d  P ( V S‘ >  x) «  0 .7 9 .  T h e s e  

v a lu e s  a r e  i l l u s t r a t e d  in  F i g u r e  8 .1 . T h e  f i g u r e  a l s o  i l l u s t r a t e s  t h e  c r i t ic a l  v a lu e s  f o r  t h e  t e s t  
a t  t h e  5%  l e v e l  o f  s ig n i f i c a n c e .  T h e s e  c r i t i c a l  v a l u e s  o f  ± 1 .9 6  a r e  u s e d  to  t e s t  t h e  t r u t h
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o f  t h e  n u l l  h y p o th e s i s .  I f  a n y  o f  t h e  u v a lu e s  c a l c u l a t e d  f o r  t h e  W i lc o x o n  t e s t  l i e  o u t s id e  
t h e  c r i t i c a l  v a l u e s  t h e n  t h e  n u l l  h y p o th e s i s  is  r e j e c t e d  in  t h a t  c a s e .

Figure 8.1: P(VS* > x) for Phrase Set 1.

S i n c e  t h e  u v a l u e  f o r  p h r a s e  s e t  1 l ie s  w i th in  t h e  c r i t i c a l  v a lu e s ,  t h e  n u l l  h y p o t h e s i s  is h e ld  
t r u e ,  t h a t  t h e r e  is n o  s ig n i f i c a n t  d i f f e r e n c e  in  t h e  m e a n  h u m a n  r a n k in g s  a n d  t h e  m a tc h in g  
a l g o r i t h m ’s r a n k i n g  f o r  p h r a s e  s e t  1. T h e  W i lc o x o n  s ig n e d  r a n k  t e s t  w a s  c a r r i e d  o u t  o n  
e a c h  o f  t h e  3 2  p h r a s e  s e t s  a n d  3 2  u v a lu e s  c a l c u l a t e d .  T h e s e  a r e  p r e s e n t e d  b e lo w  in  T a b l e
8 .1 .  I n  e a c h  c a s e ,  in  o r d e r  t o  e s t a b l i s h  w h e t h e r  t h e  n u l l  h y p o th e s i s  is  t o  b e  a c c e p t e d  o r  
r e j e c t e d ,  t h e  u v a l u e  m u s t  b e  p l o t t e d  o n  t h e  s t a n d a r d i s e d  n o r m a l  d i s t r i b u t i o n  a n d  c o m p a r e d  
t o  t h e  c r i t ic a l  v a lu e s .  T h e  tw o  m o s t  e x t r e m e  u v a lu e s  f ro m  t h e  W i lc o x o n  t e s t  a r e  -0 .8 8 9  
f o r  p h r a s e  s e t  1 a n d  + 1 .3 0 4  f o r  p h r a s e  s e t  3 1 . N o t i c e  to o ,  t h a t  b e lo w  1 .3 0 4  t h e  n e a r e s t  
v a l u e  is 0 .4 7 4 .  P l o t t i n g  a l l  o f  t h e s e  v a lu e s  o n  t h e  s t a n d a r d i s e d  n o r m a l  d i s t r i b u t i o n ,  a s  in  
F i g u r e  8 .1 , s h o w s  t h a t  t h e y  a r e  a ll  w e l l  w i th in  t h e  c r i t i c a l  r a n g e  a n d  o n ly  t h e  s o l i t a r y  v a lu e  
o f  1 .3 0 4  a p p r o a c h e s  t h e  c r i t i c a l  v a lu e .  W e  c a n  t h e r e f o r e  c o n c l u d e  t h a t  in all of the 32 
phrase sets tested there was no difference between the mean human ranking and the 
initial version of the TSA matching ranking at the 5% level of significance.

T h is  is  a  s u p r i s in g ly  g o o d  r e s u l t .  I n  a l l  c a s e s  t e s t e d  t h e  in i t i a l  v e r s io n  o f  t h e  T S A  m a tc h in g  
a lg o r i t h m  r a n k e d  t h e  p h r a s e s  in  a  c o m p a r a b l e  m a n n e r  t o  t h e  m e a n  o f  t h e  h u m a n  r a n k in g s .  
T h i s  m e a n s  t h a t ,  a c c o r d in g  to  th i s  t e s t ,  t h e  T S A  m a tc h in g  a lg o r i t h m  h a d  f u l l f i l le d  its
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o b j e c t i v e  a t  t h e  f i r s t  a t t e m p t .  S in c e  i t  s e e m s  h ig h ly  u n l ik e ly  t h a t  t h e  in i t i a l  T S A  m a tc h in g  
a l g o r i t h m  is o p t i m a l  ( o r  e v e n  a s  g o o d  a s  t h e s e  r e s u l t s  w o u ld  l e a d  u s  t o  b e l i e v e ) ,  t h e s e  
r e s u l t s  l e d  m e  t o  w o n d e r  a b o u t  t h e  a p p l ic a b i l i ty  o f  t h e  W i lc o x o n  s ig n e d  r a n k  t e s t  in  th is  
c a s e .  I t  w o u ld  s e e m  t h a t  t h i s  t e s t  p r o v id e s  r e s u l t s  a t  t o o  g e n e r a l  a  le v e l  t o  b e  u s e f u l  f o r  
t h e  p u r p o s e  a t  h a n d .  O f  c o u r s e  I  h a d  t o  a s s u m e  t h a t ,  a t  t h e  le v e l  o f  t h i s  t e s t ,  t h e  a b o v e  
r e s u l t s  h e l d  t r u e  a n d  t h e  h u m a n  a n d  c o m p u t e r  r a n k in g s  w e r e  c o m p a r a b l e  b u t  w h a t  I  
w a n t e d  w a s  a  m o r e  d e t a i l e d  a n a ly s is  o f  t h e  r e l a t i o n s h i p  b e t w e e n  t h e  tw o .

Table 8.1:

Results of the Initial Wilcoxon Signed Rank Test.

Phrase
Set u

Phrase
Set U

1 -0.831 17 -0.059
2 0.239 18 0. 000
3 -0.119 19 0.239
4 0.237 20 -0.118
5 0.474 21 0. 000
6 -0.657 22 0. 059
7 0. 178 23 0.000
8 0. 000 24 0.237
9 -0.118 25 0.178
10 -0.059 26 -0.118
11 -0.059 27 0. 059
12 0. 119 28 0.000
13 -0.889 29 -0.059
14 0.237 30 -0.178
15 -0.059 31 1. 304
16 0. 000 32 -0.059

T h e  S p e a r m a n  c o r r e l a t i o n  c a l c u l a t i o n s  t h a t  w e r e  a ls o  c a r r i e d  o u t  o n  t h e  d a t a  p r o v i d e  
e x a c t ly  t h a t  t y p e  o f  d e t a i l e d  a n a ly s is  o f  t h e  r e l a t i o n s h i p  b e t w e e n  t h e  m e a n  h u m a n  r a n k i n g  
a n d  t h e  r a n k in g s  p r o v i d e d  b y  t h e  T S A  m a t c h i n g  a lg o r i th m  f o r  e a c h  o f  t h e  3 2  p h r a s e  s e t s  
a n a ly s e d .  I n d e e d  i t  w a s  w i t h  t h e  s p e c i f i c  i n t e n t i o n  o f  o b t a i n i n g  m o r e  d e t a i l e d  r e s t u l t s  t h a t
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t h e  S p e a r m a n  t e s t  w a s  u s e d  in  t h e  e x p e r im e n t .  O n e  c a n  n o w  s e e  t h e  j u s t i f i c a t i o n  f o r  u s in g  
b o t h  t h e  W i lc o x o n  s ig n e d  r a n k  t e s t  a n d  t h e  S p e a r m a n  c o r r e l a t i o n  f o r  t e s t i n g  t h e  
r e l a t i o n s h i p  b e t w e e n  t h e  h u m a n  a n d  T S A  r a n k in g s .

8.3 The Initial Spearman Correlation Results.

T h e  o b je c t iv e  o f  t h e  S p e a r m a n  c o r r e l a t i o n  t e s t ,  a s  d e s c r ib e d  e a r l i e r ,  is t o  c o m p u t e  a  d i r e c t  
c o r r e l a t i o n  m e a s u r e  r s b e t w e e n  tw o  v a r ia b le s .  T h i s  m e a s u r e  t a k e s  a  v a l u e  b e t w e e n  -1 a n d

+  1 w i th  a  v a lu e  o f  1 b e in g  t h e  m o s t  d e s i r a b l e  r e s u l t ,  m e a n in g  t h a t  t h e  tw o  v a r ia b le s  a r e  
p a r a l l e l  ( i d e n t i c a l  in  o u r  c a s e ) .  I n  t h e  p r e s e n t  c a s e  w e  a r e  c o m p u t in g  t h e  c o r r e l a t i o n  
b e t w e e n  t h e  m e a n  s e t  o f  r a n k in g s  p r o v id e d  b y  a  s a m p le  o f  u s e r s  a n d  t h e  r a n k in g s  c o m p u t e d  
b y  t h e  T S A  m a tc h in g  a lg o r i th m .  A  v a lu e  o f  Ts = l  in  th is  t e s t  m e a n s  t h a t  t h e  T S A  r a n k in g  

is i d e n t i c a l  t o  t h e  m e a n  u s e r  r a n k i n g  f o r  t h e  p h r a s e  s e t  in  q u e s t io n .  I t  s h o u l d  b e  n o t e d  

t h a t  n e g a t iv e  v a lu e s  o f  r s d e n o t e  a  n e g a t iv e  o r  r e v e r s e  c o r r e l a t i o n  b e t w e e n  t h e  tw o  

v a r ia b le s .  I n  th is  e x p e r i m e n t  th is  m e a n s  t h a t  t h e  T S A  r a n k in g s  w o u ld  b e  in  t h e  o p p o s i t e  

d i r e c t i o n  t o  t h e  m e a n  h u m a n  r a n k i n g  ( i .e .  f o r  r s =  -1 : U s e r  r a n k in g s  =  1 ,2 ,3 ,. .9 , T S A

r a n k in g s  =  9 ,8 ,7 , . . l ) .  T h e  c o r r e l a t i o n  v a lu e s  c o m p u t e d  f o r  e a c h  o f  t h e  3 2  p h r a s e  s e t s  
t e s t e d  a r e  d i s p la y e d  in  T a b l e  8 .2  b e lo w .

T h e s e  m o r e  d e t a i l e d  r e s u l t s  g iv e  a  m u c h  b e t t e r  im p r e s s io n  o f  t h e  r e l a t i o n s h i p s  b e t w e e n  t h e  
s e t s  o f  r a n k in g s .  T h e  c o r r e l a t i o n  v a lu e s  r e f l e c t  p r e c i s e ly  t h e  r e l a t i o n s h i p  b e t w e e n  t h e  u s e r  
r a n k in g s  a n d  t h e  T S A  r a n k in g s  a n d  a r e  t h e r e f o r e  m u c h  m o r e  d e s i r a b l e  t h a n  t h e  W ilc o x o n  
v a lu e s  w h ic h  s im p ly  a l lo w  o n e  t o  s t a t e  t h a t  " t h e r e  is o r  is n o t  a  s ig n i f i c a n t  d i f f e r e n c e  in  t h e  
r a n k in g s " .  O n  a n a ly s is  o f  t h e  r e s u l t s ,  2 2  ( 6 8 % )  p h r a s e  s e t s  s h o w  p o s i t iv e  c o r r e l a t i o n ,  w i th  
9  ( 2 8 % )  a b o v e  0 .5 . A l t h o u g h  1 0  ( 3 1 % )  p h r a s e  s e t s  h a v e  n e g a t iv e  c o r r e l a t i o n s ,  o n ly  5  
( 1 5 % )  h a v e  v a lu e s  b e lo w  -0 .1 . T h e  c o m p l e t e  s p r e a d  o f  t h e  c o r r e l a t i o n s  is i l l u s t r a t e d  in  
T a b l e  8 .3 . A n  o v e r a l l  m e a s u r e  o f  t h e  T S A  m a c h in g  a l g o r i t h m ’s p e r f o r m a n c e  c a n  b e  f o u n d  
b y  c o m p u t i n g  a  s in g le  c o r r e l a t i o n  v a lu e  b e t w e e n  t h e  s a m p le  u s e r  r a n k in g s  a n d  t h e  
a l g o r i t h m ’s r a n k in g s .  T h is  w a s  e a s i ly  c o m p u t e d  b y  a v e r a g in g  t h e  3 2  in d iv id ia l  S p e a r m a n  
c o r r e l a t i o n  v a lu e s  p r e s e n t e d  in  T a b l e  8 .2 . U s i n g  t h e s e  v a lu e s ,  t h e  o v e r a l l  c o r r e l a t i o n  w a s
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c o m p u t e d  t o  b e  0.224. T h e  f a c t  t h a t  th is  a v e r a g e  c o r r e l a t i o n  w a s  p o s i t iv e  w a s  e n c o u r a g i n g .  
I t  m e a n t  t h a t  t h e  m a tc h in g  a l g o r i t h m  h a d  a  p o s i t iv e  c o r r e l a t i o n  t o  t h e  a v e r a g e  h u m a n  
r a n k in g s .  T h e  id e a l  c o r r e l a t i o n  v a l u e  w o u ld  h a v e  t o  b e  p o s i t iv e ,  a n d  w o u ld  o p t im a l ly  b e  
a  c lo s e  to  1 a s  p o s s ib le .  A  p h r a s e  r a n k i n g  a lg o r i th m  w h ic h  w a s  p e r f o r m i n g  a s  " a v e ra g e "  
w o u ld  h a v e  a n  o v e r a l l  a v e r a g e  c o r r e l a t i o n  o f  z e r o .  T h e  in i t i a l  p r o t o t y p e  o f  t h e  T S A  
m a tc h in g  a lg o r i th m  p e r f o r m e d  b e t t e r  t h a n  a v e r a g e ,  w i t h  t h e  c o r r e l a t i o n  o f  0 .2 2 4 .

Table 8.2:

The Initial Spearman Correlation Co-efficients.

Phrase
Set r

Phrase
Set r

1 -0.245 17 -0.033
2 0. 666 18 -0.125
3 0.595 19 -0.016
4 0.004 20 -0.566
5 0.233 21 -0.033
6 0.483 22 0.116
7 0.516 23 0.266
8 0.583 24 0.433
9 0.520 25 -0.250
10 -0.100 26 0.233
11 0.333 27 0.445
12 0. 454 28 -0.350
13 0. 125 29 0.725
14 0. 033 30 0.283
15 0. 562 31 0.587
16 -0.095 32 0.787

T h e s e  r e s u l t s  "felt" m u c h  b e t t e r  t h a n  th o s e  p r o d u c e d  b y  t h e  W ilc o x o n  t e s t .  T h e y  s h o w e d  
th a t  a l t h o u g h  t h e  a lg o r i th m  h a d  p e r f o r m e d  q u i t e  a c c e p ta b ly  t h e r e  w a s  d e f in i t e ly  r o o m  f o r  
im p r o v e m e n t .  T h is  is  w h a t  I  e x p e c t e d  f r o m  t h e  in i t i a l  t e s t i n g  o f  t h e  f i r s t  p r o t o t y p e  
a lg o r i th m .  I t  w o u ld  s e e m  t h a t  t h e s e  S p e a r m a n  r e s u l t s  a r e  m u c h  m o r e  i n f o r m a t iv e  a n d  
r e l i a b l e  t h a n  t h o s e  t h a t  w e r e  p r o d u c e d  f r o m  t h e  W i lc o x o n  s ig n e d  r a n k  t e s t .  B u t  w h y  d i d n ’t  
t h e  W i lc o x o n  t e s t  d e t e c t  d i f f e r e n c e s  b e t w e e n  t h e  r a n k in g s  in  t h e  p h r a s e  s e ts  w h ic h  h a v e
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Table 8.3:

Distribution of Initial Spearman Correlations.

Range Number Range Number

above 0.5 9 below 0 6
0.4 to 0.5 4 -.2 to -.3 2
0.3 to 0.4 1 -.3 to -.4 1
0.2 to 0.3 4 -.4 to -.5 0
above 0.0 4 below -.5 1

Total > 0 22 Total < 0 10

p r o d u c e d  n e g a t iv e  c o r r e l a t i o n s ?  I  f e l t  i t  w o u l d  b e  w o r th w h i l e  t o  m a k e  a  d e t a i l e d  
c o m p a r i s o n  b e t w e e n  t h e  r e s u l t s  p r e s e n t e d  a b o v e  a n d  t h e  a c t u a l  r a w  d a t a  in  o r d e r  t o  
p r o v id e  a  m a n u a l  v e r i f i c a t io n  o f  t h e  r e s u l t s  b e f o r e  p r o c e e d i n g  w i th  f u r t h e r  e v a lu a t io n .

8.4 A More Detailed Analysis of Initial Results.

8.4.1 The Applicability of the Wilcoxon Test.

T h e  3 2  p h r a s e  s e t s  w i th  t h e  m e a n  u s e r  r a n k i n g s  a n d  t h e  T S A  r a n k in g s  h a v e  b e e n  in c lu d e d  
as  A P P E N D I X  D .  W e  c a n  m a n u a l ly  e x a m in e  a  s a m p l e  o f  t h e  r a n k in g s  o f  t h e  s e t s  i n  o r d e r  
t o  v a l id a t e  a n d  v e r i fy  s o m e  o f  t h e  a b o v e  r e s u l t s .

T a k e  f o r  e x a m p le  p h r a s e  s e t s  1 a n d  2 . P h r a s e  s e t  1 h a s  a  n e g a t i v e  S p e a r m a n  c o r r e l a t i o n  
o f  -0 .2 4 5  w h e r e a s  p h r a s e  s e t  2  h a s  q u i t e  a  h ig h  p o s i t iv e  c o r r e l a t i o n  o f  0 .6 6 6 . U p o n  
e x a m in a t io n  o f  p h r a s e  s e t  1 w e  s e e  t h a t  t h e  h i g h e s t  r a n k e d  p h r a s e  b y  u s e r s  w a s  r a n k e d  
in  p o s i t i o n  7  b y  t h e  T S A  m a tc h  a lg o r i th m  a n d  t h e  p h r a s e s  r a n k e d  j o i n t  h i g h e s t  b y  t h e  T S A  
a lg o r i th m  w e r e  p la c e d  in  p o s i t io n s  5  a n d  9  b y  t h e  s a m p le  u s e r s .  T h e s e  p a i r in g s  w o u ld
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o b v io u s ly  c o n t r i b u t e  g r e a t ly  t o  a  n e g a t iv e  c o r r e l a t i o n .  O n  t h e  o t h e r  h a n d ,  lo o k in g  a t  p h r a s e  
s e t  2 , t h e  t o p  t h r e e  r a n k  p o s i t i o n s  h a v e  b e e n  a s s ig n e d  to  t h e  s a m e  p h r a s e s ,  a l t h o u g h  in  
d i f f e r e n t  o r d e r ,  b y  t h e  u s e r s  a n d  t h e  T S A  m a t c h i n g  a l g o r i th m .  T h e r e  h a s  a l s o  b e e n  fu l l  
a g r e e m e n t  f o r  p o s i t i o n s  6  a n d  7 . T h i s  a g r e e m e n t  is  r e f l e c t e d  in  t h e  h ig h  p o s i t i v e  
c o r r e l a t i o n .  I t  is  a l s o  in t e r e s t i n g  t o  c o m p a r e  p h r a s e  s e t s  2  a n d  3 . I n  p h r a s e  s e t  3  t h e r e  
is  t h e  s a m e  a g r e e m e n t  b e t w e e n  t h e  t o p  t h r e e  p o s i t i o n s  a n d  t h e  d i f f e r e n c e  in  o r d e r  b u t  
t h e r e  is  n o t  s o  m u c h  a g r e e m e n t  a b o u t  t h e  o r d e r i n g  o f  t h e  l o w e r  r a n k  p o s i t i o n s .  P h r a s e  
s e t  3  t h e r e f o r e  h a s  a  s l ig h t ly  l o w e r  p o s i t iv e  c o r r e l a t i o n  t h a n  p h r a s e  s e t  2 . T h i s  h a s  b e e n  
r e f l e c t e d  in  t h e  S p e a r m a n  c o r r e l a t i o n s  o f  0 .6 6 6  f o r  p h r a s e  s e t  2  a n d  0 .5 9 5  f o r  p h r a s e  s e t  
3 . T a k i n g  e a c h  o f  t h e  p a i r s  o f  r a n k in g s  f o r  e a c h  p h r a s e  s e t  in  A P P E N D I X  D  i t  is  p o s s ib le  
t o  v e r i f y  t h a t  t h e  S p e a r m a n  c o r r e l a t i o n  v a lu e s  p r e s e n t e d  a b o v e  a r e  a  p r e c i s e  r e f l e c t i o n  o f  
t h e  d e g r e e  o f  s im i la r i ty  b e t w e e n  t h e  tw o  r a n k in g s .

I t  w o u ld  s e e m  t h e n  t h a t  t h e  r e s u l t s  o f  t h e  W i lc o x o n  t e s t ,  a l t h o u g h  v e r y  f a v o u r a b l e ,  a r e  
q u i t e  d u b io u s ,  w h i l e  t h e  r e s u l t s  o f  t h e  S p e a r m a n  c o r r e l a t i o n s  r e f l e c t  e x a c t ly  t h e  
r e l a t i o n s h i p s  b e t w e e n  t h e  r a n k in g s .  S o m e  a t t e m p t  h a d  t o  b e  m a d e  t o  i n v e s t i g a t e  a n d  
e x p la in  th is  l a c k  o f  f a i th  in  t h e  W ilc o x o n  r e s u l t s .  S u r e ly  in  t h e  c a s e s  w h e r e  t h e r e  w a s  a  
n e g a t i v e  c o r r e l a t i o n  b e t w e e n  t h e  m e a n  u s e r  r a n k in g s  a n d  t h e  T S A  a l g o r i t h m ’s r a n k in g s ,  t h e  
W i lc o x o n  t e s t  s h o u ld  h a v e  r e j e c t e d  t h e  n u ll  h y p o th e s i s  a n d  c o n c l u d e d  t h a t  t h e r e  w a s  a  
s ig n i f i c a n t  d i f f e r e n c e  b e t w e e n  t h e  tw o .

O n e  p o s s ib le  e x p la n a t io n  f o r  t h e  p o o r  p e r f o r m a n c e  o f  t h e  W ilc o x o n  t e s t  ( i n  t e r m s  o f  
a c c u r a c y )  is  t h a t  t h e  a s s u m p t io n s  u n d e r ly in g  t h e  t e s t  j u s t  d id  n o t  h o l d  t r u e  in  t h e  a b o v e  
e x p e r i m e n t .  T h e s e  a s s u m p t io n s  a r e  u s u a l ly  i l l u s t r a t e d  in  t h e  t r a d i t i o n a l  c o n t e x t  o f  m e d ic a l  
e x p e r i m e n t a t i o n  s o  a  c e r t a i n  d e g r e e  o f  e x t r a p o l a t i o n  a n d  i n f e r e n c e  w a s  u s e d  i n  a p p ly in g  
t h e m  t o  t h e  p a r t i c u l a r  e x p e r i m e n t a l  d e s ig n  u s e d  h e r e .  T h e  W ilc o x o n  r a n k  t e s t  is u s e d  f o r  
paired  c o m p a r i s o n s  w h e r e  t h e  s u b je c t s  in  t h e  p a i r  a r e  h ig h ly  h o m o g e n e o u s .  T h e  p a i r s  h e r e  
c o n s i s t e d  o f  t h e  s e t  o f  m e a n  u s e r  r a n k s  a n d  t h e  T S A  a l g o r i t h m ’s r a n k in g .  I  t h e r e f o r e  m a d e  
t h e  a s s u m p t io n  t h a t  t h e  p r o c e d u r e  u s e d  b y  t h e  T S A  m a tc h in g  a l g o r i th m  in  r a n k i n g  p h r a s e s  
w a s  v e r y  s im i la r  t o  th a t  u s e d  b y  h u m a n s  p e r f o r m i n g  t h e  s a m e  ta s k .  T h e  v a l id i ty  o f  th is  
a s s u m p t io n  u n d e r  n o r m a l  c o n d i t io n s  is  d e b a t a b l e  b u t  i t  w a s  m o s t  l ik e ly  i n v a l i d a t e d  b y  t h e  
n a t u r e  o f  t h e  e x p e r im e n t .  A s  f a r  a s  t h e  h u m a n  s u b je c t s  w e r e  c o n c e r n e d  t h e y  w e r e  s im p ly  
r a n k i n g  a  s e t  o f  p h r a s e s  a c c o r d in g  t o  t h e i r  s im i la r i ty  t o  a  g iv e n  t a r g e t  p h r a s e .  T h e  T S A
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m a t c h i n g  a lg o r i th m ,  o n  t h e  o t h e r  h a n d ,  w a s  s p e c i f ic a l ly  d e s i g n e d  w i t h  t h e  i n f o r m a t i o n  
r e t r i e v a l  t a s k  in  m in d . I t  w a s  d e s i g n e d  t o  r a n k  a  s e t  o f  a n a ly t i c s  a c c o r d in g  t o  t h e i r  
r e l e v a n c e  to  a  g iv e n  q u e ry .  I n  t h e  e v a l u a t i o n  e x p e r i m e n t  t h e  p h r a s e s  w e r e  s u c h  t h a t  t h e  
t a r g e t  p h r a s e  r e p r e s e n t e d  a n  a n a ly t i c  in  a  la r g e  t e x t  d a t a b a s e  a n d  t h e  n i n e  o t h e r  p h r a s e s  
r e p r e s e n t e d  u s e r  q u e r i e s  t o  t h e  i n f o r m a t i o n  r e t r i e v a l  s y s te m . T h e  a l g o r i t h m  t h e n  w e n t  
a b o u t  c o m p u t in g  a  r e l e v a n c e  s c o r e  f o r  t h e  a n a ly t ic  a g a in s t  e a c h  o f  t h e  n i n e  q u e r i e s  a n d  
t h e n  r a n k i n g  t h e  q u e r i e s  a c c o r d in g  t o  t h e  r e l a t i v e  r e l e v a n c e  o f  t h e  a n a ly t ic  t o  e a c h  o f  
t h e m .  T h i s  w a s  s ti l l  a  p e r f e c t ly  v a l id  w a y  t o  g o  a b o u t  t e s t i n g  a n d  e v a l u a t i n g  t h e  m a tc h in g  
c a p a b i l i t i e s  o f  t h e  T S A  a lg o r i th m  b u t  i t  m e a n s  t h a t  t h e  a s s u m p t i o n  o f  h o m o g e n e i t y  b e t w e e n  
t h e  p r o c e d u r e s  f o r  r a n k in g  in  t h e  h u m a n s  a n d  c o m p u t e r  is  c o n s i d e r a b l y  s t r e t c h e d .  T h e  
e x a m p le s  u s e d  w h e n  ta lk in g  a b o u t  t h e  d e g r e e  o f  h o m o g e n e i t y  [ L e h m a n n  1 9 7 5 ]  a r e  o f  p a i r s  
o f  tw in s  o r  t h e  h a n d s  o f  o n e  p e r s o n .  I t  is a ls o  s t a t e d  t h a t  w h e n  a  n a t u r a l  p a i r in g  d o e s  n o t  
e x is t  a  s u b g r o u p  c a n  b e  c o n s t r u c t e d  b y  "careful matching of subjects, for example, of patients 

who are alike with respect to age, sex, and severity of desease, o f communities that have the 

same she, urban-rural character, geographic location, and so forth". I  p r o b a b l y  d id  n o t  
a c h i e v e  s u c h  h o m o g e n e i ty  in  t h e  p a i r i n g  o f  s a m p le  u s e r s  a n d  t h e  T S A  m a tc h in g  a lg o r i t h m .

O n c e  t h e  p a r in g s  h a v e  b e e n  c o n s t r u c t e d  f o r  t h e  W i lc o x o n  s i g n e d  r a n k  t e s t ,  o n e  s u b j e c t  is 
a s s ig n e d  a t  r a n d o m  t o  b e  t h e  c o n t r o l  a n d  t h e  o t h e r  is r e f e r e d  t o  a s  t h e  "treated". N o t e  t h a t  
i t  s e e m s  n o r m a l  t o  h a v e  a  s e r i e s  o f  p a r in g s  a n d  in  e a c h  o n e  t h e r e  is  a  r a n d o m  a s s ig n m e n t  
o f  c o n t r o l  a n d  t r e a t e d .  I n  t h e  T S A  e x p e r i m e n t  t h e r e  w a s  o n l y  o n e  p a i r i n g  o f  h u m a n  a n d  
c o m p u t e r  a n d  t h e  m e a n  u s e r  r a n k i n g s  w e r e  a s s u m e d  as  t h e  c o n t r o l  s i n c e  t h a t  w a s  t h e  b a s e  
a g a in s t  w h ic h  I  w a s  t e s t in g  t h e  p e r f o r m a n c e  o f  t h e  m a tc h in g  a l g o r i t h m .  I n  s h o r t ,  w h e n  
" t r a n s la t in g "  t h e  d e ta i l s  o f  t h e  W i lc o x o n  t e s t  f r o m  t h e  c o n t e x t  o f  m e d ic a l  e x p e r i m e n t a t i o n  
t o  t h e  e x p e r i m e n t  a t  h a n d ,  q u i t e  a  f e w  a s s u m p t io n s  w e r e  m a d e  a b o u t  t h e  v a l id i ty  o f  
a s s u m p t io n s  u n d e r ly in g  t h e  t e s t  a n d  a b o u t  t h e  a p p l ic a b i l i ty  o f  p r o c e d u r e s  in  t h e  c a s e  o f  
t e s t i n g  t h e  r a n k in g s .  I t  is p o s s ib le  t h e n ,  t h a t  s o m e w h e r e  in  t h e  p r o c e s s  o f  t r a n s l a t i n g  f r o m  
t h e  c o n t e x t  o f  m e d ic a l  e x p e r i m e n t a t i o n  to  t h e  p r e s e n t  d o m a in ,  a n  in v a l id  a s s u m p t i o n  w a s  
m a d e  o r  a n  in v a lid  p r o c e d u r e  w a s  u s e d  w h ic h  r e n d e r e d  t h e  W i lc o x o n  t e s t  i n a p p r o p r i a t e  f o r  
t h e  p u r p o s e  o f  c o m p a r in g  r a n k in g s ,  a n d  h e n c e  t h e  u n r e l i a b l e  n a t u r e  o f  t h e  r e s u l t s .

O n  t h e  o t h e r  h a n d ,  i t  is e q u a l ly  p o s s ib l e  t h a t  t h e  t r a n s l a t i o n  to  t h e  T S A  d o m a i n  w a s  
c o r r e c t  a n d  t h e  W ilc o x o n  s ig n e d  r a n k  t e s t  w a s  a p p r o p r i a t e  a n d  w a s  a l s o  e x e c u t e d  c o r r e c t l y
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b u t  t h e  t e s t  w a s  s u c h  t h a t  i t  j u s t  d id  n o t  d e t e c t  t h e  d i f f e r e n c e s  b e t w e e n  t h e  h u m a n  a n d  
c o m p u t e r  r a n k in g s  t o  t h e  s a m e  d e g r e e  a s  t h e  S p e a r m a n  c o r r e l a t i o n s .  T h e  S p e a r m a n  
c o r r e l a t i o n  w a s  a lw a y s  k n o w n  t o  b e  m o r e  d e t a i l e d  t h a n  t h e  W i l c o x o n  t e s t  ( i n d e e d  t h a t  w a s  
w h y  t h e  S p e a r m a n  c o r r e l a t i o n s  w e r e  i n c lu d e d  in  t h e  s u i t e  o f  s t a t i s t i c a l  t e s t s  t o  b e  u s e d ) .  
T h e  w o r d  s i g n i f i c a n t  is  o f  t h e  u t m o s t  i m p o r t a n c e  in  t h e  c o n c l u s i o n s  f r o m  t h e  W ilc o x o n  t e s t  
t h a t  there is no significant differences between the human and computer rankings for all o f 

the 32 phrase sets tested. I t  is  p o s s ib l e  t h a t  a t  t h e  t e s t e d  l e v e l  o f  s i g n i f i c a n c e  t h e  h u m a n  
a n d  c o m p u t e r  r a n k in g s  a r e  e q u i v a l e n t  a n d  t h e  r e s u l t s  a n d  c o n c l u s i o n s  p r e s e n t e d  a b o v e  a r e  
c o m p le t e ly  l e g i t im a te .

W h a t e v e r  t h e  c a s e ,  w h e t h e r  t h e  W i lc o x o n  s ig n e d  r a n k  t e s t  w a s  c o r r e c t  o r  n o t ,  i t  h a d  t u r n e d  
o u t  t h a t  t h e  r e s u l t s  p r o d u c e d  b y  i t  w e r e  i n a p p r o p r i a t e  f o r  t h e  p u r p o s e  o f  f in e  t u n i n g  t h e  
T S A  m a tc h in g  a lg o r i th m .  I f  t h e  W i lc o x o n  t e s t  s h o w e d  a t  t h i s  v e r y  in i t i a l  s t a g e  t h a t  t h e  
h u m a n  a n d  c o m p u t e r  r a n k i n g s  w e r e  e q u i v a l e n t  t h e n  a n y  i m p r o v e m e n t s  t h a t  m ig h t  b e  g a in e d  
f r o m  c h a n g e s  to  t h e  a l g o r i t h m  o r  s c o r in g  m e c h a n is m  w e r e  n o t  g o i n g  t o  s h o w  u p .  I t  w a s  
t h e r e f o r e  p o in t l e s s  t o  u s e  t h e  W i lc o x o n  s ig n e d  r a n k  t e s t  in  t h e  s u b s e q u e n t  a n a ly s e s  o f  
r e v i s e d  v e r s io n s  o f  t h e  m a t c h i n g  a lg o r i th m ,  b u t  to  r e s t r i c t  t h e  t e s t i n g  t o  t h e  m o r e  d e t a i l e d  
r e s u l t s  p r o v id e d  b y  t h e  S p e a r m a n  c o r r e l a t i o n  c o - e f f ic ie n t s .

8.4.2 Some Comments on the Initial Spearman Correlations.

T h e  S p e a r m a n  c o r r e l a t i o n  c o - e f f i c i e n t s  t a b u l a t e d  a b o v e  s e e m  t o  i n d i c a t e  a  l e v e l  o f  
p e r f o r m a n c e  w h ic h  o n e  w o u ld  e x p e c t  f r o m  a n  in i t i a l  v e r s io n  o f  t h e  m a t c h i n g  a l g o r i t h m  a n d  
I  h a v e  v e r i f i e d  b y  c o m p a r i s o n  t o  t h e  a c tu a l  d a t a  t h a t  t h e  c o r r e l a t i o n s  r e f l e c t  e x a c t ly  t h e  
r e l a t i o n s h i p s  b e t w e e n  t h e  m e a n  u s e r  r a n k in g s  a n d  t h e  r a n k i n g s  g e n e r a t e d  b y  t h e  T S A  
m a tc h in g  a lg o r i th m .  I  t h e r e f o r e  c o n c l u d e d  t h a t  t h e  S p e a r m a n  c o r r e l a t i o n s  a r e  s u f f ic ie n t ly  
d e t a i l e d  a n d  a c c u r a t e  t o  m o n i t o r  t h e  p r o g r e s s  o f  t h e  m a t c h i n g  a l g o r i t h m  a s  I  m a d e  
r e f i n e m e n t s  a n d  i m p r o v e m e n t s  t o  t h e  m a tc h in g  r u l e - b a s e  a n d  t h e  s c o r i n g  m e c h a n is m .

B e f o r e  p r o c e e d i n g  w i th  t h e  r e f i n e m e n t  a n d  i m p r o v e m e n t  o f  t h e  m a t c h i n g  a lg o r i th m ,  I  f e l t  
t h a t  i t  w o u ld  b e  b e n e f i c i a l  t o  t a k e  a  c lo s e r  l o o k  a t  t h e  in i t i a l  r e s u l t s  f r o m  t h e  S p e a r m a n
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c o r r e l a t i o n  c a l c u la t io n s  t o  s e e  i f  I  c o u l d  f in d  e x p l a n a t i o n s  f o r  s o m e  o f  t h e  n e g a t i v e  
c o r r e l a t i o n s  a n d  p o s s ib ly  a n t i c i p a t e  a r e a s  f o r  i m p r o v e m e n t s  in  p e r f o r m a n c e .  F o r  e x a m p l e ,  
w e  c a n  s t a r t  b y  e x a m in in g  t h e  n e g a t i v e  c o r r e l a t i o n  v a l u e  f o r  p h r a s e  s e t  1. T h e  p h r a s e  t h a t  
w a s  r a n k e d  h ig h e s t  b y  t h e  s a m p l e  o f  u s e r s  w a s  "procedures for communication among 

groups”. T h e  T S A  m a t c h i n g  a l g o r i t h m ,  h o w e v e r ,  h a d  p l a c e d  i t  in  r a n k  p o s i t i o n  7 .  T h i s  c a n  
b e  e x p la in e d  b y  o n e  o f  t h e  a l g o r i t h m ’s i n h e r e n t  l im i ta t io n s ,  t h e  la c k  o f  i n f o r m a t i o n  o n  
s y n o n y m ity .  I n  th i s  c a s e  t h e  a l g o r i t h m  w a s  u n a w a r e  t h a t  o n e  o f  t h e  s e n s e s  o f  t h e  w o r d  
"procedure” is s y n o n y m o u s  w i th  o n e  o f  t h e  s e n s e s  o f  t h e  w o r d  "scheme". T h e  T S A  m a t c h i n g  
a lg o r i t h m  a ls o  f a i l e d  t o  m a t c h  t h e  w o r d s  "communication'' a n d  "communicating" b e c a u s e  t h e y  
h a v e  t h e  r e s p e c t i v e  b a s e  f o r m s  o f  communication a n d  communicate. T h e  o n ly  t h i n g  t h a t  
t h e  a lg o r i th m  c o u ld  m a t c h  w a s  t h e  c o n c e p t  o f  b e i n g  "among groups".

A t  t h e  o t h e r  e n d  o f  t h e  s c a l e ,  I  c o u l d  a t t e m p t  to  e x p la in  w h y  t h e  p h r a s e s  r a n k e d  m o s t  
h ig h ly  b y  th e  T S A  m a t c h i n g  a l g o r i t h m  w e r e  r a n k e d  lo w ly  b y  t h e  s a m p l e  u s e r s .  T h i s  is 
a t t r i b u t a b l e  to  t h e  d i f f e r e n c e  in  t h e  p r o c e d u r e  f o r  r a n k i n g  p h r a s e s  r e f e r r e d  t o  b r i e f l y  a b o v e .  
T h e  u s e r s  w e r e  s im p ly  r a n k i n g  p h r a s e s  a c c o r d in g  t o  s im i la r i ty  t o  a  t a r g e t  p h r a s e  w h e r e a s  
t h e  T S A  m a tc h in g  a l g o r i t h m  w a s  p e r f o r m i n g  a n  i n f o r m a t i o n  r e t r i e v a l  t a s k  a n d  r a n k i n g  
q u e r i e s  o n  t h e  r e l e v a n c e  o f  t h e  r e t r i e v e d  a n a ly t ic .  T a k e  f o r  e x a m p le  t h e  p h r a s e  
"applications of type hierarchies”. C o m p a r i n g  th is  d i r e c t ly  t o  t h e  t a r g e t  p h r a s e  "a scheme for 

communicating among groups that use different type hierarches" l e a d s  o n e  t o  r a n k  i t  i n  a  lo w  
p o s i t i o n ,  a n d  i n d e e d  i t  h a d  r a n k  p o s i t i o n  9  in  t h e  m e a n  r a n k i n g s  o f  t h e  s a m p l e  u s e r s .  I f ,  
h o w e v e r ,  o n e  t r e a t s  t h e  f i r s t  p h r a s e  a s  a  q u e r y  to  a n  in f o r m a t i o n  r e t r i e v a l  s y s te m  a n d  
r e a s o n s  a b o u t  h o w  r e l e v a n t  a  d o c u m e n t  w i th  t h e  t a r g e t  p h r a s e  a s  t i t l e  ( o r  e v e n  j u s t  
c o n t a i n i n g  t h a t  p h r a s e )  w o u ld  b e  t o  t h a t  q u e r y  t h e n  o n e  is le d  t o  m a k e  a  c o m p l e t e l y  
d i f f e r e n t  j u d g e m e n t .  T h is  is t h e  w a y  in  w h ic h  t h e  T S A  a lg o r i th m  m a k e s  i t ’s j u d g e m e n t s  
a b o u t  p h r a s e s .  F o r  e a c h  o f  t h e  n i n e  p h r a s e s  in  t h e  s e t  i t  c o n s t r u c t s  t h e  s c e n a r i o  t h a t  i t  is 
a q u e r y  a n d  t h e  t a r g e t  is  a n  a n a ly t i c  o r  t i t l e .  I t  t h e n  c o m p u t e s  a  r e l e v a n c e  s c o r e  f o r  t h e  
m a t c h  a n d  a f t e r  d o in g  th i s  f o r  a l l  n i n e  p h r a s e s ,  r a n k s  t h e  r e s u l t s .  I t  is th i s  d i f f e r e n c e  in  
r a n k i n g  p r o c e d u r e  c o u p l e d  w i th  t h e  in a b i l i ty  t o  r e c o g n i s e  s y n o n y m o u s  w o rd s  t h a t  a c c o u n t s  
f o r  t h e  d i f f e r e n c e s  in  r a n k  p o s i t i o n s  in  p h r a s e  s e t  1.

P h r a s e  s e t  2 0  h a s  t h e  m o s t  n e g a t i v e  c o r r e l a t i o n  w i th  a  Ts v a l u e  o f  -0 .5 6 6 . W e  c a n  s e e  t h a t  

t h e  p h r a s e  r a n k e d  in  t h e  h i g h e s t  p o s i t i o n  b y  t h e  h u m a n  s u b je c t s  w a s  p l a c e d  in  t h e  lo w e s t
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p o s i t i o n  b y  t h e  T S A  m a t c h i n g  a l g o r i th m .  I n  th is  c a s e  w e  c a n n o t  e x p la in  t h e  d i f f e r e n c e  
t h r o u g h  t h e  a l g o r i t h m ’s in a b i l i ty  t o  d e a l  w i th  s y n o n y m s  o r  i ts  a p p r o a c h  t o  r a n k i n g .  I t  s e e m s  
t h a t  t h e  a lg o r i t h m  w a s  s im p ly  c o n f u s e d  o r  i n h i b i t e d  b y  t h e  c o m p le x  s y n ta c t i c  s t r u c t u r e  o f  
t h e  p h r a s e  "the consideration that must be given to encryption and compression in systems 
which retrieve text". A l l  o f  t h e  w o r d s  in  th i s  p h r a s e  a p p e a r  in  t h e  s a m e  f o r m  a s  in  t h e  
t a r g e t  p h r a s e  ( w i th  t h e  e x c e p t i o n  o f  retrieval) a n d  e v e n  l o o k i n g  a t  t h e  p h r a s e  a s  a  q u e r y  
t o  a n  in f o r m a t i o n  r e t r i e v a l  s y s te m  c o n t a i n i n g  t h e  t a r g e t  p h r a s e  a s  a n  a n a ly t ic ,  o n e  w o u l d  
e x p e c t  i t  t o  r e c e iv e  a  h ig h  r e l e v a n c e  s c o r e .  I t  s e e m s  t h a t  in  th i s  c a s e  t h e  a l g o r i t h m  h a s  
s im p ly  f a i l e d  t o  a t t r i b u t e  a n  a p p r o p r i a t e  r a n k i n g  t o  t h e  p h r a s e .  O n e  f a c t o r  t h a t  w o u ld  h a v e  
r e d u c e d  t h e  m a t c h  s c o r e  f o r  t h e  a b o v e  p h r a s e  is  t h e  n u m b e r  o f  r e d u n d a n t  w o r d s  i n  t h e  
p h r a s e .  F o r  e x a m p le  in  e x p r e s s in g  t h e  s i m p l e  c o n c e p t  o f  "encryption and compression 
considerations" t h e  p h r a s e  u s e s  9  w o rd s ;  "consideration that must be given to encryption and  
compression". T h e  r e a s o n  t h a t  th i s  f a c t  h a s  a n  e f f e c t  o n  t h e  o v e r a l l  s c o r e  is  b e c a u s e  a t  
n o r m a l i z a t i o n  t im e ,  t h e  n o r m a l i z a t i o n  f a c t o r  is  b a s e d  o n  t h e  n u m b e r  o f  n o d e s  in  t h e  q u e r y  
T S A  I f  t h e r e  a r e  a  l o t  o f  r e d u n d a n t  w o r d s  in  t h e  q u e r y  t h e n  t h e r e  a r e  a l s o  a  l o t  o f  
s u p e r f l u o u s  n o d e s  in  t h e  T S A  s o  t h e  d e n o m i n a t o r  in  t h e  n o r m a l i z a t i o n  c a l c u l a t io n  is h i g h e r ,  
r e s u l t i n g  in  a  l o w e r  s c o r e .  I t  is  o b v io u s  t h a t  t h e  p h r a s e s  r a n k e d  n u m b e r s  1 a n d  2  b y  t h e  
T S A  m a tc h in g  a lg o r i th m  w e r e  s o  r a n k e d  b e c a u s e  in  t h e  s c e n a r i o  o f  a n  i n f o r m a t i o n  r e t r i e v a l  
s y s te m  th e y  a r e  t h e  q u e r i e s  t o  w h ic h  t h e  t a r g e t  p h r a s e  w o u ld  b e  m o s t  r e l e v a n t  ( a l t h o u g h  
t h e  r a n k in g  o f  "string text compression systems" a t  p o s i t i o n  3  b y  t h e  T S A  a l g o r i t h m  is 
q u e s t i o n a b l e ) .

O n  t h e  b r i g h t e r  s id e  o f  in i t i a l  T S A  m a t c h i n g  p e r f o r m a n c e ,  p h r a s e  s e t  3 2  h a d  t h e  m o s t  
p o s i t i v e  c o r r e l a t i o n  w i th  a n  rs v a lu e  a t  0 .7 8 7 .  T h e r e  is c o m p l e t e  a g r e e m e n t  a t  4  o f  t h e

r a n k  p o s i t io n s  in c lu d in g  t h e  l a s t  t h r e e  a n d  t h e r e  is  q u i t e  h ig h  a g r e e m e n t  a t  t h e  o t h e r  
p o s i t i o n s  ( e .g .  1 -3 , 3 -5 ,  5 -6 , 6 - 4 ) .  L o o k i n g  a t  t h e  p h r a s e s  w e  c a n  s e e  t h a t  in  th i s  s e t ,  a l l  o f  
t h e  n in e  p h r a s e s  h a v e  r e la t iv e ly  s im p le  s y n ta c t i c  s t r u c t u r e  a n d  a l l  u s e  t h e  s a m e  w o r d s  a s  in  
t h e  t a r g e t  p h r a s e .  T h e  p h r a s e s  in  t h e  t o p  f o u r  r a n k  p o s i t i o n s  a r e  a ll e x t r e m e ly  c l o s e  in  
m e a n i n g  t o  t h e  t a r g e t  p h r a s e  s o  o n e  w o u ld  a c c e p t  s o m e  d i f f e r e n c e  in  t h e  o r d e r i n g  o f  t h e  
in d iv id u a l  p h r a s e s  b e t w e e n  t h e  s a m p l e  o f  u s e r s  a n d  t h e  T S A  m a t c h i n g  a lg o r i t h m .  T h e  T S A  
m a tc h in g  a lg o r i t h m  h a s  p e r f o r m e d  v e ry  w e l l  in  r a n k i n g  th is  r e l a t i v e ly  s im p le  s e t  o f  p h r a s e s  
a n d  a  c o r r e l a t i o n  o f  0 .7 8 7  is c e r t a i n l y  a n  a c c e p t a b l e  p e r f o r m a n c e  le v e l.
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T h r o u g h  p e r f o r m i n g  th is  t y p e  o f  f a i l u r e  a n a ly s is  o n  e a c h  o f  t h e  3 2  p h r a s e  s e t s ,  a n d  in  
p a r t i c u l a r  t h e  o n e s  f o r  w h ic h  t h e  T S A  m a tc h in g  a lg o r i t h m  h a d  p e r f o r m e d  p o o r ly ,  I  w a s  a b l e  
t o  d r a w  u p  a  l is t  o f  s o u r c e s  o f  p o s s ib l e  i m p r o v e m e n t  in  p e r f o r m a n c e .  T h e s e  r e l a t e d  m o s t ly  
t o  a  le s s  g e n e r a l  s e t  o f  m a t c h i n g  r u l e s  in  t h e  a lg o r i th m .  H a v i n g  c o m p u t e d  a n  in i t ia l  
p e r f o r m a n c e  m e a s u r e  f o r  t h e  T S A  m a t c h i n g  a l g o r i t h m  a n d  i d e n t i f i e d  p o t e n t i a l  s o u r c e s  o f  
p e r f o r m a n c e  i m p r o v e m e n t ,  t h e  n e x t  t a s k  w a s  t o  e n t e r  a n  i t e r a t i v e  l o o p  o f  im p l e m e n t i n g  
t h e  c h a n g e s  t o  t h e  m a tc h in g  a l g o r i t h m  a n d  r e p e a t i n g  t h e  s t a t i s t i c a l  e v a l u a t i o n  in  o r d e r  t o  
j u d g e  t h e  e f f e c t  o f  t h e  c h a n g e s  o n  t h e  a l g o r i t h m ’s p e r f o r m a n c e .

8.5 The Iterative Re-evaluation of the Algorithm.

A s  s t a t e d  a b o v e ,  t h e  i m p l e m e n t a t i o n  o f  a  m o r e  s p e c i f i c  m a t c h i n g  r u l e - s e t  w a s  i d e n t i f i e d  a s  
t h e  m a in  s o u r c e  o f  p o s s ib l e  i m p r o v e m e n t  a f t e r  t h e  a n a ly s is  o f  t h e  r e s u l t s  o f  t h e  in i t ia l  
e v a l u a t i o n  e x p e r i m e n t .  R e c a l l  f r o m  c h a p t e r  6 , t h a t  o n e  o f  t h e  r u l e s  f o r  m a tc h in g  p a r e n t  
n o d e s  s t a t e s  t h a t  a  p r e p o s i t i o n  c a n  m a tc h  a n y  o t h e r  p r e p o s i t i o n  a n d  c a n  m a t c h  a g a in s t  
m o d i f i c i a to n  r e l a t i o n s h i p s .  T h i s  r u l e  in  p a r t i c u l a r  w a s  o n e  t h a t  I  f e l t  n e e d e d  t o  b e  m a d e  
m o r e  s p e c i f ic  b y  l im i t in g  i t  t o  o n ly  c e r t a i n  p r e p o s i t i o n s ,  p a r t i c u l a r l y  f o r  m a t c h i n g  a g a in s t  
m o d i f i c a t io n  r e l a t i o n s h i p s .  A  f u r t h e r  p o s s ib l e  s o u r c e  o f  p e r f o r m a n c e  i m p r o v e m e n t  w e r e  t h e  
r u le s  f o r  r e s id u a l  s t r u c t u r e  a n a ly s is .  T h e s e  r u l e s  w e r e  a ls o  q u i t e  g e n e r a l  in  t h e  in i t i a l  
v e r s io n  o f  t h e  a lg o r i th m  a n d  I  i d e n t i f i e d  s e v e r a l  c a s e s  w h e r e  I  f e l t  m o r e  s p e c i f i c  r u l e s  w o u ld  
b e  b e n e f ic ia l .

O n e  n e w  f a c t o r  t h a t  w a s  i n t r o d u c e d  to  t h e  T S A  m a tc h in g  a l g o r i t h m ,  o v e r  w h ic h  I  h a d  n o  
c o n t r o l ,  w a s  t h e  r e l e a s e  o f  a  n e w  v e r s i o n  o f  t h e  l in g u i s t i c  a n a ly s is  s o f tw a r e .  T h i s  u p d a t e d  
v e r s io n  in c lu d e d  a  n e w  m a s t e r  le x ic o n  c o n t a i n i n g  m o r e  e n t r i e s ,  a n d  a  n e w  v e r s i o n  o f  t h e  
s y n ta c t ic  d i s a m b ig u a t io n  r u le s .  I t  w a s  v e r y  l ik e ly  t h a t  th is  c h a n g e  in  t h e  l i n g u i s t i c  s o f t w a r e  
w o u ld  h a v e  s o m e  s o r t  o f  e f f e c t  o n  t h e  p e r f o r m a n c e  o f  t h e  m a t c h i n g  a lg o r i th m .  I n d e e d ,  
s in c e  t h e  n e w  r e l e a s e  w a s  in  e f f e c t  a n  i m p r o v e d  v e r s io n ,  it  s e e m e d  f a i r  t o  a s s u m e  t h a t  t h e  
in c lu s io n  o f  th is  n e w  s o f t w a r e  in  t h e  m a tc h in g  a lg o r i t h m  w o u ld  l e a d  t o  a n  i m p r o v e m e n t  in  
p e r f o r m a n c e  d u e  t o  a  m o r e  a c c u r a t e  s y n ta c t i c  a n a ly s is .
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T h e  f i r s t  i t e r a t i o n  o f  t h e  o p t i m i z a t i o n  o f  t h e  p e r f o r m a n c e  o f  t h e  m a t c h i n g  a l g o r i t h m  
t h e r e f o r e  c o n s i s te d  o f  t h e  i n c l u s i o n  o f  t h e  n e w  l in g u is t ic  a n a ly s is  s o f t w a r e  a n d  t h e  
i m p l e m e n t a t i o n  o f  m u c h  m o r e  s p e c i f i c  r u l e s  f o r  p a r e n t  m a tc h in g  a n d  f o r  r e s i d u a l  s t r u c t u r e  
a n a ly s is .  F o r  e x a m p le ,  I  i n t r o d u c e d  r u l e s  i n t o  t h e  r e s i d u a l  s t r u c t u r e  a n a ly s is  m o d u l e  w h ic h  
s t a t e d  t h a t  t h e  o c c u r a n c e  o f  a  m a i n  v e r b  p lu s  a  h e a d  o r  a  p r e p o s i t i o n  p lu s  a  h e a d  in  t h e  
r e s id u a l  s t r u c t u r e  i n v a l id a t e d  a n y  s y n ta c t i c  r e l a t i o n s h i p  t h a t  h a d  b e e n  i d e n t i f i e d  d u r i n g  t h e  
s e c o n d  p h a s e  o f  m a tc h in g .  H a v i n g  i m p l e m e n t e d  a l l  o f  t h e  c h a n g e s  to  t h e  a l g o r i t h m ,  I  t h e n  
u s e d  t h e  n e w  v e r s io n  to  p r o v i d e  n e w  r a n k in g s  f o r  a ll o f  t h e  3 2  p h r a s e  s e t s .  U s i n g  t h e s e  
n e w  r a n k in g s  I  r e c a l c u l a t e d  t h e  S p e a r m a n  c o r r e l a t i o n  c o e f f i c i e n t s  f o r  e a c h  p h r a s e  s e t  a n d  
c o m p u t e d  t h e  a v e r a g e  c o r r e l a t i o n .  T h e  n e w  a v e r a g e  c o r r e l a t i o n  f ig u r e  w a s  0.144, w h ic h  
r e p r e s e n t e d  q u i t e  a  d r a m a t i c  d r o p  in  p e r f o r m a n c e  f r o m  0 .2 2 4 , o b t a i n e d  in  t h e  f i r s t  i t e r a t i o n .

I n  a n  a t t e m p t  t o  e x p la in  th i s  u n e x p e c t e d  d r o p  in  p e r f o r m a n c e ,  I  a g a in  s e t  a b o u t  p e r f o r m i n g  
a  f a i l u r e  a n a ly s is  o n  t h e  r a n k i n g s  p r o d u c e d  f o r  c e r t a i n  p h r a s e  s e t s ,  p a r t i c u l a r ly  t h o s e  w h ic h  
h a d  lo w  c o r r e l a t i o n  c o e f f i c i e n t s .  I t  s e e m e d  t h a t ,  a l t h o u g h  t h e  c h a n g e s  t o  t h e  r u l e  s e t s  h a d  
r e s u l t e d  in  p e r f o r m a n c e  i m p r o v e m e n t s  f o r  c e r t a i n  p h r a s e  s e t s  ( u s u a l ly  t h o s e  a t  w h ic h  t h e  
r u l e  c h a n g e s  w e r e  s p e c i f ic a l ly  a i m e d ) ,  t h e  o v e r a l l  e f f e c t  w a s  a  n e g a t iv e  o n e .  I n  t h e  e n s u i n g  
a n a ly s e s  a n d  r e - e v a l u a t i o n s  I  p e r f o r m e d  a  f u r t h e r  f iv e  i t e r a t i o n s  o f  t h e  c y c le , t r y in g  t o  a r r i v e  
a t  a n  o p t im a l  r u l e - s e t  w h ic h  g a v e  t h e  b e s t  o v e r a l l  p e r f o r m a n c e .  T h e  a v e r a g e  o v e r a l l  
c o r r e l a t i o n  c o e f f i c i e n t s  c a l c u l a t e d  a t  e a c h  i t e r a t i o n  o f  t h e  e v a l u a t i o n  e x p e r i m e n t  a r e  
p r e s e n t e d  in  T a b l e  8 .4  b e lo w .

H a v in g  a c h ie v e d  a n  in i t ia l  p e r f o r m a n c e  le v e l  o f  0 .2 2 4 ,  a n d  t h e n  h a v in g  a  d r o p  in  
p e r f o r m a n c e  to  0 .1 4 4 , t h e  f o l lo w in g  f iv e  i t e r a t i o n s  ( i t e r a t i o n s  3  t o  7 )  w e r e  b a s e d  o n  c h a n g e s  
t o  t h e  r u l e - s e t s  b o t h  f o r  p a r e n t  n o d e  m a tc h in g  a n d  r e s i d u a l  s t r u c t u r e  a n a ly s is .  T h e  c h a n g e s  
r e s u l t e d  in  r u l e - s e t s  o f  v a r y in g  s p e c i f i c i ty  b u t  in  a l l  c a s e s  t h e  r u l e s  u s e d  w e r e  m o r e  s p e c i f i c  
t h a n  t h o s e  u s e d  in  t h e  v e r y  f i r s t  v e r s i o n  o f  t h e  m a t c h i n g  a lg o r i th m .  A s  c a n  b e  s e e n  f r o m  
T a b l e  8 .4 , t h e r e  w a s  n o  o v e r a l l  i m p r o v e m e n t  t o  b e  f o u n d  in  t h e  p e r f o r m a n c e  o f  t h e  
m a tc h in g  a lg o r i th m  u s in g  t h e s e  m o r e  s p e c i f i c  r u l e  s e t s .  I t  s e e m e d  t h a t  f o r  t h e  b e s t  o v e r a l l  
p e r f o r m a n c e  t h e  v e r y  g e n e r a l  m a t c h i n g  r u le s ,  a s  u s e d  in i t ia l ly ,  w e r e  t h e  b e s t .
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Table 8.4: Average Correlation Coefficients for each Iteration.

Iteration Average
Correlation

1 0.224 (initial version)

2 0.144 (new language
3 0.176 software plus
4 0.172 changes to the
5 0.168 matching rule-
6 0.187 base)
7 0.096

8 0.212 (changes to the
9 0.217 match score
10 0.207 parameters)

H a v in g  t h e n  c o n c l u d e d  t h a t  t h e  g e n e r a l  m a t c h i n g  r u l e s  w e r e  t h e  b e s t ,  i t e r a t i o n  8  o f  t h e  
e v a l u a t i o n  u s e d  t h e  s a m e  v e r s io n  o f  t h e  r u l e - s e t  a s  w a s  u s e d  in  t h e  in i t i a l  m a tc h in g  
a lg o r i th m .  T h is  e v a l u a t i o n  le d  t o  a n  a v e r a g e  c o r r e l a t i o n  o f  0 .2 1 2 . T h e  r e a s o n  f o r  t h e  lo s s  
o f  0 .0 1 2  c a n  b e  e x p l a i n e d  t h r o u g h  t h e  u s e  o f  t h e  n e w  v e r s i o n  o f  t h e  n a t u r a l  l a n g u a g e  
p r o c e s s in g  s o f tw a r e .  A t  th is  s t a g e  I  w a s  s a t i s f i e d  t h a t  n o  im p r o v e m e n t s  t o  th is  v a l u e  
c o u ld  b e  a c h ie v e d  t h r o u g h  m o d i f i c a t io n s  t o  t h e  r u l e - s e t s  u s e d  in  t h e  a lg o r i th m .

T h e  s e c o n d  p o s s ib l e  s o u r c e  o f  i m p r o v e m e n t  in  p e r f o r m a n c e  w a s  t h e  s c o r in g  m e c h a n is m .  
I  h a v e  a l r e a d y  o u t l i n e d  in  c h a p t e r  6  t h a t  t h e r e  is a  s e t  o f  p a r a m e t e r s  t o  th i s  m e c h a n i s m  
w h ic h  r e p r e s e n t  t h e  s c o r e s  to  b e  a s s ig n e d  t o  t h e  v a r y in g  d e g r e e s  o f  in e x a c t  m a tc h e s .  O n e  
o f  t h e  o b je c t iv e s  o f  t h e  i t e r a t i v e  e v a l u a t i o n  o f  t h e  a l g o r i h t m  w a s  to  t r y  a n d  o p t i m i z e  t h e s e  
v a lu e s .  T h e  i t e r a t i o n s  o f  t h e  e x p e r i m e n t  u p  t o  i t e r a t i o n  8  w e r e  a ll  b a s e d  o n  t h e  in i t i a l  
s c o r e  p a r a m e t e r s  w h ic h  w e r e  b a s e d  o n  a  m a x im u m  p e r f e c t - m a t c h - s c o r e  o f  1 5 . I  t h e n  
p e r f o r m e d  tw o  f u r t e r  i t e r a t i o n s  o f  t h e  e x p e r i m e n t ,  t h e  f i r s t  b a s e d  o n  a  m a x im u m  s c o r e  o f  
1 0  a n d  t h e  s e c o n d  b a s e d  o n  a  m a x im u m  o f  3 0 . T h e  p a r a m e t e r  f i le  w h ic h  u s e d  a  m a x im u m  
p e r f e c t  n o d e  s c o r e  o f  1 0  p r o v id e d  t h e  b e s t  o v e r a l l  c o r r e l a t i o n  o f  0 .2 1 7 . T h e  u s e  o f  
d i f f e r e n t  s c o r e  p a r a m e t e r s  le d  t o  q u i t e  s m a l l  v a r i a t i o n s  in  p e r f o r m a n c e  s o  I  w a s  s a t i s f i e d  
t h a t  t h e r e  w a s  n o t  m u c h  f u r t h e r  i m p r o v e m e n t  t o  b e  g a in e d  t h r o u g h  f u r t h e r  
e x p e r i m e n t a t i o n .  T h e  s c o r e  p a r a m e t e r s  w h i c h  r e s u l t e d  in  t h e  b e s t  o v e r a l l  p e r f o r m a n c e  
w e r e  in c l u d e d  e a r l i e r  i n  F i g u r e  6 .3 . S in c e  i t e r a t i o n  9  o f  t h e  e x p e r i m e n t  w a s  t h e  b a s e d  o n
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t h e  v e r s io n  o f  t h e  e x p e r i m e n t  w h ic h  is  n o w  c o n s i d e r e d  t o  b e  t h e  " b e s t" , I  w ill  n o w  p r e s e n t  
t h e  r e s u l t s  f r o m  t h a t  i t e r a t i o n  in  m o r e  d e ta i l .

8.6 The Final Spearman Correlation Coefficients.

A  c o m p l e t e  l i s t in g  o f  t h e  S p e a r m a n  c o r r e l a t i o n  c o e f f i c i e n t s  f o r  e a c h  o f  t h e  3 2  p h r a s e  s e ts  
b a s e d  o n  t h e  c o m p a r i s o n  b e t w e e n  t h e  m e a n  r a n k i n g s  o f  t h e  s a m p l e  u s e r s  a n d  t h e  r a n k in g s  
p r o d u c e d  b y  t h e  best v e r s io n  o f  t h e  T S A  m a t c h i n g  a l g o r i th m  is p r e s e n t e d  in  T a b le  8 .4  
b e lo w . U p o n  a n a ly s is ,  o n e  c a n  s e e  t h a t  t h e r e  h a v e  b e e n  i m p r o v e m e n t s  in  t h e  c o r r e l a t i o n  
in  s o m e  o f  t h e  p h r a s e  s e t s  a n d  a  d r o p  in  t h e  c o r r e l a t i o n  o f  s o m e  o f  t h e  o t h e r  p h r a s e  s e ts .  
O n  t h e  w h o le ,  h o w e v e r  th is  is t h e  b e s t  c o r r e l a t i o n  t h a t  h a s  b e e n  a c h ie v e d .  T h is  is  r e f l e c t e d  
b o t h  in  t h e  a v e r a g e  c o r r e l a t i o n  f ig u r e  o f  0.217 a n d  in  t h e  d i s t r i b u t i o n  o f  t h e  c o r r e l a t i o n  
v a lu e s .

T h e  d i s t r i b u t i o n  o f  t h e  S p e a r m a n  c o r r e l a t i o n  v a l u e s  f o r  th is  f in a l  e v a l u a t i o n  o f  t h e  T S A  
m a tc h in g  a l g o r i t h m  is p r e s e n t e d  in  T a b l e  8 .6  b e lo w .  I n  th is  f in a l  e v a l u a t i o n  t h e r e  a r e  o n ly  
7  ( 2 1 % )  o f  t h e  p h r a s e  s e t s  w h ic h  e x h ib i t  a  n e g a t i v e  c o r r e l a t i o n .  T h is  is  o n e  s o u r c e  o f  
i m p r o v e m e n t  o v e r  t h e  in i t ia l  e v a l u a t i o n  s in c e  t h e  m in im iz a t io n  o f  t h e  n u m b e r  o f  n e g a t iv e  
c o r r e l a t i o n  v a lu e s  is  a n  i m p o r t a n t  a s p e c t  in  t h e  e v a l u a t i o n  o f  t h e  T S A  m a tc h in g  a lg o r i th m .  
T h e  n u m b e r  o f  p h r a s e  s e t s  w i th  p o s i t iv e  c o r r e l a t i o n s  h a s  r i s e n  f ro m  2 2  ( 6 8 % )  t o  2 5  ( 7 8 % )  
a l t h o u g h  t h e  n u m b e r  o f  c o r r e l a t i o n  v a lu e s  a b o v e  0 .5  h a s  d r o p p e d  f r o m  9  ( 2 8 % )  t o  7  ( 2 1 % ) .

P h r a s e  s e t  n u m b e r  2 0  s till  h a s  t h e  m o s t  n e g a t i v e  c o r r e l a t i o n  c o e f f i c i e n t ,  a n d  i n d e e d  t h e  
v a lu e  h a s  e v e n  d e c r e a s e d  t o  -0 .6 2 9  in  th is  f in a l  e v a l u a t i o n ,  f r o m  a  v a lu e  o f  - 0 .5 6 6  in  t h e  
in i t i a l  e x p e r i m e n t .  I  h a v e  a l r e a d y  d e s c r ib e d  h o w  th is  n e g a t i v e  c o r r e l a t i o n  c a n  b e  a t t r i b u t e d  
t o  t h e  n a t u r e  o f  t h e  e x p e r i m e n t  a n d  t h e  d i f f e r e n c e  in  r a n k i n g  p r o c e d u r e s  u s e d  b y  t h e  
s a m p l e  o f  u s e r s  a n d  t h e  T S A  m a tc h in g  a lg o r i th m ,  a s  w e ll  a s  t o  t h e  f a c t  t h a t  t h e  a lg o r i th m  
s im p ly  p e r f o r m e d  b a d ly  o n  r a n k in g  s o m e  o f  t h e  p h r a s e s .  I  w ill  p r o v id e  a  m o r e  d e t a i l e d  
c o m m e n t  o n  t h e s e  f in a l  e x p e r i m e n t a l  r e s u l t s  l a t e r ,  b u t  f i r s t  I  w ill  d e s c r i b e  a  s e c o n d  
e x p e r i m e n t  t h a t  w a s  u s e d  a s  a  v e r i f i c a t io n  o f  t h e  T S A  m a t c h i n g  a l g o r i t h m ’s p e r f o r m a n c e .
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Table 8.5:

The Final Spearman Correlation Co-efficients.

Phrase
set r

Phrase
Set r

1 - 0 . 1 0 4 1 7 0 . 1 1 6
2 0 . 7 1 6 1 8 0 . 1 0 0
3 0 . 6 6 2 1 9 - 0 . 0 3 3
4 - 0 . 3 2 0 2 0 - 0 . 6 2 9
5 0 . 7 0 4 2 1 0 . 3 5 8
6 0 . 5 0 0 2 2 0 . 1 6 6
7 0 .  6 0 0 2 3 0 .  0 6 6
8 0 . 4 7 9 2 4 0 . 1 6 6
9 0 .  4 0 8 2 5 0 . 1 7 9
1 0 0 . 3 0 4 2 6 - 0 . 0 8 3
1 1 0 . 4 7 0 2 7 0 . 2 7 9
1 2 0 .  0 5 0 2 8 0 . 0 2 0
1 3 0 .  0 9 1 2 9 0 .  6 8 3
1 4 - 0 . 2 3 3 3 0 - 0 . 4 0 0
1 5 0 .  4 0 8 3 1 0 .  0 7 9
1 6 0 .  6 0 4 3 2 0 .  5 2 9

Table 8.6:

Distribution of Final Spearman Correlations.

Range Number Range Number

a b o v e  0 . 5 7 b e l o w  0 3
0 . 4  t o  0 . 5 5 - . 2  t o  - . 3 1
0 . 3  t o  0 . 4 2 - . 3  t o  - . 4 1
0 . 2  t o  0 . 3 1 - . 4  t o  - . 5 1

a b o v e  0 . 0 1 0 b e l o w  - . 5 1

T o t a l  >  0 2 5 T o t a l  <  0 7
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I  h a v e  m e n t i o n e d  in  t h e  i n t r o d u c t i o n  t o  th is  c h a p t e r  t h e  p o s s ib i l i ty  t h a t  a f t e r  u s in g  o n e  
e x p e r i m e n t a l  d a t a s e t  f o r  t h e  t u n n i n g  o f  t h e  a lg o r i th m  a n d  a l s o  f o r  t h e  e v a l u a t i o n  o f  t h e  
f in a l  m a tc h in g  a lg o r i th m ,  i t  w a s  p o s s ib le  t h a t  t h e  f in a l  a lg o r i th m  w o u ld  in  f a c t  b e  s p e c if ic a l ly  
t u n e d  f o r  t h e  p a r t i c u l a r  d a t a s e t  t h a t  w a s  u s e d  a n d  t h a t  it  m ig h t  n o t  t h e r e f o r e  f u n c t i o n  a s  
e f f e c t iv e ly  o n  a  d i f f e r e n t  d a t a s e t .  I n  o r d e r  t o  t e s t  t h i s  h y p o th e s i s ,  a n d  i n d e e d  h o p e f u l ly  
t o  p r o v e  i t  t o  b e  f a ls e ,  I  p e r f o r m e d  a  s e c o n d  e x p e r i m e n t a l  e v a l u a t i o n  o f  t h e  T S A  m a tc h in g  
a lg o r i th m  b a s e d  o n  a  c o m p l e t e l y  d i f f e r e n t  d a t a s e t  f r o m  a  d i f f e r e n t  d o m a in .

8.7 A Second Experimental Evaluation.

T h e  b a s ic  d e s ig n  o f  t h e  s e c o n d  e x p e r i m e n t  w a s  i d e n t i c a l  to  t h a t  o f  t h e  f i r s t  e x p e r i m e n t .  
I t  in v o lv e d  t h e  c o n s t r u c t i o n  o f  a  t e s t  d a t a s e t  c o n s i s t in g  o f  s e t s  o f  p h r s a e s  m a d e  u p  o f  a  
t a r g e t  p h r a s e  a n d  n i n e  s e m a n t i c a l ly  s im i la r  p h r a s e s .  T h e s e  p h r a s e  s e t s  w e r e  t h e n  r a n k e d  
b y  a  s a m p le  o f  i n f o r m a t i o n  r e t r i e v a l  s y s te m  u s e r s  a n d  a ls o  b y  t h e  T S A  m a tc h in g  a lg o r i th m .  
T h e  S p e a r m a n  c o r r e l a t i o n  t e s t  w a s  t h e n  u s e d  t o  c o m p u t e  a  c o r r e l a t i o n  m e a s u r e  f o r  e a c h  
o f  t h e  p h r a s e  s e t s  a n d  a n  o v e r a l l  a v e r a g e  c o r r e l a t i o n  m e a s u r e ,  a s  d e s c r ib e d  e a r l i e r .

I n  o r d e r  t o  e n s u r e  t h a t  t h e  d a t a s e t  f o r  t h e  e x p e r i m e n t  w a s  i n d e p e n d e n t  o f  t h e  T S A  
m a tc h in g  a lg o r i th m  a n d  t o  e n s u r e  t h a t  t h e  g e n e r a t e d  p h r a s e s  w e r e  n o t  b i a s e d  to w a r d  t h e  
w a y  in  w h ic h  t h e  m a tc h in g  a l g o r i t h m  r a n k e d  p h r a s e s ,  t h e  d a t a s e t  f o r  th is  e x p e r i m e n t  w a s  
c o n s t r u c t e d  w h o l ly  b y  m y  r e s e a r c h  s u p e r v i s o r .  T h e  d a t a s e t  c o n s i s t e d  o f  2 4  p h r a s e  s e t s  b u i l t  
a r o u n d  t h e  t i t l e s  o f  a r t i c l e s  f r o m  c o m p u t i n g  jo u r n a l s  s u c h  a s  "IEEE Computer”, "IEEE  
Transactions on Data and Knowledge Engineering" a n d  "Communications o f  the ACM". T h e  
a r t i c le s  c h o s e n  w e r e  r e l a t e d  t o  d a t a b a s e  s y s te m s ,  a r t i f ic ia l  i n t e l l i g e n c e  a n d  e x p e r t  s y s te m s .  
A s  b e f o r e ,  e a c h  p h r a s e  s e t  c o n s i s t e d  o f  t h e  t i t l e  o f  o n e  j o u r n a l  a r t i c l e  a n d  n i n e  p h r a s e s  
g e n e r a t e d  a r o u n d  t h a t  t i t l e .  T h e  p h r a s e s  w e r e  a g a in  g e n e r a t e d  s o  t h a t  t h e r e  w e r e  o f t e n  
o n ly  v e r y  s u b t l e  d i f f e r e n c e s  b e t w e e n  t h e m  a n d  t h e y  w e r e  g e n e r a l ly  q u i t e  d i f f i c u l t  t o  r a n k .  
T h e  2 4  p h r a s e  s e t s  o f  th i s  s e c o n d  d a t a s e t  a r e  in c lu d e d  in  A P P E N D I X  E .

S i n c e  t h e  d a t a s e t  r e l a t e d  a g a in  t o  to p ic s  o f  c o m p u t in g ,  t h e  s a m p le  o f  u s e r s  in v o lv e d  
p o s t g r a d u a t e  s t u d e n t s  o f  C o m p u t e r  A p p l i c a t i o n s  a t  D u b l in  C i ty  U n iv e r s i ty .  T h e  s a m p le
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c o n s i s t e d  o f  18  s t u d e n t s  w h o  r a n k e d  v a ry in g  n u m b e r s  o f  p h r a s e  s e t s  s o  t h a t  t h e r e  w a s  
f in a l ly  a  c o l l e c t i o n  o f  1 0  u s e r  r a n k in g s  f o r  e a c h  p h r a s e  s e t  ( 2 4 0  u s e r  r a n k i n g s ) .  I t  m a y  b e  
w o r t h  n o t i n g  t h a t  m a n y  o f  t h e  u s e r s  c o m m e n t e d  t h a t  th e y  f o u n d  it m u c h  m o r e  d i f f i c u l t  t o  
p e r f o r m  t h e  r a n k in g s  o n  th i s  s e c o n d  d a t a s e t  t h a n  f o r  t h e  f i r s t  d a t a s e t  b e c a u s e  o f  t h e  n a t u r e  
o f  t h e  p h r a s e s .

T h e  d a t a  p r o v i d e d  b y  t h e  s a m p le  o f  u s e r s  w a s  t h e n  p r o c e s s e d  in  t h e  s a m e  w a y  a s  in  t h e  
f i r s t  e x p e r i m e n t  t o  p r o d u c e  a  m i d r a n k e d  m e a n  r a n k in g  f o r  e a c h  p h r a s e  s e t .  T h e  T S A  
m a t c h i n g  a lg o r i th m  w a s  a ls o  u s e d  t o  p r o d u c e  a  r a n k in g  o f  p h r a s e s  in  e a c h  s e t .  T h e  f i r s t  
a p p l i c a t i o n  o f  t h e  m a tc h in g  a lg o r i th m  to  t h e  s e c o n d  d a t a s e t  w a s  d o n e  w h e n  t h e  m a t c h i n g  
r u l e - b a s e  h a d  b e e n  s ta b i l i s e d .  T h is  c o r r e s p o n d e d  t o  i t e r a t i o n  8  o f  t h e  f i r s t  e x p e r i m e n t  in  
w h ic h  t h e  s c o r e  p a r a m e t e r s  w e r e  b a s e d  o n  a  m a x im u m  n o d e  s c o r e  o f  1 5 . T h e  m a t c h i n g  
a l g o r i th m  w a s  a ls o  a p p l i e d  t o  t h e  s e c o n d  d a t a s e t  d u r in g  i t e r a t i o n s  9  a n d  1 0  o f  t h e  f i r s t  
e x p e r i m e n t ,  w i th  s c o r e  p a r a m e t e r s  b a s e d  o n  m a x im u m  s c o r e s  o f  1 0  a n d  3 0  r e s p e c t iv e ly .  A t  
e a c h  o f  t h e s e  t h r e e  i t e r a t i o n s  t h e  S p e a r m a n  c o r r e l a t i o n  c o e f f i c i e n t s  w e r e  c a l c u l a t e d  f o r  
e a c h  o f  t h e  2 4  p h r a s e  s e t s  a n d  a n  o v e r a l l  c o r r e l a t i o n  v a lu e  w a s  c o m p u t e d .  T h e s e  a v e r a g e  
S p e a r m a n  c o r r e l a t i o n  v a lu e s  a r e  p r e s e n t e d  in  T a b l e  8 .7  b e lo w .

Table 8.7: Average Correlation Values In Experiment 2.

Iteration Correlation Correlation
Dataset 2 Dataset 1

2.1 0.400 (0.212)
2.2 0.402 (0.217)
2.3 0.392 (0.207)

T h e  s e c o n d  i t e r a t i o n  o f  t h e  a p p l i c a t i o n  o f  t h e  T S A  m a tc h in g  a lg o r i t h m  t o  t h e  s e c o n d  
d a t a s e t  p r o d u c e d  t h e  b e s t  r e s u l t .  I t  w a s  th is  v e r s i o n  o f  t h e  m a tc h in g  a l g o r i t h m  a n d  s c o r e  
p a r a m e t e r s  t h a t  a l s o  p r o d u c e d  t h e  b e s t  c o r r e l a t i o n  r e s u l t s  f o r  t h e  f irs t  d a t a s e t .  T h is  v e r s io n  
h a s  t h e r e f o r e  b e e n  d e s i g n a t e d  a s  t h e  final o r  best v e r s io n  o f  t h e  T S A  m a t c h i n g  a lg o r i th m .

T h e  a v e r a g e  c o r r e l a t i o n  c o e f f i c i e n t s  f o r  th i s  s e c o n d  d a t a s e t  a r e  m u c h  b e t t e r  t h a n  t h o s e  f o r  
t h e  f i r s t  d a t a s e t .  A  m o r e  d e t a i l e d  a n a ly s is  o f  t h e  S p e a r m a n  c o r r e l a t i o n  c o e f f i c i e n t s  f o r  t h e
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i n d iv id u a l  p h r a s e  s e ts  a ls o  d e m o n s t r a t e s  h o w  m u c h  b e t t e r  t h e  p e r f o r m a n c e  h a s  b e e n  f o r  th i s  
d a t a s e t .  T h e  in d iv id u a l  c o r r e l a t i o n s  a r e  p r e s e n t e d  in  T a b l e  8 .8  a n d  t h e  d i s t r i b u t i o n  o f  t h e  
c o e f f i c i e n t s  is  i l l u s t r a t e d  in  T a b l e  8 .9 .

Table 8.8:

The Spearman Correlation Co-efficients: Dataset 2.

Phrase
Set r

Phrase
Set r

1 0.633 13 0.433
2 0.800 14 0. 679
3 0.112 15 0.345
4 0.616 16 0.379
5 0.375 17 -0.054
6 0.287 18 0.395
7 0.395 19 0.433
8 0.700 20 0. 200
9 0. 387 21 0.312
10 0.595 22 0.216
11 0.266 23 -0.145
12 0.479 24 0. 800

O n e  c a n  s e e  f ro m  t h e  in d iv id u a l  c o r r e l a t i o n  c o e f f i c i e n t s  p r e s e n t e d  in  T a b l e  8 .8  t h a t  t h e r e  
a r e  q u i t e  a  f e w  h ig h  v a lu e s  a n d  t h e r e  a r e  o n ly  tw o  n e g a t iv e  c o r r e l a t i o n s .  T h e  d i s t r i b u t i o n  
f ig u r e s  in  T a b l e  8 .9  b e a r  th i s  t h r o u g h .  T h e r e  a r e  2 2  ( 9 2 % )  p o s i t iv e  c o r r e l a t i o n  c o e f f i c i e n t s  
w i th  7  o f  t h o s e  ( 2 9 % )  a b o v e  0 .5  a n d  17 ( 7 1 % )  a b o v e  0 .3 .

T h e s e  r e s u l t s  in d ic a t e  a  m u c h  b e t t e r  le v e l  o f  p e r f o r m a n c e  f ro m  t h e  T S A  m a tc h in g  
a lg o r i th m  o n  th i s  s e c o n d  d a t a s e t .  T h e  h o p e  f o r  t h e  e v a l u a t i o n  w a s  to  h a v e  a n  a v e r a g e  
c o r r e l a t i o n  a s  c lo s e  to  1 a s  p o s s ib le ,  b u t  I  w a s  in i t ia l ly  u n s u r e  a b o u t  h o w  h ig h  a  c o r r e l a t i o n  
I  c o u ld  e x p e c t  t o  a c h ie v e .  T h is  v a lu e  o f  0 .4 0 2  is, I  b e l i e v e ,  s u f f ic ie n t ly  h ig h  s o  a s  to  
d e m o n s t r a t e  t h e  u s e f u ln e s s  o f  t h e  T S A  m a tc h in g  a lg o r i th m .

138



Table 8.9:

Distribution of Spearman Correlations: Dataset 2

Range Number Range Number

above 0.5 7 below 0 2
0.4 to 0.5 3 -.2 to -.3 0
0.3 to 0.4 7 -.3 to -.4 0
0.2 to 0.3 3 -.4 to -.5 0
above 0.0 2 below -.5 0

Total > 0 22 Total < 0 2

T h e  o v e r a l l  u s e f u ln e s s  o r  p o w e r  o f  t h e  T S A  m a t c h i n g  a lg o r i t h m  c a n  t h e n  b e  j u d g e d  f r o m  
a n  a n a ly s is  o f  t h e  r e s u l t s  o f  t h e  e v a l u a t i o n  e x p e r i m e n t  o n  b o t h  o f  t h e  d a t a s e t s .  I n  
p a r t i c u l a r ,  i t  is w o r t h  e x p la in in g  t h e  r e a s o n  f o r  t h e  d i f f e r e n c e  in  p e r f o r m a n c e  b e t w e e n  t h e  
f i r s t  a n d  s e c o n d  d a ta s e t s .

8.8 Analysis of the Final Results.

T h e  f in a l  r e s u l t s  o f  t h e  e v a lu a t io n  o f  t h e  T S A  m a t c h i n g  a l g o r i th m  a r e  b a s e d  o n  t h e  
a v e r a g e s  o f  in d iv id u a l  S p e a r m a n  c o r r e l a t i o n  m e a s u r e s  f o r  e a c h  o f  3 2  p h r a s e  s e t s  a n d  24 
p h r a s e  s e t s  in  t h e  f i r s t  a n d  s e c o n d  d a t a s e t s  r e s p e c t iv e ly .  T h e  a v e r a g e  c o r r e l a t i o n  c o e f f i c i e n t  
o v e r  3 2  p h r a s e  s e t s  in  t h e  f i r s t  d a t a s e t  w a s  0.217 a n d  t h e  a v e r a g e  c o r r e l a t i o n  o v e r  24 
p h r a s e  s e t s  in  t h e  s e c o n d  d a t a s e t  w a s  0.402. T h e s e  c o r r e l a t i o n  c o e f f i c i e n t s  r e p r e s e n t  v a lu e s  
in  t h e  r a n g e  -1  to  1, w h e r e  a  c o e f f i c i e n t  o f  1 is  t h e  o p t i m a l  v a lu e .

T h e  e v a l u a t i o n  o f  t h e  T S A  m a tc h in g  a l g o r i th m  o n  t h e  s e c o n d  d a t a s e t  h a s ,  I  b e l i e v e ,  p r o v e n  
t h e  p o w e r  o f  t h e  a lg o r i th m .  T h e  v a lu e  o f  0 .4 0 2  is  q u i t e  h ig h ,  e s p e c i a l ly  w h e n  p u t  in  
p e r s p e c t i v e  b y  c o m p a r i s o n  t o  t h e  r e s u l t  o f  0  t h a t  w o u ld  b e  o b t a i n e d  i f  r a n k in g s  w e r e  
a s s ig n e d  r a n d o m ly .  I t  s h o u ld  a l s o  b e  n o t e d  h e r e ,  in  p u t t i n g  t h e  e v a l u a t i o n  in  p e r s p e c t i v e ,
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t h a t  t h e  r e s u l t s  p r o d u c e d  b y  th is  e x p e r i m e n t a l  e v a l u a t i o n  r e p r e s e n t  a n  underestimate o f  t h e  
T S A  m a tc h in g  a l g o r i t h m ’s e f f e c t iv e n e s s .  T h is  is b e c a u s e  o f  t h e  d e s i g n  o f  t h e  e x p e r i m e n t .  
I  h a v e  r e f e r r e d  e a r l i e r  t o  t h e  f a c t  t h a t ,  in  t h e s e  e x p e r i m e n t s ,  t h e r e  w a s  a  d i f f e r e n c e  in  t h e  
a c u t a l  t a s k s  b e in g  p e r f o r m e d  b y  t h e  s a m p l e  o f  u s e r s  a n d  b y  t h e  T S A  m a t c h i n g  a lg o r i th m .  
T h e  s a m p le  u s e r s  w e r e  s im p ly  r a n k i n g  p h r a s e s  a c c o r d i n g  to  t h e i r  s im i l a r i t y  t o  a  b a s e  p h r a s e  
w h e r e a s  t h e  T S A  m a tc h in g  a lg o r i th m  w a s  r a n k i n g  p h r a s e s  b y  t r e a t i n g  t h e m  a s  q u e r i e s  t o  
a n  in f o r m a t i o n  r e t r i e v a l  s y s te m  a n d  e s t i m a t i n g  t h e  r e l e v a n c e  o f  a  t a r g e t  p h r a s e  t o  t h o s e  
q u e r i e s .  T h is  d i f f e r e n c e  in  r a n k in g  s t r a t e g y  h a s  b e e n  d e s c r i b e d  e a r l i e r  in  S e c t io n s  4 .1  a n d
4 .2 , a n d  s o m e  e x a m p le s  h a v e  b e e n  g iv e n  t h e r e .  T h i s  " m is m a tc h "  in  t h e  e x p e r i m e n t a l  d e s ig n  
w a s  d u e  m a in ly  to  a  la c k  o f  r e s o u r c e s .  T h e  d e s ig n  o f  t h e  p r e s e n t  e x p e r i m e n t  m e a n t  t h a t  
i t  w a s  o n ly  n e c e s s a r y  f o r  t h e  s a m p le  u s e r s  t o  b e  a b l e  t o  r e a s o n  a b o u t  t h e  s e m a n t i c  s im i l a r i ty  
o f  a  s e t  o f  p h r a s e s .  T h e  o n ly  r e q u i r e m e n t  f o r  t h e  s a m p l e  t h e n  w a s  t h a t  t h e  u s e r s  h a v e  
s u f f i c i e n t  k n o w le d g e  o f  t h e  d o m a i n  o f  t h e  d a t a s e t  t o  b e  a b l e  t o  m a k e  t h e s e  ju d g m e n t s .  I f  
t h e  e x p e r i m e n t  h a d  in v o lv e d  m a k in g  r e l e v a n c e  j u d g m e n t s  a b o u t  r e t r i e v a l  q u e r i e s  a n d  a  l a r g e  
d a t a b a s e  o f  d o c u m e n t  t i t le s ,  t h e n  i t  w o u ld  h a v e  e i t h e r  r e q u i r e d  a  s a m p l e  o f  u s e r s  w i t h  n o t  
o n ly  k n o w le d g e  o f  t h e  d o m a in  o f  t h e  d a t a s e t  b u t  a ls o  w i th  a  m u c h  m o r e  d e t a i l e d  
k n o w le d g e  o f  i n f o r m a t io n  r e t r i e v a l  s y s te m s ,  o r  i t  w o u ld  h a v e  p l a c e d  a  m u c h  g r e a t e r  
c o g n i t iv e  lo a d  o n  t h e  s a m p le  o f  u s e r s  t h a t  w a s  u s e d  in  t h e  e x p e r i m e n t  d e s c r i b e d  h e r e .

W h a t  is i m p o r t a n t  t o  u n d e r s t a n d  a t  th i s  s t a g e  is t h a t  t h e  e x p e r i m e n t a l  e v a l u a t i o n  o f  t h e  
T S A  m a tc h in g  a lg o r i th m  o u t l i n e d  h e r e  w a s  p e r f e c t l y  v a l id  b e c a u s e  t h e  T S A  a l g o r i t h m  is 
p r e s e n t l y  a  b a s ic  p h r a s e  m a tc h in g  a lg o r i t h m ,  b u t  i t  r e p r e s e n t s  t h e  l o w e r  b o u n d  o f  t h e  
a l g o r i t h m ’s p e r f o r m a n c e  r a t h e r  t h a n  t h e  a c t u a l  l e v e l  o f  p e r f o r m a n c e  t h a t  c o u ld  b e  e x p e c t e d  
in  t h e  n a t u r a l  i n f o r m a t io n  r e t r i e v a l  e n v i r o n m e n t .  T h e  r e a s o n  t h a t  1 c a n  s t a t e  t h a t  i t  is  t h e  
lo w e r  b o u n d  o f  e f f e c t iv e n e s s  t h a t  is d e m o n s t r a t e d  b y  t h e  e x p e r i m e n t  r a t h e r  t h a n  a n  u p p e r  
b o u n d  is t h a t  in  s o m e  o f  t h e  c a s e s  w h e r e  t h e  T S A  m a tc h in g  a l g o r i t h m  h a s  r a n k e d  p h r a s e s  
d i f f e r e n t ly  t o  t h e  s a m p le  o f  u s e r s ,  d u e  to  t h e  d i f f e r e n c e  in  t h e  r a n k i n g  s t r a te g y ,  t h i s  h a s  
r e s u l t e d  in  a  lo s s  o f  c o r r e l a t i o n  b u t  in  f a c t  in  a n  in f o r m a t i o n  r e t r i e v a l  e n v i r o n m e n t ,  t h e  
T S A  a lg o r i t h m ’s r a n k in g  w o u ld  b e  c o n s i d e r e d  m o r e  a p p o r p r i a t e  a n d  w o u l d  t h e r e f o r e  h a v e  
a  h i g h e r  c o r r e l a t i o n  w i th  t h e  actual d e s i r e d  r a n k i n g  in  t h a t  c a s e .  I c a n  t h e r e f o r e  c o n c l u d e  
t h a t  the average correlation between the rankings of a sample of information retrieval 
system users and the rankings of the T S A  matching algorithm for a dataset of 24 phrase 
sets is 0.402 and this represents the lower bound of the algorithm’s effectiveness at
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ranking those phrases.

S im i la r ly  f o r  t h e  f i r s t  d a t a s e t ,  t h e  a v e r a g e  c o r r e l a t i o n  b e t w e e n  t h e  r a n k in g s  o f  a  s a m p l e  o f  
i n f o r m a t i o n  r e t r i e v a l  s y s te m  u s e r s  a n d  t h e  r a n k in g s  o f  t h e  T S A  m a tc h in g  a l g o r i t h m  is  0 .2 1 7  
a n d  th i s  r e p r e s e n t s  t h e  l o w e r  b o u n d  o f  t h e  a l g o r i t h m ’s e f f e c t iv e n e s s  a t  r a n k i n g  t h o s e  
p h r a s e s .  T h is  a v e r a g e  c o r r e l a t i o n  o f  0 .2 1 7  is  lo w e r  t h a n  t h a t  a c h ie v e d  f o r  t h e  s e c o n d  
d a t a s e t .  S o m e  a t t e m p t  s h o u l d  t h e r e f o r e  b e  m a d e  to  e x p la in  th is  d i f f e r e n c e  a n d  t o  s p e c u l a t e  
a s  t o  w h ic h  o f  t h e s e  l e v e l s  o f  e f f e c t i v e n e s s  is  m o r e  l ik e ly  in  r e a l i ty .

I  s t a t e d  e a r l i e r  t h a t  in  t h e  c o n s t r u c t i o n  o f  t h e  d a t a s e t  f o r  t h e  s e c o n d  e v a l u a t i o n  e x p e r i m e n t ,  
t h e  p h r a s e  s e ts  w e r e  a l l  d e v i s e d  b y  m y  s u p e r v i s o r  in  o r d e r  t o  a v o id  a n y  b i a s  t h a t  w o u ld  
m e a n  t h a t  t h e  p h r a s e  s e t s  w e r e  a c tu a l ly  s u i t e d  to  t h e  w a y  in  w h ic h  t h e  T S A  m a t c h i n g  
a l g o r i t h m  r a n k e d  p h r a s e s .  T h e  c o n s t r u c t i o n  o f  t h e  f i r s t  d a t a s e t  h o w e v e r ,  w a s  d iv id e d  
a p p r o x i m a t e l y  e q u a l ly  b e t w e e n  m y s e l f  a n d  m y  s u p e r v i s o r .  H e  c o n s t r u c t e d  t h e  f i r s t  1 6  
p h r a s e  s e t s  a n d  I  c o n s t r u c t e d  t h e  p h r a s e s  in  t h e  s e c o n d  16  p h r a s e  s e ts .  I  b e l i e v e  t h a t  t h e  
f a c t  t h a t  I  w a s  in v o v le d  in  t h e  c o n s t r u c t i o n  o f  t h e  d a t a s e t  d id  i n t r o d u c e  s o m e  b ia s  i n t o  t h e  
e x p e r i m e n t ,  b u t  it w a s  in  f a c t  b ia s  o f  a  n e g a t i v e  n a t u r e .  I n  t h e  c o n s t r u c t i o n  o f  t h e  p h r a s e  
s e t s ,  I  w a n t e d  to  t e s t  t o  t h e  fu l l  t h e  a b i l i ty  o f  t h e  m a tc h in g  a lg o r i th m  t o  d e t e c t  a n d  i n f e r  
s u b t l e  d i f f e r e n c e s  in  m e a n i n g  f r o m  s y n ta c t i c  le v e l  a n a ly s is . B e in g  fu lly  a w a r e  o f  t h e  i n t r in s i c  
d e t a i l s  o f  t h e  T S A  m a tc h in g  a lg o r i th m ,  I  c o n s t r u c t e d  t h e  p h r a s e  s e t s  in  s u c h  a  w a y  a s  t o  
m a k e  th i s  i n f e r e n c e  p r o c e s s  a s  d i f f i c u l t  a s  p o s s ib le  f o r  t h e  m a tc h in g  a lg o r i t h m .  S o m e  o f  
t h e  p h r a s e  s e t s  w e r e  e v e n  s p e c i f ic a l ly  d e s ig n e d  to  h ig h l ig h t  s o m e  o f  t h e  w e a k n e s s e s  o f  t h e  
T S A  m a t c h i n g  a lg o r i th m .  T h is  w a s  in  c o n t r a s t  t o  t h e  f i r s t  16 p h r a s e s  s e t s  o f  t h e  d a t a s e t ,  
w h ic h  w e r e  c o n s t r u c t e d  w i t h o u t  d e t a i l e d  k n o w le d g e  o f  t h e  o p e r a t i o n  o f  t h e  m a t c h i n g  
a l g o r i t h m  a n d  w e r e  d e s ig n e d  a c c o r d i n g  t o  t h e  o b je c t iv e  o f  p r o d u c in g  a  s e t  o f  s e m a n t i c a l ly  
s im i la r  p h r a s e s  w h ic h  w o u ld  b e  u s e f u l  f o r  c o m p a r in g  t h e  r a n k in g  c a p a b i l i t i e s  o f  a  c o m p u t e r  
a l g o r i t h m  t o  th o s e  o f  a n  a v e r a g e  i n f o r m a t i o n  r e t r i e v a l  s y s te m  u s e r .

T h is  d i f f e r e n c e  in  t h e  a p p r o a c h  t o  c o n s t r u c t i n g  t h e  d a t a s e t  h a s  s h o w n  i t s e l f  q u i t e  c le a r ly  
in  t h e  e x p e r i m e n t a l  r e s u l t s  a n d  I  b e l i e v e  it  p r o v id e s  t h e  e x p la n a t io n  f o r  t h e  r e l a t i v e ly  p o o r  
p e r f o r m a n c e  o f  t h e  T S A  m a t c h i n g  a l g o r i t h m  o n  t h e  f i r s t  d a t a s e t .  T h is  c a n  b e  b e s t  s e e n  
b y  a n a ly s in g  t h e  r e s u l t s  o f  t h e  S p e a r m a n  c o r r e l a t i o n  t e s t  f o r  e a c h  h a l f  o f  t h e  f i r s t  d a t a s e t .  
T h e s e  r e s u l t s  w e r e  p r e s e n t e d  e a r l i e r  in  T a b l e  8 .5 . T a k in g  t h e s e  c o r r e l a t i o n  c o e f f i c i e n t s  i t
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is p o s s ib l e  t o  c o n s t r u c t  a  d i s t r i b u t i o n  t a b l e  f o r  e a c h  h a l f  o f  t h e  d a t a s e t .  T h i s  is  i l l u s t r a t e d  
in  T a b l e  8 .1 0 .

Table 8.10: Distribution of correlation over both halves of dataset 1

Distribution of Spearman Correlations.

1st Half (His) 2nd Half (Mine)
Range Number Range Number

above 0.5 5 above 0.5 2
0.4 to 0.5 5 0.4 to 0.5 0
0.3 to 0.4 1 0.3 to 0.4 1
0.2 to 0.3 0 0.2 to 0.3 1
above 0 2 above 0 8
below 0 3 below 0 4
Total 16 Total 16
Avg Corr. 0.333 Avg. Corr. 0.099

¿3

O n  a n a ly is ,  th is  d a t a  s h o w s  t h e  d i f f e r e n c e  in  p e r f o r m a n c e  o f  t h e  a lg o r i th m  o v e r  e a c h  h a l f  
o f  t h e  d a t a s e t .  T h e  f i r s t  16  p h r a s e  s e t s  ( i l l u s t r a t e d  o n  t h e  l e f t  h a n d  s id e  o f  T a b l e  8 .1 0 ) ,  
w h ic h  w a s  c o n s t r u c t e d  i n d e p e n d e n t l y  o f  t h e  m a tc h in g  a lg o r i t h m ,  h a s  11 ( 6 9 % )  c o r r e l a t i o n  
c o e f f i c i e n t s  a b o v e  0 .3 , w h e r e a s  in  t h e  s e c o n d  16  p h r a s e  s e t s  o n ly  3  ( 1 9 % )  h a v e  a  
c o r r e l a t i o n  a b o v e  0 .3 . I f  a v e r a g e  c o r r e l a t i o n  c o e f f i c i e n t s  a r e  c o m p u t e d  f o r  e a c h  h a l f  o f  t h e  
d a t a s e t  t h e n  t h e  f i r s t  16  p h r a s e  s e t s  s h o w  a n  a v e r a g e  c o r r e l a t i o n  o f  0 .3 3 3  a n d  t h e  s e c o n d  
1 6  s e t s  h a v e  a n  a v e r a g e  c o r r e l a t i o n  c o e f f i c i e n t  o f  0 .0 9 9 . T h is  d e m o n s t r a t e s  t h a t  t h e r e  is  
c l e a r ly  a  d i f f e r e n c e  in  p e r f o r m a n c e  o v e r  e a c h  h a l f  o f  t h e  d a t a s e t  a n d  i n d i c a t e s  t h a t  t h e  
l a t t e r  16  p h r a s e  s e ts  c e r t a i n l y  d id  p r o v e  d i f f i c u l t  f o r  t h e  T S A  m a tc h in g  a l g o r i th m ,  j u s t  a s  
t h e y  w e r e  d e s ig n e d  t o  d o .  T h e s e  f ig u r e s  a n d  in s ig h ts  i n t o  t h e  c o n s t r u c t i o n  o f  t h e  d a t a s e t  
f o r  t h e  f i r s t  e v a lu a t io n  e x p e r i m e n t  a ls o  p r o v id e  c l e a r  e x p l a n a t i o n  f o r  t h e  s o m e w h a t  p o o r e r  
r e s u l t  o f  0 .2 1 7  f o r  th is  f i r s t  e x p e r i m e n t .

T h is  e x p l a n a t i o n  a ls o  p r o v id e d  a  g o o d  i n d i c a t i o n  o f  t h e  le v e l  o f  p e r f o r m a n c e  t h a t  c a n  b e
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c x p e c te d  f ro m  t h e  T S A  m a tc h in g  a lg o r i th m .  G i v e n  t h a t  t h e  f i r s t  16  p h r a s e  s e t s  in  t h e  f i r s t  
e x p e r i m e n t  a n d  t h e  w h o le  d a t a s e t  o f  t h e  s e c o n d  e x p e r i m e n t  w e r e  c o n s t r u c t e d  in  i s o l a t i o n  
o f  t h e  t e c h n i q u e s  u s e d  in  t h e  T S A  m a tc h in g  a lg o r i t h m ,  t h e y  a r e  t h e r e f o r e  a  g o o d  r e f l e c t i o n  
o f  t h e  ty p e s  o f  d a t a  t h a t  w o u ld  u s u a l ly  b e  s u b j e c t  t o  r a n k i n g  b y  t h e  T S A  m a t c h i n g  
a lg o r i th m .  I t  is f a i r  t h e n  t o  u s e  t h e  r e s u l t s  f r o m  th i s  d a t a  in  t h e  f in a l  e v a l u a t i o n  o f  t h e  
a lg o r i th m .  U s in g  t h e  a v e r a g e  c o r r e l a t i o n  c o e f f i c i e n t s  o f  0 .3 3 3  f o r m  t h e  f i r s t  h a l f  o f  t h e  f i r s t  
d a t a s e t  a n d  0 .4 0 2  f r o m  t h e  s e c o n d  d a t a s e t ,  w e  c a n  c o n c l u d e  t h a t  under norma] 
circumstances, the T S A  matching algorithm can b e  expected to produce phrase rankings 
with an average correlation to the rankings that would be assigned by the users of  
information retrieval systems of at least 0.3 or 0.4.

I  h a v e  a l r e a d y  p r e s e n t e d  o n e  r e a s o n  f o r  q u a l i fy in g  t h e  e x p e r i m e n t a l  r e s u l t s  a c h ie v e d  h e r e  
a s  lo w e r  b o u n d s  o f  t h e  T S A  m a tc h in g  a l g o r i t h m ’s e f f e c t i v e n e s s .  O n e  m u s t  a ls o  r e m e m b e r  
h o w e v e r ,  t h a t  e v e n  t h e  p h r a s e  s e t s  c o n s t r u c t e d  in  i s o l a t i o n  o f  t h e  m a t c h i n g  a lg o r i th m ,  
a l t h o u g h  n o t  d e s ig n e d  t o  t ry  t o  " tr ic k "  t h e  m a tc h in g  a l g o r i t h m  in  a n y  w a y , w e r e  d e s i g n e d  
to  b e  " d if f ic u lt"  to  r a n k .  T h e  p h r a s e  s e ts  w e r e  c o n s t r u c t e d  b y  b u i ld in g  p h r a s e s  u s in g  t h e  
s a m e  w o rd s  a s  t h e  t a r g e t  p h r a s e  b u t  in  d i f f e r e n t  s y n t a c t i c  r e l a t i o n s h i p s  a n d  b y  b u i ld in g  
s o m e  p h r a s e s  w i th  i d e n t i c a l  s e m a n t i c  c o n t e n t  e x p r e s s e d  in  a  c o m p l e t e l y  d i f f e r e n t  w a y . 
T h e s e  p h r a s e  s e t s  w e r e  n o t  j u s t  d i f f i c u l t  t o  r a n k  f o r  t h e  T S A  a l g o r i t h m  b u t  a l s o  f o r  t h e  
s a m p le  u s e r s ,  b u t  i t  d id  m e a n  t h a t  t h e r e  w a s  l e s s  l i k e l i h o o d  o f  h a v in g  a  h ig h  c o r r e l a t i o n  
b e t w e e n  t h e  tw o  s e t s  o f  r a n k in g s .  I n  a  n o r m a l  i n f o r m a t i o n  r e t r i e v a l  e n v i r o n m e n t  t h e r e  
w o u ld  b e  a  m u c h  lo w e r  p e r c e n t a g e  o f  s u c h  s e m a n t i c a l ly  s im i la r  p h r a s e s .  T h e r e  w o u ld  o f  
c o u r s e  b e  m a n y  o c c u r a n c e s  o f  s im i la r  c o n c e p t s  e x p r e s s e d  in  d i f f e r e n t  w a y s  b u t  t h e s e  w o u ld  
b e  n a tu r a l  e x p r e s s io n s  r a t h e r  t h a n  o n e s  a r t i f ic ia l ly  c r e a t e d  t o  b e  d e l i b e r a t e l y  c o m p le x .  
I n d e e d  t h e  T S A  m a tc h in g  a lg o r i t h m  is s p e c i f ic a l ly  d e s i g n e d  t o  h a n d l e  s u c h  n a t u r a l  r e 
p h r a s i n g  o f  c o n c e p t s  in  d i f f e r e n t  w a y s . I  b e l iv e  th i s  le s s  c o m p le x ,  n a t u r a l  e n v i r o n m e n t  
w o u ld  a ls o  c o n t r i b u t e  t o  t h e  m o r e  e f f e c t iv e  p e r f o r m a n c e  o f  t h e  T S A  m a t c h i n g  a lg o r i th m .

I  h a v e  r e f e r r e d  o n  o n e  o r  tw o  o c c a s s io n s  p r e v io u s ly  t o  s o m e  o f  t h e  i n h e r r e n t  l im i ta t io n s  
o f  t h e  T S A  m a tc h in g  a lg o r i th m .  I n  p a r t i c u l a r ,  I  m e n t i o n e d  h o w  I  h a d  d e s i g n e d  t h e  l a t t e r  
h a l f  o f  t h e  f i r s t  e x p e r i m e n t a l  d a t a s e t  to  h ig h l ig h t  t h e s e  l im i t a t io n s .  I t  is  w o r t h  e x p la n in g  
t h e s e  l im i ta t io n s  h e r e  b e c a u s e  th e y  c a n  b e  q u i t e  e a s i ly  o v e r c o m e  a n d  in  a  n a t u r a l  
i n f o r m a t i o n  r e t r i e v a l  e n v i r o n m e n t  w ill p r o b a b ly  n o t  a r i s e .
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T h e  m a in  l im i ta t io n  o f  t h e  T S A  m a tc h in g  a l g o r i t h m  in  i t s  p r e s e n t  fo r m  is i ts  in a b i l i ty  t o  
m a t c h  s y n o n y m s . M a tc h in g  t a k e s  p l a c e  o n ly  o n  t e x t  f o r m s ,  b a s e  fo rm s  a n d  s y n ta c t i c  la b e ls .  
N o  f a c i l i t ie s  a r e  p r e s e n t ly  a v a i l a b le  w h ic h  w o u ld  m a k e  s y n o n y m y  in f o r m a t io n  a v a i l a b le  t o  
t h e  a lg o r i th m .  I n  a n  o v e r a l l  i n f o r m a t i o n  r e t r i e v a l  e n v i r o n m e n t  th is  i n f o r m a t i o n  c o u ld  b e  
s u p p l i e d  b y  e i t h e r  o f  tw o  s o u r c e s .  I f  t h e  i n f o r m a t i o n  r e t r i e v a l  s y s te m  m a i n t a n e d  a  
c la s s i f ic a t io n  h i e r a r c h y  r e l a t i n g  t o  t h e  te x ts  in  t h e  d a t a b a s e ,  t h e n  th is  w o u ld  b e  o n e  s o u r c e  
o f  s y n o n y m y  in f o r m a t io n .  I n  s u c h  a  c l a s s i f i c a t io n  h i e r a r c y ,  s y n o n y m o u s  w o r d s  w o u ld  b e  
l i n k e d  in  s o m e  w a y  a s  th e y  w o u ld  e a c h  a p p ly  t o  t h e  s a m e  s u b j e c t  a r e a .  A  s e c o n d  p o s s ib l e  
s o u r c e  o f  s u c h  in f o r m a t io n  o n  s y n o n y m s  is o f  c o u r s e  a  s t a n d a r d  t h e s a u r u s  w h ic h  is 
s p e c if ic a l ly  d e s ig n e d  t o  p r o v id e  s u c h  i n f o r m a t i o n .  A  t h e s a u r u s  w o u ld  t h e r e f o r e  p r o b a b l y  
p r o v id e  a  m o r e  c o m p r e h e n s iv e  a n d  c o m p l e t e  d e s c r i p t i o n  o f  s y n o n y m s  t h a n  w o u ld  b e  
p r o v id e d  b y  a  c la s s i f ic a t io n  s y s te m . W h a t e v e r  t h e  s o u r c e ,  i t  w o u ld  b e  q u i t e  a n  e a s y  t a s k  
t o  m o d ify  t h e  m a tc h in g  a lg o r i th m  s o  t h a t  i t  c o u l d  a l s o  t a k e  a c c o u n t  o f  s y n o n y m s .  I t  w o u ld  
s im p ly  in v o lv e  t h e  a d d i t io n  o f  a  f o u r t h  l e v e l  t o  t h e  n o d e  ( w o r d )  m a tc h in g  p r o c e d u r e .  I f  
n o  m a tc h  h a d  o c c u r e d  o n  e i t h e r  t h e  t e x t  f o r m  o r  t h e  b a s e  f o r m  o f  t h e  w o r d  t h e n  t h e  n e x t  
s t e p  w o u ld  b e  to  c h e c k  i f  t h e  c u r r e n t  w o r d  in  t h e  a n a l y t i c  T S A  w a s  a  d e s c r i b e d  a s  a  
s y n o n y m  t o  t h e  c u r r e n t  w o r d  in  t h e  q u e r y  T S A .  I f  s o  t h e n  a n  in e x a c t  m a tc h  w o u ld  o c c u r  
a n d  t h e  a lg o r i th m  c o u ld  t h e n  p r o c e e d  as  u s u a l .

A  s e c o n d  l im i ta t io n  o f  t h e  T S A  m a tc h in g  a l g o r i h t m  t h a t  I  o u t l i n e d  e a r l i e r ,  w a s  t h a t  i t  
p e r f o r m e d  p o o r ly  o r  s e e m e d  t o  g e t  c o n f u s e d  w h e n  m a t c h i n g  lo n g  c o m p le x  p h r a s e s .  T h e  
e x a m p le  u n d e r  d is c u s s io n  a t  t h e  t im e  w a s  t h e  m a t c h i n g  o f  "Compression and encyrption 
considerations o f string text retrieval systems" a n d  "The consideration that must be given to 
encryption and compression in systems which retrieve text". I t  is  u n l ik e ly  h o w e v e r ,  t h a t  s u c h  
lo n g  a n d  c o m p le x  p h r a s e s  w o u ld  o c c u r  in  a  n a t u r a l  i n f o r m a t i o n  r e t r i e v a l  e n v i r o n m e n t ,  
e s p e c ia l ly  t h e  l a t t e r  p h r a s e  a b o v e .  I f  s u c h  a  c o m p l e x  p h r a s e  d id  o c c u r  in  a  te x t ,  i t  is  m o s t  
l ik e ly  t h a t  i t  w o u ld  b e  d iv id e d  i n t o  m o r e  t h a n  o n e  a n a l y t i c  d u r i n g  t h e  in d e x in g  s ta g e ,  b e f o r e  
i t  w a s  to  b e  r e p r e s e n t e d  in  T S A  f o r m . I f  h o w e v e r ,  a  p h r a s e  s u c h  a s  t h e  f i r s t  o n e  a b o v e  
o c c u r r e d  a s  a n  a n a ly t ic  a n d  a  u s e r  o f  t h e  s y s te m  e n t e r e d  a  s e a r c h  q u e r y  o f  t h e  v e ry  
c o m p le x  n a t u r e  o f  t h e  s e c o n d  p h r a s e ,  t h e n  T S A  m a t c h i n g  a l g o r i t h m ’s p o o r  p e r f o r m a n c e  a t  
m a tc h in g  t h e s e  w o u ld  r e m a in  a s  a  l im i t a t i o n  o f  t h e  a l g o r i t h m .
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8.9 Summary.

I  h a v e  d e s c r ib e d  i n  s o m e  l e n g t h  in  th i s  c h a p t e r  t h e  e v a l u a t i o n  o f  t h e  T S A  m a tc h in g  
a lg o r i t h m  f o r  m a t c h i n g  te x t  r e p r e s e n t a t i v e s  in  a n  i n f o r m a t i o n  r e t r i e v a l  e n v i r o n m e n t .  I  h a v e  
p r e s e n t e d  in  d e t a i l  t h e  r e s u l t s  o f  a n  e v a l u a t i o n  e x p e r i m e n t  w h ic h  w a s  s p e c i f i c a l ly  d e s i g n e d  
t o  t e s t  t h e  p a r t i c u l a r  p o w e r s  o f  t h e  m a t c h i n g  a lg o r i t h m .  B e c a u s e  o f  t h e  d i f f i c u l t  n a t u r e  
o f  t h e  ta s k s  in v o lv e d  in  t h e  e x p e r i m e n t ,  a n d  f o r  s e v e r a l  o t h e r  r e a s o n s  o u t l i n e d  e a r l i e r ,  I  
h a v e  c o n c lu d e d  t h a t  t h e  a c tu a l  r e s u l t s  o b t a i n e d  t h r o u g h  t h e  e x p e r i m e n t a l  e v a l u a t i o n  o f  t h e  
T S A  m a tc h in g  a lg o r i t h m  r e p r e s e n t  a n  u n d e r - e s t i m a t e  o f  t h e  a l g o r i t h m ’s l i k e ly  e f f e c t i v e n e s s  
i n  a  n a t u r a l  i n f o r m a t i o n  r e t r i e v a l  e n v i r o n m e n t .  G i v e n  t h e s e  e x p e r i m e n t a l  c o n d i t i o n s ,  i t  is 
p o s s i lb e  t o  d r a w  tw o  m a in  c o n c lu s io n s  f r o m  t h e  e x p e r i m e n t a l  e v a l u a t i o n  r e s u l t s  p r e s e n t e d  
a b o v e .

The TSA matching algorithm does indeed have the power to detect and infer subtle 
differences in phrase meanings and so rank those phrases accordingly. This is o n e  o f  t h e
m a in  a d v a n ta g e s  o f  t h e  T S A  m a tc h in g  a p p r o a c h  o v e r  f o r m e r  a p p r o a c h e s  t o  i n f o r m a t i o n  
r e t r i e v a l .  T h e  d e s i r e  to  p r o v e  a n d  d e m o n s t r a t e  th is  a d v a n t a g e  p r o v i d e d  t h e  r e a s o n  f o r  
t e s t i n g  th is  a s p e c t  o f  t h e  m a tc h in g  a l g o r i th m  e x p l ic i t ly .  I n  t h e  e x p e r i m e n t s  d e s c r i b e d  a b o v e ,  
t h e  TSA m a tc h in g  a lg o r i th m  a c h ie v e d  a v e r a g e  c o r r e l a t i o n s  o f  0 .2 1 7  a n d  0 .4 0 2  in  r a n k i n g  
a  t o t a l  o f  5 6  s e t s  o f  p h r a s e s ,  w h e r e  e a c h  s e t  o f  p h r a s e s  c o m p r i s e d  o f  n i n e  s e m a n t i c a l ly  
s im i la r  p h r a s e s  a n d  t h e r e f o r e  r e p r e s e n t e d  a  v e r y  d i f f i c u l t  r a n k i n g  ta s k .  I  b e l i e v e  t h a t  i t  is 
v e r y  f a i r  t o  a s s u m e  t h a t  i f  t h e  T S A  m a t c h i n g  c a n  p e r f o r m  s o  w e l l  in  r a n k i n g  v e r y  d i f f i c u l t  
a n d  s im i la r  p h r a s e s  t h a t  i t  w ill  p e r f o r m  a t  l e a s t  a s  w e l l  w h e n  r a n k i n g  s i m p l e r  p h r a s e s .  F o r  
e x a m p le ,  i f  t h e  T S A  m a tc h in g  is c a p a b l e  o f  c o r r e c t l y  r a n k in g  t h e  T S A  f o r  t h e  a n a ly t i c  "The 
relationship between compression, infoimation theory and grammars" h i g h e r  t h a n  t h e  T S A  
f o r  "A theory o f  information theoiy and grammars" in  r e l a t i o n  t o  t h e  t a r g e t  p h r a s e  "A unified 
approach to comression, information theoiy, and grammars" t h e n  i t  w ill n o t  h a v e  a  p r o b l e m  
w i t h  r a n k in g  e i t h e r  o f  t h e s e  tw o  T S A s  h i g h e r  t h a n  t h e  T S A  f o r  "A theory o f  unified 
grammars" in  r e l a t i o n  to  t h e  s a m e  b a s e  p h r a s e .

The TSA matching algorithm can be expected to produce phrase rankings with an average 
correlation to the rankings that would be assigned by the users of information retrieval 
systems of at least 0.3 or 0.4. I t h i n k  t h a t  th i s  is a  v e r y  a c c e p t a b l e  l e v e l  o f  p e r f o r m a n c e
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f o r  t h e  T S A  m a tc h in g  a l g o r i t h m  in  i ts  p r e s e n t  s t a t e  a n d  I  w o u l d  e v e n  f o r e c a s t  t h a t  in  a n  
i n f o r m a t i o n  r e t r i e v a l  e n v i r o n m e n t  o r  e v e n  in  a n  e x p e r i m e n t  i n  w h i c h  t h e  p h r a s e  s e t s  w e r e  
n o t  d e l i b e r a t e l y  c o n s t r u c t e d  t o  b e  d i f f i c u l t  to  r a n k ,  a n  a v e r a g e  c o r r e l a t i o n  o f  n e a r e r  t o  0 .6  
o r  0 .7  c o u l d  b e  a c h ie v e d  b y  t h e  t h e  T S A  m a tc h in g  a lg o r i t h m .  I  a m  a l s o  q u i t e  c o n f i d e n t  
t h a t ,  a t  s u c h  a  le v e l  o f  m a t c h i n g  e f f e c t iv e n e s s ,  t h e  T S A  m a t c h i n g  a l g o r i t h m  w o u ld  p r o v id e  
a n  o v e r a l l  i m p r o v e m e n t  in  t h e  r e t r i e v a l  e f f e c t i v e n e s s  o f  a n  i n f o r m a t i o n  r e t r i e v a l  s y s te m . 
T h e  r e a l i z a t i o n  o f  s u c h  a n  i m p r o v e m e n t  h o w e v e r ,  c a n  o n ly  c o m e  a f t e r  t h e  T S A  m a tc h in g  
r e s u l t s  h a v e  b e e n  c o m b i n e d  in  s o m e  w a y  t o  p r o v i d e  a n  o v e r a l l  r a n k i n g  f o r  r e t r i e v e d  te x ts .  
T h i s  is a  t o p i c  f o r  f u r t h e r  r e s e a r c h  a n d  w il l  d i s c u s s e d  a  l i t t l e  m o r e  in  t h e  f i n a l  c h a p t e r .  A t  
t h e  l e v e l  o f  p h r a s e  o r  a n a ly t i c  m a tc h in g  h o w e v e r ,  I  b e l i e v e  t h a t  I  h a v e  s h o w n  t h e  T S A  
m a tc h in g  a p p r o a c h  t o  b e  v e r y  e f f e c t iv e ,  a n d  o n  a  w id e r  s c a l e ,  I  b e l i e v e  t h a t  I  h a v e  
d e m o n s t r a t e d  t h e  u s e f u l n e s s  o f  u s in g  n a t u r a l  l a n g u a g e  p r o c e s s i n g  t e c h n i q u e s  e f f e c t iv e ly  f o r  
s o m e  i n f o r m a t i o n  r e t r i e v a l  ta s k s .
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Conclusions and Directions for Future Research
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9.1 Conclusions.

I n  th is  th e s is ,  I  h a v e  p r e s e n t e d  a  m e t h o d  f o r  u s in g  n a t u r a l  la n g u a g e  p r o c e s s in g  t e c h n i q u e s  
in  p e r f o r m in g  in f o r m a t i o n  r e t r i e v a l  ta s k s .  I  h a v e  d e s c r i b e d  a  s t r u c t u r e d  te x t  r e p r e s e n t a t i o n  
w h ic h  c a n  b e  u s e d  f o r  t h e  r e p r e s e n t a t i o n  o f  c o n t e n t - b e a r i n g  te x t  s e g m e n ts ,  o r  a n a ly i t c s ,  in  
a n  i n f o r m a t i o n  r e t r i e v a l  e n v i r o n m e n t .  I  h a v e  a ls o  d e s c r i b e d  h o w  t h e s e  T r e e  S t r u c t u r e d  
A n a ly t ic s  c a n  b e  e f f e c t iv e ly  u s e d  f o r  r e t r i e v a l  t h r o u g h  m a tc h in g  a g a i n s t  a  s t r u c t u r e d  
r e p r e s e n t a t i o n  o f  t h e  u s e r ’s r e t r i e v a l  q u e r y  a n d  I  h a v e  p r e s e n t e d  a  m a tc h in g  a l g o r i t h m  
w h ic h  h a s  b e e n  d e s i g n e d  f o r  th i s  p u r p o s e .  T h i s  m a tc h in g  a lg o r i th m  h a s  t h e n  b e e n  
e v a l u a t e d  u s in g  s t a n d a r d  s t a t i s t i c a l  m e t h o d s  t o  c o m p a r e  its  p e r f o r m a n c e  a g a in s t  a  s a m p l e  
o f  i n f o r m a t i o n  r e t r i e v a l  s y s te m  u s e r s  p e r f o r m i n g  t h e  s a m e  ta s k .  T h e  r e s u l t s  o f  th i s  
e v a l u a t i o n  h a v e  b e e n  p r e s e n t e d  a n d  a n a ly s e d  in  s o m e  d e ta i l .  T h e  m a in  c o n c lu s io n s  t h a t  
c a n  b e  d r a w n  f r o m  a l l  o f  t h i s  w o r k  a r e  d i s c u s s e d  b e lo w .

T h e  m a in  th e s i s  u n d e r ly in g  th is  w o r k  w a s  t h a t  "the best improvements in retrieval 
performance are not to be found by discovering the appropriate aspects of syntactic 
description to utilize, but rather in discovering a way of utilizing all aspects of syntactic 
description". I  h a v e  p r o p o s e d  h e r e  a  s t r u c t u r e d  r e p r e s e n t a t i o n  o f  te x t  b a s e d  o n  a  v e r y  r i c h  
m o r p h o - s y n ta c t i c  d e s c r i p t i o n  o f  l a n g u a g e  w h ic h  u t i l i z e s  a ll a s p e c t s  o f  t h e  s y n ta c t i c  
d e s c r ip t io n .  I  c la im  t h a t  th i s  t e x t  r e p r e s e n t a t i o n  is r i c h  e n o u g h  to  e n c o m p a s s  a ll a s p e c t s  
o f  s y n ta c t ic  d e s c r i p t i o n  a n d  t o  m a k e  a l l  o f  th is  i n f o r m a t i o n  a v a i la b le  t o  a  m a t c h i n g  
a lg o r i t h m  a t  r e t r i e v a l  t im e ,  f le x ib le  e n o u g h  t o  e n c o d e  im p lic t i ly  a ll le x ic a l  a n d  s y n ta c t i c  
a m b ig u i ty  r e m a i n i n g  a f t e r  t h e  l in g u i s t i c  a n a ly s is  a n d  d i s a m b ig u a t io n  p r o c e s s e s ,  a n d  p o w e r f u l  
e n o u g h  t o  p r o v id e  m o r e  e f f e c t i v e  t e x t  r e t r i e v a l  t h a n  s t r a i g h t  s t r i n g  m a tc h in g  o f  n o r m a l i z e d  
p h r a s e  in d e x e s .  I  h a v e  s u b s t a n t i a t e d  th i s  c la im  b y  i m p l e m e n t i n g  a  p r o t o t y p e  s y s te m  c a p a b l e  
o f  b u i ld in g  t h e s e  t e x t  r e p r e s e n t a t i o n s  a n d  b y  d e s ig n in g  a n d  im p le m e n t in g  a  m a t c h i n g  
a lg o r i th m  f o r  m a t c h i n g  t h e s e  s t r u c t u r e d  r e p r e s e n t a t i o n s  a n d  p r o v id in g  r a n k in g s  f o r  t h e  
r e t r i e v e d  te x t  s e q u e n c e s ,  b a s e d  o n  e s t i m a t e d  r e l e v a n c e  t o  t h e  r e t r i e v a l  q u e ry .

In  e v a l u a t i o n  e x p e r i m e n t s  w h ic h  c o m p a r e d  s e t s  o f  p h r a s e  r a n k in g s  p r o v id e d  b y  t h e  T S A  
m a tc h in g  a lg o r i th m  t o  t h e  s a m e  s e t s  o f  p h r a s e  r a n k in g s  p r o v i d e d  b y  a  s a m p le  o f  i n f o r m a t i o n  
r e t r i e v a l  u s e r s ,  I  c o m p u t e d  a v e r a g e  c o r r e l a t i o n  f ig u r e s  o f  0 .3 3 3  ( o v e r  1 6  p h r a s e  s e t s )  a n d
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0 .4 0 2  ( o v e r  2 4  p h r a s e  s e t s ) .  T h e  o v e r a l l  a v e r a g e  c o r r e l a t i o n  b e t w e e n  t h e  T S A  m a tc h in g  
a l g o r i th m  r a n k i n g s  a n d  t h e  s a m p l e  u s e r s  r a n k i n g s  o v e r  4 0  p h r a s e  s e t s  w a s  t h e r e f o r e  0 .3 7 4 . 
I c a n  c o n c l u d e  f r o m  th i s  t h a t  the T S A  matching algorithm can be expected to produce 
phrase rankings with an average correlation to the rankings that would be assigned by 
the users of information retrieval systems o f at least 0374. T h is  is  a n  a b s o l u t e  m in im u m  
f ig u r e  f o r  t h e  a v e r a g e  c o r r e l a t i o n  a n d  I b e l i e v e  t h a t  in  r e a l i ty  t h e  a c tu a l  c o r r e l a t i o n  w o u ld  
b e  m u c h  h i g h e r  t h a n  th a t .  E v e n  a t  t h e  c u r r e n t  l e v e l  o f  e f f e c t iv e n e s s  h o w e v e r ,  I b e l i e v e  
t h a t  th i s  c o r r e l a t i o n  is  h ig h  e n o u g h  t o  d e m o n s t r a t e  t h a t  t h e  u s e  o f  s y n ta c t ic a l ly  b a s e d  
s t r u c t u r e s  a s  t e x t  r e p r e s e n t a t i v e s  in  a n  i n f o r m a t i o n  r e t r i e v a l  s y s te m  p r o v id e s  e f f e c t i v e  t e x t  
r e t r i e v a l .

T h e  d a t a s e t s  in  t h e  e x p e r i m e n t a l  e v a l u a t i o n  o f  t h e  T S A  m a tc h in g  a l g o r i t h m  w e r e  
s p e c i f ic a l ly  d e s ig n e d  to  t e s t  o n e  o f  t h e  c l a im e d  a d v a n ta g e s  o f  t h e  a p p r o a c h .  I t h i n k  t h a t  
t h e  p e r f o r m a n c e  o f  t h e  m a tc h in g  a l g o r i t h m  in  t h e s e  e x p e r i m e n t s  w a s  g o o d  e n o u g h  to  
ju s t i f y  t h e  c o n c lu s io n  t h a t  because of the richness and flexibility of the tree structured 
representation of text, the T S A  matching algorithm can detect and infer a certain amount 
of semantic information from the syntactic description of the text. W h a t  is  i m p o r t a n t  is 
t h a t  t h e  a m o u n t  o f  s e m a n t i c  i n f o r m a t i o n  t h a t  c a n  b e  g a t h e r e d  f r o m  t h e  s y n ta c t i c  d e s c r i p t i o n  
is  s u f f i c i e n t  t o  a l lo w  t h e  T S A  m a tc h in g  a l g o r i t h m  t o  m a k e  f in e  d i s t in c t io n s  b e t w e e n  t h e  
m e a n in g s  o f  d i f f e r e n t  p h r a s e s  a n d  s o  r a n k  t h o s e  p h r a s e s  a c c o r d in g ly .  T h is  a b i l i ty  t o  in f e r  
s e m a n t i c  i n f o r m a t i o n  w i t h o u t  a c tu a l ly  p e r f o r m i n g  a n y  s e m a n t i c  le v e l  l a n g u a g e  p r o c e s s in g ,  
a n d  t o  u s e  th i s  i n f o r m a t i o n  in  t h e  m a t c h i n g  p r o c e s s  to  p r o v id e  r a n k in g s  o f  r e t r i e v e d  
a n a ly t ic s ,  r e p r e s e n t s  a  m a jo r  a d v a n t a g e  o f  t h e  T S A  a p p r o a c h  o v e r  p r e v io u s  a p p r o a c h e s  to  
t h e  t a s k  o f  m a tc h in g  q u e r i e s  t o  a n a ly t ic s  i n  in f o r m a t i o n  r e t r i e v a l  s y s te m s .

B a s e d  o n  t h e  e f f e c t i v e n e s  a n d  p o w e r  o f  t h e  T S A  m a tc h in g  a lg o r i th m ,  I w o u ld  a l s o  c o n c lu d e  
t h a t  t h e  u s e  o f  s y n ta c t ic  le v e l  n a t u r a l  l a n g u a g e  p r o c e s s in g  in  i n f o r m a t i o n  r e t r i e v a l  s y s te m s  
d o e s  p r o v i d e  a n  a v e n u e  f o r  i m p r o v e m e n t s  in  r e t r i e v a l  e f f e c t iv e n e s s .  U n l i k e  t h e  s t a t i s t i c a l  
a p p r o a c h e s  to  i n f o r m a t i o n  r e t r i e v a l ,  a ll  p o s s ib i l i t i e s  f o r  t h e  a p p l i c a t i o n  o f  s y n ta c t ic  le v e l  
n a t u r a l  l a n g u a g e  p r o c e s s in g  t e c h n i q u e s  t o  i n f o r m a t i o n  r e t r i e v a l  h a v e  n o t  b e e n  e x h a u s t e d .  
T h e  u s e  o f  s t r u c t u r e d  t e x t  r e p r e s e n t a t i v e s  b a s e d  o n  s y n ta c t i c  d e s c r i p t i o n  is j u s t  o n e  o f  t h e s e  
p o s s ib l i t i e s  a n d  t h e  w o r k  r e p o r t e d  h e r e  h a s ,  I b e l ie v e ,  i n d i c a t e d  t h a t  th is  is  a  v e r y  u s e f u l  
a p p r o a c h  t o  t a k e .  I t h i n k  th a t ,  b u i ld in g  o n  th is  a p p r o a c h  a n d  u s in g  o t h e r  a p p r o a c h e s  to
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i n c o r p o r a t i n g  s y n ta c t ic  le v e l  n a t u r a l  l a n g u a g e  p r o c e s s i n g  in  t h e  i n f o r m a t i o n  r e t r i e v a l  
s c e n a r io ,  w e  w ill s e e  t h e  r e a l i z a t i o n  o f  m a n y  i m p r o v e m e n t s  in  r e t r i e v a l  e f f e c t iv e n e s s  o v e r  
t h e  c o m in g  d e c a d e s .

9.2 Directions for Future Research

T h e  m a in  l im i t a t i o n  o f  t h e  c u r r e n t  v e r s i o n  o f  t h e  T S A  m a t c h i n g  a lg o r i t h m ,  w h ic h  I  
d i s c u s s e d  in  s e c t io n  8 .7 , w a s  i ts  in a b i l i ty  t o  m a tc h  s y n o n y m s .  I  a l s o  d e s c r i b e d  t h e r e  h o w  th is  
l im i t a t i o n  c o u ld  b e  a d d r e s s e d  t h r o u g h  t h e  in c lu s io n  o f  e i t h e r  a  c la s s i f i c a t io n  h i e r a r c h y  o r  
a  s t a n d a r d  t h e s a u r u s .  T h is  e x p a n s io n  o f  t h e  m a tc h in g  a l g o r i th m  t o  i n c l u d e  a  fa c i l i ty  f o r  
m a tc h in g  s y n o n y m s  is o n e  d i r e c t i o n  f o r  f u t u r e  r e s e a r c h  t h a t  s h o u l d  n o t  p r o v e  d if f ic u l t .

T h e  T S A  m a tc h in g  a lg o r i th m ,  a s  d e s c r ib e d  h e r e ,  p r o v id e s  a  m e c h a n i s m  f o r  m a tc h in g  a 
r e t r i e v a l  q u e r y  a g a in s t  in d iv id u a l  t e x t  r e p r e s e n t a t i v e s  in  a  d a t a b a s e .  T h e  r e s u l t  o f  th is  
m a tc h in g  p r o c e s s  in  a n  in f o r m a t i o n  r e t r i e v a l  e n v i r o n m e n t  w o u ld  b e  a  r a n k e d  l i s t  o f  t e x t  
r e p r e s e n t a t i v e s  o r  a n a ly t ic s  t a k e n  f r o m  v a r io u s  te x ts .  I t  is l ik e ly  t h a t  f o r  a n y  g iv e n  te x t  
t h e r e  w ill b e  s e v e r a l  r e t r i e v e d  a n a ly t ic s .  I n  o r d e r  t o  c o m p l e t e  t h e  i n f o r m a t i o n  r e t r i e v a l  
t a s k ,  s o m e  m e t h o d  o f  c o m b in in g  t h e s e  in d iv id u a l ly  r e t r i e v e d  a n a ly t ic s  f o r  t h e  r e t r i e v a l  o f  
c o m p l e t e  t e x t s  is r e q u i r e d .  S u c h  a  m e t h o d  f o r  r e t r i e v in g  a n d  r a n k i n g  te x t s  b a s e d  o n  r a n k e d  
a n a ly t ic s  w o u ld  h a v e  t o  t a k e  a c c o u n t  o f  b o t h  th e  n u m b e r  o f  a n a ly t i c s  r e t r i e v e d  f o r  a  g iv e n  
t e x t  a n d  t h e  m a tc h  s c o r e s  f o r  t h o s e  a n a ly t ic s .  T h is  c o m b i n a t i o n  o f  r a n k e d  a n a ly t ic s  f o r  t e x t  
r e t r i e v a l  is  t h e  s u b je c t  o f  a  s e p a r a t e  r e s e a r c h  in i t i a t iv e  h e r e  a t  D u b l i n  C i ty  U n iv e r s i ty ,  
w h ic h  is a l s o  lo o k in g  a t  m e th o d s  o f  c o m b in in g  t h e  r e t r i e v a l  r e s u l t s  o f  d i f f e r e n t  r e t r i e v a l  
s t r a t e g i e s  t o  p r o v id e  a n  o v e r a l l  b e s t  s e t  o f  r e t r i e v e d  te x ts .

O n e  u n d e s i r a b l e  a s p e c t  o f  t h e  T S A  a p p r o a c h  to  in f o r m a t i o n  r e t r i e v a l  w h ic h  w a s  m e n t i o n e d  
e a r l i e r  w a s  t h e  c o m p le x i ty  o f  t h e  m a tc h in g  a lg o r i th m .  D u e  t o  t h e  n a t u r e  o f  t h e  p r o b le m  
s u c h  c o m p le x i ty  w a s  u n a v o id a b le  b u t  n o w  t h a t  a  b a s ic  s o l u t i o n  t o  t h e  p r o b l e m  h a s  b e e n  
f o u n d  th is  c o m p le x i ty  c a n  b e  a d d r e s s e d  t h r o u g h  c l e v e r  a n d  e f f i c i e n t  i m p l e m e n t a t i o n s  o f  t h e  
a lg o r i th m .  A t  p r e s e n t ,  t h e  a p p r o a c h  to  T S A  m a tc h in g  is t o  p e r f o r m  a m a tc h  f o r  t h e  q u e r y  
T S A  a g a in s t  e v e r y  t e x t  T S A  in  t h e  d a t a b a s e .  T h is  is o b v io u s ly  w a s t e f u l  s i n c e  t h e  m a jo r i ty
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o f  t e x t  a n a ly t ic s  w ill  a lw a y s  b e  i r r e l e v a n t  t o  a  g iv e n  q u e r y .  A  s im p le  w a y  t o  r e d u c e  t h e  
a m o u n t  o f  m a t c h i n g  r e q u i r e d  is  t o  p r o v i d e  a  t e r m  in d e x  b a s e d  o n  t h e  w o r d s  t h a t  o c c u r  in  
t h e  t e x t  a n a ly t ic s  ( a s  i l l u s t r a t e d  in  F i g u r e  5 .1 0 ) .  T h is  w o u ld  p r o v i d e  a  f i l t e r i n g  m e c h a n i s m  
s o  t h a t  o n ly  t h o s e  t e x t  a n a ly t ic s  w h ic h  h a d  w o r d s  ( o r  s y n o m y m s )  in  c o m m o n  w i th  t h e  q u e r y  
w o u ld  h a v e  t o  b e  m a t c h e d .  S i n c e  t h e  m a t c h i n g  a lg o r i th m  u s e d  h e r e  w a s  o n ly  a  p r o t o t y p e  
v e r s io n  d e v e l o p e d  in  L I S P ,  s o m e  o f  i ts  c o m p le x i ty  c a n  b e  a d d r e s s e d  d u r i n g  a  r e 
i m p l e m e n t a t i o n  in  a  m o r e  e f f i c i e n t  l a n g u a g e  s u c h  a s  C  o r  C + + .  I t  m ig h t  a l s o  b e  p o s s ib l e  
t o  a d d r e s s  s o m e  o f  t h e  c o m p le x i ty  in v o lv e d  w i th  t h e  t r e e  s t r u c t u r e d  r e p r e s e n t a t i o n  b y , f o r  
e x a m p le ,  d e s ig n in g  a  t e x t  s i g n a t u r e  s im i l a r  t o  t h o s e  c u r r e n t ly  u s e d  in  i n f o r m a t i o n  r e t r i e v a l  
b u t  w h ic h  w o u l d  a ls o  in c lu d e  t h e  c o d i n g  o f  t h e  e x t r a  l in g u is t ic  a n d  s t r u c t u r a l  a s p e c t s  o f  t h e  
r e p r e s e n t a t i o n .  T h e  in v e s t i g a t i o n  o f  m e t h o d s  f o r  a d d r e s s in g  t h e  c o m p le x i ty  o f  t h e  p r o b l e m  
o f  m a t c h i n g  s t u r c t u r e d  t e x t  r e p r e s e n t a t i v e s  f o r  i n f o r m a t i o n  r e t r i e v a l  p r o v id e s  m a n y  
p o s s ib l i t i e s  f o r  f u t u r e  r e s e a r c h .

G iv e n  t h e  n e e d  f o r  a  m e t h o d  o f  a p p ly in g  t h e  T S A  m a tc h in g  a p p r o a c h  t o  t h e  r e t r i e v a l  o f  
c o m p l e t e  t e x t s  a n d  t h e  d e s i r e  t o  a d d r e s s  t h e  c o m p le x i ty  o f  t h e  T S A  m a t c h i n g  a lg o r i t h m ,  i t  
m a y  b e  p o s s i b l e  t o  r e s e a r c h  w a y s  o f  d o i n g  b o t h  o f  t h e s e  th in g s  a t  o n c e .  G iv e n  t h a t  t h e  
r e p r e s e n t a t i o n  o f  in d iv id u a l  t e x t  r e p r e s e n t a t i v e s  is b a s e d  o n  a  t r e e  s t r u c t u r e  t h e n  i t  m a y  b e  
p o s s ib le  t o  c o m b i n e  t h e s e  in d iv id u a l  t r e e  s t r u c t u r e d  a n a ly t ic s  i n t o  o n e  s in g le  g r a p h ic a l  
r e p r e s e n t a t i o n  o f  t h e  c o m p l e t e  t e x t .  T h e  in s p i r a t i o n  f o r  th is  l i n e  o f  t h i n k i n g  c a m e  f r o m  
t h e  u n i v e r s a l  g r a p h  s t r u c t u r e  d e s c r i b e d  in  s e c t i o n  6 .2 .1  [ L e v in s o n  1 9 8 4 ] , I f  t h e  t e x t  
r e p r e s e n t a t i v e  w e r e  t o  t a k e  th is  f o r m  t h e n  t h e  m a tc h in g  a l g o r i th m  w o u ld  h a v e  t o  b e  b a s e d  
o n  s o m e  f o r m  o f  g r a p h  s e a r c h in g .  S o m e  r e c e n t  w o r k  o n  g r a p h  o r  n e t w o r k  s e a r c h i n g  f o r  
i n f o r m a t i o n  r e t r i e v a l  h a s  b e e n  d o n e  b y  T u r t l e  [ T u r t l e  &  C r o f t  1 9 9 0 ]  u s in g  i n f e r e n c e  
n e t w o r k s  a n d  b y  K w o k  [ K w o k  1 9 8 9 ]  u s in g  n e u r a l  n e t o r k s .  T h e  u s e  o f  n e u r a l  n e t w o r k s  f o r  
i n f o r m a t i o n  r e t r i e v a l  h a s  a ls o  b e e n  i n v e s t i g a t e d  b y  [ B e le w  1 9 8 9 ] a n d  [ H i n g s t o n  &  W i lk in s o n  
1 9 9 0 ]  a n d  f o r  o t h e r  r e l e v a n t  a p p l i c a t i o n s  s u c h  a s  r e p r e s e n t i n g  c o n t e x t  a n d  p e r f o r m i n g  w o r d  
s e n s e  d i s a m b i g u a t i o n  b y  [ G a l l a n t  1 9 9 0 ] .  I t  s e e m s  t h a t  t h e  s e a r c h i n g  m e c h a n i s m  o f  n e u r a l  
n e t w o r k s  w o u ld  b e  p a r t i c u l a r l y  s u i t e d  to  s e a r c h i n g  a  l a r g e  g r a p h - s t r u c t u r e d  t e x t  
r e p r e s e n t a t i v e  c o m p o s e d  o f  in d iv id u a l  T S A  s t r u c t u r e s .  I  t h i n k  t h a t  th i s  a p p l i c a t i o n  o f  
n a t u r a l  l a n g u a g e  p r o c e s s in g  t o  t h e  i n f o r m a t i o n  r e t r i e v a l  t a s k  w o u ld  p r o v i d e  a  p a r t i c u l a r l y  
i n t e r e s t i n g  d i r e c t i o n  f o r  f u t u r e  r e s e a r c h .
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G i v e n  t h a t  I  h a v e  s h o w n  t h e  T S A  m a t c h i n g  a p p r o a c h  t o  b e  a n  e f f e c t i v e  m e t h o d  o f  a p p ly in g  
m o r p h o - s y n t a c t i c  l a n g u a g e  p r o c e s s i n g  t e c h n i q u e s  t o  i n f o r m a t i o n  r e t r i e v a l  ta s k s ,  t h e s e  
p o s s ib i l i t i e s  f o r  f u t u r e  r e s e a r c h ,  a n y  o r  a l l  o f  w h ic h  m a y  le a d  t o  i m p r o v e m e n t s  i n  r e t r i e v a l  
e f f e c t i v e n e s s ,  l e n d  f u r t h e r  s u p p o r t  t o  m y  f in a l  c o n c l u s i o n  t h a t  t h e  a p p l i c a t i o n  o f  m o r p h o -  
s y n t a c t i c  l a n g u a g e  p r o c e s s in g  t o  i n f o r m a t i o n  r e t r i e v a l  w il l  r e s u l t  in  m a n y  i m p r o v e m e n t s  in  
t h e  r e t r i e v a l  e f f e c t iv e n e s s  o f  f u t u r e  i n f o r m a t i o n  r e t r i e v a l  s y s te m s .
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Output from Morphological Analysis.

s-startdoc
s-startdoc " S-LIM  @ G M L n 

s-startdochead
s-startdochead “ S-LIM @ G M L  M 

s-starttitle
s-starttitle " S-LIM  @ G M L 11 

the
the " < D e f >  D E T  C E N T R A L  A R T  SG /P L  @ D N >  " 

application
application " N  N O M  SG  "

o f
o f " PR E P " 

syntactic
syntactic " < D E R :ic>  A  A B S " 

level
level " :=  < S V O >  < S V >  < P /w ith >  V  S U B JU N C T IV E  V F IN  @ + F M A IN V  ”
level " :=  < S V O >  < S V >  < P /w ith >  V  IM P  V F IN  © + F M A IN V  "
level " :=  < S V O >  < S V >  < P /w ith >  V  IN F  "
level " :=  < S V O >  < S V >  < P /w ith >  V  P R E S  -SG3 V FIN  @ + F M A IN V  ”
level " N  N O M  SG  " 
level " A  A B S ”

natural
natural " A  A B S " 

language
language " N  N O M  SG " 

processing
process " :+ io n  < S V O >  < S V >  PCP1 "
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techniques
technique " N  N O M  PL "

to
to  " P R E P  ”
to " IN F M A R K >  @ IN F M A R K >  "

effective
effective " < D E R :iv e >  A  A B S  " 

information
information " < -In d e f>  N NOM  SG  " 

retrieval
retrieval " < -In d e f>  N N O M  SG " 

s-endtitle
s-endtitle " S-LIM  @ G M L " 

s-enddochead
s-enddochead " S-LIM  @ G M L  " 

s-enddoc
s-enddoc " S-LIM  @ G M L "



Output after Disambiguation and Syntactic Analysis.

the
the M < D e f >  D E T  C E N T R A L  A R T  SG /PL  @ D N >  "

application  
application " N  N O M  SG  " @ SU BJ

o f  " PR E P  ” @ < N O M -O F  

syntactic
syntactic " < D E R :ic >  A  A B S " @ A N >  

level
level " A  A B S  " @ A N >

natural 
natural " A  A B S " @ A N >

language
language " N  N O M  SG  " @ N N >  @ < P  

processing
process " :+ io n  < S V O >  < S V >  PCP1 " @ N N >  @ < P  @ < N O M -F M A IN V (n )  

@ -F M A IN V (n) @ A N >

techniques 
technique " N  N O M  PL " @ O BJ @ < P

to " P R E P  " @ < N O M  @ A D V L  

effective
effective " < D E R :iv e >  A  ABS " @ A N >  

information
information " < -In d ef>  N N O M  SG  " @ N N >  @ < P  

retrieval
retrieval " < -In d ef>  N  N O M  SG  " @ < P
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Stage 1.

Knowledge based search tactics

A user interface to relational databases

Tools for communicating in a hypertext Ì
Generation of 9 close variants

32 TOIS titles 32 Sets of 9 phrases
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Stage 2.

=‘~t Knowledge based search tactics...

- 1 A user interface to relatioal databases...
-----------------------------------

/  /*- VTj YiYpT' T<TT'T  si'\ ̂TuSium W V

m Tools for communicating in a hypertext... i ,__________-

Sample users performing rankings of 
phrases according to similarity to title

32 Sets of 9 phrases -----------------  ̂ 10 Human rankings for
each of 32 phrase sets
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Stage 3.

a Knowledge based search tactics... =Zà

A  user interface to relatioal databases.

Tools for communicating in a hypertext.

TSA matching algorithm performing 
ranking o f each set of phrases

/ Q

32 Sets of 9 Phrases ___________  ̂ A Computer Ranking for
each of 32 phrase sets
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Stage 4.

Mean Human -\r Computer Rankings 
Ranking

Correlation Measures

♦ 32

Average Correlation
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The First Experimental Dataset
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Policy discussion.

A  sp read sh eet for cooperative work.
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Cooperative work.
Cooperative work using spreadsheets.
How spreadsheets work.
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Working with spreadsheets.
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How users use computer mail.
Mailing diverse reports by electronic means.
Using electronic mail.
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Communication tools.
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Hypertext communications.
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Hypertext tools.
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Browsing semantics.
Browsing through document structures.
Browsing through documents.
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Structured browsing through document texts.
The structure and semantics of documents.
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Context and orientation in hypermedia networks.

A  network of hypermedia systems.
Hypermedia networks.
Hypermedia tools for orienting the end user.
Hypermedia browsing and orientation tools.
Hypermedia orientation tools.
Maintaining the context information in a hypermedia system. 
Orientation tools in hypermedia systems.
Orientation in hypermedia systems.
User orientation in hypertext browsing tools.

A data model for flexible hypertext database systems. 

Data models.
Flexible hypertext systems.
Flexible modelling.
Flexible hypertext databases.
Hypertext data models.
Hypertext database systems.
Modelling hypertext database systems.
Models for database systems.
Models of hypertext systems.

Object specialisation.

Design of objects.
Object design.
Objective specialisation.
Specialisation of systems.
Specialised objectives.
System specialisation.
The objective of specialisation.
The specialisation of objects.
The objective of specialisation in system design.
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An algebra for structured office docum ents.

Algebraic documents.
An algebra for document structure. 
Office document algebra.
Office documents.
Structured documents.
Structured algebras.
Structured office document algebra. 
Structured office documents.
Structured algebras for office documents.

D esign  issu es and perform ance evaluation o f p artitioned  signatu re files.

A  file of design and performance issues.
Designing signature files.
Designing partitioned signature files.
Evaluation of signature files.
Partitioned signature files.
Partitioned file design and evaluation.
Partitioned signature file performance.
Performance issues and evaluation of signature files.
Signature file performance and design.

O ptim um  polynom ial retrieval functions based on the probability  ranking princip le.

Optimum ranking retrieval functions.
Optimum principles for probabilistic retrieval functions.
Optimum retrieval principles based on probabilistic ranking.
Polynomial retrieval functions.
Probabilistic retrieval functions.
Probabilistically based retrieval principles.
Retrieval functions.
The principle of ranking in document retrieval systems.
The probability ranking principle and retrieval functions.
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A critical investigation  o f recall and precision as m easu res o f  retrieval system  
perform ance.

A critical look at measures of performance for computer systems.
A  critical investigation of precision for measuring performance of retrieval systems.
A  look at the measures of recall and precision for different retrieval systems.
An investigation of recall as a measure of retrieval performance.
An investigation of measures used in evaluating the performance of retrieval systems.
An investigation into the precision of information retrieval systems.
Investigating the performance of retrieval systems using measures of recall and precision. 
The performance of precision retrieval systems.
The precision of measures used in investigating information retrieval systems.

C om pression  and encryption considerations o f  strin g  text retrieval system s.

Compression considerations of retrieval systems for encrypted text.
Considering the compression and encryption of strings for text retrieval systems.
String text compression systems.
String compression considerations of text retrieval systems.
String text retrieval systems.
Systems for retrieval of compressed and encrypted text strings.
Text retrieval with consideration of string encryption and compression.
The consideration that must be given to encryption and compression in systems which 
retrieve text.
The compression and encryption of string text retrieval systems.

K nowledge based search tactics for an intelligent interm ediary system .

An intelligent intermediary system with knowledge based search tactics.
Intelligent tactics for intermediary searches on knowledge based systems.
Intermediary search tactics based on knowledge of intelligent systems.
Knowledge based systems for performing intermediary searches.
Knowledge based intelligent systems.
Search techniques based on semantic knowledge for use with an intermediary system based 
on artificial intelligence.
Search tactics for intelligent systems.
Tactics for searching intelligent systems.
Tactics for searching knowledge bases.
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Information retrieval using a hypertext based help system.

A system to help with retrieval of hypertext information.
An information retrieval system that uses hypertext technology for helping users. 
Hypertext help systems.
Information retrieval systems.
Information retrieval help systems organized as hypertext.
Retrieval of information from hypertext systems.
The use of hypertext based systems in information retrieval.
The use of hypertext systems in providing helpful retrieval information.
The use of hypertext systems in aiding users to retrieve information from databases.

Syntactic structure m atching for in form ation  retrieval.

Information systems that use syntactic structure matching for retrieval.
Information retrieval based on the structured matching of syntactic information.
Retrieval of information relating to the syntactic structure of texts.
Retrieval of structured information.
Retrieval of syntactic information for use in structure matching.
Retrieval of information by matching syntactic structures.
The use of structure matching for retrieval of syntactic information.
The matching of syntactic structures for retrieval of information.
The use of syntactic level language processing to construct structures for use in matching 
queries to documents in information retrieval.

A user interface to relational databases that perm its vague queries.

A database that permits vague queries.
A  relational database with a user interface which allows users to enter vague queries. 
A database interface for users with vague queries.
A user interface to a computer system.
An interface that permits vague queries.
How users with vague queries interface with relational databases.
Relational databases with vague user interfaces.
The special requirements of user interfaces to relational databases.
User queries to relational databases.
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K nowledge based  tools to prom ote shared  goals and term inology betw een in terface  
designers.

Knowledge based tools for promoting the terminology of interface designers.
Knowledge based tools for promoting the design of shared interfaces.
The use of knowledge based tools in the design of computer interfaces.
The goals of interface designers.
The design of interfaces for knowledge based systems.
The promotion of shared goals for designers of computer interfaces.
The use of knowledge based tools for the promotion of a shared terminology by the 
designers of computer interfaces.
Tools for standardising interface design through the promotion of shared goals and 
terminology.
Tools for promoting the use of standard terminology between interface designers.

A ru le based m essage filterin g  system .

A  rule based mail message filtering system.
A  water filtering system.
A  computer system for filtering rule based messages.
A system of rules for filtering messages.
A  rule based system for discarding invalid messages in an object oriented environment. 
An expert system which discards unwanted mail messages.
Rules for the construction of message filtering systems.
The use of a set of rules for filtering system messages in a computer environment.
The use of rule based message filtering systems in tools for automatically creating object 
oriented programs.
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A ccess to, usage o f and ou tcom es from  an electronic m essag in g  system .

Access to, usage of and outcomes from a system which sends and receives electronic 
messages.
Access to the outcomes of usage of an electronic messaging system.
Access to, usage of or outcomes from electronic messaging systems.
Access to the usage statistics of an electronic messaging system.
An electronic messaging system.
The usage of electronic access controls in messaging systems.
The analysis of access and usage statistics to determine the outcomes from use of messaging 
systems.
The usage of electronic messaging in illegeally accessing computer systems.
Usage of and access to electronic systems.

A new  language for the study and im p lem en tation  o f coord ination.

A  new language for the study of the implementation of coordination.
A  study and implementation of human cognitive coordination through the introduction of 
a new human language.
A  new language for studying and implementing coordination in robots.
A  new implementation of the coordination of the study of language.
A  study of the coordination of the implementation of programs in a new computer 
language.
New languages for the study and implementation of computer programs for coordination 
of civil engineering projects.
The study and implementation of coordination.
The implementation of a new language for the study of coordination.
The coordination of a study of language.
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Computer systems and the design of organisational interaction

Computer systems and organisational interaction.
Computer systems and organisational design.
Computer designed organisational interaction.
Organisational constraints in the interactive design of computer systems.
Systems for aiding in the design of organisational interaction.
The design of interactive computer systems for business organisations.
The use of computer systems in the interactive design of organisational structures. 
The interaction between computer systems in an organisation.
The organisational interaction necessary for the design of effective computer systems.

Q uery processing in a m ultim edia  docum ent system .

Document processing in a multimedia environment.
Document retrieval systems which are multimedia in nature. 
Multimedia systems for processing documents.
Multimedia systems and their strategies for processing queries. 
Processing queries in information systems.
Query systems for processing multimedia documents.
The processing of search requests in an information retrieval system. 
The systematic processing of queries to multimedia documents.
User query systems.

Im plem enting ranking strateg ies using text signatures.

A  strategy for signing texts based on an implementation of ranking.
Implementing signature-based retrieval.
Ranked retrieval on textual data.
Signature implementations of text ranking strategies.
Signature retrieval on text databases.
Strategies for ranking output in document retrieval.
The implementation of superimposed coding and signature files which generate ranked 
output.
The use of text signatures in the ranking of retrieved documents.
The signature of military documents by highly ranked authors.
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An experimental multimedia mail system.

Experimental systems for multimedia mail.
Experimental mail systems.
Experiments on multimedia systems.
Experiments on mail systems.
Mail systems in a multimedia environment
Mailing experimental results using conventional multimedia delivery systems. 
Multimedia systems for experimental mail re-routing.
Multimedia mail.
Using multimedia systems for experimenting with mail tools.
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RANKINGS :
HUMAN COMPUTER

A scheme for communicating among groups that use different 
type hierarchies.

1 7 Procedures for communication among groups.
2 4 Schemes for group communication.
3 6 Communication among objects which is based on alternative

type hierarchies.
4 5 A method for communication which is based on the use of

hierarchies.
5 7 Group communication.
5 1 Using type hierarchies for communication.
7 3 A comparison of type hierarchies and their use in

communication.
8 9 Communication among objects.
9 1 Applications of type hierarchies.

A unified approach to compression, information theory, 
and grammars.

1 3  A single approach to information theory and grammars.
2 1 The relationship between compression, information theory

and grammars.
3 2 A theory of information theory and grammars.
4 8 A unified theory of computing problems.
5 4 Uniting the compression of information with a theory of

information.
6 6 A theory of compression.
7 7 Information on grammatical formalisms.
8 9 The potential application of grammars to data compression.
9 5 Compressing information using a grammar of information

content.

Distributed form management.

1 3 Managing distributed forms.
2 1 The management of forms.
3 2 The management of distributed data.
4 6 How to control information which is distributed in nature.
5 8 Managing forms and other user interface metaphors.
6 4 Applications for distributed data.
6 9 Partitioned and replicated information.
8 7 Forming strategies for control of information.
9 5 Strategies formed by management for controlling distribution

of resources.
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RANKINGS :
HUMAN COMPUTER

Current attitues and future prospects for work at 
home for computer professionals.

1 9 The liklihood of professional programmers working at their
residences.

2 3 Attitudes to programmers working at home.
3 4 Current attitudes of professionals to working at home.
4 2 Prospects for working at home.
5 7 Professional workers who work out of the office.
6 1 The attitude of computer professionals.
7 6 The prospects for home computers working in professional

environments.
7 7 Prospects for home computers in the future.
9 5 Professional home computers.

An extensible object oriented information management 
environment.

1 7 Extensible environments for managing information of an
object oriented nature.

2 2 Managing object oriented information.
3 3 Object oriented programming environments.
4 9 Extensible environments.
5 1 Object oriented information.
6 5 Extended information management.
7 4 Object oriented design.
8 6 The object of environment management.
9 8 Orienting managers with the objective of improving worker

environments.

An automatic tool for office system conceptual design.

1 2 Tools for design of office systems.
2 4 Designing office systems using computer tools.
3 3 Automatic design of office systems.
4 5 Tools for automatically building systems for use in office

environments.
5 8 Automatic design tools.
6 7 Office design.
7 1 System design.
8 9 Office tools.
9 6 Concepts used in the design of office tools.
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RANKINGS :
HUMAN COMPUTER

A hypertext tool for exploratory policy discussion.

1 5  A discussion of policies between individuals which is
facilitated by a hypertext tool.

2 3 Policy discussion using hypertext tools.
3 7 Hypertext systems used in the discussion of company policies.
4 2 Hypertext tools.
5 1 Policy discussion.
6 4 A discussion on hypertext systems.
7 6 A tool for building hypertext systems.
8 8 Exploring the policies used in human-computer discussion.
9 9 A policy for the use of hypertext systems.

A spreadsheet for cooperative work.

1 4 Spreadsheets for group work.
2 2 Cooperative work using spreadsheets.
3 5 Using spreadsheets efficiently in group work.
4 6 The efficiency of spreadsheets in a cooperative work

environment.
5 1 Cooperative work.
6 3 Working with spreadsheets.
7 9 Using spreadsheets.
8 8 A spreadsheet which works on personal computers.
9 7 How spreadsheets work.

A field experiment into work group structures and computer 
support.

1 4 Experiments on computer support in work groups.
2 2 Computer support of work groups.
3 5 Experiments on computer support.
4 6 A group of workers with computer support.
5 1 The structure of work groups.
6 8 Supporting field experiments using working computers.
7 3 Field computer support.
7 7 Grouping experiments into structures by computer.
9 9 Experimental structures for supporting field work.
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RANKINGS :
HUMAN COMPUTER

A preliminary inquiry into diversity in the use of electronic 
mail.

1 3 Diverse uses of electronic mail.
2 6 An investigation into different applications of electronic

mail.
3 8 How users use computer mail.
4 9 How users use computer mailing systems.
5 2 Using electronic mail.
6 4 Using electronic mail systems.
7 1 An inquiry into the use of mail.
8 5 Electronic mail systems.
9 7 Mailing diverse reports by electronic means.

Tools for communicating in a hypertext environment.

1 2 Communication tools in a hypertext environment.
2 7 Hypertext systems and communication tools.
3 4 Hypertext tools.
4 5 Hypertext communications.
5 3 Hypertext communication tool.
6 1 Hypertext environment tools.
7 8 Communication environments using hypertext technology.
8 5 Communication tools.
9 9 Hypertext systems used in communications.

Document structure with browsing semantics.

1 2 Browsing through document structures.
2 1 Browsing semantics.
3 7 Browsing through documents.
4 6 Semantic browsing using document structure.
5 9 The structure and semantics of documents.
6 5 Structured browsing through document texts.
7 3 Browsing the semantics of document structures.
8 8 Structured semantics with application to browsing systems.
9 4 The semantics of structure.
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RANKINGS :
HUMAN COMPUTER

1 2 Orientation in hypermedia systems.
2 4 Orientation tools in hypermedia systems.
3 6 Hypermedia orientation tools.
3 5 Maintaining the context information in a hypermedia system.
5 7 Hypermedia browsing and orientation tools.
6 9 Hypermedia tools for orienting the end user.
7 8 User orientation in hypertext browsing tools.
7 1 Hypermedia networks.
9 3 A network of hypermedia systems.

Context and orientation in hypermedia networks.

A data model for flexible hypertext database systems.

1 8 Hypertext data models.
2 5 Modelling hypertext database systems.
3 3 Models of hypertext systems.
4 7 Flexible hypertext databases.
5 1 Hypertext database systems.
6 1 Flexible hypertext systems.
7 3 Models for database systems.
8 6 Data models.
9 9 Flexible modelling.

Object specialisation.

1 1 The specialisation of objects.
2 7 Design of objects.
2 2 Object design.
4 2 Specialisation of systems.
5 2 System specialisation.
6 8 The objective of specialisation in system design.
7 2 Objective specialisation.
8 2 The objective of specialisation.
9 9 Specialised objectives.
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RANKINGS :
HUMAN COMPUTER

An algebra for structured office documents.

1 6 Structured office document algebra.
2 8 An algebra for document structure.
3 7 Office document algebra.
4 1 Structured office documents.
5 4 Structured algebras for office documents.
6 1 Office documents.
6 1 Structured documents.
8 5 Structured algebras.
9 9 Algebraic documents.

Design issues and performance evaluation of partitioned 
signature files.

1 8 Signature file performance and design.
2 5 Designing partitioned signature files.
3 3 Performance issues and evaluation of signature files.
4 4 Partitioned signature file performance.
5 7 Designing signature files.
6 2 Evaluation of signature files.
7 1 Partitioned signature files.
8 9 Partitioned file design and evaluation.
9 6 A file of design and performance issues.

Optimum polynomial retrieval functions based on the 
probability ranking principle.

1 4 Optimum retrieval principles based on probabilistic ranking.
2 6 The probability ranking principle and retrieval functions.
3 9 Probabilistically based retrieval principles.
4 1 Polynomial retrieval functions.
5 3 Optimum ranking retrieval functions.
6 4 Probabilistic retrieval functions.
7 8 Optimum principles for probabilistic retrieval functions.
8 7 The principle of ranking in document retrieval systems.
9 1 Retrieval functions.
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RANKINGS :
HUMAN COMPUTER

A critical investigation of recall and precision as measures 
of retrieval system performance.

1 4 A critical investigation of precision for measuring
performance of retrieval systems.

2 5 Investigating the performance of retrieval systems using
measures of recall and precision.

3 9 A look at the measures of recall and precision for different
retrieval systems.

4 1 An investigation of recall as a measure of retrieval
performance.

5 6 An investigation of measures used in evaluating the
performance of retrieval systems.

6 3 An investigation into the precision of information retrieval
systems.

7 7 A critical look at measures of performance for computer
systems.

8 8 The precision of measures used in investigating information
retrieval systems.

9 2 The performance of precision retrieval systems.

Compression and encryption considerations of string text 
retrieval systems.

1 9 The consideration that must be given to encryption and
compression in systems which retrieve text.

2 7 Considering the compression and encryption of strings for
text retrieval systems.

3 5 Text retrieval with consideration of string encryption and
compression.

4 4 String compression considerations of text retrieval systems
5 2 The compression and encryption of string text retrieval

systems.
6 6 Compression considerations of retrieval systems for

encrypted text.
7 8 Systems for retrieval of compressed and encrypted text

strings.
8 1 String text retrieval systems.
9 3 String text compression systems.
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RANKINGS :
HUMAN COMPUTER

Knowledge based search tactics for an intelligent 
intermediary system.

1 3 An intelligent intermediary system with knowledge based
search tactics.

2 9 Search techniques based on semantic knowledge for use with
an intermediary system based on artificial intelligence.

3 1 Search tactics for intelligent systems.
4 4 Tactics for searching intelligent systems.
5 6 Intermediary search tactics based on knowledge of

intelligent systems.
5 7 Knowledge based systems for performing intermediary searches
7 8 Intelligent tactics for intermediary searches on knowledge

based systems.
8 5 Tactics for searching knowledge bases.
9 1 Knowledge based intelligent systems.

Information retrieval using a hypertext based help system.

1 5 An information retrieval system that uses hypertext
technology for helping users.

2 3 Information retrieval help systems organized as hypertext.
3 1 The uses of hypertext based systems in information retrieval
4 9 The use of hypertext systems in aiding users to retrieve

information from databases.
5 8 The use of hypertext systems in providing helpful retrieval

information.
6 6 Hypertext help systems.
7 2 Information retrieval systems.
8 7 Retrieval of information from hypertext systems.
9 4 A system to help with retrieval of hypertext information.

Syntactic structure matching for information retrieval,

1 1 Retrieval of information by matching syntactic structures.
2 2 The matching of syntactic structures for retrieval of

information.
3 6 Information systems that use syntactic structure matching

for retrieval.
4 9 The use of syntactic level language processing to construct

structures for use in matching queries to documents in 
information retrieval.

5 8 Information retrieval based on the structured matching of
syntactic information.

6 4 Retrieval of information relating to the syntactic structure
of texts.

7 5 The use of structure matching for retrieval of syntactic
information.

8 7 Retrieval of syntactic information for use in structure
matching.

9 3 Retrieval of structured information.



RANKINGS :
HUMAN COMPUTER

A user interface to relational databases that permits vague 
queries.

1 7  A relational database with a user interface which allows 
users to enter vague queries.

2 4 A database interface for users with vague queries.
3 2 A database that permits vague queries.
4 3 How users with vague queries interface with relational

databases.
5 1 An interface that permits vague queries.
6 6 User queries to relational databases.
7 8 The special requirements of user interfaces to relational

dtabases.
8 5 Relational databases with vague user interfaces.
9 9 A user interface to a computer system.

Knowledge based tools to promote shared goals and terminology 
between interface designers.

1 8 The use of knowledge based tools for the promotion of a
shared terminology by the designers of computer interfaces.

2 5 Tools for standardising interface design through the
promotion of shared goals and terminology.

3 4 Tools for promoting the use of standard terminology between
interface designers.

4 5 The promotion of shared goals for designers of computer
interfaces.

5 1 Knowledge based tools for promoting the terminology of
interface designers.

6 9 The use of knowledge based tools in the design of computer
interfaces.

7 3 Knowledge based tools for promoting the design of shared
interfaces.

8 7 The design of interfaces for knowledge based systems.
8 2 The goals of interface designers.

A rule based message filtering system.

1 1  A rule based mail message filtering system.
2 3 A system of rules for filtering messages.
3 9 An expert system which discard unwanted mail messages.
4 7 A rule based system for discarding invalid messages in an

object oriented environment.
5 6 The use of a set of rules for filtering system messages in

a computer environment.
6 4 Rules for the construction of message filtering systems.
7 2 A computer system for filtering rule based messages.
8 8 The use of rule based message filtering systems in tools

automatically creating object oriented programs.
9 5 A water filtering system.



RANKINGS :
HUMAN COMPUTER

Access to, usage of and outcomes from an electronic 
messaging system.

1 5 Access to, usage of and outcomes from a system which sends
and receives electronic messages.

2 2 Access to, usage of or outcomes from electronic messaging
systems.

3 3 Access to the outcomes of usage of an electronic messaging
system.

4 3 Access to the usage statistics of an electronic messaging
system.

5 9 The analysis of access and usage statistics to determine
the outcomes from use of messaging systems.

6 1 An electronic messaging system.
7 8 The usage of electronic access controls in messaging systems.
8 6 Usage of and access to electronic systems.
9 7 The usage of electronic messaging in illegeally accessing

computer systems.

A new language for the study and implementation of 
coordination.

1 7  A study and implementation of human cognitive coordination 
through the introduction of a new human language.

2 6 A new language for studying and implementing coordination
in robots.

3 1 The study and implementation of coordination.
4 9 The implementation of a new language for the study of

coordination.
5 5 A new language for the study of the implementation of

coordination.
6 8 New languages for the study and implementation of computer

programs for coordination of civil engineering projects.
7 2 A new implementation of the coordination of the study of

language.
8 4 A study of the coordination of the implementation of

programs in a new computer language.
9 3 The coordination of a study of language.
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RANKINGS :
HUMAN COMPUTER

Computer systems and the design of organisational 
interaction.

1 2 Computer designed organisational Interaction.
1 3 Systems for aiding in the design of organisational

interaction.
3 1 Computer systems and organisational interaction.
4 7 The use of computer systems in the interactive design of

organisational structures.
5 6 Computer systems and organisational design.
6 5 The organisational interaction necessary for the design of

effective computer systems.
7 4 The interaction between computer systems in an organisation.
7 9 The design of interactive computer systems for business

organisations.
9 8 Organisational constraints in the interactive design of

computer systems.

Query processing in a multimedia document system.

1 4 Multimedia systems and their strategies for processing
queries.

2 3 The systematic processing of queries to multimedia documents.
3 1 Query systems for processing multimedia documents.
4 7 Document retrieval systems which are multimedia in nature.
5 6 Processing queries in information systems.
6 9 The processing of search requests in an information

retrieval system.
7 8 Document processing in a multimedia environment.
8 2 Multimedia systems for processing documents.
9 5 User query systems.
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RANKINGS :
HUMAN COMPUTER

1 1 The use of text signatures in the ranking of retrieved
documents.

2 7 The implementation of superimposed coding and signature
files which generate ranked output.

3 2 Signature implementations of text ranking strategies.
4 5 Signature retrieval on text databases.
4 3 Implementing signature-based retrieval.
6 6 Strategies for ranking output in document retrieval.
7 9 Ranked retrieval on textual data.
8 4 A strategy for signing texts based on an implementation of

ranking.
9 8 The signature of military documents by highly ranked

authors.

An experimental multimedia mail system.
1 3 Experimental systems for multimedia mail.
2 2 Multimedia mail.
3 5 Mail systems in a multimedia environment.
4 1 Experimental mail systems.
5 6 Experiments on mail systems.
6 4 Multimedia systems for experimental mail re-routing.
6 6 Experiments on multimedia systems.
8 8 Using multimedia systems for experimenting with mail tools.
9 9 Mailing experimental results using conventional multimedia

delivery systems.

Implementing ranking strategies using text signatures.
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Algebraic Support for Complex Objects in Database Systems

Complex Object Database Systems 
Complex Objects in Database Systems 
Database Algebras Supporting Objects 
Database Algebras
Database Support of Complex Objects 
Database Systems with Complex Objects 
Supporting Complex Algebras by Database Systems 
Supporting Complex Objects in Databases 
System Support for Complex Databases

U pdate Propagation and Security E nforcem ent in  D istribu ted  D atabase System s

Database Security
Distributed System Security
Distributed Database Security Enforcement
Distributed Update Propagation
Distributed Security Enforcement
Enforcing the Distribution of Databases
Enforcing Security and Propagating Updates in Databases
The Propagation of Updates in Distributed Databases
Updating Distributed Security

A General Fram ework for Large Scale C on stra in t B ased O p tim isation

A  General Framework for Constraint Optimisation
A  General Optimisation Framework
A  Large Optimisation Framework for General Constraints
A  Large set of Constraints for General Optimisation
Constraints on Large Scale Frameworks
General Constraint Optimisation
Large Frameworks Based on Scaled Constraints
Optimising Constraints on a Large Scale
The Optimisation of Constraints on a Large Scale

196



User Models in Dialog Systems

A  Dialog System for Users 
A  System for Modelling User Dialog 
A  System User Model 
A  System of User Models 
A  Model for Users in Dialog Systems 
A  System for User Modelling 
Dialog with System Users 
Modelling Users in Systems 
User Dialog Modelling

A G entle Introduction to Sym bolic P rocessin g  in  C om m on L isp

A  Common Lisp Introduction 
A  Common Introduction to Symbols 
A  Gentle Introduction to Symbols in Lisp 
An Introduction to Common Lisp 
An Introduction to Symbolic Processing 
Common Lisp Processing 
Lisp Processing of Symbols 
Processing Gentle Symbols in Lisp 
Symbolic Processing and Common Lisp

K nowledge R epresentation  and D efeasib le  R eason in g in A rtificia l In telligence

A  Reason for Knowledge Representation 
A  Knowledge of Artificial Intelligence 
An Intelligent Reason for Representing Knowledge 
An Intelligent Representation of Artificial Reasoning 
Artificial Reasoning and the Representation of Intelligence 
Artificial Representation of Reasoning Processes 
Artificial Knowledge and Defeasible Reasoning 
Artificial Reasoning with Knowledge 
The Representation of Knowledge in Artificial Intelligence
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Encoding Techniques for Complex Information Structures in Connectionist Systems

A  Connectionist System for Complex Structures 
A System for Encoding Complex Information 
Complex Structures and Encoding Techniques 
Complex Information Systems
Information on Techniques for Encoding Complex Systems 
Structured Information Techniques and Information Systems 
System Information and the Structure of Complex Encoding Techniques 
Techniques for Encoding Complex Structures 
The Structure of Complex Systems

D ata A quisition  for N atural Language P rocessin g

Data Processing
Natural Aquisition of Language Data 
Natural Language Processing 
Natural Data Processing 
Natural Language Aquisition 
Processing in Data Acquisition 
The Natural Processing of Data 
The Natural Aquisition and of Data 
The Aquisition of Natural Language

The R epresentation  o f  Cognitive S tructure in  Expert K nowledge

A  Knowledge of Expert Representation Methods
An Expert on the Representation of Cognitive Structure
Cognitive Experts and Knowledge Representation
Expert Knowledge Representation
Representation of Expert Knowledge
Representation of Structure by Experts
Representing Cognitive Experts
The Structure of Expert Knowledge
The Structure of Cognitive Expert Knowledge

198



Incomplete Information in a Deductive Database

Database Information 
Deductive Information 
Deductive Incomplete Information 
Incomplete Information 
Incomplete Deductive Databases 
Incomplete Databases 
Information on Deductive Databases 
Information on Databases 
Information on Incomplete Databases

The C onstruction o f  D ynam ic M odels o f  Security U sin g  K nowledge Based T echniques

A Security Model for Dynamic Knowledge 
A Model of Security in Dynamic Systems 
A  Security Model Dynamically Constructed 
Dynamic Security Model Construction 
Dynamic Knowledge Model Construction
Knowledge of Dynamic Techniques for Constructing Security Models 
Knowledge Based Methods for Constructing Dynamic Security Models 
Model Construction using Knowledge Based Techniques 
Techniques for Dynamically Constructing Models of Security

A Planning A pproach for the Softw are D evelopm ent Process

A Development Process for Planning Software 
An Approach to Software Processes 
Development Approaches to Plan Processing 
Development Processes for Software Plans 
Planning from a Software Approach 
Planning Software Processes 
Planning Software Development 
Plans for Software Development Processes 
Processing Plans for Software
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An Artificial Neural Network for Handling Uncertainty in Expert Systems

A Network of Artificial Expert Systems
A  System for Uncertainty Handling Using Neural Networks
A  Neural Network for Expert Systems
An Expert System for handling Uncertainty
Artificial Systems and Networks of Uncertainty
Network Uncertainty and Expert Systems
Network Experts and Artificial Systems
Uncertainty about Neural Networks
Uncertainty in Artificial Expert Systems

E valuating D esign  U sing K nowledge o f Purpose and S tructure

Design Evaluation using Knowledge
Knowledge of Structure on Design EvaluationR
Knowledge of Purpose in Evaluation of Design
Knowledge of Design Evaluation
The Purpose of Evaluating Design
The Purpose of Designing Structure
The use of Purpose and Structure in Evaluating Design
The Purpose of Design Evaluation
Using Knowledge for Design Evaluation

C om puter B ased M edical System s U sin g A rtificial Intelligence

Artificial Intelligence in Medical Systems 
Artificial Intelligence in Computer Systems 
Artificial Medical Systems using Computer Intelligence 
Artificial Medical Systems
Artificial intelligence in Medical Computer Systems 
Computer Intelligence in Medical Systems 
Computer Systems in Medical Applications 
Medical Systems Using Artificial Intelligence 
Medical Computer Systems using Artificial Intelligence
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Automated Reasoning Tools for Information Management Systems

A System for Managing Information Automatically
Automated System Management Tools
Automated System Tools for Management of Information
Information on the Management of Automatic Reasoning Tools
Reasoning and Management of Information Systems
Reasons for Automating Information Management
Tools for Management Reasoning
Tools and Systems for Automatic Reasoning
Tools and Systems for Information Management

A C om parative E valuation o f Expert System  B u ild in g  Tools

A Tool for Building Expert Systems 
A Tool for Expert Evaluation of Systems 
A Comparison of Tools for Building Expert Systems 
Building Expert System Tools 
Building Evaluations of Expert Systems 
Building Systems with Expert Tools 
Evaluating Tools used to Build Expert Systems 
Evaluation of Expert System Tools 
The Evaluation of Expert System Tools

B uild ing and U sin g a H ighly Parallel P rogram m able Logic Array

Building Logic Arrays and Highly Programmable Parallel Uses
Building and Using Parallel Programs
Building Highly Logical Parallel Arrays
Building Highly Logical Parallel Programs
Logical Uses of Highly Programmable Arrays
Parallel Use of Logic Arrays
Programming and Using Logic Arrays in Parallel
The Use of Highly Parallel Logic Arrays
Using Highly Logical Arrays in Parallel Programs
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Designing the System Architecture of a Parallel Computer

Computer System Architecture and Parallel Design 
Design of Parallel Computer Architectures 
Parallel Computer Architecture Design 
Parallel Computer System Design 
Parallel Computer System Architecture 
Parallel Design of Computer Architectures 
System Design for Parallel Computers 
System Architecture of a Parallel Computer 
The Architecture of a Parallel Computer

C om p iling S cien tific  Code U sing Partia l E valuation

A  Partial Evaluation of Scientific Code Compilers 
A  Partical Compiler for Scientific Code 
A  Code Compiler for Scientific Systems 
An Evaluation of Partial Code Compilers 
Compiling Partial Evaluations of Scientific Code 
Evaluating Code Using Partial Compilation 
Evaluating Partial Compilation of Code 
Partial Evaluation of Scientific Code 
Partial Code Compilers for Scientific Data

E xperim ental R esearch and D evelopm ent o f  C om puter A rchitecture

Computer Architecture Developments and Research 
Computer Experiments in Research and Development 
Experimental Computer Architecture and Research 
Experimental Computer Architectures and their Development 
Experiments into the Development of Computer Research 
Research and Development of Experimental Computer Architecture 
Research and Experiments in Computer Architecture 
The Architecture and Development of Computer Research 
The Development of Computer Architecture Experiments
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Comprehensive Support for Highly Interactive Graphical User Interfaces

Comprehensive User Support for Graphics 
Graphical User Interface Support and Design 
High Support for Interactive Interfaces 
Interactive Graphics and User Interfaces 
Interactive Interfaces for Graphical Support of Users 
Interactive User Interfaces and their Support 
Interface Support for Interactive Graphics 
Support for Comprehensive User Interfaces 
User Support for Graphical Interfaces

M u ltip rocessor A lgorithm s for R elationa l D atabase O perations on H ypercube System s

Algorithms for Database Operations on Hypercubes 
Database Systems an Multiprocessor Hypercubes 
Hypercube Database Systems and Multiprocessor Operations 
Hypercube Relational Database Operations 
Hypercube Systems and Algorithms for Database Operations 
Multiprocessor Operations and Algorithms for Database Systems 
Multiprocessor Relational Database Operations
Multiprocessor Hypercube Systems and Algorithms for Relational Operations 
Multiprocessor Hypercube Relational Database Algorithms

F au lt T olerant C lock Syn ch ron isation  in  D istributed  System

Clock Synchronisation Tolerances in Faulty Systems 
Clocking Faults in Distributed Systems 
Distributed System Clock Synchronisation 
Distributed Clock Synchronisation Systems 
Distributed Synchronisation of Faulty System Clocks 
Distributing Faults in Synchronised Systems 
Faults in Clock Synchronisation in Distributed Systems 
Faulty System Clocks and Synchronisation 
Synchronising Faults in Distributed Systems
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