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Abstract

Prediction and Reduction of Third-Order IMD In
Multichannel Amplifiers

Submitted by: P. Sheridan

The advent of the multichannel amplifer (MCA) has brought with it strigent inter-
modulation distortion (IMD) requirements. This thesis explores the issue of third-
order intermodulation distortion (/M3) inMC A 5 from two seperate viewpoints.

Firstly, the prediction of IM s leels in M C A % is investigated and a novel software
based prediction tool ispresented. The amlifier isviewed as a black-box nonlinear
cirauit and s characterised by carrying out an IMD test using 3 tones of equal
amplitude. Then, by using the \olterra—series approach and linear interpolation,
an IM1 prediction can be made for an arbitrary number of input tones of different
amplitudes. To demonstrate and verify the capability of this technique predicted
and measured results are compared for single and cascaded stages.

Secondly and firelly, a novel amplifier configuration which reduces these [M : leels
and simultaneously improves the owerall efficiecy of the MCA s presented. This
approach uses a scaled version of the extracted envelope of the mult-tone sigal to
actively bias the amplifier. This technique s of paramount importance in multi-
channel power amplifier (MCPA) design where an increase in linearity is usually
achieved by a decrease in efficiay. Practical results are presented which illustrate
the effectiveress of this technique.



Chapter 1

Introduction

1.1 Market Review

The largest telecommunications growth area in recent years is in mobile telephony.
At the end of 1997 there were about 207 million mobile telephony subscribers world-
wide, an increase of more than 70 million during 1997 alone. By the end of 2001
there will be an expected 605 million users worldwide. As confirmation of this tred,
more individuals signed up for mobi le telephone services than fixed services in 1997
- In parallel with this growth there will be an expected 575 million Intemet users
by the year 2001 [Z- The next significant step In wireless communications will be
linking the two together adding a considerable range of new and more advanced ser-
vices involving high speed data, video and multimedia communications on a global
sale. This s the besis for what s known as the third-generation mobile phone
savie. It is expected that early demands will come from the business community

and, as with the mobile phone, thiswill quickly evolve Into mass-market services.

At present, the world of terrestrial digital mobile communications is actually three
worlds that are not compatible. Europe gave the world the Global System for Mobile
Communications (GSM) standard. USA use the Advanced Mobile Phone System
(AMPS) standard, itsdigital derivative D-AMPS and the spread spectrum system.
These standards are widely employed around the world but unfortunately, despite
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the fact that they are based on the same radio technology, they are not compatible.
Meanwhile, Japan selected yet another standard, called Personal Digital Cellullar
(PDC), which isused only within Japan.

Cellular systems aside, a standard for cordless and low tier wireless local loop (WLL)

telephony called DECT (Digital Enhanced Cordless Telephony) has expanded 0l a
global scale. DECT may also have a significant part to play in third-generation
servicss. According to recent research by KPMG, a UK-based consulting group, it
is In conjunction with GSM and other cellular standards that DECT will enjoy the

most success due to its frequency efficiency [3]-

These are the terrestrial (earth-based) wireless standards. There i, of course, yet
another dimension t wireless networks iIn the shape of satellite-ased mobile com-
munication services. Even when coverage of cellular mobile networks is complete,
they will only cover 20 percent of the earth’s surface. Areas, such as deserts, with
very low population densities mean it will never be economic to irstall a cellular
infrastructure. This iswhere satellite-based services will fit in as they provide good

coverage over very large aress.

As may be evident from the above discussion, the entire telecommunication world s
based on tednical standards that define how various pieces of equipment commu-
nicate with each other. In wireless communication systems, a new set of common
standards is required to permit third-generation sevices to be offered. In Europe,
the European Telecommunication Standards Institue (ETSI) promotes this global
standardisation process by co-ordinating Its activities with intermational standardis-
ation bodies, such as the Intermational Telecommunications Union (ITU). In January
1998, ETSI announced that ithas selected GSM as the core network standard and
WCDMA (Wideband Code Division Multiple Access) H] as the main technology for
third-generation UMT S (Universal Mobi le Telecommunications System) that will be
introduced throughout the EU.

A major limiting factor in the development of third-generation systems isbandwith
at the air interface which limits the volume of information that can be transmitted

between the wireless terminal and the network. As well as this, merging woice and
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data will sighificantly increase the cost and complexity of the network. In recent
years there has been a significant amount of research to tackle these problems and
one of the most successful developments has been the development of systems which

use multiple carrier or multichannel architectures.

1.2 Multichannel Amplifiers

Traditionally, many wireless system applications (e.g., satellite systems and cellu-
lar base-stations) relied on the high-level combination of individual single-chanrel
aplifiers. As the number of channels grows, this approach becomes hardware-
intersive, bulky and asstly. As a reault, the high-level combining of multiple ampli-
Tiars has been supplanted by a single multichannel arplifier (MCA) inan increasing
number of systems. Almost allmodern mobile communication sytems (€.(., cellular,
satelliteand DECT) use MCAs alongwith other systems such asMMD S (Multichan-
nel Multipoint Distribution System),LMDS (Local Multipoint Distribution System)
and MVDS (Microwave Video Distribution System) which are either in service or
advanced stages of development. MMDS, LMDS and MVDS are broadband wireless
acoess systems developed for the delivery of television sigals, Intemet access and
interactive multimedia sevices such as video on demand [B], Evolving high data rate

broadband ATM systems will also use MCAs [Gl-

MCAs eliminate the need for additional hardware and thus reduce the systemscom-
plexity and size as well as offering complete flexbility in the assignment of channels
[Bl- The advent of the MCA has brought with it stringent performance require-
ments. A primary performance criterion is linearity; the input-output relationship
must have low intermodulation distortion (IMD) lewels in order to preserve sigmal
inegaty. When multiple sigals are transmitted through an anplifier additional
and unwanted frequency components are generated at the output due to IMD. Sim-
ilar problems are also evident in multichannel receivers as the IMD S reduce the
spur=free dynamic range of the system. The IM products of greatest concerm are
usually of the third-order type as they occur closest to the carriers that generate
them and are the strongest.
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This thesis explores the IMD problem In MCA 5 from two seperate viewpoints.
Firstly, the prediction of third-order IMD (IM3) levels in MCA & s investigated
and a software based prediction tol s developed. This will be of considerable
use in RF system design as IM s predictions for single and cascaded stages are
made possible. Secondly and firally, a novel amplifier configuration which reduces
these IM: lewels and simultaneously improves the owerall efficancy of the MCA
IS preserted. This technique s of paramount importance for multichannel power
amplifier (MCPA) design where an increase in linearity s usually achieved by a
decrease In efficiey [OI[10]. Practical amplifier measurements will be used for
verification purposes throughout this thesis.

1.3 Thesis Structure

This thesis Is organised InMto two seperate sections preceeded by a general intro-
duction to the fundamental concepts. The first section, Chapters 3 through 6, B
devoted to the characterisation and prediction of third-order IMD leels InMCA &
and s the larger of the two sectios. The second part, contained in Chapter 7,
presents a novel amplifier configuration which is shown to reduce these IM: 1eels

and simultaneously improve the overall arplifier efficiaxy.

Chapter 2 details the fundamental concepts of this thesis. Important amplifier
performance specifications are defined and explained. A contrast between linear and
nonlinear systems is given and the output dharacteristics of both types of systems
are eplained. The concept of a weakly nonlinear system is explained along with
an introduction to intermodulation distortion. It concludes with an overview of the

efficiecy and linearity requiements in multichannel power amplifiers.

In Chapter 3 practical measurements of IM: leels in three differet MCA & are
taken. The standard two-tone test is first implemented and then the measurement
system architecture s extended to allov for a three-tone (nulti-tone) test ==t In
order to obtain a complete arplifier characterisation a software routine incorporat-
ing aGPIB interface isused. This enables control of the multi-tone excitation leels
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along with the capture and retrieval of IM: data. The retrieved data isused at a
later stage for the evaluation of the IM s prediction software.

The nonlinear analysis technique, called the Volterra Series Approach, that isem-
ployed here s presented in Chapter 4. The Volterra Series, or nonlinear transfer
function approach, iswidely accepted as an effective means of characterising weakly
nonlinear cirauits having multi-tone excitation [12][16]. The M C A & considered here

are perfect examples of such ciraurts.

Chapter 5 contains the design and development methodologies for the Volterra based
prediction tol. Initially, a three-tone prediction routine s developed. Following
this, a multi-tone (greater than 3) prediction routine isdeveloped which can generate
IM s predictions for single and cascaded stages.

An evaluation of the software based prediction tool is carried out in Chapter 6. To
demonstrate and verify the capability of this technique a comparison between pre-
dicted and measured results (from Chapter 3) for a selection of single and cascaded
silian BJT MCA stages isgiven.

The second part of this thesis s contained in Chapter 7. The conflicting perfor-
mance requirements, linearity and efficiaxy, in mutlichannel power amplifiers are
discussed.  Existing techniques of improving on both of these requirements are In-
vestigated. A novel amplifier configuration which deviates from previous methods
is then presented. The technique uses a scaled version of the extracted envelope of
the multi-tone signal to actively bias the amplifier thus ensuring a low lewel of power

consumption and minimal IMD leels.

A performance evaluation of the amplifier configuration isthen conducted. For ver-
rfication purposes the MCP A can be switched from its “hormal” bias configuration,
a simple oollector feedback cirauit, t the active bias configuration described here.
Measurements ofworst case adjacent channel 1MD lewels and arplifier efficiecy are

taken for both biasing schemes and compared.

Chapter 8 gives conlusions and makes recommendations for future developments on

both parts of the thesis.



Chapter 2

Fundamental Concepts

2.1 Amplifier Performance Characteristics

An amlifier can be specified in terms of its gain, 1-dB compression point, noise
figure and spurious-free dynamic range. Some of these specifications will be more
applicable to an amplifier than others depending on the purpose of the amplifier.
Each of these performance requirements will now be defined:

Gain The amplifier power gain (G) is defined as the ratio of output power (PSO),
inwatts, to available input signal power (PSI), in watts, as follons

- A
G £ (21)
and can be defined in dB as folloaxs
G{dB) = 10log..(G) @2
In terms ofS-parameters thepower gain is often expressed sl = | Sa B- This

gainmll only be realised ifthe arplifier isperfectlymatched andinserted between
a matched load and a matched source [7]. Since this scenario rarely ocaurs, it s
necessary to define the gain which will be exhibited between arbitrary impedances.

This Bsometimes called the insertion gain ar, more commonly, the transducer power
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1-dB Compression Point The 1-dB compression refars to the power level at
which the actual output power drops 1 UB below the linearly predicted power.

Figure 2.1 gives a visual representation of the 1-dB compression poirt.

Noise Figure The noise figwe NF), in dB, describes the deterioration of the
signal-tooise ratio due to the presence of an amplifier. It isdefined as follons:

NF(dB) = 10w ~ ) @3

isoj*no
where PNl is the awailable input noise power, iIn watts, and P is the available
output noise power, in vatts. Psl and P are defined as the awilable input and

output sigal powers respectively.

Spurious-Free Dynamic Range The spurious-free dynamic range is the ratio
of the maximum distortionless input signal to the minimum detectable sigal. The
minimum detectable signal Is determined by the noise generated by the amplifier.
Figure 2.1 illustrates the spurious-free dynamic range along with the other perfor-
mance daracteristics.

Predicted Power

Output Noise Level

Input Power, dBm

Figure 2.1: Performance dnaracteristics for a typical amplifer
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2.2 Linearity and Nonlinearity

It isvell known that in the real world the term “linear arplifier’” isan approximate,
and sometimes optimistic term. All active devices have measurable nonlinearity at
any point of their useful operating range [11]- In active devices, nonlinearities are
responsible for phenomena, such as IMD, that degrade system performance and for
this reason cannot be ignored. Linear cirauits or systems are defined as those for
which the superposition and proportional ity principles hold [12]. Formally, suppose
a system takes an input X(t) and produces an output y(t) via some function /,

y(t) = f{x{t @9
where { is an independent variable, usually tine. Suppose futher that two inputs
X\ @® and X- (t) produce outputs Yi(t) and Y (t), respectively:

vi)) = 1[xi(®)] @9
2() = fx (0] @6
Then, ifthe system is lirear, superposition and proportionality may beapplied, so
that an input Xi(t)+ DX. {t) will produce an output ayi(ty+ bY: (t)where @ and b

are scalars. That K,
ayi(t) + by (b= /[ax ) + bx.{ty @

for a linear system.

Many systems that are decribed as linear also hold the property of being time-
inariant. A system is time-invariant ifa time shift in the Input is reproduced at
the output. Suppose

y(t) = flx(6)} @9

Let TO be a constant. Then, for all values of TO,

y(t- Top=f[X(t) - T3 9
in a time-invariant system. A system is time-varying If it is not time-invariant.
To put it another way, in a linear time-invariant system the frequency content at

the output s always idetical to that of the input. This s not true with nonlinear
systems which generate new frequency components at their output [16]-
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Nonlinear cirouits are usually characterised as either strongly nonlinear or weakly
nonlinear. Strong nonlinearities are characterised by abrupt changes within the
operating regions of their daracteristics, for exanple, a strongly driven trasistor.
These cirauits are not of interest here and will no longer be discussed. On the other
hand, weak nonlinearities lack abrupt changes within the operating regions of treir
daracteristics; their input-output relationships vary gradually as a function of the
input anplitude. Many weakly nonlinear cirauits, such as the MC A 5 considered
here, generate distortion products that are great enough to be of concern [1Z].

2.2.1 Intermodulation Distortion

Intermodulation distortion, as itsname inplies, isthe presence of unwanted siguals
that have been created by mixing action (modullation) among two or more sigals
in nonlinear ciraurts [13]. IMD products generated in an arplifier or receiver often
present a very serious problem, because they represent spurious signals that interfere
with, and can be mistaken far, desired sigals.

For example, consider an amplifier having only quadratic and cubic nonlinearities. A

power series expansion can then be used to model the weak nonlinearities as folloss:
V0= aiVi + a2Vvi2 + advj3 (2.10)

where VI is the input sigal and V0 is the corresponding output sigal. Let the
arplifier input signal consist of two equal amplitude sinusoidal signals at frequencies

fi and f 2 respectively, where f 2 is greater than fi\
Vi =V cos(2-7rfii) + V cos(27re 20 @-H)

Substituting (2.11D) into (2.10) and using the appropriate trigonometric identities
readily shows that the output contains an array of intermodulation products. Ap-
pendix A gives the complete mathematical expansion. Figure 2.2 shows the spectrum
of frequency components at the arplifier’s input and output. The terms marked
@ indicate components resulting from the linear behaviour of the aplifier. Terms
that are generated by the quadratic and cubic nonlinearities are marked @) and @),
respectively. It can be seen that the second-order IM products occur at frequencies
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Figure 2.2: Intermodulation distortion in an amplifier with quadratic and cubic
nonlinearities. (&)Frequency content at input, () Frequency content at output.

well above and below the sigals that generate them and consequently are of litte
concem. In gereral, this is true for all even-order IM products. As stated earlier,
the IM products of greatest concemn are of the third-order type as they occur clossst
to the sigals that generate them, as illustrated in Figure 2.2. The IM . products
are also the strongest of all odd-order products and have the same separation from
the input carriers as the separation of the carriers themselves and therefore can-
not be filtered aut, showing up as erther co-channel or adjacent channel interfering
sigals. Consider, for exanple, a MCA used in cellular base station goplications.
This type of amplifier has many independant carriers with equal frequency sepera-
tion and therefore undesired 7 M 3 products will be generated inside other channels
bandwidth.
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2.3 Efficiency and Linearity Requirements in MCPA’s

Current commmunication system trends have provided a requirement for highly
linear multichannel power amplifiers (MCPA®) with low power consumption or
high efficiey. For example, in digital mobile radio and satellite systems intensive
research is being carried out to develop new techniques that allovM CP A s to meet
these performance requirements [4]-

Efficiency, denoted 7/, isdefined as the ratio of RF output power to DC input power.
An expression for overall efficiaxy s given by

n= sl Q 12)

where POC isthe power supplied to the amplifier by rtspower supply [5]- INnMCPA s
high efficiency isusually achieved by a decrease in the device linearity performance.
Therefore, design techniques that improve both linearity and efficiecy InMCPA s
are of great importance. The fundamental concepts of IMD In M C A S have already
been introduced In Section 2.2.1.



Chapter 3

Intermodulation Measurement
System

3.1 Introduction

In order to obtain a complete picture of / M 3behaviour inM C A 5, prior to developing
a prediction tool, a practical third-order 1 MD measurement system isrequired. The
measurement system Isdesigned In a robust manner so that a complete measurement
of the output spectrum for a selection of MC A & can be carried aut. MCA % used
in most modern communications receivers seldomly receive multiple signals of equal
power sice by sice. To depict this feature In the measurement system, the iInput
tones are assigned a range of power lewels below the 1-dB gain compression point
for varied channel spacings. This task performed manually would prove laborious
and time consuming and therefore it is desirable to perform the measurement iIn a
software environent.

3.2 Multi-tone Characterisation of Amplifiers

As the distortion products of interest here are third-order it is possible to characterise
the multi-tone (Q > 3) performance based on measurements using only three tores,
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where Q is the number of excitation tones. Firstly, consider the case where Q =3
and the three equally spaced excitation tones are given by /i, /2 and /3. The IM s
components generated are of two types: those generated from two-tone IMD

fim  — 21 —fi and  2[2 —n\
and 2/2 - f; and 83}*—'

and £ /AN and 2/3 -
and those generated from three-tone 1 MD

fim — nh + [l —n
and fi+ 3~ h G2

and 72+ 1S — A

In order to detect and measure al of the [M s components generated it Is necessary
to slightly offset one of the tones in frequency as some of the components fall at
the same freguency as other components or excitation tones. The frequency offsst
distance is limited by the resolution dharacteristics of the spectrum analyser. The
Tfrequency resolution isdetermined by the bandwidth and the shape factor of the last
IF filter (last filter before detection) and the sideband noise of the spectrum analyser.
The IF bandwidth, or resolution bandwidth (RBW), isnormally specified in terms
of its 3-dB bandwidth. A narrower IF bandwidth provides better resolution but
imposes a limit on the sweep time [7]- For example, ifan analyser has Its narronvest
IF bandwidth as 1 kHz, the closest any two signals can be and stilll be resolved (or
seen on the SA) s 1kHz.

When measuring closely spaced frequency components of unequal amplitude, the
characteristic of the filter shape s also important. The fiklter shape is normally
characterised by ratio of A/smb/ k-f20B (tre 60-dB ® 3-dB bandwidth), which &
known as thelFshape factor[/]. The smaller theshape fector, thegreater the
analysers capabilityto resolveclosely spaced signals ofunequalamplitude. If, for
example, the shape factor of a filter is 1521, then two signals whose amplitudes differ
by 60 dB must differ in frequency by 7.5 times the IF bandwidth before they can
be successfully measured. Otherwise the signals become distorted and the accuracy

of the amplitude measurement is reduced [17].
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In conjunction with resolution there are a number of other parameters to be con-
sidered when using a spectrum analyser for IMD measurements such as frequency
range, dynamic range, video bandwidth (VBW) and moise. The frequency range
of the spectrum analyser should, obviously, cover the measurement range. The dy-
namic range, as it gpplies to a spectrum amalyser, s defined as the ratio of the
largest sigal to the smallest sigal that can be displayed simultaneously without
anallyser distortion products. Also, the spectrum analyser can be used to measure
the noise associated with a signal provided the noise power s higher than the noise
floor of the analyser at a particular resolution bandwidth (RBW) . The video filter is
a post—detection lowpass filter used before feeding the detected signal 1o the display.
The VBW isusually much less than the RBW and gives an average value of the

noise sigal.

The complete s=t of IM: components generated from I MD involving three tones of
equal amplitude isshown in Figure 3.1. For the more gereral case, where Q > 3,
the /M 3 components are still generated from mixing action involving a maximum
of three tores. Now, for Q equally spaced excitation tones given by fl} 72, . . |
/q the IM s components generated are, again, of two types: those generated from

two-tone I MD
fiM — 2fn fm and 2fm fn (3.3)

and those generated from three-tone 1MD

fiM —  fm+ fn —fl
and fn+fl- fm (€%
and fm <¢fl fn-

3.3 Measurement System Architecture

The standard test set-up for IM s measurements involves generating two equal power
sigals, fi and /2, separated by a specified fequency, A/ = /2— /71, and measuring
the resultant |M 3 products, 2f| — /2 and 2/2 — f\ As explained iIn Section 3.2,
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fi ) A3

Figure 3.1: Third-order I MD components generated by 3 tones of equal amplitude.

when Q > 3[M, components are generated from both two-tone and three-tone
IMD which means that the standard two-tone test set-up i no longer adequate.
However, a similar type measurement arrangement can be used for the multi-tone
case with the inclusion of a third signal source. The set-wp, shown iIn Figure 3.2,
cosists of mre(\e signal gererators, a combiner, the necessary connections to the
device under test and a spectrum analyser to detect and measure the distortion
products. A PC installed with GP 1B software isused to control the signal generator
output power lewel and frequency as well as the capture and retrieval of IM s leels
Trom the spectrum analyser (S84). The PC isconnected to the signal generators and
SA 1n a daisy chain arrangement.

3.4 Measurement System Accuracy

Although the arrangement svery straightforvard, there are several important guide-
lines that must be folloned to ensure accurate measurement [13] [18] [29] [2] - Firstly,
the signal sources must be stable and accurate in frequency, with very low noise to
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1 Icn _ Device U oo
Signal Generator Combine! - Under 0o

Test Spectrum Analyser

F

Signal Generator

Figure 3.2: Block Diagram of /M 3 Measurement System.

avoid ambiguity when measuring very low leels of IMD. The three synthesised sig-
nal generators used here, two Anritsu and one HP, are extermally phase locked to a
common reference cscillator to ensure precision frequency offsets between the car-
neas. Also, the output power leels of the signal sources must be clossly matched
in amplitude inrgally to avoid variations due to the measurement set-up. Unequal
amplitude sources will create unequal amplitude 1 MD products; this s undesirable
as the purpose of the system Is to measure the effects of the device under test, rather
than the darecteristics of the instrunentation.

The combiner cirauit must be chosen so as not to generate significant distortion and
also to provide good isolation between the three sigal sources. The Mini-Circuits
MA3PD-2 3-1 passive combiner cirauit used here provides adequate isolation and
low distortion for the range of power lewels considered here. Finally, the spectrum
anallyser must not contribute errors 1o the test results from intemal distortion in the
instrunent. Again, for the Anritsu MS2651A and the low power leels used here
this should not be a problem. In the case of larger input sigal leels the spectrum
analysers Input ciraurts may become overloaded creating a new set of distortion
products that can cornfuse or even obscure the desired measurement. A typical test
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for intermal distortion in a SA s o attenuate the input of the analyser by 10 dB
and to check that the measured results also change by 10 dB. This was the case in

all measurements made.

3.5 Measurement Procedure

3.5.1 Introduction to Software Development

The gereral hardware to software interface for the measurement system has already
been introduced in Section 3.3. The software program used to carry out all inter-
actions with the measurement instrumentation will now be discussed. As the GP 1B
software package [2I] s compatible with the C Programming Language [Z3], the

entire routine can be implemented in C.

3.5.2 GPIB Software

The GPIB software isdirectly responsible for the cortrol of the measurement hard-
ware as well as the capture and recovery of the required data. It consists of two
linked entiies, namely, the GP 1B software routines, which are responsible for the
gereral Interaction with the measurement instrumentation and the inherent GPIB
command codes specific to each instrurent. The GP 1B software consists of a sst of
programming libraries for the C language. These libraries consist of many different
routines which allow extensive control of the GPIB bus. The basic routines used in
the computer—-controller program to enable interaction which each instrument in the
measurement system are IBFIND, IBWRT and IBRD. These are used to capture

an address, write to an address and read from an address respectively.

Before communication can take place between an instrument and the PC, the in-
strument must be captured by the PC via the GPIB bus. This isacheived by means
of an IBFIND routire. Once the Instrument has been captured, GPIB command
codes can be used to request specific instrument responses using the IBWRT routine
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[2], For example, for the purpose of taking a reading of the SA marker leel, the
IBWRT routine is used in conjunction with the SA command code to output the
marker leel (MKR?). Having requested the data from the SA, an IBRD routine
is then used to read this data back to the PC. Figure 3.3 details the basic GPIB

routines and command codes used to retum the marker leel from the SA.

DEVICE = IBFIND (device name); Captures the device (SA)
|BWRT(DEV|CE, MKR?, cdeength); Requests marker leel value
IBRD (DEVICE, BUFFER, buff size); Reads the data into

a buffer.

Figure 3.3: GPIB instructions and command codes used to retum the SA marker
leel.

3.5.3 Program Description

The C program responsible for the complete implementation of the measurement
routine is described here. Figure 3.4 displays a flonchart for the owerall program
operation. The program is sectioned into routines and subroutines which are called
at various stages upon execution. The INITIALISE function iscalled by the program
firstly. This function inftiates communication with the system devices (spectrum
anallyser and signal generators) through the GP 1B bus using device names sstup in
the Computer Boards configuration program [20] and the IBFIND routine. Using
IBWRT, the spectrum analyser and sigal generators are then sent configuration

commands to allovan |M s measurement for equal ly spaced tones to be carried out.
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It should be noted that the configuration paramneters can be set in the program prior
1o execution to enable measurement ofdifferet MCA &

The MEASURE1 function is called next to initiate the actual measurement process.

Control ispassed to the Level™Ydjustl subroutine which adjusts the signal generators
output leels. Using nested loops and counters the output lewels (device input leels)
are varied within a pre-designated range. The range is selected so that the MC A

will always be operating below Its 1-dB compression point (in the linear region).
After each adjustment to the sigmal lewel the Mkr.Readl function iscalled to control
the SA marker position and read its value back Into an array. When the full sst of
measurements have been acquired and stored in arrays the control is passed back to
the MEASURE1 function which completes the process by passing the stored array
data in an output filke. The sigwal generators various output leels are also stored
in another data file The complete measurement process iIs then repeated for the
frequency offset case (o obtain all IM components) with the measured results
again stored in arrays and firally outputed to a data filke. Both processes use the
same subroutine to generate the range of M C A input lewels and therefore the output
data files can be directly related to each other.

3.5.4 Measurement Results

As mentioned in Chapter 1 three seperate M C A 5 are used for evaluation of the /M3
prediction software. A prectical IM s measurement must first be carried out for this
purpose. The first MC A operates at 100 MHz with a 100 kHz channel spacing and
has a gain of 19 dB and a Pi dB compression point at 2 dBm. The second MC A

was designed to operate within the DCS-1800 band, 1.71 GHz to 1.88 GHz, with a
200 kHz channel spacing and provides 10 dB of gain with a 1-dB compression point
at 10 dBm. The third and firal device isa MCP A designed to operate within the
DECT band, 1.88GHz to 1.9GHz, with a 1 MHz spacing and provides in excess of

10 dB gain and has 1-dB compression at 11 dBm.

As a large number of measurements are carried out on each MCA an extract of the
results will be presented here only. Table 3.1 displays an extract from the input data
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Capture System Devices and
Set-up Initial Parameters

Measure |M Components
for Evenlly Spaced Tones

1

Save Measured Data to File

Set Up Equipment Parameters
for Offset Tone Measurements

Repeat / M 3 Measurement

Procedure
Save Measured Data to File
End |

Figure 34: Measurement program flonchart.
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file for the 100 MHz MCA . Table 3.2 shows the relating output data file for evenly
spaced tones. Due to the large number of IM products gernerated, the relating
output data fike for unevenly spaced tones is divided between Tables 3.3 and 3.4.

All measurements are in dBm.

Ph Ph  Ph
-30.00 -29.00 -28.00
20.00 -28.00 -27.00
28.00 -27.00 -26.00
27.00 26.00 -25.00
26.00 25.00 -24.00
25.00 -24.00 -23.00
2400 -23.00 -22.00
23.00 -22.00 -21.00

Table 3.1: Table showing an extract of the input data for the 100 MHz MCA.

P.fl~h  P'ifi-h ~ Ph - Ph Ph  p.h-h  P*h-h
7121 -63.37 -18.26 -17.16 -16.21 -62.19 -69.45
68.83 -60.83 -17.41 -16.34 -15.29 -59.85 -66.97
65.60 -57.68 -16.46 -15.17 -14.32 -56.24 -63.88
62.88 -54.34 -15.53 -14.30 -13.17 -53.19 -60.67
60.04 -51.78 -14.52 -13.24 -12.27 £50.18 -57.81
57.06 48.71 -13.67 -14.44 -11.36 -47.48 -55.01
53.80 45.47 -12.63 -11.36 -10.42 -44.24 -52.50
50.98 4.9 -11.51 -1048 948 -41.12 -49.25

Table 3.2: Table showing an extract of the corresponding output data for the 100
MHz MCA with evenly spaced tones.
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AM1-s3 PM-h o Pl+fi-h P2z Ph Ph  Pfi+h~h
7217 -66.71 -73.64 —70.87 -18.31 -17.60 -66.36
70.19 -64.45 -72.88 -67.27 -18.39 -16.60 -64.64
68.10 -61.32 -69.70 -64.3 -17.45 -15.60 -61.37
65.46 -58.44 67.06 6170 -16.60 -14.58 -53.84
62.19 -55.2 6410 5843 -1559 -13.60 -55.52
50.68 -52.48 6191 -55.67 -14.87 -12.80 -52.90
76.83 -56.50 49.46 -58.17 -13.51 -11.73 -52.67
74.42 53.60 46.38 -55.35 -12.77 -10.87 -49.68

Table 3.3: Table showing an extract of the corresponding output data for the 100
MHz MCA with fs offset by 10 kHz.

Pih-h  Pfs  P*h-h  Pfi+fi-fl  P*h-h
72.39 -1653 -66.63 69.53 -70.65
70.63 -15.38 -64.91 6.5 -68.37
68.49 -1450 -61.88 -63.85 -66.54
4.9 -13.38 -59.23 -60.20 -&2.54
82.76 -12.45 -56.06 57.73 -59.48
50.21 1151 -53.2  B4.57  56.61
49.9 -10.79 -56.03 —49.99  -52.13
46.79 971 533l 4718 -49.15

Table 3.4: Continuation of Table 3.3 showing an extract of the corresponding output
data for the 100 MHz MCA with /3 offsst by 10 kHz.



Chapter 4

Analysis of Weakly Nonlinear
Circuits

4.1 Introduction

“§n COMMunication circuits the designer’s ability to control phenomena such as non-
linear distortion is critical to the system’ performance, so nonlinear circuit analysis
IS essential”, Steven Maas [4].

In Chapter 3 a measurement system was presented that accurately recorded | Ms
behaviour in MCA & In this Chapter the \olterra—series approach to nonlinear
cirauit analysis will be introduced and developed into a form that can be used for
predicting these IM: leels. As anumber of other techniques have been successfully
employed for nonlinear cirauit analysis it ks necessary 1o discuss these with a view
o justifying the usage of the \olterra—series. In general, nonlinear analysis methods
can be classified as being erther time-doinain, frequency-domain or hybrid (mixed
time- and frequency-domain) depending upon the technique employed [5]. Volterra-
series falls into the category of frequency-domain amalysis. In the folloving section
the two other methods, time-domain and hybrid, will first be discussed.
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4.2 Time-Domain and Hybrid Methods

421 Time-Domain Method

Time-domain methods generally rely on numerical integration or, where possible,
calaulate the instantaneous value of the output (e.g. current) of a cirauit element
from the instantaneous value of the input (eg. wltage) to It An example of
the time-domain approach isthe popular SPICEL program. Time-domain methods
gererally suffer from two major inconveniences which halt its contention as a method
for IM s prediction in MCA & The first being its irbility to deal effectively with
complex distributed cirouits such as the M C A s considered here. A solution must
be obtained iteratively at each of many successive time intervals which for complex
ciraurts can be a long process. Secondly, time-domain analysis would typically spend
most of its computational effort on transient evaluation, while most of the user’s
interest is concentrated on steady-state information [24] [5]-

4.2.2 Harmonic-Balance Method

A hybrid technique for analysing RF nonlinear ciraits is the Harmonic-balance
method [Z][238][X]- While this method is frequently classified as frequency-domain,
it smore appropriately called a hybrid method since much of the analysis is elic-
idy done in the time-domain. This technique effectively partitions a RF cirauit into
two subcirauits: the linear subcircurt which contains all the linear parts, and the
nonlinear subcircuit which contains only nonlinear elements. The linear elements are
analysed iIn the frequency-domain and the nonlinear elements in the time-domain.
The frequency- and time-domain quantities are usually related by the Fourier trans-
form. Harmonic-balance, again, does not meet the prerequisites as a technique for
IM prediction in MCA & [t is inherently very slowv, requiring a lot of computer
memory and processing power. Secondly, the Fourier transform has limited numer-
ical range and an insbility to deal efficiently with multi-tone excitations [24]. This

Simulation Program with Integrated Circuit Emphasis, Elec. Res. Lab., Univ. of California,

Berkeley
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technique s applicable primarily to strongly nonlinear ciraurts that are excited by
a large sigal source.

4.3 Volterra-Series Analysis

4.3.1 Background of the Volterra-Series

The Volterra—series approach to nonlinear analysis is a frequency-domain approach
that predates both Harmonic-Balance and time-domain amalysis. Despite this fact
and the fact that itworks well for precisely the types of problems where traditional
approaches are poor (ie. weakly nonlinear cirouits under multi-tone excitation)
the Volterra—series did not become a serious contender in RF circuit analysis uitil
recent years. The Spanish mathematician Vito Volterra first introduced the notion of
what isnow known as a Volterra—series in the 1930% His work was futher developed
by Norbert Wiener at M_.1.T. in the 1950% when he showed that the input/output
relationship of certain nonlinear systems could be conveniently represented by means
of the \olterra—series expansion. The first practical application of this work was
made in 1967 by Narayanan [12] who used \olterra-series to predict intermodulation
distortion in transistor arplifiers thus paving the way for future gpplications. In the
following section an explanation of the \Volterra—series and Its associated terminology
will be given. A discussion on the berefits of the \olterra—series and its goplicability
to this project will be presented in Section 4.3.3. In Section 4.3.4, the \blterra—series
will be further developed Into a format more suitable for incorporation intoan 7M3
prediction tool.

4.3.2 Volterra-Series Explained

This explanation of the \olterra—series will general ly follow that given by Weiner and

Spina [12] and Maas [16]- To begin, consider a lirear, causal system with memory
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which can be completely described by the convolution irntegral
00
/ h(r)x(t —T)dr (D)
00

where x(t) is the input, y(t) is the output and h(t) is the impulse response of the
linear system. The impulse response is seen to be a complete characterisation of
the linear cirauit in the sense that knowledge of the impulse response s sufficient to
enable determination of the cirauit response to any input. Now, remember that the
power series expansion in (2.10) describes a weakly nonlinear system without mem -
ory having second- and third-order nonlinearities only. A generalised description of

a nonlinear system without memory can therefore be given by the Taylor series
00

y(t) = I @ [*()]" (4-2)
n=

where dll are the Taylor series coefficients and [1 is the order of the nonlirearity. The

conventional \olterra—series combines (4.1) and (4.2) to describe a nonlinear system

00
hi(n)x(t - Ti)dn
«D

+ h2(n, r2)x(t - 7i)x(t - 2)(Iti dr2
J J—00

with memory

[ h3(Ti,T2,T3) x(t - Ti) x(t - T2)
J J-@® n5

-x(t - 13)dridr2dr3 =F ... @.3

In @.3), [{ is the time variable and NNt , ... ,r,) iscalled the Nth-order Volterra
kernel or the nth-order nonlinear impulse response. Forn = 1, cbserve that @.3) s
reduced to
00
hi(ri) x{t - Ti)dri ()
00
which theform ofthe response obtained In (4.1) foralinear cirauit. Equation

(4.3) can be expressed inthe more compact form as thefinite sum
jit) =2y e
where

)= JJ wmd  kemr,T2, w70 - THXCE- T2) T)* i *2 ... dtn
(CXS)
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and terms above Nth-0rder have been omitted from the infinite series because they
contribute negligibly to the output. The Volterra kemels, {ji,r2, ..., 1), are de-
termined solely by the weakly nonlinear circurt and are independent of the cirauit
excitation. This invariance of the Volterra kermels to ciraurt input s a highlly desir-
able feature of the approach. The first N volterra kemels completely dcharacterise
the weakly nonlinear cirauit in the sense that knowledge of the Volterra kerrels is
sufficient to enable determination of the cirouit response to any Input.

Now, letting the input be the sum cer sinusoidal sigals, expressed as

Q 1 Q
x(t) = 53 IEi lcos@n/?i+ 0g) = g 53 Eqgexp(j2nfqt) @.n
9=1 q=~-Q

and It s assumed that

E_q= E*q, Eo=o0,f q=-fq @8

where the asterisk denotes the complex conjugate. Substituting (4.8) into (4.6);
interchanging the order of summation and integration and rearranging the terms,

yn(t) becomes

y«l):’E E E FE* -

Qi=-Q=-Q o=
_exp\j2n(fg + fq2+ ... + fgn] n(j~h 72 me7R)
exp[-j27v(fgiTi + fg2T2+ ..m+ fgnrn)\dT\dr2... drn 49

The terms from the integral sign to the end of (4.9) can berecognised as a multi-
dimensional Fourier transform:

Hn(fgi >fgi >mmmJfq,,) ~ J 1 """ M(TLi 72> =)
.exp[-j2n(fqiri + fogr2+ ... + fqgJn)}

.dri dr2 mmmdrn (“4.10

Consequently, the nth-order response (4.9) may be rewritten as

vo=ab EwE -,

qi— Q@ Q qn=-Q
cexp[j2n(fgi + fn + ... + fon)t] 4.1
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observe that the first-order transfer function is given by

00
hi(rl)exp[-j2TrfqiTi]dTI 4d.12

00
which s the Fourier transform of the impulse response of the linear portion of
the ciraurt.  Therefore, /1(/1) is the frequency domain linear transfer function or
\olterra kermel ecpivalenttohi(ri) in the time domain. More gererally, specification
of the time-domain Volterra kerrels, NN(I1,T , ..., m), is equivalent to specification
of the frequency-domain Volterra kermels or nonlinear—transfer-functions (NLTFs),
Hn(fgi,fq2, mm,/2)= As revealed in @.1), HN(fqi,fqi, ...,/ is the ronlinear-
transfer-function relating the output at frequency at (/A + fgi+, " fQW) o the
input at frequencies fg|,fq2, -fQ'}-

To avoid arbiguity, the term “Volterra kermel’” willl be used solely for time-domain

specification and likewise the term “nonlinear-transfer—function” will be used solely
for frequency-domain specification. Also, all NLTFs can be shown to be equivalent if
they differ only by a permutation of their arguments and are, therefore, symmetrical

functions of their arguments. For example, third-order NLTFs with inputs /i, /2 and

fs satisfy the relatios

/2.A) = 7372 = Hi (12, 73,70y = H: (12,11, 13) = H.: (13, 72,/
(CHK))
When the signs of all arguments are changed the conjugation property also holds:

@19

where, once again, the asterisk denotes the complex conjugate.

4.3.3 Applicability of the Volterra-series

\olterra-series In essence uses a reaursive method for analysing weakly nonlinear
cirauits directly in the frequency-domain making it computationally more efficiait (
and therefore faster) than erther Harmonic-balance or time-domain methods. Fur-
thermore, no Fourier transforms are used, so the numerical range is limited only by
machine precision [2], It also transpires that the NLTFs can be extracted using
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a number of different methods. Nonlinear circuit model ing techniques such as the
Harmonic-Input method or the Nonlinear currents method may be used to derive
the NLTFs [16]. Modelling generally proves to be expensive, time consuming and in
some cases application gecific. By exploiting the fact that Volterra—series allows for
NLTF determination through practical measurement techniques, nonlinear cirauit

model ling can be avoided.

Since a prereguisite for the / M 3 prediction tool isthat an M C A 5 nonlinearities can
be characterised (i.e. the NLTFs can be obtained) without using ciraurt modelling,
the Volterra—series is an attractive approach. Another attractive feature is that the
\olterra—series can essily deal with multi-tone excitations of various amplitudes.
\olterra—series accuracy does suffer if the excitation sigals become too large as
higher order terms begin to dominate. This, however, s not a problem as the
arplifiers considered here are operating below saturation where third-order terms

dominate.

434 Determination of the NLTFs

As stated iIn the previous section, the NLTFs have to be extracted using a prac-
tical measurement technique. In order to do this the Volterra—series must first be
developed further. From Section 2.2.1 it s apparent that even for relatively few
excitation tores, Q, and a small order of nonlirearity, 1, a very large number of
IMD components are generated. The problem issinplified by virtue of the fact that
only the IM . components that fall close to the excitation tones need to be consid-
ered. This dill leaves the problem of determining the manner by which these /M3
components are generated as a number of /M3 terms can combine (@l at the same
Trequency) to create a composite IM component, Weiner and Spina [12] developed

the frequency mix concept for exactly this purpose.

Consider a ciraurt with three excitation tones (Q = 3) and a third-order nonlinearity
(n = 3. The excitation tones are given by /l,fz and /3 and are equally spaced thus
creating a number of composite IM components (can be visualised In Figure 2.2).

The composite /M3 product at 2/3 — f, s produced by the two frequency mixes:
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@ Btf:—/Dand @ 2+ N —/). As far as frequency mixes are concerned,
the order in which the frequencies appear isunimportant. Therefore, (/3+ /3— /2)
represents the same mix as (/3— /2+ /3). A mix s characterised by the number of
times the various frequencies are involved. (/3+ /3— /2) inwlves — /2 once and /3
twice. Now, let the number of times that the frequency fk appears be denoted by
mfc. All possible frequency mixes are then presented by the frequency mix vector

m mQ, ...,mi,m1;-—-,MmQ) @15

Therefore the frequency mix (/3+ /3— /2) s represented by m = (0,1, 0,0,0, 2).
Similarly, m = ©,0,1, 0,1,1) represents (/2+ /3— A). The output freguencies in
(4.11) can be interpreted as those IMD frequencies that can be generated by all
possible dhoices of s such that following equation s satisfied:

mk=mQ+ .. +m,i+ mri,—+mQ=n @-16)
8
Given a particular vector (1, the number of different ways that N indices Q|} QN
can be partitioned such that —Q appearsm_Q, ..., — 1appears m_i times, 1appears
1 times, ..., and Q appears mQ times isgiven by the multinomial cosfficient

= G b twb @

Again, using the same example, l = 3and m = (0,1,0,0,0,2) for (/3+ /3— /2);
the number of terms contributing to the mix is found using (4.17) as follows

3:0,1,0,0,0,2)= OHAHOHOHOHE) =3 (CHE)

Now, recall that several different frequency mixes may contribute to a particular
IMD freguency component, fM. Therefore, t obtain the wtal response at fM, it s
necessary to add together each of the various contributions. In gereral, the total
response at frequency fM isdenoted Y(t\ /). This isbest illustrated using the above
example again where the output

V{t\ 25 - 72)=¥:(t] 0 ,1,0,0,0,2) + ¥: (t; 0,0,1, 0,1,1) @.19)

An important factor in determining the total response accurately at a particularf mis
the phase relationship of the individual terms as they may combine at various angles
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relative to each other. As a practical phase measurement system isnot available the
response will be determined using magnitude information only. Although this seems
like an oversinplification of the problem it does prove to be a useful development.
The various contributions will now have to be added inphase, therefore, giving a
quite useful worst case prediction of IMD lewels [11] [3]-

The Volterra—series will now be developed a stage further to allow for magnitude
only information. Typically, an IMD component (in the case of this thesisan /M3
component) at the output of a weakly nonlinear cirauit is described in terms of
its average power delivered to the load. Therefore, it is necessary to develop an
expression for the average powers in the input signals that generate the frequency
miX. Assuming both X(t) and )/(t) 1o be wltages, it s apparent from (4.11) that the
nth-order NLTF has the dimensions of VOItSI~N. The magnitude of the sinusoidal
response corresponding to the vector M s

leEt J("h+™-i) |, \E q [(-«+™=-q) [tfn(m ) | (4.20)

The average power dissipated by this component in a load having conductance G 1 (/)

PIUM) = [I\EM \G L(fm)

= I~ RICu+"-")---[1EQ 2

mG1(U) 4.2

All power values will have units of watts unless stated otherwise. Similarly, If the
input conductance of the weakly nonlinear system is GS (f), the average power of
the input tone atmefrequencyfq (S

PsU,) = \\E, 2Gs(f,) (4.22)

from which it follons that
> 2Ps(fq)

E* 'E: -B|§Uq\) (4_23)
Use of (4.23) in (4.2) with the aid of (4.16) results in

PI (U = [Ps(Fi)}m +m~1I) mme[Ps(FQ)IHTNQ+m-Q)c (m) “4.25
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where

Hwo = @)

[ ] I"(m) 1
770 1 [GsADI@ i+m -1)-.. [GSa @ i+m-1)*
and isreferred to as the intermodulation nultiplier and has the dimension of Watts -7

Although it may not be completely obvious (@@fobvious at dlYf), the \olterra—series
has been developed into a format that can essily be incorporated into a software
algorithm for / M 3 prediction purposes. By re-arranging (4.24) in terms of the input
and corresponding output powers a value forC(m) can be obtained. Using this value
for c(m) In (4.5) and, again, re-arranging, the NLTF magnitude, |Hn(m) |, can
be evaluated. Finally, substituting |Hn(m) | into (4.21) gives the corresponding
IM . amplitude inwlts. Equation (4.22) can then be used to convert the result into

watts.



Chapter 5

Prediction Tool Development

5.1 Introduction

In Chapter 3 an IM s measurement system was developed for MCAs operating below
saturation. In the previous chapter the \olterra-series approach was introduced and
developed Into a s=t of expressions applicable t / M 3 prediction inMCAs. Now, us-
ing these developments as a besis, a robust software tool for M prediction InMCAs

will be developed. This novel approach relies on a black-box style characterisation
ofthe MCA and, therefore, may be applied to any M C A operating below saturation
(e in aweakly nonlinear mode). Two sets of IM; measurements (involving three
tones) are all that s required to completely dharacterise the |M s behaviour of the
MCA. An M. prediction can then be made for an arbitrary number of excitation
tones of various amplitudes using the Volterra—series approach [3]. In the following
section an explaination of the actual prediction process will be given. Section 5.5
will give a formal description of the complete software algorithm.

h.2 Measurement Data

As mentioned in the introductory section, the prediction tool s comprised of an
infdal characterisation process folloned by a \Volterra—series based prediction. An
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important MC A Teature supplies the link between these two stages of the prediction
process and effectively allows for a complex IM prediction to be made using such
limited measurement information. Lu et al [32] discovered that ifa /7 < Jth, the
dispersion transition frequency, the device will exhibit low-frequency dispersion ef~
fects and the M s value vl be dependant on A/. When A/ > fTH, IM s becomes
independant of A/. The silionBJT devices considered here experience such effects
as isshown in Figures 5.1, 5.2 and 5.3. In Figure 5.1, IM: s constant from 1 MHz
t 5MHz and risss sharply for A/ < 1 MHz. This sharp rise indicates that [t is
located just below 1 MHz for this device. In Figures 5.2 and 5.3, [M s is approxi-
mately constant from 10 kHz t 6 MHz. As no sharp rise occurs iIn this region fm
must be located below 10 kHz in these devices. The sligit variations here are at-
tributed to the bias cirauitry. For any MC A there will be a designated first and last
channel which equates to the maximum frequency spacing (A/ = fq —fx). Also,
the adjacent channel frequency seperation equates to the minimum channel spacing
(A/ = £fQ - /g i) inthe MCA.

Figure 5.1: Measured IMs \vs. A/ forMCA operating at 100 MHz with /1 = 100
MHz and Pin ——20dBm.
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3000
f2—f1" (kHz)

Figure 5.2: Measured JM3\s. A/ for M C A operating at 1800 MHz with fX = 1800
MHz and Pin = —220Bm,

Figure 5.3: Measured |M: \s. A/ for MCA operating at 1880 MHz with /i = 1880
MHz and PIN = —V2dBm.
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Now, two sats of IM: measurements (with one tone slightly offsst In frequency as
decribed in Section 3.2) are carried out; one forminimum A /7 and one for maximum
A/. As before, the IM components are of two types: those generated from two-
tone IMD (s equation 3.2) and those generated from three-tone I MD (See equation
3.9). As atypical MC A will have a constant gain across Its required frequency range
and the Input measurement tones are of equal amplitude, the components 2ri —t2
and 2/2— /3will have the same leel as will 2/2— /] and 2/3— /2 (s= Figure 3.1D).
Therefore, for amplifier characterisation purposes, it isonly necessary to Input these

values once.

5.3 Simulation

These sets of measurements along with the source and load impedances (typically
500) are the only characterisation of the amplifier required. This information along
with A/, total number of chanrels, Q, individual channel frequencies and their cor-
responding power lewels sene as the only inputs to the software program. Employ-
ing linear Interpolation on each set of measured minimum and maximum frequency
seperation data enablles a power leel to be generated for each frequency mix vec-
tor, M, of interest. Before the corresponding NLTF magnitude, |Hn(m) |, can be
evaluated a value for c(m) must be found by re-arranging (4.24) as follons

. P 1 (fm) pe
“ [Ps@@(mi+m-D mm[Ps(f)](mQ+m-Q)

where ps(fi)...rs{fQ) are the input power lexls for the measurement process

and p1 (fmy Isthe interpolated power lewel relating t the | M frequency of interest.
Note, as the measurement process uses three equal amplitude tores, Q always equals
three in equation (5.1). Also, note that Q s used to defiire the arbitrary number of
MCA input tones iIn the prediction software as vell.

Now, the corresponding NLTF isfound by re-arranging (4.25) as follois

i @\l 1201 Bsdylm+mI) ¢ [GS(fQ)](” i+*>-0 ol
A (m) 1= G~) (52
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CHAPTER 5. PREDICTION TOOL DEVELOPMENT 37

IFboth the source and load impedances are equal to 50Q the corresponding conduc-
tance is, therefore, equal to 0.02 SIEMENS. This will greatly simplfy (5.2) as will be
shown in Example 5.4. The predicted IM s amplitude, in wolts, is given directly by
(4.20) and can be converted into its associated average power value (inwatts) using
@a.2).

A similar approach s used to obtain a predicted |IM: power level for each of the
frequency mix vectors. The individual IM . components that contribute to a com-
posite IM s product are then added together in-phese. Firally, the IM : products are
added to the the first-order (linear) response giving the complete output spectrum.

b4 Example

To illustrate the above description of the prediction process, consider a MC A oper-
ating well below 1-dB compression within the DCS-1800 band which has a A/ =

200 kHZ. Both the source and load impedances are equal to SOQ,. Let the input
consiist of three evenly spaced tones /3 /2 and s with frequencies 1800.0 MHZ,
1800.2 MHZ and 1800.4 MHz respectively. The tones are arbitrarily assigned am-
plitudes of -10 dBm, -14 dBm and -12 dBm respectively. Note, as there are only
three tones and a three tone measurement system is availlable this prediction pro-
cedure would not be required in reality. However, the purpose of this example st

display the prediction methodology in a hon-complex manner.

To illustrate the behaviour at a composite IM s product consider the component at
213 - > = 1800.6 MHZ which isproduced by two frequency mixes: @) ¢+ 73— 72)
and @ 2+ /3— /i)- Assume that a measurement based characterisation has taken
place with three equal amplitude excitation tones of-15 dBm and the corresponding
power leel for ) i5-63dBm and for @ -5 dBm. The first step s to convert
the Input tones and (normally interpolated) freqguency mix power leels from dBs

to watts using

P(F)w = log'L[P(fU/10 (5.3)
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and to convert the input power leels from dBs to wlts using

\Eg\ = log- . [Ps(fq)dB/ =y, G4

The freqguency mix (/3+ /3— /2), labeled (D), s represented by the frequency mix
vectorm = (0,1, 0,0,0,2). Similarly, m = (©,0,1,0,1,1) represents (/2+ /3— /i),
labeled (@-. The intermodulation nultiplier, c(m), can then be evaluated for (O) as

follos:
o - PrXfm)
501.187x10 9 __ 15849x[0-3mWaltts. . G.5)
[31.63x10~3B
and for @
cm) = _ PirU w)
[Ps(fD{mi+m- D [Ps(f2) Kn+m [ Ps(h) {n8+m-3
2.512x10-6 79.435x10+3 MW atts-2 G.6)
[31.623x 10-3B

The corresponding NLTF magnitudes can now be evaluated using (5.2) where the or-
der of the nonlinearity, n = 3 and the source and load conductances are 0.02 Siemens.
Again, startingwith Q)

/os n023
1#3(0,1,0,0,0,2) 1 = -N-15.849 xi0-3
(W)
= \/22.541x10-6 = 4.748x10"3 G.9)
And for @
/b q 023
«(0,1,00,4,1)1 = A7 Z779.435X10-3
(59
= V282.436x10-6 = 16.306x10 ~ G.10)

The predicted IM amplitudes, in\wlts, are then given by 4.20. For @O

0
- «[199.526x 10-3] . [251.189x 10-3]2 .4.748x 10-3

1£(0010002 1
44.830x10-6 VOIS, G-1D)
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Converting from VOIS ©Watls using @.21) gives
PL(f(0,1,0,00.)) = [44.830.10-6F. 0.2 = 20.098x10-12 Walls (.12
And converting to dBs
PI(f(0,i,0fifi.)JdB = 10/05(PI @002y = —106.969 ABW. G.13)
Similarly for @

q
5 - [316.228x10-3] . [199.526 x 1 0-3P . [251.189x10-3P .4.748x10

1£01001D

23 .773x10V0lts. G.

Converting from volts to watts:
PI{/(0,ijpoiiy = \- [B.773x10"3p.0.02 = 5.652x 106 Walls G.15)
And converting 1o dBs
P1(f(0,1,0002))B = 10i0nPL@@I001L) = ~52.478 ABM. G.16)

To obtain the ttal response at 1800.6 MHz it s necessary to add together the
individual contributions. From (4.19), the composite IM product isgiven by

IEtotal | = |A010002 1 + I1801001D |
= 44.830x10-6 + 23.773x10-3 VOIS, G.17)
Or indBs
Ptotal(lim) = —s2.462 dBmM, G.18)

This value s the predicted IM s power lewel at 1800.6 MHz. [t Is therefore a worst
case prediction as it s assured that the composite tones are In phase. Under high

drive leels or non resistive terminations this is rarely the ca=e.

5.5 Software Description

The software program, written in Turbo C [Z], which implements the eitire pre-
diction process will be described here. Figure 5.4 displays a flonchart of the overall
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program operation. The program is sectioned Into routines and subroutines which
are called at various stages upon execution.

The INPUT function is first called by the program and the user is prompted for
the required MCA information. The measured characterisation data must first be
inputted, then the total number of chanrels, Q, the channel spacing, A/, the source
and load impedances and, firally, the individual channel frequencies and power
leels. The CONVERT function s then called by the program. As described in
Example 54, the inputted power values (in dBs) must be converted into units of
watts and wlIts as required by the prediction process. Next, the PREDICTION
function salled. As Itsname suggets, this routines carries out the prediction and,
therefore, incorpoates the linear interpolation and Volterra—series techniques.

As a large number of IM-S components are generated when Q > 3, multi-dimensional
arrays are used to ensure that each frequency component can be related to Its
corresponding amplitude value. The first-order response is evaluated inrtaally by
adding the linear gain of the MCA to each of the input tones” amplitudes. Note,
the first-order response will later be added to the third-order response so these
fundamental tone amplitudes may change. Next, the IM s components generated
from two-tone IMD are evaluated. Linear interpolation isemployed on the measured
data to predict a corresponding frequency mix power leel. \olterra—series is then
used, as in Example 5.4, to predict the corresponding [M: amplitude. Following
this, the IM components generated from three-tone 1 MD are dealt with in a similar

manner .

The SORT routine then uses the “guicksort” algorithm [23] to sort the predicted
| Ms components in ascending order of frequency. All components fallingat the same
frequency are then added together and, firally, the IM s components are added
1o the first-orter response to give the complete output spectrum. To \erify and
demonstrate the capability of this technique, predicted and measured results will be
compared in the next dhapter.
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Figure 5.4: IM prediction program flovdhart.



Chapter 6

Prediction Tool Evaluation

6.1 Performance Evaluation Overview

To evaluate the performance of the prediction software a comparison ismade between
measured and predicted results for the MCAs decribed iIn the previous cepters. Ini-
tally, a comparison ismade using a three-tone input and the measured results from
Chapter 3. The channels are equally spaced and assigned different power leels.
This will evaluate the softwares abillity t predict |M 3 leels for input tones of
unequal amplitude. To further evaluate the prediction tool performance a fourth
channel is introduced. The four channels are again assigned unequal amplitudes but
are also unequally spaced in frequency. This comparison will evaluate the accuracy
of using a linear interpolation technique to predict power lewels for the individual
Tfrequency mixes. Following this, a comparison ismade between predicted and mea-
sured results for two similar type 100 MHz MCAs incascade. This further displays
the capebilities of the softvare as |M Z predictions are possible for cascaded stages.
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0.2 Three-Tone Results

Figure 6.1 displays the results for the 100 MHz MCA with A/ = 100 kHz and the
first tone s at 100 MHz. The corresponding input power leels are -32, -40 and
-30 dBm respectively. Figures 6.2 and 6.3 show similar results for the other MCAs
operating at 1800 MHz and 1880 MHz respectively. For the 1800 MHz MCA A/
is 200 KHz and the input powers are -19, -26 and -22 dBm respectively. The 1880
MHz device saMCA witha A/ of 100 KHz and input powers of-13.39, -7.12, and

-9.88 dBm respectinvely.

These reaults show the ability of the approach to simulate the amplifier’s response
to multiple tones with different power leels from a measurement using equi-power
tones. Figures 6.1 and 6.3 show good agreement between predicted and measured
| MS 1eels. Figure 6.2 shows some error but as the prediction isworst case and the
prediction leel is greater than the measured leel the results are still valid.

Figure 6.1: Measured vs predicted results for a 100 MHz MC A with a 3-tone Input.
Circles: Predicted values; Asterisk: Measured values.



CHAPTER 6. PREDICTION TOOL EVALUATION 44

-20
-30

fc-40

—60

-70

1799.6 1799.8 1800 1800.2 1800.4 1800.6 1800.8
Frequency, MHz

Figure 6.2: Measured vs predicted results for 1800 MHz MC A with a 3-tone input.
Circles: Predicted values; Asterisk: Measured values.

Frequency, MHz

Figure 6.3: Measured vs predicted results for 1880 MHz MCA with a 3-tone input.
Circles: Predicted values; Asterisk: Measured values.
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6.3 Four-Tone Results

To further validate the new prediction tool, four tone excitations were used. Figure
6.4 gives the measured versus predicted results for the MC A operating at 100 MHz.
The minimum A/ 5100 KHz and the maximum A/ 1500 KHz. Figure 5.1 clearly
shows that the M 5 leel isdependent on A / for this range ofvalues. Figures 6.5 and
6.6 show similar results for the 1800 and 1880 MHz MCAs except that for thelr range
the IM ;s leel is independent of A / (s Figures 5.2 and 5.3) and s approximately
constant.  These four-tone results display the ability of the |M : prediction tool ©
extrapolate from three tone measurement to four tone prediction. Again, the results
are good with predicted leels gererally greater than measurement and maximum

errors of the order of 20 dB.

-10
-20

-30
-40
50

-60
-70

-80
99.2 99.4 99.6 99.8 100 100.2 100.4 100.6 100.8 101

Frequency, MHz

Figure 6.4: Measured vs predicted results for 100 MHz MCA with a 4-tone Input.
Circles: Predicted values; Asterisk: Measured values.
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Figure 6.5: Measured vs predicted results for 1800 MHz MCA with a 4-tone Input.
Plus sigs: Predicted values; Asterisk: Measured values.

6.4 Two-Stage MCA Results

To furtrer illustrate the capebilities of the software an |M s prediction is made for
two similar type MCAs in cascade. The technique for obtaining the IM s charac-
teristics of cascaded stages is similar to that of single stages. The entire assembly
can be treated as a black box system and a measurement based characterisation
can be carried out as described in Chapter 6. Cripps [1I] and Maas [J]] state that
a worst case assumption can still be used and the IM s components can be added
inphase. Cripps validates in-phase addition, stating that "{here IS much more than
a Murphy’s Law chance of the worst happening, due to the inherent phase linearity
of the system; the distortion products maintain their relative phases as they travel
through the system in the same way that a pulse maintains it shape as it travels
along a dispersion-free transmission line”.

Figure 6.7 displays the result for two similar type 100 MHz MCAs in cascade where
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Figure G.6: Measured vs predicted results for 18380 MHz MCA with a 4-tone input.
Circles: Predicted values; Asterisk: Measured values.

max imum errors are of the order of 10 dB. This s a very significant result because
the input to the second stage comprises of both low leel M products and high
leel fundamental tones from the first stage, which makes the owerall prediction

much more complicated.
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Figure 6.7: Measured vs predicted results for two 100 MHz MCAs in cascade with
a 4-tore input. Circles: Predicted values; Asterisk: Measured values.



Chapter 7

MCPA Design

7.1 Introduction

In an increasing number of microwave multicarrier applications there s a need for
MCPAs capable of delivering highly linear output lewels with a high efficiecy. Such
MCPAs are currently in use as transmitter amplifiers in cellular base stations, satel-
Iite systems and digital television (DTV) systems. They will also be employed iIn
future nulticarrier gpplications such as third generation wideband CDMA cellular
sytems [3], Microwave Video Distribution Systems (MVDS) [3] and broadband
Asynchronous Transfer Mode (ATM) systems. The required specification s sig-
nificantly different for satellite than for tenrestrial gplications. Satellite systems
require a highly power efficiatt arplifier with a reasonable degree of linearity, which
must be maintained over abroad bandwidth. In terrestrial land mobile gpplications,
the “near-far” effect means that highly linear amplifiers are required to reduce the
adjacent channel interference, and this necessitates a saarifice of anplifier efficieny.
In this gpplication, linearity isthe primary concern although it isalso important for
the overall system to be as power efficiatt as possible, thus reducing the siz of the
power supplies and cooling equipment and, hence, the cost of the equipment [FH]-

The two main characteristics of the amplifier which must, therefore, be considered
are the linearityand DC to RF conversion efficiecy. As these are general ly condrat-
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ictory, the MCP A design usually requires a compromise for a particular goplication.
Both of these parameters have already been defined in Section 2.2 and 2.3 respec-
twely. Traditiomally, the /M3 lewel was reduced by backing off the output power
of the PA but this In tum reduces the efficiexy [¥]- In the remainder of this
thesis a novel amplifier configuration that simultaneously improves upon efficiency
and linearity will be described. Before introducing this technique in Section 7.3,
an overview of the most effective existing techniques will be given in the following

section.

1.2 Existing Techniques

The followving isa listof the most commonly used techniques to acheive a high degree
of linearity and efficiency in power amplifiers :

e Linear saturated amplifier with bi-directional control (LSA-BC) [37]: a dy-

namic bias of the drain combined with envelope feedback on the gain.

= Linear amplifiers using nonlinear components (LINC) [37]: the QPSK modu-
lated signal s converted into two constant amplitude, phase modulated signals
that drive two saturated amplifiers. The output of the amplifiers are then com-
bined to reproduce the QP SK sigal.

e Cartesian feedback [37]: the output sigmal is demodulated and compared to
the input baseband sigal. The resulting predistorted sigal s remodulated
by the saturated amplifiers.

= Adaptive predistortion [37]: the baseband sigual is predistorted by a digital
sigal processor (DSP), modulated and amplified by a saturated awplifier.
The output isdemodulated and processed by a DSP inorder to correct for the

arplifier nlinearities.

« Feedforward [3B]: a sample of the amplifier output 1 MD components are am-
plified, phase inverted and rullified at the ouput coupler.
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= Kahn Envelope Elimination and Restoration technique [3]: implements a
linear amplifer by combining RF and AF power amplifiers. A limiter s used
to eliminate the envelope, producing a constant amplitude, phase-modulated
carier. The detected envelope s amplified and amplitude modulation of the
firal RF PA restores the envelope of the phase-modulated carrier, creating a

replica of the input sigal.

All of these methods, and several of their variations, have shown very good IMD
suppression results but at the price of highly complex systems. Their efficiency and
physical siz are degraded by high-speed dc-to-dc converters, DSP circurts or auxil-
iary RF amplifiers which do not contribute to the output pover. A new approach
using an active biasing scheme will now be introduced which offers a high degree of
linearity and efficiency for a relatively sinplistic cirauit.

1.3 The Active Biasing Technique

To produce a high-efficiency linear amplifier the previously introduced classA MCP A
operating within the DECT band, 1.88 GHz to 1.9 GHz, s used. The amplifier
provides iIn excess of 10 dB gain with reasonable impedance matching and has an
output of 10 dBm at Pi dB. It has poor efficiaxy, less than 5 %, and marginal
adjacent channel 1MD lewels at Pi dB. For verification purposes the amplifier can be
swittched between mtsnormal bias corfiguration, a simple collector feedback cirauit, to
the active bias scheme which ispresented here. As the technique uses a scaled version
of the extracted envelope of the multi-tone sigal to actively bias the amplifier a
brief overview of multi-tone signals and treir phase coherency is required.

7.3.1  Multi-tone Signal Overview

In gereral a multi-tone sigal will contain some form of modulation thus making s
phase coherency unperiodic. In order to simulate accurately the absolute worst case
multi-tone sigal condition It s necessary to have the peak wvoltages which occur
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1.88 GHz PA

Figure 7.2: Block diagram of the active biased arplifier configuration.

envelope s extracted using a diode detector cirourt based on a Schottky diode for
a fast response time. Care must be taken to ensure that the time constant is long
compared with the periodic time of the carrier wave and short compared with the
periodic time of the envelope waveform [4I]. The detector output is fed inmto a 3rd
order Chebychev lowpass filter with a cut-off frequency of 100 MHz 1o supress the
unwanted RF and itsharmonic frequency components. The filterad detector output
is then passed through a high speed non-inverting op amp with a variable feedback
resistor to modulate the base current of the trasistor. A block diagram of the

amlifier configuration Isshown in Figure 7.2

Due to the low output lewel of the RF source the amplifier was constructed with a
Teedback configuration so that a sufficiently high wvoltage level could be supplied to
the diode detector ciraurtry. With a sufficient input power lewel a feedforward active
biasing technique would offer a greater improvement in both linearity and efficiaxy,
I'j, as the envelope extracted from the RF output incorporates the distortion effects
of the aplifier.

74 Low-Pass Filter Design

The low-pass filter design method used here takes advantage of normalised low-pass
prototypes made available by Bowick [#]. The actual design procedure K, therefore,
nothing more than determining the filter requirements and calculating the compo-
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nent values using the corresponding prototype values. A cutofffrequency of 100 MHz
is chosen so that the unwanted RF and associated harmonic frequency components
are suppressed without placing a severe limit on the low frequency performance.
The Chebychev response gives a steeper inftial descent into the stopband and K,
therefore, employed here. The low-pass prototype (showing element values) for the
desired third-order Chebychev filter with a 0.01 dB ripple is given in Figure 7.3.

The source and load resistances are both equal to 50 il

To obtain the actual component values frequency and impedance scaling Is used.
The folloving formulas are used to carry out the transformation:

= D

72

where C = the firal capacitor value, |_ = the firal inductor value, Cn — a lowpass
prototype element value, Ln = a low-pass prototype element value, R = the firal
load resistance, {C = the firal autoff frequency.

Using Equations (7.3) and (7-4) the component values are scaled as folloss:

1181

ci = 2n(100X106)(50) = 37pF

=07 F

"37 angtodXibes0) T,
2 - znl(i%%lJ(gog ) = 15NH

The closest realisable capacitor value was found to be 33 pF; an actual 0.145 uH
inductor was used.
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Figure 7.3: Chebychev low-pass prototype for 0.01 dB ripple.

Using a Willtron 560 Scalar Network Analyser the measured transmission and reflec-
tion coefficiat magnitudes are as inFigure 7.4. The plot displays a good impendance

match for the LPF along with good supression.

1.5 Envelope Detector Design

The performance of the active biasing technique hinges largely on the ability o
accurately measure the envelope of the multi-tone sigal. The cirauit has therefore
been designed to have a fast response time and reasonable impedance matching
within the DECT band. A Schottky diode BAT17 (DI) forms the besis of the
detector design as isshown in Figure 7.5. The complete detector cirauit consists of
the diode iIn series witth a parallel resistor-capacitor network, R. C\

The time constant, r ,determines the rapidity with which the detected voltage can
change, and must be long compared with the periodic time of the carrier wave and
short compared with the periodic time of the envelope. The time constant for the
charging of the capacitor is I'C\, where r s the forward resistance of the diode
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Figure 7.4: Plot of transmission and reflection coefficiatt magnitudes for the low
pass Chebychev filter with 0.0OldB ripple.

estimated (from the data sheet) tobe 10 and Ci equals 33 pF. This gives a value
of 330 pico-seconds or a frequency of 3 GHz which implies that the detector should
have no problem following the rising peak part of the modulation cycle for a carrier
at approximately 1.9 GHz.

The time constant for the discharging of the capacitor is R, C\, where R is the
1K © 1oad resistor, giving a value of 33 nano-seconds or a frequency of 30.3 MHz.
This inplies that A/ must be less than 30.3 MHz for accurate extraction of the

envelope.

An important measurement to obtain is the diode detector characteristic which isa
plot of the curve of detector output voltage versus detector input power. Figure 7.5
shows the detector dharacteristic with the Input power varied using a 1 dB step
attenuater uitil the output voltage drops below 100 mV. This plot idatifies the
linear region of operation for the detector and therefore the region in which rtwill

operate most accurately.
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N yvin

Figure 7.5: Envelope Detector and LPF Circurt Schematic.

7.6 Operational Amplifier Design

A high speed non-inverting operational arplifier with a variable feedback resistor is
required to modulate the base current of the transistor. Figure 7.6 shows a schematic
of the operational arplifier cirauitry based on a LM6365 high speed operational
amplrfier. The operational amplifier should be chosen on the basis of slew rate
which isdependant on the frequency of the modulating wave (equal to A/), and on
its gain and noise caxbilities. The slew rate s defined as the maximum rate of
change of the operational amplifier’s output voltage and in this case 15300 V/a*S,
which more than meets the requirements of the prototype cirauit.

The series resistor-capecitor network between the operational arplifiers input pins
@X , CX) is added for noise-gain compensation at high frequencies. Their values
are calculated using the following equations obtained from the operational amplifier
data sheet:=-

Rx CX = -7T25MHz )
[£1+ RF @+ ~)] = 25Fix -4
ft 2

After inputting the various component values RX was evaluated t be 122 fi and
therefore CX must be greater than or equal to 52 fiF.
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Rp

Figure 7.6: High Speed Operational Amplifier Circuit Schematic.

7.7 MCPA Performance

To demonstrate the performance of this cirauit a comparison of worst case adja-
cent channel 1MD lewels and amplifier efficiacy is made between the normal and
active biased ciraurts. As stated previously, the normal bias cirauit in this case Isa

simple ocollector feedback cirauit and the multi-tone RF input isgenerated by three
synthesised sigal generators extermally phase locked together.

Figures 7.7 and 7.8 show the results for the amplifier with a 50 kHz channel spacing.
Operating just below Pi dB, which occurs at an output of 10 dBm, the efficiency
is improved from 2.4 % to 3.5 %. The highest adjacent channel I1MD leel, for the
same output, isdramatically reduced from a value of -12dBc to -25dBc. Results for
a 100 kHz channel spacing shown iIn Figures 7.9 and 7.10, also show an improvement

in efficiency and lirearity.

To further demonstrate the cirauits 1 MD performance a comparison ismade between
the active and normal biased cirauit for all | MD components with a three tone even
leel input sigal. Figures 7.11 and 7.12 display the IMD performance for normal
and active biasing respectively.
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These results display a distinct improvement in both efficiecy and lirearity. It B
also very significatt that these improvements have been achieved using a relatively
simplistic ciraurt design. Other techniques have achieved similar results but at the

expense of highly complex cirauits.

Amplifier Efficiency vs Output Power

Figure 7.7: Efficiency versus output power for 50 KHz spacing.
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Plot of IMD3 vs Output Power
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Figure 7.8: 3rd order 1MD lewel versus ouput power for 50 KHz spacing.
Amplifier Efficiency vs Output Power
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Figure 7.9: Efficiency versus output power for 100 KHz spacing.
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Plot of IMD3 vs Output Power

NS level (dBr)

Figure 7.10: 3rd order 1MD lewel versus ouput power for 100 KHz spacing.

Dect Amplifier with normal bias
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Frequency (GHz)

Figure 7.11: IMD lewelsfor DECT MCPA with normal bias.
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Dect Amplifier with active bias

Quiput Spedrum  (dBm)

Frequency (GHz)

Figure 7.12: IMD lewelsfor DECT MCPA with active biss.



Chapter 8

Conclusions and Future
Recommendations

8.1 Introduction

This thesis addressed the issue of third-order intermodulation distortion (IM3) in
M C A swhich are used in many modern wireless communication gpplications. The
IM:i problem has been investigated from two distinct viewpoints which is reflected
in the structure of this thesis. The first section of this thesis has been devoted to
the characterisation and prediction of [M s behaviour in M C A swithout the use of
complex ciraurt modelling. Following on from this, a novel armplifier configuration is
presented which has been shown to reduce these IM: 1ewels and simultaneously 1m-
prove upon the overall arplifier efficiaxy. Future recommendations are set-out with
regard to both sections, detailing areas for improvement and additional functionality
which could be investigated.

8.2 M3 Prediction Tool

As the results of this thesis have shown, an [M s prediction tol has been sucessfully
developed which can predict worst case IM: leelsinMCcA & By exploiting the fact
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that \olterra—series alloas for the determination of the amplifier’s nonlinear-transfer-
functions (NLTFs) using practical measurement techniques, nonlinear circurt mod-
ellinghas been awided. This attractive feature of the \olterra—series greatly reduced
the computational complexity of the prediction twol.

Another key factor in this approach was making use of the dependancy of IM s
performance upon the frequency spacing of the carriers. This effectively allowed
a complex prediction to be made using limited measurement information. Linear
interpolation could then be employed to accurately estimate each of the frequency
mix power leels. As only magnitude information had been available all individual
frequency components that contribute to a composite | M product were added
together Inhase. This gave a quite useful worst case prediction of IM 3.

The results show the ability of the prediction tool to simulate an arplifier’s response
to multiple input tones with different power leels. A quite accurate prediction was
also made for two similar type M C A 5 in cascade. This was a very significait result
as the Input to the second stage comprised of both low leel /M 3 products and high
leel fundamental tones from the first stage making the owerall prediction much
more complicated. Maximum errors are in the order of 10 dB but as the prediction
tool s for worst case [Ms and the prediction leel is greater than the measured
leel the results are il valid. It is felt that the technique owes Its accuracy to the
close linkage between simulation and measurement and also to the use of three tome

measurements instead of the more common two tone socemario.

A robust gereral purpose prediction tool has been developed which isof considerable
use to RF System Desigrers. In reference to future development, it is felt that the
accuracy of the tool could be further improved by obtaining a value for the dispersion
transistion frequency through practical measurement. By using this information
when applying linear interpolation a more accurate prediction of the frequency mix

power lewels could be made.

At a higher leel, It appears that the prediction tool could be incorporated into
a more general purpose RF system design tool where IM predictions could be

performed for multiple components in a cirauit. A good example of this would be
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base station transceiver design where predictions could be made 0l a per component
besis with the ouput of the previous component in the chain serving as the input to
the next. This information could be incorporated with other routines t calculate

parameters such as noise figure, gain/loss and attenuation in a similar fashion.

8.3 MCPA Design

Following on from the prediction tool development, a novel amplifier configuration
has been presented which was shown to simultaneously improve upon linearity and
efficagy. The technique relied upon the use of a scaled version of the extracted
envelope of the multi-tone sigal to actively bias the amplifier. The technique has
been shown to offer similar results as existing design methods but with the added

advantage of having a relatively simplistic cirauit.

The performance of this design has been demonstrated by comparison of worst-
case adjacent channel IM 3 and amplifier efficiency with a normal biased cirauit @
simple oollector feedback cirauit). The results show a significant improvement in
both efficieacy and linearity.

Due to the low leel output leel of the RF source the amplifier has been constructed
with a feedback configuration so that a sufficiently high voltage level could be sup-
plied to the detector ciraurtry. With a higher input power lewel a feedforward active
biasing technique should offer a greater improvement in both linearity and efficiaxy.
This s due 1o the fact that the feedback approach extracts the envelope from the
RF output which includes the actual distortion effects of the amplifier.

As the performance of the active biasing technique relies largely on the ability
accurately extract the envelope of the multi-tone signal it is felt that any future en-
hancements to the circurtry should involve optimising the envelope detector section
of the design.
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