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Abstract

Ambient assisted living (AAL) technologies can provide assistance and support
to persons with dementia. They might allow them the possibility of living at
home for longer whilst maintaining their comfort and security as well as offering
a way towards reducing the huge economic and personal costs forecast as the
incidence of dementia increases worldwide over coming decades. However, the
development, introduction and use of AAL technologies also trigger serious ethical
issues. This paper is a systematic literature review of the on-going scholarly debate
about these issues. More specifically, we look at the ethical issues involved in
research and development (R&D), clinical experimentation, and clinical application
of AAL technologies for people with dementia and related stakeholders. In the
discussion we focus on: 1) the value of the goals of AAL technologies, 2) the special
vulnerability of persons with dementia in their private homes, 3) the complex
question of informed consent for the usage of AAL technologies.

Keywords: dementia, ethics, ambient assisted living, ambient intelligence, ambient
technology, informed consent

1 Introduction

1.1 Ageing of the World Population

Due to increased life expectancy and a falling birth rate, the age distribution in de-
veloped countries is gradually shifting towards older populations. Even though the
population on our planet is still increasing overall, the birth rate in some countries has
decreased to such a level that it has become impossible for them to maintain the sizes of
their populations.

*The final publication is available at Springer via http://dx.doi.org/10.1007/
s11948-014-9552-x
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One of the first nations confronted with this trend was Japan. Its current demograph-
ics already demonstrate a high proportion of over-60 year olds, a result of repeated baby
booms after World War 2. In 1950, Japan’s population pyramid was a standard slow
growth (box) shape but by 2010, 23 % of its population was older than 60. Within the
next 40 years, that percentage is predicted to almost double to 39 % (Statistics Bureau,
Japan, 2011).

Eurostat’s population projections (2011) reveal that Europe is going through a similar
process. Whilst in 1960, an average ratio of three young people to one elderly person
existed, it is predicted that there will be more than two elderly people to one young
person by 2060. For most of the 20t century, the country with the highest median age,
at 36, was Sweden. This was surpassed in the 1990s by Italy. It is predicted that in
the next 30 years, Germany will become oldest country in Europe, which will then be
superseded by Latvia and Romania by the year 2040, at which time, Sweden will have
one of the lowest median ages. The proportion of the ‘oldest-old” elderly persons (aged
over 80) in Europe’s average population will be about 10 % by 2060, five- to ten-fold
more than the 1-2 % at the beginning of the 20" century (Eurostat, 2011).

From the World Population Prospects of the United Nations figures, revised in 2006,
it is obvious that almost none of the countries in the world will avoid the consequences
of the ageing population, over the next 50 years. By 2050, all developed countries,
together with Latin America, the Caribbean, and most of Asia including China, are
expected to have a median age of around 40 years. Most African countries will still
have a median age of 30 years by 2050 compared to 25 years at the moment (UN, 2006).

What all this evidence points to is an unavoidable, worldwide, increase in the age
profile for humankind and therefore an increase in the prevalence of age-related diseases,
including dementia. The ageing of the population necessitates better and more effective
health care systems and technologies.

1.2 Emergence of Ambient Assisted Living Technologies

One of the most common co-morbidities of elderly people is dementia, which is diag-
nosed by a set of progressive symptoms such as aphasia (loss of language function),
apraxia (loss of the ability to perform intentional movements), as well as agnosia (loss
of the ability to recognise objects), and problems with abstract thinking and complex
behaviour. The most common form of dementia is generally accepted to be Alzheimer’s
disease (AD). In the early stages, a person with dementia (PwD) needs memory support,
help with regular daily activities and social contact. In the mild stage of the disease,
special medication and medical care become necessary. Care and management continue
and are progressively more intensive as the disease progresses until it reaches the most
severe stages. One of the symptoms of AD is a tendency to wander from the home
and at some point sleep eventually enters a phase shift with wakeful nights leading to
night-time wandering, which is usually the precursor to institutionalization.

Care and management of PwDs are multi-faceted, and can include prevention,
enablement and treatment once the disease presents. The prevalence of the disease
and the heterogeneity of the age cohort affected means that there are a variety of needs
that need to be recognised (Gaul and Ziefle, 2009; Gronvall and Kyng, 2012; Kaye,



2010; Lynch et al., 2009; Mordini et al., 2009; Oppenauer et al., 2007; Remmers, 2010;
Salces et al., 2006), which can often only be fulfilled at significant economic, personal,
organisational, social and managerial costs (Mandell and Green, 2011).

Using the latest technology, ambient assisted living (AAL) technologies aim to
provide PwDs with the means to actively live their daily lives, protect their dignity,
feel safe, maintain their capacities, sustain their integration with their communities,
and help their care-givers in monitoring and preventing avoidable complications in
consecutive treatment. This is distinct from other uses of technology in, for example
reminiscence therapy (Bermingham et al., 2013) where PwDs can receive external
stimuli to trigger their memory recall and which, for a short period of time (duration
the reminiscence therapy session and some short period afterwards) helps raise their
quality of life. In addition to the main goal, i.e. of providing support for PwDs on a near
full-time basis, AAL technologies aim to provide data that are necessary for effective
care management and provide mobile support for care-givers at a more affordable cost
than that at presently available. Despite the high hopes invested in AAL technologies,
research is still ongoing and rollout is at an early stage. Although many research projects
are underway worldwide, including projects like Easyline+ (Picking et al., 2012) and
Dem@Care (McHugh et al., 2012), very few clinical trials have yet been completed and
rolled out to a large population.

1.3 Scope of Paper

Responsible development of AAL technologies demands substantial analysis of the
ethical issues, which might occur during R&D, clinical trials or eventual clinical appli-
cation (Emanuel, Wendler, and Grady, 2000; Emanuel, Wendler, Killen, et al., 2004).
During these stages of development, various claims and interests emerge from different
stakeholders. Therefore, the question we address in this paper is: what are the ethical
issues involved in the stages of R&D, clinical experimentation, and clinical application
of AAL technologies for people with dementia and related stakeholders? We limit the
scope of our investigation to this area and pose questions like how well known are these
issues, and are there any accepted resolutions. We do this by carrying out a literature
review and organizing and categorizing the information we have found, and in the next
section we describe the methodology we have followed in carrying out this review.

2 Methodology

A literature review is the most commonly-used methodology to survey an area, espe-
cially an emergent area which has many stakeholders and for that reason that is the
methodology we adopted. For our review, we used the following available medical,
legal, sociological, engineering and computer science databases, which also cover the
tields of philosophy and applied ethics: Web of Knowledge (containing: Web of Science,
BIOSIS, MEDLINE, and Journal Citation Repor’ts)1 with sources since 1945, Springer-

L Accessible through: http: //www.webofknowledge.com
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Link? with sources ranging from 1832 to the present, and the meta-database Scirus
(Elsevier), which contains twenty databases (including major scientific databases such
as BMJ Group, IOP Publishing, MEDLINE /PubMed, Nature Publishing, Royal Society
Publishing, SAGE Publishing, ScienceDirect, and Wiley-Blackwell), with sources since
the year 1900. The searches were undertaken using a combination of terms in ten search
phrases, listed in Table 1. The searches were adjusted according to the manuals of the
particular databases and their filters (using wildcards, regular expressions, etc.), which
varied slightly according to their required syntax.

Table 1 - Database search syntax

No.  Search Syntax

“ambient intelligence”
01 “ambient intelligence” AND ethic*
“ambient assistive living”

02 “ambient assistive living” AND ethic*
“ambient assisted living”

03 “ambient assisted living” AND ethic*
“(AAL)”

04 “(AAL)” AND ethic*
05 “(AAL)” AND ethic* AND ambient
“assistive technologies”
06 “assistive technologies” AND ethic*
“supportive technologies”
07 “supportive technologies” AND ethic*
pervasive AND technology
pervasive AND technology AND ethic*
08 pervasive AND technology AND ethic* AND dementia
sensor AND dementia
09 sensor AND dementia AND ethic*
ubiquitous AND technology
ubiquitous AND technology AND ethic*
10 ubiquitous AND technology AND ethic* AND dementia

Table 1: Database search syntax

Ten searches* of the three databases produced a total of 1,720 hits (including possible
overlaps). These included a variety of sources such as articles in journals, literature
reviews, abstracts and conference proceedings, chapters of books and edited volumes.
Figure 1 shows the number of identified sources in each database and demonstrates a
major increase in sources dealing with the ethics of AAL. The first article identified in
the search was from 1965.

A more detailed diagram of the search results per database shows that the largest
number of identified sources comes from SpringerLink, followed by Scirus, then Web of
Knowledge (Figure 2).

2SpringerLink website: http://www.springerlink.com

3Scirus website: http://www.scirus.com

4In the meta-database Scirus (Elsevier), the search was refined to Abstracts, Articles, Books, Confer-
ences, only PDF articles, with subject areas: Computer Science; Engineering, Energy and Technology;
Law; Life Sciences; Medicine; Social and Behavioral Sciences; Sociology. When the individual search
phrase returned more than 500 results, the expression ethic* was added. If the results then yielded more
than 200 results, the additional word dementia was added, further specifying the search phrases and
subject matter of the literature review. The search was restricted to the end of 2012.
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Figure 1: Overall timeline of the results

Following this initial trawl of the literature, the relevance of the sources was judged
manually on the basis of title and abstract. Articles whose abstracts focused on very
general and broad topics of technology and ethics, and not directly connected to the ethical
issues of AAL technologies, smart homes, sensor technologies, elderly persons, persons
with dementia, etc. were excluded. An article was deemed relevant if it appeared
to focus on ethical issues relating to new (ambient-, sensor-, smart-) technologies for
the elderly or PwD. Due to the large number of results and for reasons of practicality,
sources without available abstracts were excluded.

This initial analysis of the search results yielded 350 relevant sources. The major-
ity (341) of the relevant articles were in English, 6 in German, 2 in French, and one in
Norwegian. The number of duplicates within the group of relevant articles was 177,
resulting in 173 unique relevant sources from the 10 searches. Thirteen other sources
were added, which were not present in the chosen databases; they were either listed in
the references of relevant articles, or they were found during the unsystematic search
for authors well-known in the field of AAL technologies, and which were seen as
clearly relevant for this review. However, they were not included in the 173 results of
the original 10 searches. As a result, we had 186 relevant sources. From reading and
systematically classifying the content of these articles, a clear trend can be observed in
the increasing number of relevant articles addressing the ethics of AAL technologies,
over time (Figure 3).
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Figure 2: Search results in the individual databases
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Figure 3: Timeline of relevant articles

2.1 Terminology

According to the literature reviewed, the term Digital Assistive Technologies (DAT)
can be used for any item that assists persons with their disabilities (Francis et al., 2009).
DAT are a category of ambient intelligence (AmI), which involves intelligent computing,
with elements of pervasiveness and ubiquity. The term ‘intelligence” refers to the
adaptability of such a system to the presence of human beings and to the needs of the
user. The term ‘pervasive’ refers (in the literature) to information and communication
technologies (ICT) that are available “everywhere, for everyone, at all times” (Duquenoy
and Whitehouse, 2006, p. 293). ‘Ubiquitous’ — the term introduced originally by Weiser
(Portet et al., 2011) — covers the disappearance-into-background of the technology in
an invisible, interconnected and non-intrusive way (Duquenoy and Whitehouse, 2006;
Duquenoy, 2004). This pervasive, ubiquitous and non-intrusive nature is often also
called ‘calm computing” (Spiekermann and Pallas, 2006; Wallace et al., 2010). Due to the
invisibility of ambient intelligence, Kosta, Pitkdnen, et al. (2010) emphasise its partial
uncontrollability. Amongst the attributes of ambient intelligence is its integration into
everyday objects (Kosta, Pitkanen, et al., 2008; Kosta, Pitkdnen, et al., 2010). As Cook
et al. (2009) present it, the term ‘ambient intelligence’ refers to

“a digital environment that proactively, but sensibly, supports people in their
daily lives.” (Cook et al., 2009, p. 279)



Hofmann (2012) calls the usage of ambient intelligence for actual help in everyday-tasks
a welfare technology. According to the definition formulated by the Information Soci-
ety and Technology Advisory Group (ISTAG) of the European Commission, ambient
intelligence is a convergence of three major key technologies: ubiquitous computing,
ubiquitous communication, and interfaces that adapt to the users (Darwish and Has-
sanien, 2011). According to Hofmann (2012), its aim is to provide better and more
specific care and to reduce risks and therefore increase safety, making it possible for
the vulnerable to increase their ability to cope and thus improve their capacity for
self-determination, as well as enabling them to stay at home for longer before being
institutionalised.

Ubiquitous computing in the context of (elderly) care is also referred to as health
telematics (Friedewald and Raabe, 2011).

The term Ambient Assisted Living (AAL) refers to innovative technologies (relying
on the field of ambient intelligence), intelligent systems of assistance that help elderly
people (including those with disabilities, such as PwDs) in all stages of their life in
order to extend their stay in their preferred environment, and to support systems that
maintain the person’s health and functional capabilities. This might promote a healthier
lifestyle, thus allowing the elderly to continue an active and creative participation in
their communities, and ultimately maintain or improve their quality of life. Moreover,
AAL technologies may provide useful data that can be used to yield increased efficiency
in care systems and care management. They may also provide remote mobile support
for care-givers, thus alleviating the care-givers of certain tasks that can be automated
(e.g. services for dressing, personal hygiene, drug intake reminder, etc.), or delivered at
a more affordable cost (Broek et al., 2010).

The support and empowerment attributes of AAL technologies project the possible
application of these technologies not only for PwDs exclusively but also to a wider
cohort of (vulnerable) elderly in the future. Therefore, where the context of AAL
technologies can be extended to the empowerment of the elderly in general, the terms
PwD and elderly are used synonymously.

2.2 Frequency of occurrence of most ethically relevant terms

The usage frequency, namely, the number of different papers in which these terms
occurred from our set of 186 papers, was measured.

The most frequent term used in the selected sources was ‘home” (140 occurrences),
which is understandable given that the purpose of AAL technologies is that of allowing
PwD to stay at home for longer. A complete list of the usage frequencies of ethical terms
is presented in Figure 4.



Topics

home
support
monitoring
privacy

cost

safety
benefit/gain/cui bono
security
ag(e)ing

control of ICT
autonomy
disability

comfort
economics
enablement
quality of life (QoL)
well-being
impairment
effectiveness/efficacy/efficiency
independence
testing

rights

sensitive

living independently/extramuralization
integration

trust

mobility

commercial

guidelines

demography

acceptance

daily activity/ADL/IADL
feedback

fear (of PwD)

freedom

surveillance

informed consent
pervasive(ness)

cultural background

exclusion

adaptation
familiarity (with ICT)
focus group
prevent harm
dependence
control by ICT (or remotely by caregiver)
intrusive(ness)
customization
dignity
transparency
wandering
anxiety
failure/error
confidentiality
easy to use
interoperability
bias

of feelings

user friendly design

false (positives/negatives) alarm(s)/alerts
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Figure 4: Frequency of ethical terms



Topics

cycle

; (value) itive/intuitiy ive design
integrity

involvement into R&D

loneliness

accountability

limitations of ICT
marketing/commercialization
discomfort/uncomfortable
distress

digital divide

misuse

prioritization

exclusion; self-excluded
openness; transparency; honesty
resistance

compatibility

elnclusion

familiarity (with home environment/surroundings/etc.)
socialisation

institutionalization

ag(e)ing in/at place; ag(e)ing well
data security

participatory design approach
easy to learn

honesty

insecurity
marginalized/marginalization
meaningful data

proportionality

impact assessment

malfunction

allocation of resources
personhood

indispensable (3rd parties)
life-cycle of technology
mismatched expectations

unmet needs

abandonment

dehumanization

quick/technological fix

push
virtual reality

alienation

information overload

privacy by design

hack

risk assessment

technology paternalism

imprisonment

overprotect

bad/shallow care |
laboratorization/medicalization of home -
technophobia |

error free
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technosis

wizard design |

Figure 4: Frequency of ethical terms (cont.)
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Various ethical theories were applied in the publications for the analysis of AAL
technologies: John Rawls’ theory of justice (Doorn, 2010), Amartya Sen’s capability
approach (Coeckelbergh, 2010; Coeckelbergh, 2012; Toboso, 2011; Vallor, 2011), ethics
of care of Carol Gilligan (Stapleton, 2008), Nel Noddings (Vallor, 2011), Joan Tronto
(van Wynsberghe, 2012), and a criticism of evolutionary theories (Foddy, 2012).

3 Results

This results section presents an overview of the ethical issues raised by the usage of
AAL technologies in the case of PwD. These are presented here from the point of view
of the stakeholders involved: the PwD, formal and informal care-givers (nurses, family
proxies), researchers and clinicians, (software/hardware) engineers, designers, and tech-
nicians. These stakeholders involved in our ethical analysis had been previously defined
by various authors (Allen et al., 2008; Duquenoy and Whitehouse, 2006; Duquenoy,
2004; Hofmann, 2012; R. Sparrow and L. Sparrow, 2006; Sponselee et al., 2008; van Hoof
et al., 2011). For all these stakeholders we have listed the ethical issues present in the
group of relevant articles that occur in three different stages of the technology: R&D,
clinical trials, and clinical application. The complete set of ethical issues mentioned in
the literature is presented in Table 2 below, which is inspired by Mepham’s method-
ology of ethical analysis® with the help of an ethical matrix, adjusted to the needs of
this literature review (Mepham, 2008). As Mepham’s ethical matrix is fundamentally a
checklist of concerns (Mepham, 2008, p. 63), we use it to provide in Table 2 a checklist
of ethical issues, which are present during the various stages of R&D, clinical trials and
clinical application of AAL technologies. The matrix was then modified. Whenever an
ethical issue was applicable to the sections both in the group of stakeholders or group
of various stages of research, this was scored in the matrix.

>Mepham’s methodology of ethical analysis is a practical framework that is designed to guide ethical
analysis and discussion, which can lead to rational decision-making regarding competing requirements.
However, the framework was not designed for prescriptive decision-making but rather as an ethical
map. The framework involves the construction of a matrix, which first lists the interests of the various
stakeholders (agents), then identifies the ethical requirements of these interests (based on three relevant
prima facie principles: well-being, autonomy, fairness; representing the major traditional ethical theories:
utilitarianism, deontological tradition, and modern social contract theory). Finally, the importance of
each ethical requirement is rated (Mepham, 2008).

11
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Table 2 - Mepham'’s ethical matrix of ethical issues for AAL technologies used for PwD

Research & Development (R&D) Clinical Trials Clinical Application
Persons with Dementia (PwD) Abandonment (lack of user involvement in R&D) Aml has “life on its own” Acceptance

Dignity Anxiety Ageing at place

Familiarity Control Alienation

Feedback Discomfort Anxiety

Honesty Easy-to-learn Autonomy

Integrity Easy-to-use Comfort/discomfort

Involvement into R&D Enablement Control

Mismatched expectations Error-free Cultural background

Not only informed consent but interviews (simple Failure, error Customization

sentences TASC)
Participatory design approach
Personhood
Privacy by design
Risk assessment
Safety
Self-reports (Titration approach)
Special approach

Virtual reality

False (positives) alarm(s)
Fear

Home

Information overload
Informed consent
Insecurity

Integration

Intrusive(ness)
Laboratorization of living

environment/medicalization of home

Mobility
Pervasive(ness)

Prevent harm (e.g. fall accidents)

Privacy

Resistance

Safety

Security

Socializing

Special approach

Support

Technophobia

Unmet needs

Voice control >LCD control

Daily activity (ADL, IADL)

Dehumanization

Dependence

Digital divide

Dignity

elnclusion

Embarrassment/stigmatization, handicapped-look,
social exclusion

Enablement

Error-free

Exclusion (self-excluded)

Face-to-face, person-to-person communication,
reciprocity of feelings

Failure, error

False (positives) alarm(s)

Fear

Freedom

Home

Impairment

Imprisonment

Independence

Institutionalization

Integrity

Limitation
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Table 2 - continued from previous page

Research & Development (R&D)

Clinical Trials

Clinical Application

Formal/Informal Care-givers
(nurses, proxies)

Continuous monitoring

Feedback

Focus groups

Honesty

Mismatched expectations

Monitoring

Privacy by design

Social exclusion/elInclusion

Who will gain?, whose benefit (cui borno)?

Wandering

Acceptance

Easy-to-learn
Easy-to-use

Familiarity

Fear

Interoperability
Life-cycle of ICT
Limitations of ICT
Mismatched expectations
Misuse — whose responsibility?
Overprotection

Prevent harm

Reciprocal accountability
Resistance

Living independently, extramuralization
Loneliness

Mobility
Monitoring
Pervasive(ness)
Prevent harm
Privacy

Quality of life (QoL)
Resistance

Safety

Security

Socializing

Support
Surveillance
Technophobia

Trust

Unmet needs
Wandering
Well-being
Acceptance

Against institutionalization (ageing at place)
Bad care/shallow care

Cultural background

Dehumanization

Dependence

Dignity

Easy-to-learn

Easy-to-use

Effectiveness

Efficacy

Efficiency

Enablement

Face-to-face, person-to-person communication,

reciprocity of feelings
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Table 2 - continued from previous page

Researchers and Clinicians

Research & Development (R&D) Clinical Trials Clinical Application
Safety Familiarity
Security Impairment
Technophobia Institutionalization
Trust Interoperability

Allocation of resources

Continuous monitoring

Dignity

Holistic approach, human-centred approach,
human-centered approach, (value) sensitive design,
intuitive design, proactive design

Personhood

Who will gain?, whose benefit (cui borno)?

Unmet needs
User-friendly design
Well-being

Bias

Confidentiality

Daily activity (ADL/IADL)
Data security

Dignity
Disability
Easy-to-learn
Easy-to-use
Honesty
Informed consent

Laboratorization of living

environment/medicalization of home

Life-cycle of ICT

Mismatched expectations

Misuse — whose responsibility?

Monitoring

Overprotection

Quality of life (QoL)

Reciprocal accountability

Resistance

Support

Technologification, technology push, technological
push

Technology paternalism

Technophobia

Trust

Unmet needs

User-friendly design

Well-being

Bad care/shallow care

Bias

Confidentiality

Data security

Dignity
Disability
Easy-to-learn
Easy-to-use
Effectiveness
Enablement
Honesty




o]

Table 2 - continued from previous page

Research & Development (R&D)

Clinical Trials

Clinical Application

Software/Hardware Engineers

Allocation of resources
Compatibility
Cost-benefit ratio
Customization

Data security

DoS attacks

Feedback

Hacks

Impact assessment

Life-cycle of ICT

Meaningful data collection
Misuse — whose responsibility?
Monitoring

Overprotection

Personhood

Prevent harm (e.g. fall accidents)
Prioritization of medical data
Proportionality

Reduce insecurity

Reliability

Rights

Safety

Security

Trust

Well-being

Customization

Failure, error

False (positives) alarm(s)
Familiarity

Home

Indispensability of 3rd parties
Information overload
Interoperability
Laboratorization of living

environment/medicalization of home

Human-centred approach
Impairment
Independence
Integration
Interoperability

Is the person really in a need for AmI?

Life-cycle of ICT

Living independently, extramuralization

Misuse — whose responsibility?
Mobility

Monitoring

Overprotection

Prevent harm

Prioritization of medical data
Proportionality

Quality of life (QoL)
Reliability

Rights

Safety

Security

Socializing

Support

Trust

Well-being

What is normal ADL/IADL?
Bandwidth prioritization
Comfort/discomfort
Commercial

Cost

Data security

Easy-to-learn

Error-free

Failure, error

False (positives) alarm(s)
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Table 2 - continued from previous page

Designers

Research & Development (R&D) Clinical Trials Clinical Application
Implantable sensors overheat Lax testing Familiarity
Integration Life-cycle of ICT Home
Interoperability Limitations of ICT Imprisonment

Involvement into R&D

Low prestige ICT development

Mismatched expectations

Mobility

Participatory design approach

Privacy by design

QoS

Quick fix, technological fix

Resistance

Risk assessment

Special approach

Technologification, technology push, technological
push

Technology paternalism

Transparency

Unmet needs

User friendly design

Virtual reality

Wizard design

Acceptance

Alienation

Anxiety

Bias

Dehumanization
Design-for-all approach
Dignity

Feedback

Focus groups

Impact assessment

Low prestige

Meaningful data

What is normal ADL/IADL?

Prioritization

Privacy by design

Proportionality

Quick fix, technological fix

Resistance

Risk assessment

Safety

Security

Technologification, technology push, technological
push

Technology paternalism

Technophobia

Technosis

Testing

Tracking for safety, not with physical restrictions

Transparency

Trust

Unmet needs

Very few testing in actual homes

Acceptance

Adaptation

Anxiety

Comfort

Control

Customization

Dignity

Discomfort (e.g. battery, etc.)

Familiarity

Indispensability (of 3rd parties)

Indispensability of 3rd parties
Information overload
Interoperability

Life-cycle of ICT
Limitations of ICT
Loneliness

Marketing

Prioritization
Proportionality

Quick fix, technological fix
Safety

Security

Support

Technology paternalism
Technophobia
Technosis

Testing

Transparency

Trust

Acceptance
Adaptation

Anxiety
Comfort/discomfort
Commercial
Compeatibility
Control

Cost

Cultural background

Customization
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Table 2 - continued from previous page

Technicians

Research & Development (R&D) Clinical Trials Clinical Application

Intrusive(ness) Integration Dependence

Involvement into R&D (participatory design Intrusive(ness) Digital divide
approach)

Mismatched expectations Laboritarization/medicalization of home Dignity

Privacy by design Life-cycle of ICT Easy-to-learn

Proactive design Limitations of ICT Easy-to-use

Risk assessment Mismatched expectations Efficiency

Safety

Sensitive

Special approach
Testing

Trust

Unmet needs
User friendly design
Wizard design

Misuse — whose responsibility?

Prevent harm (e.g. fall accidents)

Resistance

Support

Technologification, technology push, technological
push

Technology paternalism

Technophobia

Testing

Trust

Unmet needs

Home
Sensitive installation of devices
Trust

Embarrassment/stigmatization, handicapped-look,
social exclusion

Enablement

Ergonomics

Failure, error

Familiarity

Indispensability (of 3rd parties)

Integration

Integrity

Interoperability

Laboritarisation/medicalisation of home

Life-cycle of ICT

Limitations of ICT

Marketing

Misuse — whose responsibility?

Mobility

Prevent harm

Resistance

Technologification, technology push, technological
push

Technology paternalism

Technophobia

Indispensability (of 3™ parties)

Special approach during maintenance

Support

Trust

Table 2: Mepham's ethical matrix of ethical issues for AAL technologies used for PwD



As stated earlier, we structured our analysis of the field in terms of the stakeholders
(PwDs, formal and informal care-givers, researchers and clinicians, engineers, designers,
and technicians) and for each of these we categorized the literature in terms of issues
to do with R&D, clinical trials, clinical application. Table 3 shows the distribution of
the literature across this categorization and in the remainder of this section we examine
each of the issues for each of the stakeholder groups, in turn.

18



61

Table 3 — Overview of the ethical issues in the resulted literature

Person with dementia Formal caregivers, informal

proxies

Researchers, clinicians

Software /hardware

engineers

Designers

Technicians

User involvement in Francis et al. (2009), Wallace
R&D et al. (2010)

Francis et al. (2009),
Gaul and Ziefle (2009)

Allen et al. (2008), Aarts
et al. (2007),
Borenstein and
Pearson (2010),
Burleson et al. (2012),
Duquenoy (2004),
Francis et al. (2009),
Hersh et al. (2003),
Kosta, Pitkanen, et al.
(2008), Kosta,
Pitkdnen, et al. (2010),
Lorenzen-Huber et al.
(2011), Maguire et al.
(2011), Maier and
Kempter (2009),
Newell et al. (2011),
O’Neill, Parente, et al.
(2011), Picking et al.
(2012), Pulli et al.
(2012), Sponselee et al.
(2008), Wallace et al.
(2010), Wright (2011)
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Table 3 — continued from previous page

Person with dementia

Formal caregivers, informal

proxies

Researchers, clinicians

Software /hardware

engineers

Designers

Technicians

Abascal and Azevedo
(2007), Duquenoy and
Whitehouse (2006),
Fairclough (2009), Francis
et al. (2009), Gaul and
Ziefle (2009), Gronvall
and Kyng (2012),
Holzinger et al. (2008),

S. Lauriks et al. (2007),
Steve Lauriks et al. (2010),
Mordini et al. (2009),
O’Neill, Mason, et al.
(2011), Oppenauer et al.
(2007), Panek and Zagler
(2008), Portet et al. (2011),
Remmers (2010), Salces
et al. (2006), Sponselee

et al. (2008), van Hoof
etal. (2011), Wallace et al.
(2010), Zaad and

Ben Allouch (2008)

Hofmann (2012), Kosta,
Pitkédnen, et al. (2010),
Picking et al. (2012),
Remmers (2010), Scanaill
et al. (2006)

Decker (2012), Duquenoy
and Whitehouse (2006),
Kang et al. (2010), Kosta,
Pitkanen, et al. (2010),
Portet et al. (2011),
van Hoof et al. (2011),
Wallace et al. (2010), Zaad
and Ben Allouch (2008)

Acceptance of ICT

Informed consent,
independence,
self-determination

Control, customisation




Table 3 — continued from previous page

Person with dementia Formal caregivers, informal

proxies

Researchers, clinicians

Software /hardware

engineers

Designers

Technicians

Prevention of harm,
medicalization of
home environment

Ageing at home,
autonomy,
dependence on a
system

Ahonen et al. (2010),
Batchelor et al. (2012),
Belbachir et al. (2010),
Cavoukian et al. (2010),
Chan, Esteve, et al. (2008),
Friedewald and Raabe
(2011), Hofmann (2012),
Kosta, Pitkédnen, et al.
(2010), Landau and
Werner (2012), Piasek et al.
(2013), Sponselee et al.
(2008), van Hoof et al.
(2011)

Darwish and Hassanien
(2011), Harrefors et al.
(2012), Kosta, Pitkanen,
et al. (2008), Kosta,
Pitkanen, et al. (2010),
Maguire et al. (2011),
Portet et al. (2011),
van Hoof et al. (2011)
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Table 3 — continued from previous page

Person with dementia Formal caregivers, informal

proxies

Researchers, clinicians

Software /hardware

engineers

Designers

Technicians

Embarrassment,
stigmatization, social
isolation

Monitoring,
surveillance

Kumar and Lee (2011),
Chan, Campo, et al. (2009),
Dishman and Carrillo
(2007), Fairclough (2009),
Francis et al. (2009), Kosta,
Pitkédnen, et al. (2010),
Martin et al. (2010),
McLean (2011), O'Neill,
Mason, et al. (2011),
Oppenauer et al. (2007),
Palm (2012), Portet et al.
(2011), Louise Robinson
et al. (2009), Salces et al.
(2006), A. Sixsmith and
J. Sixsmith (2008), Sorell
and Draper (2012),
Sponselee et al. (2008),
Kleinberger et al. (2007),
van Hoof et al. (2011),
Wright (2011), Wright and
Wadhwa (2010), Zwijsen
et al. (2010)

Gaul and Ziefle (2009),
Gronvall and Kyng (2012),
Hofmann (2012), Kaye
(2010), Kosta, Pitkanen,
et al. (2008), Kosta,
Pitkanen, et al. (2010),
Lynch et al. (2009),
Mordini et al. (2009),
Oppenauer et al. (2007),
Remmers (2010), Salces
et al. (2006)




1974

Table 3 — continued from previous page

Person with dementia

proxies

Formal caregivers, informal Researchers, clinicians

Software /hardware

engineers

Social exclusion, digital
divide, familiarity
with ICT, affordability

Benefit

Data collection, safety,
protection

Prevalence of
technological
rationality in human
care

Abascal and Nicolle (2005),

Batchelor et al. (2012),

Daniel et al. (2009),

Francis et al. (2009),

Hofmann (2012), Kosta,

Pitkanen, et al. (2008),

Kosta, Pitkédnen, et al.

(2010), McLean (2011),

Mordini et al. (2009),

Niemeli et al. (2007),

Oppenauer et al. (2007),

Satava (2003), Walsh and

Callan (2011), Wright and

Wadhwa (2010), Zaad and

Ben Allouch (2008),

Zwijsen et al. (2010)
Darwish and Hassanien

(2011), Hofmann (2012)

Fairclough (2009)

Dekkers (2009), Hofmann
(2012), Oost and Reed
(2011), R. Sparrow and
L. Sparrow (2006),
Sponselee et al. (2008)

Abascal and Azevedo
(2007), Chan, Esteve,
et al. (2008),
Duquenoy (2004),
Kosta, Pitkanen, et al.
(2008), Kumar and
Lee (2011)
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Table 3 — continued from previous page

Person with dementia

Formal caregivers, informal

proxies

Researchers, clinicians

Software /hardware

engineers

Designers

Technicians

Instrumentalisation of

care, the value of
human care, tasks not
suitable for ICT

Overprotection,

paternalism, previous
working habits, rigid
application of
protocols

Not-invented-here

syndrome

Motives for

participation in
research, eagerness to
please, power
relationship

Borenstein and Pearson

(2010), Coeckelbergh

(2010), Hofmann (2012),

Oost and Reed (2011),
Portet et al. (2011),

A. Sharkey and

N. Sharkey (2012),

R. Sparrow and

L. Sparrow (2006), Stip

and Rialle (2005), Vallor
(2011), Walsh and Callan

(2011)

Martin et al. (2010),

Sponselee et al. (2008),

L. Robinson et al. (2007)

Sponselee et al. (2008)

Gronvall and Kyng (2012),
Maier and Kempter (2009),
Oberzaucher et al. (2009),

Wallace et al. (2010)

Hofmann (2012),
R. Sparrow and
L. Sparrow (2006)

Brown et al. (2004),

Brown et al. (2006),
Francis et al. (2009),
Maier and Kempter

(2009), Sponselee et al.

(2008), Wallace et al.
(2010), Walsh and
Callan (2011)
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Person with dementia

Formal caregivers, informal

proxies

Researchers, clinicians

Software /hardware

engineers

Designers

Technicians

Meaningfulness and
prioritization of data

Safety and security

Human-centred
approach

Allocation of resources

ICT and diagnosis,
automated machine
diagnosis

Allen et al. (2008), Conley
et al. (2008), Cook et al.
(2009), Darwish and
Hassanien (2011), Kang
et al. (2010), Kaye (2010),
Noury et al. (2011),
Romdhane et al. (2012),
Sponselee et al. (2008),
Viswanathan et al. (2012),
Wherton and Monk (2008)

Hofmann (2012), S. Lauriks
et al. (2007)

Hofmann (2012), Portet
etal. (2011), Scanaill et al.
(2006), Zaad and
Ben Allouch (2008)

Duquenoy (2004)

Camarinha-Matos and
Afsarmanesh (2011), Chan,
Esteve, et al. (2008),
Darwish and Hassanien
(2011), Dishman and
Carrillo (2007),
Friedewald and Raabe
(2011), Fairclough (2009),
Gaul and Ziefle (2009),
Hofmann (2012), Kosta,
Pitkanen, et al. (2008),
Kosta, Pitkédnen, et al.
(2010), Merilahti et al.
(2012), Plaza et al. (2011),
Palm (2012), Kleinberger
et al. (2007)

Chan, Esteve, et al.
(2008), Darwish and
Hassanien (2011)
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Person with dementia

Formal caregivers, informal

proxies

Researchers, clinicians

Software /hardware

engineers

Designers

Technicians

Technical or ‘quick’ fix,
R&D for PwD as low
prestige endeavour

Mismatched
expectations

Interoperability,
compatibility of
systems

Special status of human
experimentation

Indispensable third
parties

Testing of AAL
technologies, impact
assessment

Principle of
proportionality

Easy to learn, error free
ICT

Hofmann (2012),
Mordini et al. (2009)

Allen et al.
(2008),Duquenoy and
Whitehouse (2006),
Duquenoy (2004),
van Hoof et al. (2011)

Chan, Esteve, et al.
(2008), Darwish and
Hassanien (2011),
Roman et al. (2009)

Mordini et al. (2009)

Decker (2012),
Hofmann (2012),
Kosta, Pitkédnen, et al.
(2010), van Hoof et al.
(2011), Wright (2011)

Hofmann (2012), Portet
etal. (2011)

Hofmann (2012)

Portet et al. (2011)

Cahill et al. (2007),

Chan, Esteve, et al.

(2008), Chan, Campo,

et al. (2009),

Steve Lauriks et al.
(2010), Portet et al.
(2011), Scanaill et al.
(2006), Wright (2011)

van Hoof et al. (2011)
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Table 3 — continued from previous page

Person with dementia Formal caregivers, informal ~ Researchers, clinicians Software/hardware Designers Technicians
proxies engineers
Different life-cycle of Chan, Campo, et al.
technology and (2009), Kosta,
service, technology Pitkanen, et al. (2008),
push Kosta, Pitkdnen, et al.
(2010)
The role of AAL Rapoport (2012)
technologies
Design-for-all approach, Abascal and Azevedo
heteronomous group (2007), Darwish and
of PwD Hassanien (2011),
Duquenoy and
Whitehouse (2006),
Kosta, Pitkanen, et al.
(2008), Kosta,

Definition of disability

Sensitive installation of
devices

Pitkdnen, et al. (2010),
Newell et al. (2011),
Portet et al. (2011),
Sponselee et al. (2008),
Wallace et al. (2010)
Abascal and Nicolle
(2005), Appleyard
(2005), Darzentas and
Miesenberger (2005),
Lynch et al. (2009)

van Hoof et al. (2011)

Table 3: Overview of the ethical issues in the resulted literature



3.1 Persons with Dementia
3.1.1 R&D

User involvement in R&D: Persons with mild cognitive impairment (MCI) have special
needs and requirements, which may not be immediately apparent to developers and
researchers (Wallace et al., 2010). Wallace et al. (2010) emphasise the importance of
providing feedback from the user to reduce possible errors in the product while Francis
et al. (2009) suggest that a new technology might be rejected and abandoned by its
potential users, if they have not been directly involved in the R&D process from the
very beginning.

Acceptance of ICT: Panek and Zagler (2008) report that the user needs are usually ill-
understood during the processes of R&D and implementation, and according to S.
Lauriks et al. (2007) and Steve Lauriks et al. (2010), there are several unmet needs
(general and personalised information; support with regarding symptoms of dementia;
socialisation; health monitoring and perceived safety). Users’ cultural differences and
backgrounds play a significant role in the acceptance of ICT (Duquenoy and Whitehouse,
2006). A very important aspect for the acceptance of ICT amongst the elderly, according
to many authors, is the motivation of the user (Gaul and Ziefle, 2009; Gronvall and
Kyng, 2012; Holzinger et al., 2008; Remmers, 2010; Salces et al., 2006; van Hoof et al.,
2011). With correct motivation, a greater intention to use the ICT devices can be reached
by the elderly (Zaad and Ben Allouch, 2008) who are willing to accept technology if it is
worth the effort (Wallace et al., 2010). It has been reported that designers are usually
less successful than relatives in motivating users to use ICT devices (Sponselee et al.,
2008). Relatives can have a major impact on PwD’s subjective norms for ICT acceptance
(Steve Lauriks et al., 2010; Zaad and Ben Allouch, 2008). Training and education also
play an important role in ICT acceptance (Mordini et al., 2009; Oppenauer et al., 2007).

Authors disagree on the functionalities of ICT devices, with some proposing that
they should be reduced (Wallace et al., 2010) and others proposing that they should be
extended by providing more alarms and more functions (Zaad and Ben Allouch, 2008).
It should be borne in mind that the elderly (even those with mild dementia) are still able
to learn, albeit in a different way than usual (Wallace et al., 2010). Nevertheless, overly
complex systems with multiple-step procedures that place high learning requirements
on the diminished capabilities of PwDs have a greater likelihood of failure (O’'Neill,
Mason, et al., 2011; Wallace et al., 2010). For instance, blinking LEDs or vibrating
sounds (van Hoof et al., 2011), a screw head looking like a button (O’Neill, Mason,
et al., 2011), or an amount of newly installed cables (van Hoof et al., 2011) can cause
confusion or frustration and can also have a major impact on the overall acceptance of
the technology for the user. PwDs will also have to learn to cope with AAL technologies,
when employing these assistive tools (Portet et al., 2011). A further way of enhancing
the acceptability of a system for the user is by the provision of sufficient customisation,
adaptation possibilities or high quality products (Abascal and Azevedo, 2007; Francis
et al., 2009).

Fairclough (2009) recommends the use of a ‘titration” approach while defining the
needs of a vulnerable ICT user, which employs subjective self-reports to standardise and
personalise the various experiences of each participant, to provide a more objective and
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scientific evaluation. Moreover, Francis et al. (2009) propose using the recommendations
of the The Autism Simplex Collection (TASC) project (1998), which involves using visual
communication tools for less-verbal users during the interview questions, thus helping
to introduce these participants actively into the process of R&D, without recourse to
using abstract and complicated concepts.

3.1.2 Clinical Trials

Informed consent, independence and self-determination: During the clinical trial period,
the vulnerability of the PwD could raise certain questions regarding informed consent
as to the hi-tech nature of AAL technology may make it difficult for a PwD to fully
understand what their consent is being sought for. PwDs could become dependent on
AAL technology to such an extent that it reduces their autonomy (e.g. a user who is
over-dependent on a system may wait for the system to report a complication on her
behalf, instead of reporting it directly herself (Scanaill et al., 2006)). This dependence on
the (hi-tech) pseudo-intelligence provided by AAL technologies means that, while they
empower very specific faculties, they can reduce people’s autonomy. Consequently,
they could also dramatically infringe the validity of informed consent given by PwD
at the more advanced stages of their AAL usage (Hofmann, 2012). Also, the ambient
functioning of the AAL technology in the private homes of PwDs would mean that
additional informed consent would be needed from co-habitants (Hofmann, 2012).
Moreover, Kosta, Pitkdnen, et al. (2010) criticise the opt-out policy, which weakens
personal autonomy and thereby the decision-making of the user.

Remmers (2010) points out that the reduction of independence does not automat-
ically result in an incapacity of self-determination.® According to him, the longest
possible preservation of self-determination is the main normative background legit-
imising the usage of assistive technologies in the home. Reciprocal dependency on
other humans is unavoidable because it is impossible for any human being to lead
a completely independent, self-determined life without at least once in their lifetime
(e.g. childhood, teenage years, etc.) needing support and aid. The use of assistive
technologies is mostly justified when the need for such support emerges and the com-
pensating functions of technologies are intended, resulting in a regained personal
self-determination. Thus, the form and consequences of dependency linked with the
use of assistive technologies extend only to the dependency on a technical instrument
(Remmers, 2010).

Picking et al. (2012) mention that researchers welcome the development of a certain
amount of dependency on a product, if the product provides support for independent
living. After all, according to Remmers (2010), such self-induced dependencies on
artefacts are typical of modern civilisation.

Control of ICT, customisation: Wallace et al. (2010) emphasise the different perception
of technology by PwDs, who might consider technology as not meant for them: the
system is not of any use to them, or not even relevant to them at all.

6Remmers defines self-determination, based on the traditions of the Stoics, Cicero, later Thomism,
the natural law tradition of Pufendorf, and Kantian philosophy as: ‘freedom from constraint’. Self-
determination tightly linked with human dignity is normatively a basic right, however it is acquired on a
genealogical level (biographical development of personal abilities). (Remmers, 2010)
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One of the major worries expressed by Kosta, Pitkdnen, et al. (2010) is that the
PwDs, when dealing with ambient technologies, will lack necessary control, becoming
prisoners of AAL technologies in their own homes. van Hoof et al. (2011) reported that a
high number of false alarms resulted in annoyance in some users, partially because the
falsity of the alarm needed to be verified through confirmation by the user, otherwise it
was automatically considered to be a true alarm.

During clinical trials, certain users reported fears about these technologies having a
‘life of their own’. There is a risk that users might find the technologies obtrusive (Portet
et al., 2011). During trials, it has been observed that some persons with physical or
mild cognitive impairment prefer using voice commands to touchscreen control of the
devices (Portet et al., 2011), while others found the touchscreen control equally beneficial
(Wallace et al., 2010). In a discussion of the use of robots, Decker (2012) emphasises that
although it is recommended that a veto function should exist to allow users to stop the
robots’ actions, this view has been challenged where persons with cognitive impairment
are concerned. Also, some authors point out that during a trial, the participants had
to be protected against information overload (Duquenoy and Whitehouse, 2006; Kang
et al., 2010).

Zaad and Ben Allouch (2008) also mention the possible ‘compassionate interference’
between the user and care-giver. While users expressed their wishes for more direct
control over ICT devices, the care-givers however wanted to prevent a user having
control over the supporting system (in some cases). Often, at first glance, it is not clear
who the real user of the system is. Therefore, user controllability and user-centeredness
does not overlap in all cases (Zaad and Ben Allouch, 2008).

Prevention of harm, pervasiveness, medicalisation of home environment: One of the major
positives of AAL technologies is their ability to prevent certain harms resulting from
the frailty of PwDs (i.e. accidental falls) (Hofmann, 2012; Sponselee et al., 2008). This
can have the positive benefit of reducing anxiety (Hofmann, 2012). However, Kosta,
Pitkdnen, et al. (2010) emphasise the fear about the laboratorisation of the home, which
is supported by van Hoof et al. (2011) and Landau and Werner (2012), when they use the
expression the ‘medicalization of home’. The pervasiveness of AAL technologies poses
certain challenges to user privacy, due to the sometimes intrusive nature of these ICT
devices. Technologies with privacy-preserving video-sensing are also being developed
(Belbachir et al., 2010). These technologies, following the principles of privacy-by-design
(Ahonen et al., 2010; Batchelor et al., 2012; Cavoukian et al., 2010; Friedewald and Raabe,
2011; Kosta, Pitkdnen, et al., 2010), do not infringe on privacy during their use (for
example, due to strong data encryption on the physical layer (Chan, Esteve, et al., 2008)
or because they are based on wearable technologies (Piasek et al., 2013)).

3.1.3 Clinical Application

Ageing at home, autonomy, and dependence on a system: Almost every publication we
encountered in our analysis of the field emphasises the benefits of ageing at home
instead of institutionalisation: inter alia more privacy, personal integrity, dignity and a
positive impact on the self-image (Harrefors et al., 2012; Kosta, Pitkédnen, et al., 2010).
However, certain authors are sceptical whether the actual autonomy of the PwD is really
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increased through AAL technologies. Enhanced dependence on ICT might result in
greater inactivity, promoting a lazy lifestyle instead of a true and desirable independence
(Portet et al., 2011; Maguire et al., 2011). Moreover, dependence on technology requires
us to put a certain amount of trust (Kosta, Pitkanen, et al., 2008; Kosta, Pitkdnen, et al.,
2010) and confidence in these systems, despite potential problems e.g. regular false
alarm warnings, incorrect notifications or even failures of the technology (van Hoof
et al., 2011). Portet et al. (2011) report a certain fear that growing user dependence
on AAL technology could expose them to danger in the case of emergency (i.e. if the
technology were to breakdown). For example: an automated bed that deflated during a
blackout hindered communication with the external world (van Hoof et al., 2011). In
addition, sensors, battery-driven devices, and external devices should avoid causing
problems for the mobility of users (Darwish and Hassanien, 2011), either when worn or
when installed in their homes.

Embarrassment, stigmatisation, social isolation: Ageing at home could have a positive
impact on PwD, especially when counter-balancing the negative aspects of institution-
alisation (especially in the case of couples, who are used to living together and have
done so autonomously and privately for decades (van Hoof et al., 2011)). However, the
use of assistive technology or leakage of disease data — associated with the diagnosis of
dementia — may cause embarrassment (Kumar and Lee, 2011) or even stigmatisation
(Chan, Campo, et al., 2009; Dishman and Carrillo, 2007; van Hoof et al., 2011; Klein-
berger et al., 2007; Martin et al., 2010; O’Neill, Mason, et al., 2011; Oppenauer et al., 2007;
Palm, 2012; Louise Robinson et al., 2009; Salces et al., 2006; A. Sixsmith and J. Sixsmith,
2008; Sponselee et al., 2008; Wright, 2011; Wright and Wadhwa, 2010; Zwijsen et al.,
2010). Some AAL technologies evoked resistance in certain persons with MCI because
of their ‘handicapped-look” design (Francis et al., 2009) so the design of the devices
should be aesthetically pleasing for the users (Francis et al., 2009; Louise Robinson et al.,
2009). Fairclough (2009) warns that an explicit feedback of information of a delicate
nature coming from an assistive device in front of others or in public spaces can be
embarrassing for its user. Stigmatisation can have major effects on the isolation of the
user (Kosta, Pitkdnen, et al., 2010; Portet et al., 2011; Salce