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Executive Summary

Introduction

Most climate change mitigation scenarios analysed to date by the Intergovernmental
Panel on Climate Change (IPCC), for efforts consistent with the goals of the Paris

Agreement( keepi ng gl obal average temperat-ure r

industrial), rely on presumed deployment of so-calledfinegat i ve
technol ogiawwnrylargeNdobad) scales within a small number of decades.

Negative emission technologies are composite technology systems or interventions
which, on a full lifecycle basis, achieve net removal of one or more greenhouse gases
from the atmosphere. Because of its long atmospheric lifetime, carbon dioxide (COR
has a dominant role in human-caused long-term global warming, so NETSs typically
focus exclusively on carbon dioxide removal (CDR). Example NET concepts include:
Afforestation/Reforestation (AR), Bio-Energy with Carbon Capture and Storage
(BECCS), Direct Air Carbon Capture and Storage (DACCS), and Enhanced Soil
Carbon storage (SCS).

ie-nets is a two-year research project, funded by the Environmental Protection Agency
of Ireland (EPA) Research Programme 2014-2020 (grant number 2016-CCRP-
MS.36). The project is building Irish research capacity and contributing to national
policy in this emerging area.

The overarching objective is to provide a detailed and rigorous assessment of the
scale and speed of negative emissions technology deployment that is required by
currently envisaged decarbonisation pathways (globally and nationally), consistent
with the Paris agreement goals.

This report, the first interim deliverable from the project, presents a comprehensive
review of the existing literature on the potential forms of negative emissions technology
(NET), with a particular focus on technology options suitable for deployment in Ireland.
This executive summary presents an overview and key results from the full review.

Literature Review aims and structure

The review focuses on the global NETSs literature most relevant to Ireland, and on the
existing Irish literature on land-use, bioenergy and conventional, fossil-fuel, carbon
capture and storage (FFCCS) most applicable to the domestic development of
substantive negative emissions to enable climate mitigation aligned with Paris
ambition. The aim is to give a preliminary evaluation of the feasibility, timescale,
capacity (both stock and flow) and indicative costs (capital and recurrent) of negative
emissions technology deployment, both globally and specifically in Ireland.

As |l relandés climate policy is necessa
Agreement the research emphasis is on examining deep decarbonisation pathways
for the EU and Ireland, with and without NETSs, that are aligned with meeting the 1.5°C
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and fAwell below 2UCO0 Paris temperature | imit
emissions the global carbon budgets for these two temperature goals are very similar

so they are frequently stated in this report
as AwB2Co.

Climate action policy involving NETs to achieve a low-carbon transition will require
political decision-making based on knowledge of: the IPCC-assessed and more recent
peer reviewed climate science; governance of the remaining global carbon budget; a
global overview of NETs and CCS; scenario modelling of future alternatives (with an
understanding of underlying assumptions); risk and uncertainty assessment; and
possible mechanisms to effect deep decarbonisation, including the development of
NETSs. This review is organised as follows:

Chapters 1 to 6 surrveelyatgilmganedattieweateumies s i
to climate $atenaé, mamnhgie ment of the rem
carbon budget-makndgdandsmenhani sms to acl
transition from current high efmiastoas, ah

of inaction (the consequences of exceedin
Chapters 7 to 9 review material specific t
T Chapter 7 gives an overview of | rel anc
nati onal climate policy and the recentl
eXxi sti nagenelregyoant oemy model | i ng, and curr ¢
projections rel attiiwen tpatpovasishl e mi ti ga
T Chapter 8 gives an estimation of l rel a
carbon quota in terms of an equitable s
T Chapter 9 presralteasevdnmt slhi tNErTat ure parti
forestry Jiamdt hseoi Eent ext of gl obal I
preliminary assessment of potenti al NET:
Key Findings

Allocating the Global Carbon Budget (GCB)

Il n 2015, the Parties to the Paris Agreement
bel ow 2UC6 and pursue efforts t-iodustrialldvels. | ower
Climate change will inequitably affect less developed nations, who have the lowest

historic emissions. Due to the cumulative effect of COF emitted into the atmosphere,

delayed mitigation action will subsequently require substantially steeper nett
decarbonisation pathways (WB2C).

The global carbon budget is the nett amount of COF that can still be emitted without
exceeding the WB2C temperature limit. At the end of 2017, it is estimated to be only
~800 (500-1100) GtCOF. Annual global emissions are over 40 GtCOF, including fossil
fuel and land-use. If emissions continue at this rate, this total budget will be exhausted



within 20 years. National carbon quotas derived from the global carbon budget may
be a useful tool for resource sharing of the remaining carbon budget.
There are two main approaches to allocating the global carbon budget amongst
nations:
T I'nertia (grandfathering) guotas bB®&Fed on
share
T Equity quotas based on population share

Previously, as a partial outcome of the Kyoto Protocol, multi-lateral management of

t he gl obal carbon budget has focussed on fito
Paris Agreement t a k eomch asingitbeoMatioonalty Datgrroineda p p
Contributions (NDCs) specified voluntarily by participating parties. Developed nation
Parties have committed to acting f-widest and
absol ute emis qUNEQCC,r201&)u totvever,rthie voluntary NDCs are

currently collectively inadequate to meet the temperature goal.

Nett global COFemissions need to be close to zero by mid-century for WB2C, requiring
nett energy decarbonisation on average of 4% to 8% yr? as of 2015 (with the range
reflecting continuing scientific uncertainty in the response of the earth system to
anthropogenic forcing). Removing carbon from the atmosphere through negative
emissions technologies (NETs) may ease the required mitigation rate of gross
emissions if NETs can be rapidly developed and deployed at scale. The vast majority
of integrated assessment model (IAM) scenarios compatible with WB2C assume large
additional amounts of COF removal through NETs being delivered at a rapidly
increasing scale to at least the year 2100.

NETs Options

Removing COFfrom the atmosphere through NETs can be achieved by biological or
chemical capture. The captured COFcan be stored terrestrially in biomass and/or soils
or geologically. Different capture methods vary in efficiency and resource requirement,
and different storage options vary in long term security and technical availability.

We review the literature for six NETs options with potential relevance to Ireland:

T Soil Carbon Storage (SCS)

Bi ochar (BC)

Enhanced Weathering (EW)

Af forestation/ Reforestation (AR)

Bi oenergy with Carbon Capture and Storage
T Direct Air Capture with Storage (DACCS)

= =4 =4 4

Considerations for NETs include relative carbon removal capacity, cost, readiness,
vulnerability to re-release of captured carbon, vulnerability to future climate change,
biodiversity risk, energy penalty and land pressure (Table 1).



Table 1: A simplified schematic to summarise the main policy relevant
considerations for utilising NET options in Ireland. High uncertainty indicated by *

Biocha Afforestatio BECC DACC
SCS EW CCs
r n S S
Carbon Mediu \iedium  MeIU pegium High  High
removal m
Vulnerabilit Medi
y to re- ?nlu Medium * Low Low Low
release
Vulnerabilit
y -tO future Mediu Medium
climate m
change
Biodiversity Low Mediu
Risk
Energy Low  Medium Low * Med|u
Penalty
Land Low Medium

Pressure




Climate Mitigation Modelling Options

Modelling future climate-energy-economy outcomes of potential choices through time
can assist decision-makers. There are a multitude of complex IAMs and energy
system modelling options. A summary of some models used with descriptions and
considerations can be seen in Table 2.

Table 2: An overview of model options used in climate mitigation research

Model Description

Employs socioeconomic, physical climate, damage
function and discounting modules to estimate mitigation
Benefit-cost analysis pat hways providing a not i
benefits over costs. The results, including estimates of a
social cost of carbon (SC-COR), tend to vary considerably.

Used in economic climate mitigation modelling, assumes
that a target will be met with high certainty. Analysis then
identifies the least notional cost pathway among

Cost effectiveness alternatives that all meet that specific target constraint.

analysis Within a cost-effectiveness framework, near-term policies
need to be aligned with a high probability of meeting a
climate target, otherwise they cannot be judged to be cost-
effective.

Detailed models of energy systems, including primary
sources, conversion processes and final uses, allowing
identification of alternative configurations (including
evolution over time) that meet given energy use

Energy system models requirements and other constraints (such as GHG
emissions). They typically incorporate cost-effectiveness
modelling to rank or select among alternative
configurations and transformation pathways that meet the
given constraints.

Accounts for decision-making, carbon lock-ins and cultural
Multi-level perspective path dependence. May result in more policy relevant
models analysis, especially if stringent mitigation carbon quotas
are not reflected effectively in near-term policy

Consider all greenhouse gas emissions associated with a
Life cycle assessment defined system (e.g. bioenergy crop production system),
(LCA) particularly to assess the GHG intensity per unit energy
output.




Decision-making and risk assessment

WB2C targets imply absolute limits on future use of fossil fuels and on fossil fuelled
economies. Decision-making within a risk assessment framework, given the WB2C
global carbon budget, means restrictive management measures (e.g. equitable carbon
guotas) are now advisable. In decision analysis, due to the plausible probability of
severe climate impacts on global systems the difficulty of how to meet WB2C emission
paths is secondary to the physical requirement of meeting the quota. Despite the
scientific certainty that absolute reductions in emissions are required for effective
climate change mitigation, uncertainty avoidance and short-termism among decision-
makers in public and corporate governance are common. Policies that lead to inaction,
delayed action, or insufficient action may result in politically unfeasible pathways,
stranded assets, higher costs, or, ultimately, impacts that overwhelm feasible
adaptation (locally or globally).

Achieving deep decarbonisation: role of NETs

Effective governance needs to enable climate change mitigation and prevent rebound
effects. Regulation and carbon taxes continue to be strongly resisted by many actors
in global, regional and national governance. Carbon markets and market-based
carbon pricing (flexible mechanisms) are increasingly used globally, but their
effectiveness in achieving verifiable mitigation is strongly contested. Carbon
accounting, particularly in land use, is complex and often contested or questionable.
Policy dependence on negative emissions requires policy statements committing to
defined and quantified investment time-steps in research, institutional design, legal
enabling and pilot project delivery. In the likely scenario that NETs are required to stay
within a WB2C global carbon budget, CCS is an essential technology development
priority because land-based NETSs, targeting biogenic storage (SCS, AR, BC), have
limited long-term value due to saturation and impermanence. Strong Monitoring,
Reporting and Verification (MRV) is an additional consideration for NETs, and may be
a significant cost for these NET options. Developing effective NETs at the speed and
scale necessary to meet a WB2C carbon budget, even allowing for target overshoot,
may have profound social, environmental and economic implications, especially due
to competition with traditional agriculture and biodiversity.

Potential for Ireland

Annual COF emissions for Ireland are now over 40 MtCOF yrl. Current projections
predict continued rising emissions to 2035, indicating failed decoupling from economic
growth may continue to outweigh any incremental improvements in carbon intensity.

Il n Chapter 8, five model s ar e c onsfrothée
WB2C aligned global carbon budget (Figure 1). The models consider different
weightings of inertia and equity. The remaining nett carbon equity quota for Ireland is
estimated to be less than 600 MtCOF as of end 2017, which will be exhausted in less
than 15 years at the current annual rate of emissions. And even a maximum inertia

ed
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carbon quota of 1000 MtCOFwi | | still be exhausted before
COF quota would require an exponential reduction rate in nett annual emissions of

over -4% yr* for inertia to over -7% yr! for equity. Current projections estimate COF

emissions instead increasing at rates of +0.5% yr! to +1.3% yr! and indicative figures

from 2016 show annual Irish emissions increased by 3.5% yrtover 2015. Il rel
current emission projections therefore imply either tacit commitment to very rapid,

large-scale, deployment of NETs, or quantitatively inadequate mitigation policy

(relative to the committed Paris Agreement temperature goals).

Inertia Quotas

1000
Blended
800 Quota
Total Equity Quotas
future 600
CO,
emissions
in
MtCO,
200
0
M1 M2 M4 M2 M1 M2 M3 M3
Inertia  Inertia  Inertia Blended Equity Equity  Equity NETs
RRexp 4.5% 4.3% 4.1% 5.5% 7.1% 7.5% 6.7% 7.0%
Figurel: Esti mates of I relandds carbon quota (

budget) based on four distinct models (M1-M4) with varying weightings of inertia
and equity. Percentage labels: Indicative annual emissions reduction rates
required.

The most immediately deployable NETs options for Ireland are afforestation and soil
carbon management. These are technologically mature and entail relatively low costs.
However, these rely on impermanent land sequestration that may saturate within 20
years and will require continued MRV resources thereafter to retain the stored carbon.

Enhanced weathering may also be a theoretically feasible near-term option for Ireland,
as it is technologically ready. However, it requires significant energy input, and would
only yield nett negative emissions if energy for mining, grinding and transport becomes
available from very low carbon sources.

Fossil Fuel with Carbon Capture and Storage (FFCCS) has been preliminarily
investigated for Ireland, with promising storage potential understood from the Kinsale
gas field. On this basis, Ireland could potentially deploy BECCS in future provided land



area was available for bioenergy crops. As well as the significant undertaking of
developing CCS infrastructure in Ireland, BECCS would also require major expansion
of reliable bioenergy production and integrated greenhouse gas accounting
mechanisms in place for biomass productions systems and energy use. Direct Air
Capture with CCS may also be an option for Ireland, but is currently technologically
immature, requires very low carbon energy inputs, and appears prohibitively
expensive.

Assuming all policy, cost and socio-economic barriers to deploying NETSs in Ireland
were overcome, a preliminary assessment of theoretical NETs capacity in Ireland is
estimated, on the basis of a notional land resource of up to 550,000 ha (16% of
agricultural land) being available to terrestrial NETs (Figure 2). This exercise finds the
highest individual NETs capacities could be achieved from development of BECCS
and DACCS; lower capacities are from afforestation, enhanced weathering and soll
carbon management, including biochar, which are time-limited primarily due to the
saturation effect.

400 -

300 -

200 -

100 - I
0 -

BECCS AR Biochar DACCS EW

MtCO2

Figure 2: Estimated total cumulative CO Fremoval capacity of NET options in Ireland
up to 2100, based on land area availability of 550,000 ha where relevant, and
DACCS potentially being deployed to the same CO Fremoval capacity as BECCS.



Preliminary Conclusions

The most viable preliminary strategy that emerges for deploying NETs in Ireland,
consistent with an explicitly Paris-aligned COF nett emissions pathway, appears to be
to maximise AR capture and storage now (at least up until 2035, with minimal harvest)
while supporting the development of BECCS, with the view to allocating AR harvest
biomass (beyond 2035) to BECCS when CCS costs are lowered and Irish soil carbon
and forestry stock have saturated. However, if BECCS does not become ready or
remains infeasibly expensive, the use of AR is limited by saturation and will only
remove carbon up until a certain time limit (c. 20 years), after which no additional
significant removals can be assumed. Additionally, carbon removed by AR is stored
as biomass and soil carbon which is vulnerable to re-release and will require continued
maintenance, monitoring and protection.

Hence, while this work informs policy discussions about the potential capacity for
NETs in Ireland, the limitations imposed by permanence and saturation render NET
options that are currently available (AR and SCS) high risk. Technological uncertainty
and high costs render alternative options (BECCS and DACCS) presently unavailable
at significant scale, and are therefore high risk to depend upon. Furthermore, Irish NET
capacities estimated herein fall well short of the implied requirements of the emissions
gap between estimated Irish COF quotas and currently projected gross Irish COF
emissions.

Therefore, while our results indicate that NETs in Ireland may have significant carbon
removal capacity and contribute towards achieving future net emission targets, the
highest priority and emphasis of Irish climate mitigation actions must continue
to be immediate, significant and sustained gross emission reductions.
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Abbreviations and Acronyms

AD: Anaerobic Digestion of biomass and bioliquid to produce biogas.

AR: Afforestation and Reforestation: Land-based CDR aiming to increase the carbon
stock in forest trees and soils.

ARS5: The Fifth Assessment Report by the IPCC, published 2013 to 2014, composed
of three working group reports and a synthesis report, with summaries for policy-
makers (SPMs)

atmCOF Concentration of carbon dioxide in the atmosphere in parts per million
ALCA: Attributional Life Cycle Analysis
BAU: Business As Usual.

BC: Biochar, made by pyrolysis of biomass producing energy and recalcitrant carbon
for addition to soils.

BCA: Benefit Cost Analysis. Also called CBA. Optimises future mitigation and damage
costs and benefits. Usually stated as a Net Present Value, as for the SC-COF.

BECCS: BioEnergy with Carbon Capture and Storage. Burning biomass in large
electricity generating stations (possibly also using the waste heat) and also
capturing the COFto produce energy with nett negative lifecycle emissions.

CBDR+tRC:A Common but differentiated responsi bi
key phrase in the UNFCCC concerning equitable climate policy action.

CBA: Cost Benefit Analysis. Also called BCA.

CBT: Carbon Border Tax

CCAC: Climate Change Advisory Committee, an expert advisory group set up under
|l rel andés Climate Action and Low Carbon

CCS: Carbon Capture and Storage. Methods that achieve capture of COF from flue
gases or from the atmosphere, followed by transportation by pipeline and then
injection into geologically secure storage.

CDM: Clean Development Mechanism. The largest system of carbon permit emissions
trading defined by the Kyoto Protocol, aiming to enable global mitigation at lower
cost.

CDR: Carbon Dioxide Removal. Managed removal of COF from the atmosphere to
secure geological sinks by CCS and to less permanent sequestration in land
sinks.

CEA: Cost Effectiveness Analysis. Assumes a target is met (implying infinite cost for
failure).

CER: Certified Emission Reductions, certificates of emission reductions related to
Kyoto CDM projects.
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CLCA: Consequential Life Cycle Analysis

COE Carbon dioxide, the main greenhouse gas targeted by climate mitigation policy
due to the millennial scale global warming due to cumulative COF emissions.

COFe: Carbon dioxide equivalent. Use to include COF and all GHGs (including
methane and nitrous oxide) in emissions totals. GWP100 is generally the
conversion metric.

CoP: UNFCCC Conference of the Parties (next is Nov 2015, Paris)O
DAFM: Department of Agriculture, Food and the Marine

DACCS: Direct Air Capture with Carbon Capture and Storage. CDR by extraction of
COFfrom air using alkali media, followed by transport and storage.

DCCAE: Department of Communications, Climate Action and Environment

DECLG: Department of Environment, Community and Local Government

DECC:UKb6s Department of Ened gy and Cli mate

DICE: A climate-economy BCA model.

EPA:l r el and 06 s tdEProtectioroAganeyn

ERU.Emi ssi ons Reduction Units, related t
ESM: Energy System Model or Earth System Model

ESOM: Energy System Optimisation Model

ESR: Effort Sharing Regulation of the European Union describing national targets for
non-ETS emissions reduction by 2020 and as proposed for 2030.

ETS: Emissions Trading Scheme of the European Union covering large GHGs
emitters with EU targets for aggregate EU ETS emission reduction.

EW: Enhanced Weathering using crushed ultrabasic silicate rock for CDR.
FFCCS: Fossil Fuel with Carbon Capture and Storage
FUND: A climate-economy BCA model.

GHG: Greenhouse Gas. A trace gas in the atmosphere that contributes to absorbing

and retaining reflected solar energy (the greenhousee f f ect ), keeping

surface warmer than it would otherwise be.
GGR: Greenhouse Gas Removal (typically synonymous with CDR or NET).
GMST: Global Mean Surface Temperature (as averaged from observations).

GWP: Global Warming Potential. A factor to compare different GHGs relative to the
time-integrated radiative forcing of COF over a period. In UNFCCC accounting
GWP100 is for a 100-year comparison. GWP and other metrics produce very
different comparison values depending on time horizon and gas properties.
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HANPP: Human Appropriation of Net Primary Production. The proportion of NPP used
by humans for food and energy production.

IAM: Integrated Assessment Models. Analytical models combining climate models
with global, regional or national modelling of economic growth, energy-use and
technologies. Used to develop scenarios informing policy options.

IEA: International Energy AgencyO

IPCC: Intergovernmental Panel on Climate ChangeO

LCA: Lifecycle Cost Analysis

MMV: Measurement, Monitoring and Verification

MRV: Measurement, Reporting and Verification

Nett: Here used to describe total emissions minus total removalsO

NFO: Nitrous oxide, a potent GHG with a GWP100 of 298 compared to COF=1.

NETs: Negative Emissions Technologies. Methods that on a lifecycle basis achieve
greenhouse gas removal (GGR) from the atmosphere.

NGO: Non-Governmental Organisation
NMP:Nati onal Mitigation Plan. | ©Oel andos

Non-ETS: Non-traded national domestic emissions (transport, agriculture and
buildings, limited by the EU 2020 target of a 20% reduction relative to 1990.0

NPP: Climate Action and Low-Carbon Development National Policy Position. This is
the Governmento6s current mitigation

NPP: Net Primary Production of biomass by photosynthesis (globally, nationally or by
area).

OA: Ocean Alkalinisation. The addition of crushed basic rock to enable CDR.
ppm: parts per million

PAGE: A climate-economy BCA model.

PRG: Perennial Rhizomatous Grasses, such as Miscanthus

RES-E:EU 2020 Renewable energy penetration target for Electricity (for Ireland)
RES-H: EU 2020 Renewable energy penetration target for Heat (for Ireland)
RES-T: EU 2020 Renewable energy penetration target for Transport (for Ireland)
RDD&D: Research, Development, Deployment and Diffusion,

RF: Radiative Forcing. A measure of the heat trapping (energy imbalance) effect of
atmospheric greenhouse gases or other climate pollutants; measured in Wm-2,

SC-COE Social Cost of Carbon Dioxide (also called the Social Cost of Carbon, SCC).
A Net Present Value produced using BCA methods.

mitig



SCS: Soil Carbon Sequestration. Increasing carbon stocks in soils through improved
land use management and the use of different crops or grasses.

SEAI:Sustainable Energy Authority of IrelandO

SOC: Soil Organic Carbon

SPM: Summary for Policy-Makers, particularly the SPMs from the IPCC Assessment
Reports.

SRF: Short Rotation Forestry, such as willow coppice.

SSP: Shared Socioeconomic Pathway: part of a modelling framework to facilitate the
integrated analysis of future climate impacts, vulnerabilities, adaptation, and
mitigation. The framework is built around a matrix that combines climate forcing
on one axis (as represented by the Representative Forcing Pathways) and socio-
economic conditions on the other. Together, these two axes describe situations
in which mitigation, adaptation and residual climate damage can be evaluated.

tC: tonnes of carbon (1 tC is equivalent to 3.67 tCOFin the atmosphere).
TCRE: Transient Climate Response to cumulative carbon emissions.
tCOF tonnes of carbon dioxide.O

UNFCCC: United Nations Framework Convention on Climate Change

WB2C: Avell Bel ow 2U0CO. Used as an abbrevi
temperature goal of limiting global warming relative to pre-industrial GMST. In
terms of cumulative carbon emissions, a WB2C limit is typically interpreted as
ensuring a 66% probability of not exceeding a 2°C rise, and is quantitatively
similar to the budget for ensuing a 50% probability of not exceeding 1.5°C.

WG: IPCC Working Group. The IPCC has three Working Groups: WG1 reporting on
the physical science of climate change; WG2 reporting on the observed and
future impacts of climate change, and possible adaptation actions; and, WG3 on
mitigation examples and options.

WMGHGs: Well Mixed Greenhouse Gases: carbon dioxide (COF), methane (CH}W,
nitrous oxide (NFO) and ozone. These GHGs rapidly disperse through the
troposphere once emitted

WTO: World Trade Organisation
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1 Climate and policy context for Negative Emissions
Technologies

Summary
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1.1 Introduction

Through the United Nations Framework Convention on Climate Change, the UNFCCC, the

worl dés nations accept that rapid gl obal war I
burning of fossil fuels and land-use choices, resulting in escalating, negative climate change

impacts to human and natural systems (IPCC, 2014). Based on overwhelming observational

and modelling evidence, from multiple sources in climate science, bioscience and ecology,

the IPCC is categorical in its scientific advice to policy-makers:

Continued emissions of greenhouse gases will cause further warming and
changes in all components of the climate system. Limiting climate change
will require substantial and sustained reductions of greenhouse gas
emissions. (IPCC AR5 WG1, 2013, p. 19 SPM).

In signing and ratifying the Paris Agreement, the nations of the world are now collectively
commi tted to policy action Ain accordance wi't
equityo, that will achieve a gl oimanggladbad meam b o n i
surface temperature to-imwdalsitrbeallow ex@C sadb awnd
to |imit the temper dWNFCGE, 2015)c Bakeatifically, these thrgess A C 0
translate to absolute carbon budget limits on future global nett COF emissions. However, if
continued at current rates, global COF emissions will rapidly exhaust such a budget and

even with radical emission reductions the Paris goals may rapidly become unattainable

unl ess sulgtadntviealemdrssi ons t ec h ndevelopgd te bed , N E
available at increasingly substantial scale starting in the very near-term. Some modelled
estimates suggest the potential requirement for annual carbon dioxide removal (CDR) of

billions of tonnes from the atmosphere to permanent geological storage or to less-permanent

soil or forestry sequestration.

Political global agreement on stated target temperature limits to warming has now clarified

the meaning of t he 01 ev e heborigtha NRCCD abjéctive,no t h e
stabilise figreenhouse gas concentrations in t
dangerous anthropogenic i nt e nUNECGCE Mg Articlie 2)h t he
The evident serious impacts already being seen at 1°C of warming (Yan et al., 2016) 1

including heat waves of increasing duration and intensity (Diffenbaugh et al., 2017),
accelerating ice loss from the cryosphere (Ch. 4 IPCC AR5 WG1, 2013, pp. 3191 320) and
escalating global coral bleaching due to El Ninos boosted by ocean warming (Hughes et al.,

2017) 1 are confirming past projections for impacts on human and natural systems stated in

the AReasons for Concerno from (ChE®6IPEBCARSThi r c
WG2, 2014, pp. 106611079). As reported in AR5, further re
for Concerno has revised temperature threshol
impacts are likely to occur before reaching 2°C warming. Furthermore, Article 4 of the Paris
Agreement states:

In order to achieve the long-term temperature goal set out in Article 2,
Parties aim to reach global peaking of greenhouse gas emissions as soon
as possible, recognizing that peaking will take longer for developing country
Parties, and to undertake rapid reductions thereafter in accordance with



best available science, so as to achieve a balance between anthropogenic
emissions by sources and removals by sinks of greenhouse gases in the
second half of this century on the basis of equity, and in the context of
sustainable development and efforts to eradicate poverty. (UNFCCC, 2015
Article 4)

Reported global COF emissions dlat lineddin 2014 to 2016, largely due to economic
conditions in China, but then rose by 2% in 2017 (Quéré et al., 2017) so may or may not be
close to an ultimate peak. However, for a chance of 2°C developed nations, particularly, will
need to now make rapid reductions toward nett zero COF emissions. The cumulative
radiative forcing effect of COFplaces severe limits on future global emissions if temperature
targets are to be met. Continuing global emissions at the current historic high of about
40 GtCOFyr! implies that increasingly steep decarbonisation rates will be needed to meet
the politically agreed temperature targets (Matthews et al., 2017) unless unfeasible amounts
of negative emissions are included.

1.1.1 The possible role of negative emissions in mitigation pathways

Scenario modelling of possible global transformation pathways shows that extending limited
future use of fossil fuels while enabling a 50% chance of limiting to 1.5°C, or to well below
2°C (at least a 66% chance) will very likely require substantial amounts of negative
emissions, starting even well before 2050 (IPCC AR5 WG3, 2014, p. Ch. 6). Even though
CCS and especially BECCS are unproven at the supposed scales, Integrated Assessment
Mo d e | gl obal scenari ool iimictliudg t aRFg@Splanismib e Ir
to reduce emissions from fossil fuel and industrial processes, and BECCS generating plants
to enable dispatchable electricity production with negative emissions (Peters and Geden,
2017). Planned large-scale carbon dioxide removal in land use and by more technologically
complex NETs is assumed in IPCC climate-energy economic modelling but assessments
focused on their potential, trade-offs and limitations in specific countries such as Ireland are
missing (Fuss et al., 2014a). Global policies relying on these scenarios therefore tacitly
assume large scale, early deployment of NETSs, but NETs are technologically unproven and
are not referenced in Nationally Determined Contributions, the pledges of the Parties to the
Paris Agreement, so policy needs to move from targets to implementation of commensurate
climate action, with or without NETs (Knopf et al., 2017). Therefore, Ireland and the EU, and
all other nations, will quickly need to articulate a policy viewpoint of their own on negative
emi ssions that widd miltiigganttb goantitathecpailewdy options
meeting the Paris Agreement (Rogelj et al., 2016a), including the extent to which negative
emissions are being relied on within likely estimates of national carbon quotas equitably
derived from the global carbon budget (Gignac and Matthews, 2015).

Over the past decade the recognition that negative emissions may be required to meet
climate stabilisation targets has spurred a very rapidly expanding research literature (Minx
et al., 2017) examining the global potential for negative emissions technologies to remove
COFfrom the atmosphere and then store it, either in geologically secure reservoirs or, less
dependably, in land-based sequestration in forests or soils (IPCC AR5 WG1, 2013).
However, other than afforestation and unintended ocean fertilisation due to pollution, NETs
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remain largely undeveloped, or difficult to monitor as in soils. Carbon capture and storage,
essential to BECCS and DACCS, is a working technology but low carbon prices and risk
allocation for long term storage continues to limit deployment levels, especially compared to
the large amounts of COF storage being included in modelled low-COF concentration
scenarios i up to 4000 plants by 2030 compared to only tens planned by 2020 (Peters et
al., 2017, p. 121).

1.1.2 Types and implications of Negative Emission Technologies (NETS)

Defined by basic pathway process, NETs can be classed as biogenic (plant or algal) or
chemical based on alkali COFreactive media (Lenton, 2014). Biogenic methods can be
plant-based including Afforestation/Reforestation (AR) or BioEnergy with Carbon Capture
and Storage (BECCS), burning biomass in power stations for energy and capturing and
storing the exhaust COF, or algal-based methods, such as algal-BECCS and ocean
fertilisation. Chemical alkali-based methods, include Direct Air Capture (passing air over
alkali media), and Enhanced Weathering, grinding up basic and ultra-basic silicate rocks for
spreading on land or ocean to absorb COF In practical terms, NETs range between changes
in land use practices (requiring relatively low technology and landscape-wide adoption in
farming and forestry to achieve increased, long term, carbon storage in biomass and soils)
to more highly engineered methods and facilities, including large power plants for BECCS
and distributed units as in DACCS (Smith et al, 2015). Figure 1.1 shows NETs types,
pathways and stages.

Biological Pathways Chemical Pathways | Pathway stage
Direct air or cOo .
Plants sea capture reactive Stage 1:
. machines minerals Capture
Transformation Approach: Transformation Approach:
Increase total plant stocks Sustainable harvest of plant stocks
iR Pyrolysis Energy
+CCS Stage 2:
e | Pure Transformation
Restorati
e * S compressed
Carbon . CO2
sequestering Biochar i
agriculture : -l
S — * _____ ¥ — = .* _______ —_— Y_ 1l =o————=
Ecosystems and Soils Ctlans Solid carbon St 3:
y formations products age "
A A Sequestration

Figure 1.1 Negative emission technology types, pathways and stages. (Adapted from
Deich, (2015).

Comprehensive assessment is urgently needed to examine NETs technical potential but
also the social, economic, governance and engineering constraints to delivering carbon
dioxide removal in reality (Lenton, 2014, p. 73). As Fuss et al. (2014a) set out, national-level
research to establish the real-world feasibility for NETs T in the context of global climate
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action and sustainable development goals 1 is now critically important to examine and trial
the technical potential, land-use implications, socio-political acceptability, and likely costs
for negative emissions. Balancing the implications of climate action and inaction, for current
generations and future ones, policy decisions to enable investment to investigate, deploy
and achieve substantive negative emissions may have to begin now, in parallel with deep
decarbonisation of ongoing fossil fuel and land use GHG emissions (Hansen et al., 2016).

1.2 Anthropogenic greenhouse gas emissions

Despite the complexity of Earthos climate sys
arrived at understanding a surprisingly straightforward emergent property for the specific
role of COFE global temperature rise is approximately linearly related to total cumulative
anthropogenic emissions of carbon dioxide, such that every additional unit of COF emitted
to the atmosphere produces a corresponding increment of warming (IPCC, 2013, p. 1033).
Human extraction and burning of fossil fuels takes carbon out of geologically secure stocks
in the geosphere and adds it to the atmosphere and biosphere; deforestation and soil
degradation also cause emissions due to nett loss of stored carbon. Unless NETs can be
developed to achieve substantial COF removal then a large proportion of the atmospheric
COF addition remains in the atmosphere, causing energy imbalance, and therefore global
warming with ongoing climate change that is essentially irreversible on human timescales
(IPCC, 2013, WGL1 Ch. 12). Limiting COFemissions quickly has a beneficial effect in limiting
temperature change within ten years (Ricke and Caldeira, 2014) and limiting total future
emissions will correspondingly avoid a related amount of global warming and potentially
avoid tipping points toward non-linear change in the climate system such as ice sheet melt
in Greenland and West Antarctica (Clark et al., 2016).

The Global Carbon Budget, a cooperative effort of the international climate science
community (Le Quéré et al., 2016 is the eleventh annual publication) summarises emissions
since 1750, giving an in-depth annual update of human-caused emissions as they perturb
the stocks and flows in the natural carbon cycle. Note that the annual global carbon budget,
of fluxes between geologic, land, ocean and atmospheric carbon stocks, needs to be
distinguished from the cumulative global carbon budget corresponding to limiting global
warming to a specified temperature. For fossil fuel updates the Global Carbon Budget relies
on data from the annual BP Statistical Review of World Energy (BP, 2016).

UNFCCC inventory data is reported for the territorial usage of each major type of fossil fuel
(coal, oil and gas) and territorial land-use carbon flows. Each new Global Carbon Budget
assessment assembles observed data for the global carbon budget in the previous year and
gives a projection of fossil fuel emissions for the current year. The anthropogenic emission
sources and their sinks necessarily satisfy the following balance equation as given by the
assessment:

Err + ELuc = GaTm + Socean + SiLanp

The annual added increment of carbon dioxide from fossil fuels and cement Err and from
land-use change ELuc are emitted to the atmosphere, where about 45% remains as the



amount Gatm added each year to past atmospheric COFaccumulation. The remaining 55%
is absorbed from the atmosphere, approximately evenly, by the ocean and land sinks,
Socean and Sianp respectively. If global nett negative emissions were achieved then the
overall flows would be reversed: carbon dioxide removal from Garm to store COFin land
sequestration and in geological storage would result in incremental degassing from the
ocean and land sinks back into the atmosphere, such that the full amount of previous
emissions (not just the amount retained in Gatm) needs to be removed to cancel the warming
effect.

On average for 2006 to 2015, fossil fuels use and other industrial processes emitted 9.3
0.5 GtC yrl, land-use change contributed 1.0 0.5 GtC yrl. In total, these emissions
resulted in an annual increase in accumulated atmospheric carbon of 4.5 +0.1 GtC yr?
(adding more than 2 ppm yr! to the atmospheric concentration of COF. Decadal flow
averages are provided from 1960. Cumulative emissions of COFfrom fossil fuel and land-
use sources are totalled up to the current year since 1750, the nominal start of
industrialisation, and since 1870 (the IPCC reference year relevant to available data on
global temperatures).

Prior to industrial i sati on the human perturbation of

have been generally small, other than significant land-use change such as deforestation.
(Land-use change in GHG accounting is taken to mean a substantive change in long term
land-use classification and does not include temporary changes in stocks or flows such as
clear-cutting of forestry that will be replanted.) Since industrialisation began in the late 18th
century, atmospheric concentrations of greenhouse gases, especially COF, have steadily
increased due to human-caused emissions from fossil fuels and land use change 7 in the
case of COF, from about 277 parts per million in 1750 to 399 ppm in 2015 (Le Quéré et al.,
2016). From 1870 up to 2016, the cumulative total of COF emissions released by humanity
has been 565 + 55 GtC (2,075 + 205 GtCOR), about 75% from burning fossil fuels and 25%
from land-use change. Greenhouse gas concentration in the atmosphere today exceeds
levels from the last 800,000 years. From 1750 to 2011, 375 Gt of carbon has been released
from fossil fuel combustion and cement production, with 9.5 GtC released in 2011 alone (Le
Quéré et al., 2016). A further 180 GtC has been released from land use change. Of this,
240 GtC has accumulated in the atmosphere, with the remaining re-absorbed by the ocean
and terrestrial systems. The human caused perturbation has increased COF, CH4and NFO
concentration by 40%, 150% and 20% respectively, from 1750 to 2011.

1.3 Impact of GHG emissions on climate and natural systems

1.3.1 Recorded and current impacts

The IPCC show ongoing increases of the global mean surface temperature (GMST) since
the late 19" century, including warming of the troposphere and cooling of the stratosphere
since the mid-20" century, and warming of the upper ocean since 1971 (IPCC AR5 WG,
2013). The radiative energy flux of the earth has become imbalanced, with more solar
energy entering than leaving, since at least 1970 and notable changes in wind circulation
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patterns can be seen. Changes have also been observed in precipitation and sea surface
salinity. In ice extent, there has been significantly decreased Arctic and slightly increased
Antarctic sea ice extent and glacier size and snow cover extent have been decreasing.
Global mean sea level has risen by 0.19m from 1901-2010. Globally there has been an
increase in frequency and strength of extreme weather events. Heat waves and heavy
precipitation events have been more frequent, droughts have been worse and lasted longer
and floods have been larger. Oceanic uptake of carbon has resulted in acidification, with
significant ecological consequences. Oceanic oxygen concentration has decreased.

The change in climate observed is driven by increased radiative forcing due to
anthropogenic activity: increased greenhouse gas concentrations due to fossil fuel burning
and land use changes causing warming, and increased aerosol pollution, which in aggregate
causes a lesser, offsetting cooling effect. Climate change influence on water,
biogeochemical and carbon cycles may cause positive or negative feedback effects on
increasing global mean temperature.

1.3.2 Future disruption to climate and natural systems from anthropogenic GHG
additions

Near term changes in climate projected are sensitive to aerosol emissions, especially at a
regional scale and in relation to the hydrological cycle. The global mean surface temperature
is projected to increase by 0.3-0.7°C from 2016-2035. Consequently, increased duration,
intensity and spatial extent of heat waves is likely. Other near-term projected changes
include higher mean zonal precipitation in high and mid latitudes, increased heavy
precipitation events, changes in atmospheric circulation patterns, increased ocean
temperatures and an ice free Arctic Ocean.

Long term climate changes projected include continued rising of globally mean
temperatures, the extent of which depends strongly on future GHG emission pathways. With
increased GMST, precipitation will increase generally with more frequent and intense
extreme precipitation events, decreased Arctic sea ice is expected, with possible decrease
in Antarctic sea ice also, permafrost will decrease, snow cover area will reduce, and ocean
temperatures will warm. The ocean will continue to uptake COF, positive feedback from loss
of carbon from frozen soils will occur, nutrient shortage will limit terrestrial COF sinks, ocean
oxygen content will continue to decrease, and global mean sea level will rise. Monsoons are
likely to increase.

WG2 of the IPCC observed risks of altered hydrological cycles affecting resource availability,
altered behavioural patterns or biodiversity, negative impacts on crop yields, increased
climate extremes, increased vulnerability due to conflict. Potential future risks include
intensified competition due to reduced renewable surface and groundwater resources,
increased extinction risk of species, irreversible change in composition of ecosystems,
submergence and flooding from sea level rise, marine ecosystem degradation from ocean
acidification, disrupted crop production and undermined food security and stability, negative
human health impacts, increased displacement of people, increased conflict risk and slowing
economic growth.



1.4 The Paris Agreement

Within the 2015 Paris Agreement (UNFCCC, 2015)par ti es agree to hol d

global average temperature to well below 2°C above pre-industrial levels and pursuing

efforts to limit the temperature increase to 1.5°C 6 . The parties agree

emissions as soon as possible, preserve and enhance greenhouse gas sinks and reservoirs,
use voluntary international cooperation to reach national mitigation targets, enhance global
adaptive capacity, minimise loss and damage, provide financial assistance from developed
parties for developing parties, share technology, build capacity, enhance climate change
education and public awareness, develop an enhanced transparency framework for action
and support, periodically take stock of the implementation of the agreement and establish
an implementation mechanism. Mechanisms for implementation involve developing
voluntary Nationally Determined Contributions (NDCs), taking stock every 5 years and
developing more ambitious new targets to peak GHG emissions as soon as possible and
achieve net-zero carbon in the second half of the century.

1.5 The gl obal <c¢ar bwenl Ibubdegleaw f2oU C i
Aglobalcar bon budget is the 6finite quantity

of

chosen O6safed temper @vaaDougall ethla201be The dpprexsnateyl d 6

linear response of long-term global warming to cumulative carbon emissions enables an
estimated likely (66%) chance of constraining warming to below 2°C if the total global carbon
budget does not exceed 1000 GtC (3670 GtCOFR) from the year c. 1870 onwards (Summary
for Policy-Makers, IPCC AR5 WG1, 2013, p. 27). Le Quéré et al. (2016) estimate cumulative
emission from 1870-2016 are 565 +£55 GtC (2075 +205 Gt COR), with 75% from fossil fuel
and industry, and 25% from land use change. The estimated carbon budget is 590i
1240 GtCOFfrom 2015 onwards while current COFemissions are about 40 GtCOFyr?; from
2017, ~800 GtCOFremains in the carbon budget (Rogelj et al., 2016c). Rogelj et al. describe
how, due to uncertainties in climate sensitivity, non-COF emissions and future emission
pathways, different types of climate model give carbon budget values or ranges, either: up
to the time when the temperature target level is exceeded as Threshold Exceedance
Budgets (TEBs, derived from complex climate models; or, as Threshold Avoidance Budgets
(TABs) for avoiding the temperature target level of warming based on scenarios run on
simple climate models, allowing for radiative forcing by non-COF emissions; see Table 1.1
below (AR 5 Synthesis Report IPCC, 2014 Table 2.2).



Table 1.1: Cumulative CO Femission ranges from 1870 and 2011 in GtCO Fconsistent
with limiting warming to less than stated temperature limits at different levels of
probability (reproduced from IPCC 2014 AR 5 Synthesis Report Table 2.2)

Cumulative CO, emissions from 1870 in GtCO,
Net anthropogenic warming ° <1.5°C <2°C <3C
Fraction of simulations 66% 50% 33% 66% 50% 33% 66% 50% 33%
meeting goal ®
Complex models, RCP 2250 2250 2550 2900 3000 3300 4200 4500 4850
scenarios only ¢
Simple model, WGIII No data 2300 to 2400 to 2550 to 3150 2900 to 2950 to na.® 4150 to 5250 to 6000
scenarios 2350 2950 3200 3800 5750

Cumulative CO, emissions from 2011 in GtCO,
Complex models, RCP 400 550 850 1000 1300 1500 2400 2800 3250
scenarios only ¢
Simple model, WGlIl No data 550t0 600 | 600to 1150 | 750 to 1400 1150 to 1150 to na.c 2350 to 3500 to 4250
scenarios ¢ 1400 2050 4000
Total fossil carbon available in 2011 f: 3670 to 7100 GtCO, (reserves) and 31300 to 50050 GtCO, (resources)

The carbon budget is a robust and simple concept that can be used to inform emission
pathways to meet the 2°C target (MacDougall et al., 2015). In providing stated carbon budget
ranges, it effectively links climate response, economics and equity. It also incentivises
decoupling of economic growth and fossil fuel burning, aiding the design of a low carbon
global economy (Messner et al., 2010). While intuitively appealing, calculating the carbon
budget is complex so it is impossible to assign a unique or precise budget to a given
temperature target (Anderson and Peters, 2016). The carbon budget is sensitive, and may
fluctuate in response to additional factors such as non-COF climate forcing and permafrost
melting (MacDougall et al., 2015). Hence while effective in facilitating policy making and
developing emission pathways, there are inconsistencies in the budget ranges quoted for
1.5°C and 2°C temperature limits (Peters, 2016). As discussed further in Chapter 2,
distributing the carbon budget through time to reach and maintain zero nett emissions is
likely to require agreed multilateral allocation among nations and through time that will need
to be managed in a fair and transparent way (Messner et al., 2010). Knutti et al. (2017)
provide a thorough review of climate sensitivity estimates.

1.5.1 Climate sensitivity and velocity in relation to the global carbon budget

The equilibrium climate sensitivity, ECS (defined by the longer-term surface temperature
response to a doubled atmCOFconcentration) continues to have a wide scientific uncertainty
range due to the multiplicity of variables in the climate system. This has been considered as
a reason to delay mitigation action but in fact it is of little relevance to near-term climate
policy as even if ECS values were to be at the lower end of the range this would only
postpone exceeding 2°C by about 10 years if emissions continue at current levels (Rogel
et al., 2014a). Lower ECS values, estimated based on historical temperature and weather
observations for the past hundred years, fail to account for multi-century, climate system
responses that only contribute 1 to 7% of current warming but ultimately dominate warming
toward the long-term equilibrium calculated for doubled COF (Proistosescu and Huybers,
2017). This finding shifts the ECS values significantly upward to a range of 2.2°C to 6.1°C



(5-95% confidence interval), and increases the risk assessment. Continued unrestricted
burning of fossil fuels could easily result in atmCOF concentrations well beyond 550 ppm,
potentially reaching two doublings of COFabove pre-industrial implying far greater eventual
warming than the commonly stated climate sensitivity range for a single doubling.

Both the global carbon budget (the total amount of future COF emissions) and climate
velocity (the speed of global and local change due to continued high annual emission rates)
are relevant in policy to enable societal low carbon transition pathways and the required
adaptation of vulnerable human and natural systems (IPCC AR5 WG2, 2014, pp. 9241 927
Ch. 16.6). As is being seen now in the accelerating global bleaching of coral reefs, high
6cl i mat e c h a,nrates ofwarend global \waergng) are causing mounting stress
for natural systems that is likely to exceed the adaptation limits of many ecosystems
(LoPresti et al., 2015). Of greater relevance to near-term climate policy are the transient
climate response (TCR) at the exact time of doubled COFand the transient climate response
to cumulative carbon emissions (TCRE), likely between 0.8°C and 2.5°C per 1000 GtC
(3,670 GtCOR), the basis for the probabilistic carbon budgets (IPCC AR5 WG1, 2013, p. Ch.
12 see p. 1113 for details on TCRE and carbon budgets).

1.6 Current global GHG emissions totals, sectors and trends

Annual carbon emissions increased at a faster rate from 2000-2011 than from 1990-1999,
with atmospheric concentration of COF increasing at a rate of 2 ppm yr?! from 2002-2011.
After plateauing in the early 2000s methane concentration has begun to increase again
since 2004, and nitrous oxide concentration has increased steadily over the last 3 decades.
Annual GHG emissions are now at the highest level in human history reaching 49
(x4.5) GtCOFe yrtin2010,a ri se of +80% fr om G@ORWIYIPCCevV e |
2014). About 78% of the increase to 2010 came from burning of fossil fuels and from
industrial processes, leading to 32 GtCOFyr?, or 69% of emissions in 2010. Land-use
related emissions in 2010 totalled 12 GtCOFe (from agriculture, deforestation and land-use
change). Cumulative past COFemissions from human-caused land-use change were larger
than those from fossil fuels until 1970, but, by 2010, fossil fuel cumulative emissions (over
1340 £110 GtCOFe) were close to double those from past land-use change 680
(£300) GtCOF. Despite the clear evidence of a need for immediate action to reduce future
costs, and the useful metric of a carbon budget, emission pathways are not deviating from
business-as-usual scenario and annual emissions have continued to grow.

Jarvis et al. (2012) point to the remarkably consistent growth in human energy use and
(related COFemissions) suggesting that the key mechanism to explain this phenomenon is
a strong feedback relationship between climate and society, and find that current policies
would have to be significantly strengthened for effective, rapid mitigation to be aligned with
Awel | 9C®&l ewmi 3si on pat hwaymissiorlrerngs be gevetsdd ddforet h e s e
the rapidly decreasing climate budget is used up, Friedlingstein et al. (2014) show that the
recent and current cont ext of Al ower t han an
emerging economies and higher gl obal gross do
feasibility of deep decarbonisation. For the years 2014-2016, reported global COFemissions
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plateaued, at least briefly, though at the highest level in human history at about 40 GtCOF
yri1(IEA, 2017). This recent levelling off of emissions appears to be more connected to an
economic slowdown in China, reducing demand for steel and coal, rather than being an
effect of climate policy (Peters et al., 2017). In general, there is an ongoing, growing
deviation occurring between climate-target based emission scenarios and actual emission
trends (Anderson and Peters, 2016).

Additionally, global methane emissions are now growing again rapidly causing an increasing
proportion of anthropogenic energy imbalance and climate change. The increase in
atmospheric methane concentrations is most likely due to mainly biogenic causes i
increased tropical wetland emissions and increased agricultural ruminant livestock and rice
production T though likely also include increased fugitive emissions from coal mining and
unconventional (6fr ac k(®audojs etali, 2006and gas produc

1.7 Mitigation pathways and modelled scenarios

Most of the scenario literature on achieving stringent emission targets suggests global nett
zero COFemissions would be reached between 2060 and 2075 but near-term delay results
in a requirement for earlier nett zero emissions, potentially requiring negative emissions to
enable less stringent gross emissions reductions (Rogelj et al., 2015b; Rozenberg et al.,
2015).

1.7.1 Delayed action limits future mitigation options

IAM pathways show that the more action is delayed, the higher the cost and the lower the
achievability of options (Gambhir et al., 2015). Stocker (2013) projects that, under an
assumed economic constraint of maximum emission reduction rates of -5% yr?, the 2°C
target will become unachievable by 2027, with increasingly severe (and likely unachievable)
mitigation required as action is delayed; and the 1.5°C target is already unachievable and
we will pass a 2.5°C warming limit as early as 2040. Huntingford et al. (Huntingford et al.,
2012) also highlight the concerns of narrowing emission pathways options as time of inaction
lengthens, with the position in 2020 determining flexibility for 2050 targets. Van Vuuren et
al. (2015) also note concerns of fewer pathway options with delayed action, as well as
increasing dependence on under-developed technologies. Rogelj et al. (2015b) also note
that mitigation efforts such as reducing emissions and increasing energy efficiency need to
be rapidly scaled up as the window to achieve 1.5°C closes.

1.7.2 Differentiating between long-lived and short-lived climate pollutants

Human caused climate pollutants include greenhouse gases that cause warming and

aerosol particles, such as black carbon, that also causes warming, and sulphate emissions

that cause cooling by reflecting sunlight (Samset et al., 2018). The major anthropogenic

GHGs producing significant current radiative forcing to change the global energy balance

are the Awell mixed gr ekacrbondisxide (@OH)sneethane (CAMVMGHG S |
nitrous oxide (NFO) and ozone i that rapidly disperse through the troposphere once emitted.

Net anthropogenic effective radiative forcing (ERF) is currently about 2.3 +1.2 Wm™
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including 2.8 £0.5 Wm2 from the WMGHGs (IPCC AR5 WG1, 2013, p. Ch. 8). Different
greenhouse gases have atmospheric lifetimes and different radiative forcing properties that
affect the magnitude and longevity of their resulting temperature effect. Immediate, focused
reduction of short term non-GHGs may provide some flexibility in meeting the carbon budget
by reducing the rate of warming earlier but COF reductions are needed to limit long term
warming (Montzka et al., 2011). Rogelj et al. (2015b) considers the role of short lifetime
climate pollutant (SLCP) GHGs, such as methane, hydrofluorocarbons (HFCs), black-
carbon and sulphates, in calculating the carbon budget and meeting the 2°C target. The
release of these GHGs are related, technologically and economically, to COF release and
therefore not straightforward to fully decouple and target reductions of short term GHG
mitigation. However, they estimate that the COFbudget could be up to 25% larger if stringent
methane mitigation was employed. Solomon et al. (2013a) considers using focused

reductionof SLCPst o 6trim the peakd on an emission

with effective mitigation of methane, COF emissions would still need to peak within the next
two decades and better metrics or separate targets for different GHGs need to reflect that
different forcing agents have different strengths and lifetimes, rather than a single trading
basket summarising forcing agents inton ot i &€0OFfelq ufi v adluesn(Sofbomon et al.,
2013Db).

1.8 Implications for Policy and Governance

A carbon budget and temperature limit are useful metrics to inform policy and decision
makers for long term climate mitigation, but have limitations in their usefulness for short term
actions (Tavoni and Van Vuuren, 2015). Chapter 5 and 6 of this literature review assesses
decision-making and governance in climate change action in more detail.

1.8.1 Action under uncertainty

To address climate change in terms of risk assessment, global policy makers are advised
to use the precautionary principle, whereby scientific uncertainty does not excuse inaction.
Gollier et al. (2000) suggest that prevention effort occurs when prudence is larger than twice
the risk aversion. Hence it is possible to implement immediate reductions under scientific
uncertainty; and more uncertainty around future risk should induce stronger immediate
prevention measures in society.

1.8.2 Need for a long-term perspective

Huntingford et al. (2012) highlight the need for a very long-term perspective when writing
climate policies, rather than focusing on near-future 2020 or 2050 targets, policies should
consider as far ahead as 2500. Van Vuuren et al. (2015) concur with this view, emphasising
that policies developed in the next few years will have significant long term implications.
Similarly, Luderer et al. (2016) question the political feasibility of future emission pathways,
because (due to current weak policy climate) effective long term mitigation pathways would
be characterised by fast, aggressive transformations of the energy system, higher costs and
carbon prices and stronger traditional economic impacts. Pye et al. (2017) also suggest that
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a focus on 2030 could blindside the climate challenge. At a national level in the UK,
ambitious targets focused on the short term fall short of achieving net zero by 2100. Hence
there is a need for longer-term pathways to be considered in mitigation policy.

1.8.3 Equity

Sharing the carbon budget amongst nations in an equitable way is a significant challenge
for multi-lateral management due to the historical disparity in per capita emissions and the
finite nature of the carbon budget (Gignac and Matthews, 2015). Some countries are on low-
carbon development trajectories and may not use all of their equitable carbon allocation,
however this has implications for quality of life (Lamb, 2016). Global energy use per person
since 1971 has increased slowly with the developed nations showing very high energy use
compared with much lower energy use in the developing nations. An apparent long-term
stability in highly inequitable energy use is evident, with the exception of China (Lamb,
2016).

The contraction and convergence method is a commonly cited approach for the international
community to meet the climate targets. The method is described by (Gignac and Matthews,

2015 )as O6national or r egi o nfiestlallopee to incremge ortdecreaseni s s i
for some period of time until they converge to a point of equal per capita emissions across
al |l regions at a given year .o

Sharing the carbon budget equitably is a daunting task that requires the integration of human
values and scientific understanding. The recent voluntary pledges (NDCs) by the EU, US
and China currently would not allow for additional emissions from any other countries if 2°C
is to be achieved, implying the expectation that other nations will have to accept 7-14 times
lower per capita emissions. One proposal to counteract this inequality is a significant
diplomatic effort to make new technologies quickly and widely available in the near future
(Peters et al., 2015).

1.9 Conclusion

Negative emissions technology to remove COF from the atmosphere, intending to reverse
effects of past and continuing extraction of fossil carbon from geologically secure reservoirs,
must achieve a comparable | evel of permanence
| arger than tens o f(IPCCRBUWGLNZDE3, po470).yShoatar-tenn
sequestration of carbon in land stocks, forests (biomass) and soils is non-permanent and
likely to return carbon to the atmosphere (especially with continued global warming
increasing rates of soil respiration and fire), such that warming is only delayed rather than
avoided (IPCC AR5 WG1, 2013, p. 470). Restoring all feasible land carbon could only
reduce atmCOF by 40-70 ppm by 2100 with another ~25% in potential drawdown resulting
from the COFfertilisation effect (Becken and Mackey, 2017, p. 73). Protecting and adding to
existing carbon stocks in the terrestrial biosphere is an important mitigation action but in
general it should be regarded only as replenishing past losses from forests and soils and
should not be counted as an offset against past or continuing carbon emissions from burning
fossil fuels extracted from geologic reservoirs (Becken and Mackey, 2017, p. 73).
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Temporarily overshooting global carbon budgets aligned with Paris temperature targets yet
still avoiding or minimizing the duration of temperature overshoot would depend critically on
removing the excess carbon from the atmosphere to return to the stated budget limits within
tight time constraints, and certainly by 2100 (MacDougall et al., 2015). Tokarska and Zickfeld
(2015) use an Earth System Model to investigate the effect of achieving global negative
emissions following different levels of temperature overshoot beyond 2°C, finding that
committed sea level rise takes several centuries to slow and reverse. In this modelling,
removing COF from the atmosphere to storage results in outgassing of COF to the
atmosphere, confirming the IPCC assessed evidence that for every tonne of COFpreviously
emitted in excess of any given budget, a full tonne (at least) will have to be extracted and
stored in future to counteract the warming effect (see Fig. 6.40 IPCC AR5 WG1, 2013). This
assumes, of course, that critical positive feedbacks have not been already triggered by the
temperature overshoot (crossing so called Ati

Many authors consider the most prudent and plausible decarbonisation pathway to be an
Ai mmedi ate si gni f iglabal mitigateom evith s prebaldei reli@ande on net
negative emissions in the | onger ter moetdlPeter
(2016) considers immediate NET deployment prominent in pathway options finding that the
effectiveness of NETs may be dampened by the weakening and even potential reversal of
natural sinks even under low emission pathways. Hence the perturbation to the carbon cycle
from various pathways must be properly accounted for to predict how effective NETSs, or any
other pathway will be (C. D. Jones et al., 2016). Anderson and Peters (2016) point out that
an over-reliance on NETs that may not succeed could lock society into a high emissions
pathway. This is a criticism of many emission scenarios that they depend on technology that
is either not yet proven at large scale or not sufficiently developed beyond theoretical study.
They conclude by suggesting the following uncomfortable, but plausible, rationale for this
over-reliance on NETSs in scenario literature:

The promise of future and cost-optimal negative-emission technologies is
more politically appealing than the prospect of developing policies to deliver
rapid and deep mitigation now. (Anderson and Peters, 2016)
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2 Options for multilateral management of Paris-aligned
remaining global carbon budgets

Summary
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2.1 Multilateral management of GHG emissions and NETs

2.1.1 Inequitable climate impacts and equitable mitigation responses

At Paris in 2015, and since entering into force on 4 November 2016, Ireland and all parties

to the Agreement have now committed to a joint obligation to peak and then cut global
greenhouse gas emissions inline wi t h | i miting gl obal temper a
overpre-i ndustri al |l evel s and to Apur suiUNBCCEf f or t
2017). Global climate policy as embodied in UNFCCC negotiations and the Paris Agreement

has adopted these goals because any lesser response is likely to risk far more severe
damages (IPCC AR5 WG3, 2014, p. 290). This requires effective multilateral management

to achieve early peaking of global emissions, followed by rapid, deep and sustained
decarbonisation 1 as opposed to continuing to allow the possibility of unabated burning of

all accessible fossil fuels, an extremely dangerous climate policy (Pierrehumbert, 2013, p.

14119). However, such multilateral management requires some global system of
international institutions, agreements or inter-related markets, capable of actually delivering
year-on-year progress toward climate stabilisation to limit the projected, accelerating trend

of increasing damages due to exceeding global planetary limits, including climate change

(IPCC AR5 WGS, 2014, pp. 318i 19; Rockstrom et al., 2009).

Althor et al. (2016) show that most wealthy (highly climate polluting) nations are among
those least vulnerable to climate change impacts, whereas many much poorer, low emitting
nations are among the most acutely vulnerable; so, excepting strong efforts to the contrary,
this inequity between Afree riderso an@03Gf or c.
and beyond. This implies that richer nations with well above average per-capita emissions
have a primary responsibility to lead decarbonisation effort within agreed or unilateral burden
(and benefit) sharing allocations (IPCC AR5 WG3, 2014, p. Ch. 4). In general equilibrium
economic modelling of cumulative global GDP for emission pathways within a 2°C carbon
budget, Matsumoto et al. (2016) find climate impacts on global socio-economic well-being
(as measured by GDP) are minimised through peaking emissions before 2020 followed by
earlier, deeper emission reductions enabling more moderate decreases later simply
because shallow emission paths are less difficult to achieve than steeper ones.
Nonetheless, climate policy has had very limited success in curtailing emissions (Helm,
2008), which currently remain on a trajectory toward 3 to 5°C or more of global warming. In
the opinion of Anderson and Bows (2012), such temperature increases would lead to a level
of climate change impacts on societies and economies that may be incompatible not just
with continuing economic growth, but with basic material security or even organised human
society as we currently understand it.

Even if achieved, the initial pledges made in signing the Paris Agreement, the Nationally
Determined Contributions (NDCs), indicate a current trajectory toward about 3°C warming,

so substantially greater mitigation effort will be required, with minimum delay, to avoid using

up the carbon budge(Rogéljetral, Z0W6a)l | Abe é@MDHAIELOdi d
assessmento concludes that del ayed mitigatior
meeting a 2°C carbon budget requires radical emission reductions by wealthy high-
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emissions nations starting immediately. Identifying five clusters of nations by average life
expectancy and per capita carbon emissions, Lamb et al. (2014) show that no nations in the
wealthy, high-c onsumpti on cluster gl obally 1 évingoveri t hir
70 years on average with less than 1tC cap™® yr! (= 3.7 tCOF cap™ yr!) i but example
nations from the other four socio-economic clusters identified are represented, indicating
that there are different low-carbon pathways to enable high welfare and low climate pollution.

2.1.2 Negative emissions: extending the carbon budget and moral hazard

Negative emissions could possibly play a socio-economic role by potentially increasing the

gross emissions budget, easing the rate of reduction needed in the use of fossil fuels, if
significant amounts of carbon can be stored nearly indefinitely on land and in secure
geological reservoirs, but this remains unlikely unless doubts over technical feasibility,

tipping point risks, cost, actual potential and ethical acceptability can be addressed (Field

and Mach, 2017). Even if NETs could be successfully scaled up to an effective size, it is

very unclear whether the cumulative socioeconomic impacts of that deployment would be
significantly less that the alternative impacts of simply targeting equivalent reductions in
cumulative positive emissions in the first place. Indeed, it can be argued that the apparent

attraction lies not so much in a good-faith desire to reduce actual socioeconomic impacts,

but rather in a perceived opportunity to defer politically or socially unpalatable choices for

as |l ong as possible (coll oqui aFiddynd Mack (281K)i ng t
emphasise the need for Ori ght si zeito these risks,e p | ¢
advocating the need for balanced and transparent approaches in mitigation planning.

Anderson and Peters (2016) argue there is a serious moral hazard in climate policy that
accepts quantitatively inadequate near-term effort by depending on potential future
mitigation (through NETS) that may never materialise. Such an approach unfairly and
inequitably loads the risk of failure onto more vulnerable, lower emitters in the first instance,

and then onto the generality of future generations. To avoid this, prudent and precautionary
mitigation action should assume minimal future negative emissions, and become more
lenient only later (if at all) when the potential is much more certain. This is the approach of

t he Aroadmapo mit i gakstrom atalp20B7) whicls emtisagesiathalving R
of total global emissions every decade henceforward. Both existing and new policies and
actions (including NETSs) can be best compared in climate action terms on a carbon budget
accounting basis, by their increased or decreased commitment to future cumulative
emissions (Davis and Socolow, 2014). In IAM modelling, an end-period constraint (i.e. 2100)

on atmospheric COF concentration (~450 ppm) in combination with allowing large negative
emissions globally can result in large temperature overshoots around mid-century due to
fossil fuel emissions that are only offset subsequently (if ever) by managed increases in
terrestrial carbon stocks or geological stores (Blanford et al., 2014, p. 388). Such o6pol
now, clean up | aterd pathways including negat:
thinking and moral hazard pointed to by Anderson and Peters (2016). In modelled,
feasibility-cost scenarios of energy system transformation, Krey (2014a) find that
technological feasibility is more difficult and overall costs are much higher without significant
FFCCS and bioenergy, particularly for non-electricity sectors.
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Nonetheless, even if the global amount of carbon removals delivered by NETSs is at the high
end of plausibility, above 10 GtCOFyr?! by 2100, then very substantial and sustained cuts in
fossil fuel use and in deforestation are still needed from now onward. However, as is shown
in the IPCC WG3 pathways (IPCC 2014 AR5 WG3 Ch. 6) and in roadmaps for Paris-aligned
decarbonisation (Rockstrom et al., 2017), the cuts are just not quite as big or as early as

they would otherwise needtobe. Therefore, the | PCCO0s AR5 as

science clearly show that Paris-aligned climate action mandates a need for deep
decarbonisation without delay, even as NETs are being researched, piloted and, if viable
technically, economically and politically, then deployed quickly at scale (Rogelj et al.,
2016c¢). The IPCC modelling for low concentration pathways has large uncertainties but
research clearly shows that deep decarbonisation and carbon dioxide removal necessarily
have to be jointly-planned as complementary within climate action that actually adds up to
carbon quota pathways that will achieve climate stabilisation at the lowest possible level of
warming (Kriegler et al., 2013).

Further sections in this chapter outline multilateral carbon management literature by: types
of multilateral carbon management; the carbon budget science suggesting average global
rates of decarbonisation; the basic justification for equitable action suggesting the need for
burden and benefit sharing; equitable allocation principles as trialled and as proposed by
|l iterature; curr ent -basédl@imgeane eqaitablevbasedakocatoos;
and the implications of this comparison for regional and national carbon quotas which will in
future need to at least consider NETs (and FFCCS). Based on this
multilateral allocation literature, Chapter 8 will produce an explicit outline formulation of an
appropriate range of Irish carbon budgets and compatible emission pathway scenarios.

22 6 Tedpown 6, éubpodt,t ooom bot h?

2.2.1 Carbon management, policy and rebound effects
As the IPCC describes, international cooperation for planned decarbonisation i within

ence

chapt

global, regional or national governance boundariesi r equi res some combin
downdéd management, i nvolving defined targets |

monitoring and penalties for non-c o mp |l i anc e, and Obottom
contributions that are independently pledged by nations, sectors or individuals, possibly
working within their own definitions of climate action that may or may not be linked with
others (IPCC AR5 WG3, 2014). However, making the distinction less useful, individual
mitigation agreements and activities very often encompass both top-down and bottom-up
elements, covering a range of different levels of cooperation over means or ends, and
different degrees of centralised authority (IPCC AR5 WG3, 2014).

In practice, all effective climate policy is inevitably both top-down and bottom-up, and, as
discussed by Kirby (2013), both are necessary. It is the super-wicked problem (Lazarus,
2008) of how to coordinate the political will, societal license and sustained effort to enable a
complementary mix of them that achieves global as well as local decarbonisation that has
proven greatly more difficult. However, as long understood in business research, effective
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change programmes are result-driven rather than activity-driven (Schaffer and Thomson,

1992), so that within a collective of managers (such as nation states, perhaps) acting
Obotupbém within their own governance ar ea, al |
(i.e. top-down) pathway objectives consistent with an overall goal (Kaplan and Norton,

2005). It is the need to meet critical system goals that drives necessary response activities,

rather than undertaking activities that may well not add up to meeting the goal.

Alcott (2010) re-examines the common formulation I=PAT relating environmental impact to
popul ati on, affluence and technology, i denti f
side factorsbo, such that eher§. @olicy which acteptsnand o n e
targets top-down caps on impacts (e.g. total COi quotas) on the left-side of the IPAT relation,

by rationing polluting substances and/or collecting carbon taxes to internalise future costs in

current prices, can potentially provide long-term certainty for society. This system approach

is both appropriately results-driven, and, as importantly, essential because individually or

l ocally targeti ngPdamaTidaevitalgyrdsultsin rdbeund effects io thed

other factors or elsewhere, in the absence of a system cap.

Notwithstanding system management logic and the strongly evidenced, physical imperative

to cut future cumulative global emissions to limit damages, caps are unpopular, so
predominantly Obottom wupbo approaches have b
management in global, regional and national climate policy. Since it began in 1992 UNFCCC

process has been based on a bottom-up approach to decision making that is intended to be

collegial and diplomatic to ensure progress proceeds by consensus.

2.2.2 The Kyoto Protocol and the Paris Agreement in carbon management

The need for wealthier nations with large emissions to act first and fastest was recognised

by all nati ons f rowset, sb lthe KybtdN Pr&téc&@ dosthe Framework
Convention (UNFCCC, 1997) was intended to set-up ongoing binding commitments by
developing nations to multiyear periods of emissions reduction. On 11 December 1997 the

Kyoto Protocol (KP) was adopted and came into force as of 16 February 2005 committing

37 industrialised countries and the EU as a bloc to cut annual emissions by an average of -

5% relative to |l evels in 1990 by @NRCEG, 1997). c o mn
Four individual greenhouse gases are targeted by the KP, carbon dioxide, methane, nitrous

oxide and sulphur hexafluoride; and two groups of GHGs, the hydrofluorocarbons and the
perfluorocarbons. Fl exibility in cornpekenewnce v
emissions trading mechanisms 1 the Clean Development Mechanism (CDM), Joint
Implementation (JI), and for international emissions trading (IET) i that enable signatories

to pay for emission reductions achieved outside their territorial boundaries, often in
developing nations (IPCC AR5 WG3, 2014, p. 1021). Such emissions trading markets are
supposed to be strictly monitored demostaedre 6
that the emissions putatively avoided would have definitely occurred otherwise (see further
discussion in Chapter 6). Non-ratification of Kyoto by the United States and withdrawal by
Canada further compr omi sed t\Vemess irlimiting globald s p €
emissions. Following years of UNFCCC talks, the Doha Amendment extended the Kyoto
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Protocol process but it was not ratified by a sufficient number of nations to enter into force
for a second commitment period.

The effectiveness of the KP continues to be questioned. Quantitatively, nine of the 36
participating countries exceeded their KP targets (by small amounts) and overall the
aggregate commitment was exceeded by 2.4 GtCOFe yr! though Shishlov et al. (2016)
claim that much of this-awa® dwel tdi mgcoanbon
(2008) concludes that the Protocol had little real effect on global emissions and much of the

EU reduction would likely have occurred in any case due to the move from coal to gas for
electricity and heating, globalisation moving emissions intensive industries to developing
countries, and higher oil prices in the 2000s. Aichele and Felbermayr (2013) find the Kyoto
Protocol probably reduced emissions relative to the counterfactual of no-KP. The failure to

secure agreement on a top-down regime of emission reductions at the 2009 Copenhagen

CoP even led some (Rayner, 2010; Rayner and Prins, 2010; Victor and Kennel, 2014) to
advocate for a o6reframingd6 of CGOFemissientregluctpresl i cy
on the basis of political difficulty despite the physical imperative to limit cumulative COFto

limit future global warming.

Collectively the experience of Kyoto and Copenhagen led the UNFCCC to move toward a
bottom-up approach of attracting pledges from al
determined contr i bumnonh-bindisgoNDCswiith ratificatibneot thenParis
Agreement, thereafter to be the subject of a global stocktaking every 5 years from 2023
(Schleussner et al., 2016). Unfortunately, the chosen parameters and assumptions
underlying NDCs vary widely by nation and are open to ambiguous interpretation creating
significant uncertainty in the implied global carbon budget and related global warming
commitment implied by their sum total (Schleussner et al., 2016). Rogelj et al. (2017, p. 6)

show these uncertainties seriously affect projections of feasibility and costs. These
uncertainties could be significantly eased by making deeper near-term reductions thereby

avoiding additional reliance on uncertain amounts of future carbon dioxide removal. The
undoubted political achievement of the Paris Agreement was certainly facilitated by the

bottom up INDCs signifying commitment from nations, but to determine the next NDCs, the
UNFCCCbs nAfacilitativeandd atl hoegSdedtaCRaposbam GlobRlar t i e
Warming of 1.5°C, both due in 2018, will continue to confront the political preference for (as

yet insufficient) bottom-up actions (and inactions) with the top down physical reality of
escalating emissions commitment to the damaging climate impacts projected by science as

the Paris temperature targets are breached, transiently or otherwise (Schellnhuber et al.,

2016). The level of negative emissions implied by current NDCs within a Paris-aligned

carbon quota will inevitably need to be identified and addressed in the upcoming UNFCCC
facilitative dialogue in 2018 to take stock c
set for 2028 Bhad Bupdacti n@mnicle NDUNFQCICL01H)e s

Davis et al. (2013) point out that reaching the level of zero net COF emissions required for
climate stabilisation wil!l be far from easy
over haul of the global energy systemo through
and pr o dortleemeantime however, without effective or commensurate mitigation
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globally, the physics of the Earthos -downi mat e
climate change response to anthropogenic emissions-driven global warming, with serious

global consequences already underway (IPCC AR5 WG2, 2014 TS Part A). These
consequences will continue to unfold for hundreds, and even thousands of years (Clark et

al.,, 2016; IPCC AR5 WG1, 2013, p. Ch. 12). Increasing surface temperature (even
transiently) also adds to risks of passing tipping points to more abrupt and irreversible

system change(IPCC AR5 WG1, 2013, p. Ch. 12 p. 1114-1119; Lenton et al., 2008).

(@2

2.3 The Paris Agreement: i1 Best available science

Even if the Paris Agreement fails to explicitly acknowledge a carbon budget framing to the
temperature target, the physical science linearly relating cumulative COFemissions to global
warming enables quantitative climate policy assessment i on the basis of the remaining
global carbon budget i to underpin policy analysis of multilateral management of global and
regional climate policy (Frame et al., 2014). Climate science is now able to ascribe an
associated, remaining global carbon budget confidence range for a specified probability of
limiting global warming to a stated climate policy temperature goal (Matthews et al., 2009).
Parallel assumptions are needed for non-COi contributions to radiative forcing and
reductions to the carbon budget (Peters, 2016) particularly due to methane from fossil fuel
(extraction and leakage/fugitive emissions) and from land use (rice production and ruminant
agriculture). Using the carbon quota range, science can indicate an average exponential or
linear global nett decarbonisation pathway based on a stated quantitative combination of
carbon budget, amount of temperature overshoot and negative emissions.

Science cannot be prescriptive, that is for politics, but the carbon budget framing provides
an indicative global pathway that is useful as a world average rate for comparison with
proposed global and regional or national pathways. Stocker (2013) finds that, if global
emissions peak in 2017, and net negative emissions (on a global basis) cannot be reliably
assumed to occur, then an exponential rate of global decarbonisation averaging at least
2.5% yrtis needed in every year onward, even to limit to an even (50%) chance of eventual
2°Cwarming. The Pari s Agreement goal of | imiti-ng wa
industrial is ambiguous but is commonly being interpreted in recent climate science literature
(Peters, 2016; Rogelj et al., 2016a) as requiring at least a 66% chance of avoiding 2°C, so
even more rapid emission reductions are needed to align action with the smaller carbon
guotas for the Paris targets. Peaking global emissions and starting rapid decarbonisation as
soon as possible enable feasible transition pathways to low carbon economies. Failure to
meet and sustain this (already substantial) global mitigation rate necessarily implies reliance
instead on rapidly increasing future rates of gross emissions reduction and/or rapidly
increasing amounts of negative emissions (IPCC AR5 WG1, 2013, p. 1113).
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Figure 2.1: Relationship between probability of staying below 2°C and the median
temperature increase. (2016). Blue line indicates relationship for a range of future
emission scenarios. Red line assumes IPCC-assessed statistical relationship.

This interpretation of A we | | b eal so wn e2aladaaston 669 chance of avoiding 2°Co
is possibly due to the convenience of having an IPCC AR5 stated carbon budget for this
probability and also the perceived feasibility of meaningful probabilities of avoiding 1.5°C,
see Figure 2.1. This analysis investigating the ambiguity inherent in the Paris temperature
target, finds the fat least 66% chance of avoiding 2°Cobudget to be approximately equivalent
to a 50% chance of avoiding 1.6°C , and so little different
ef fortso t°@ thdoughnthere are giill lakge Bconsistencies in the budgets due to
model variations, definitional issues and non-COF emissions. Peters (Peters, 2016) gives
the remaining budget for a 66% likelihood of avoiding 2°C as 850 + 450 GtCOF (as of the
end of 2015), the large confidence range being due to uncertainties in the temperature
response of the climate system, the amount of future non-COFemissions, and uncertainties
in measuring past emissions. However, with higher emissions, high-e n d -tid ialt 0
(Wagner and Weitzman, 2015) and possible triggering of climate system tipping points, risk-
appropriate climate policy determines a need for a precautionary approach while
accelerating investments in all mitigation measures without delay (IPCC AR5 WG3, 2014,
p. 172). Rockstrom et al. (2017) show that even if negative emissions are to play a significant
future role in feasibly reducing nett global emissions to zero then deep decarbonisation of
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source emissions from the current very high emission levels will still nonetheless need to be
achieved f or °@pathwag | | bel ow 2

Only deep emission reductions during 20207 2030 can enable [reliance on]
BECCS to be scaled back or abandoned, while efforts to increase energy
efficiency and RoBkSIOSetaldadi7) nue o.

As Stocker (2013)and t he best available science makes

emission pathways aligned with the Paris temperature targets, definite choices and follow-
through decarbonisation actions need to be made (much) sooner rather than later.

2.4 The Paris Agreement: i On t he basis of equitybo

Effort-sharing of mitigation among nations is ultimately critical to halting global warming. As
acknowledged from the original United Nations Framework Convention on Climate Change
(1992) effort needs to be differentially shared to ensure equitable climate action as
exemplified in the Icamymonphtdifesertiatad nespbnsibilities hne

respective capabilitieso (CBDR+RC). The UNF

4 .

ccC

.

' imiting global surface war ming t o-définedtadge bel 0\

for the associated remaining global carbon budget (described in Chapter 1) gives a well-
evidenced basis to assess and inform climate mitigation policy, to guide nations toward
making the required societally transformations become politically possible, globally enabled

and technically achievable (Knopf et al., 2017). OEquit avhar ibrugd@ ema s

continues to be a major point of contention within the UNFCCC that persists today, largely
due to conflicting national- and vested self-interest, resolution of which continues to requires
a consensus on the meaning of fairness (Meinshausen et al., 2015, pp. 3i 4). Despite the
globally agreed importance of CBDR+RC, enabling equity principles in international
agreements that ensure burden sharing has been contentious and is complicated by relative
changes in national income and emissions over time, especially related to rapidly developing
nations such as China (IPCC AR5 WG3, 2014, p. 1021).

As discussed in IPCC WG3 Ch. 3 (2014), effective global climate mitigation policy will require
sustained collective action based on (sometimes conflicting) ethical judgements of justice

(what is 6dued to peopl e) and value (what

responsibility in distributive equity (see p. 219). Economic valuations may provide some
guidance in decision-making about value (though not justice and rights) but economic
methods inevitably implicity embody value judgements affecting equity (pp. 223-225).
Geoengineering, especially solar radiation management, but also negative emissions
technologies, has been questioned on ethical grounds. For example, large-scale land-use
change to enable BECCS could have negative outcomes on the well-being of local
populations, on global food security or on biodiversity (IPCC 2014 WG3 Ch. 3). Examining
the literature on climate resilient pathways that could best reduce climate damages, IPCC
WG2 Chapter 20 (2014) identifies climate change as a direct threat to sustainable
development, and mitigation as critically important to moderating impacts on human and
natural systems.
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The strong relationship of equity and sustainable development to climate mitigation trade-
offs and benefits are detailed in the IPCC WG3 Ch. 4 assessment (2014). Equity
encompasses both distributive equity (social justice in burden and benefit sharing) and
procedural equity (enabling participation and fair consideration in decision-making), while
sustainable development depends on the concept of equity between, as well as within,
human generations (2014). Underpinning the Paris Agreemen:
climate action to be undertaken on the basis of equity (Preamble and Articles 2, 4 and 14 in
UNFCCC, 2015) there are three key justifications (IPCC AR5 WG3, 2014, pp. 2941 295):
first, that burden sharing morally requires allocation according to ethical principles of justice
and value; second, within international law, that countries have the legal duty to act equitably
in mitigating climate change; and third, positively, that effective climate mitigation must
needs be collective so cooperation largely depends on motivating others by showing fair
effort based on relative responsibility and capacity. In practice though, path dependency in
governance and political economy, affected by powerful vested interests and norms of
societal behaviour based on GHG intensive consumption, continue to hinder decision-
making to enable coordinated climate mitigation action (IPCC AR5 WG3, 2014, pp. 294i
295).

As described in the previous section, to be acting on the basis of equity, regions or nations
with high per capita emissions (or wealth, giving capacity to act) will, at a minimum, need to
show in future Paris Agreement stocktaking how they are achieving an effective
decarbonisation rate (possibly including stated negative emissions) that is much more rapid
than the average global rate derived from the well below 2°C global carbon budget. For any
temperature target, delays in achieving rapid global mitigation (including CDR delivery, if
such a contribution is assumed) have a very serious steepening effect on the required
decarbonisation rate. If delay continues, the subsequent decarbonisation rate can rapidly
become first politically and economically unfeasible, and then physically impossible to
achieve (Stocker, 2013). Mitigation delay, in itself, therefore inequitably transfers costs or
impacts to the future 1 cutting off transformation pathways, reducing societal choices and
lowering resilience to climate impacts (den Elzen et al., 2010; Friedlingstein et al., 2014).

2.5 Mitigation burden-sharing: allocating the global carbon budget

2.5.1 Resource-sharing and cost-sharing allocation principles

Principles of equitable burden-sharing in international climate policy are fully discussed in
IPCC WG3 4.6.2 (2014), and include: responsibility, often based on present or historic total
emissions; capacity, or ability to pay for or to deliver mitigation; equality, as in access to
current and future rights to emit GHGs; and the right to development in meeting basic needs,
particularly in poorer countries. These principles are just as applicable to consideration of
NETs within global, regional or -srhatriimmgal (mihtair
0resourced6 of Hdudget) gd od sdheafec faonnytd n (cests af mitigatepn),t h e
are complementary classes of burden sharing frameworks, respectively addressing the
0tragedy of t h e -gdermaspects pHthe alimdte policye eollective action
problem (2014). Given a bounded global carbon budget aligned with a stabilisation
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temperaturet ar get , an equal per capita appr odanh i s
principle. However, for countries with emissions high above the global average this may

impose extreme immediate reductions. Accordingly, transitional emission rights, allocated

in a way reflecting de facto current emissions, have also been proposed. Per capita emission
frameworks can also extend to historic as well as future national cumulative emissions,

differing proposals varying by initial date, population, and basic sur vi v al VS. f
emi ssions and emi-sBawoinn @ @ t his atfadysharikyg the eosts of
mitigation aligned with a stated target pathway or atmospheric COF concentration.

The question then becomes, what is fair and who will pay? The proposed answers are
generally set in proportion to differing stated interpretations of responsibility and capacity.

Climate policy architectures based on alternative allocation frameworks are usefully
tabulated in IPCC WG3 Table 13.2 (2014, p. 1022). A quantitative comparison of regional
mitigation costs according to different allocation principles is attempted in IPCC WG3 6.3.6.6

(2014; see also Pan 2014). A requirement for continuing overall economic growth is
stipulated as a constraint in most modelling so technology deployment (including NETs and

CCS) that can, in principle, achieve absolute decoupling of emissions from economic

growth, is critical to projected mitigation costs. In the idealised case of a global carbon price

the projected relative regional costs proved to be highly unequal i for example, OECD costs

are about a fifth ofi imMpMingdthkelneed fRraveryt large eabnomid r i ¢ a
transfers from richer nations to support mitigation and adaptation in poorer ones (see Figure

6.27). Exploring the IPCC WG3 database of scenarios (IIASA 2014), Tavoni and van Vuuren

(2015) find that regional carbon quotas directly show the regional COi contribution to
warming, therefore a regional scenario quota indicates the level of regional climate policy

effort. However, if reallwo r | d actual policies doonaladtor,f ol |
whole-economy optimal changes) then costs are inevitably greater than modelled (van

Vuuren 2015).

Inevitably, as Schuppert, and Seidel (2015) illustrate in examining the German Advisory

Council on Global Change proposal (WBGU, 2009), all such allocation frameworks are open

to critique, and, above all, their adoption is subject to political and societal will in the context

of varied current political economies and path dependent inertias across an inequitable

world (Knight et al., 2017). At present, the disparate Paris NDCs are very far from expressing

a clear ndAwell bel ow 2UCO0 carbon quodfearitaifl oc at
followed through, then they would nonetheless indicate some significant collective intent.

This would still need to be swiftly intensified, especially by the major absolute emitters:

China, USA, EU and Japan (Jiang et al., 2017).

2.5.2 Resource-sharing according to inertia and equity

Raupach et al. (2014) analyse multilateral resource-sharing of a global fossil fuel COF

budget (exclusive land use COF emissions) for a 50% chance of exceeding +2°C warming
(estimated as 1400 GtCOFfrom 2013 onwards) on a range between two end-point metrics:
0inertiab6é (also known as o6grandf at herbudgey 6) ,
based the current national fractionsofc ur r ent emi ssions; and, O&6equ
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the budget based on national population. The analysis takes into account: likely changes in
national population (not a large factor); the possible inclusion of GDP into the sharing
principle (producing moderate but not large adjustments in allocations); and responsibility
for historic emissions, which does not change the overall rate but greatly shifts the remaining
share of emissions to developing nations and requiring far more effort of developed nations
that harnessed large amounts of fossil fuel energy. Delaying mitigation has by far the highest
effect on the rates required.

In the Raupach et al. (2014) analysis, under & n e ypbadread&veloping nations would likely

have insufficient access to energy for needed devel opment , e cqujdicheon d e r
developed nations would face very highdecar boni sation rates (reg:
politically, economically and/ orwaytbetwebmirertiaal | vy )
and equity,isal so given as a o6contraction and conver
showing the regional carbon quotas and mitigation rates for all three options (see Figure

2.2). However, even with this global carbon budget that is larger than a Paris-aligned

AWB2CO o n e, globatdearpanisation rates are already high at over 5% yr, starting

from 2013 onwards. Alternatively, with a 10-year delay in peaking global emissions, the

required subsequent global mitigation rate increases to 9% yr!. Interestingly, using
consumption, rather than territorially based accounting does not change country shares
significantly as the consequent decreases 1in
the persistence of growth in their manufacturing emissions. As Raupach et al. (2014) point

out, accounting for negative emissions in mitigation planning is mathematically
straightforward at every scale (from global to sub-national sectors).

27 22
17
25
BN 16
Inertia: allocated by current emissions (w = 0) Blended allocation (w = 0.5) Equity: allocated by population (w = 1)
. Europe Pacific China+ Rest of Asia . Africa
North America Reforming economies India+ . Middle East . Latin America

Figure 2.2: The share of an available global carbon budget allocated to 10 regions under
three sharing principles based on equation (2), with sharing index w =0, 0.5 and 1.
Shares are calculated using equation (2) with emissions (f;) averaged over last five years
of data, and population (pi) averaged over a five-year period centred on the time at which
world population reaches nine billion. Reproduced from Raupach et al. (2014).

Anderson and Bows (2011) analyse remaining 2°C quotas (based on varying probabilities
of avoiding 2°C increase) on the simple equitable allocation principle of dividing it between
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(Kyoto Protocol) Annex 1 and non-Annex 1 nations using conservative assumptions. For a

i 3% chance of not exceeding 2UCO0 the equiAnadxlle r e
nations is already exhausted now or will be within the next 10 years unless radical emissions
reductions at far greater rates than current politically contemplated begin immediately. In
contrast to many studies it concludes: ATher e
rise in global mean surface temperature at below 2°C, despite repeated high-level
statements to the contraryo.

To meet the dAlikely 2UC database aniebas (R0ldbhbaselme | P C
very different analysis on the moral principle of equal per capita cumulative emissions
(EPCCE), allocating every person globally an immediate, equal emission right per year

(Figure 2.3). This means that developed nations have already exhausted their emissions

budgets under this scheme requiring financial and technical transfers to developing nations,

through mechanisms like the Green Climate Fund, to enable their mitigation efforts, avoiding

high GHG development pathways. Presumably, in the developed nations, planning a faster

pathway to net zero COi emissions and achieving negative emissions would lower the
requirement to make such transfers.

------- Annex | countries

Annual emissions per capita (tCO2/cap)

v . v v , Year
2000 2010 2020 2030 2040 2050

Figure 2.3: Schematic indication of Non-Annex | and Annex | country per capita emission
pathways (from Pan et al. 2014).

Sargl et al. (2016a) examine the use of the Regensburg Formula to enable contraction and
convergence bringing all countries to equal per capita emissions by a stated future year and
within a carbon budget. In the Regensburg model, unlike EPCCE, a | | nations?©®
emissions proceed nearly linearly toward the target, so developing nations which start out
below the target per capita emissions are awarded a lower cumulative emissions quota than
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in other convergence formulae. This, combined with ignoring historical responsibility for
emissions, gives more future emissions to the richer developed nations. As Sargl et al.

(2016) st at e, ifithe Regensburg Model is the most
countrieso, however, by the same token, they ¢
be considered the minimum equitable effort if the principle of converging per capita
emissions is accepted.
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Figure 2.4: Schematic indication of country per capita emissions pathways (taken from
Sargl et al. (2016a).

For Awel | below 2U0UCo0 pathways, however def i
governance and mechanisms to ensure emissions quota allocation urgently needs to
overcome resistance to it otherwise societal options to reach the 2°C goal will quickly narrow

(2016). Raupach et al. (2014) conclude by highlighting the contrast between the imperative

of reducing emissions to prevent climate impacts on global human and ecological systems

and the inertia in carbon-intensive human socioeconomic systems, as follows:

For the emergence of long-term, cooperative solutions to anthropogenic
climate change one essential element is an ability to perceive the consistent
global consequences of local actions, given great differences in national
economies and histories. The social capital that underpins cooperative
governance of the commons takes time to evolve, but the biophysical
realities of climate change demand solutions within decades. This is why
the development of new perspectives on the sharing challenge is vital.
(2014).

2.5.3 Cost-sharing according to responsibility and capacity

The Climate Equity Reference Framework (CERF)
but differentiated responsibilities and respective c apab i | i t +R€)sae a aslsBdD &
more comprehensive, cost-sharing allocation of mitigation effort toward achieving the Paris
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temperature targets (Holz et al., 2017). The CERF #dAfair shameas
term costs and emissions only to 2030, making it difficult to compare with the Raupach and
Regensberg methods (except by heuristically extrapolating the CERF allocation emission
paths beyond 2030). In the CERF method, responsibility is based on cumulative emissions
since a selected start year (from high based on an 1850 start, to low based on 1990).
Capacity is based on national GDP normalised in terms of purchasing power parity, while
also progressively allowing for differences in wealth within nations by exempting per capita
income below a certain level T typically set at the global poverty line of about $16 per day

0 mef

(Holzetal.,,2017). A Al uxur y o t h ralkpsricapitathcomecounts as vapacity h

to pay for mitigation may also be specified.

In the online CERF tool (EcoEquity and SEI, 2017), users set outline parameters. One of

three mitigation objectives are chosen:ist r ongo (>66% probatwehkbdy c

(between a 33% and a 50% probability of limiting to 2°C); and, A G8 0 ( havi ng
33% chance of limiting to 2°C). Also selected are: the starting year for cumulative emissions
responsibility (1850, 1950 or 1990); development threshold; and one of three methods of
estimating domestic emissions reductions.

2.6 Paris pledges (NDCs) relative to Paris targets and equitable
allocation

Even if the NDC pledges made at Paris are achieved and continued after 2030, global
warming of 3°C appears likely because total emissions would far exceed the global carbon
budget for even relatively low probabilities of avoiding 2°C (Knutti et al., 2016). Meinshausen
et al. (2015) expl ore an alternative Odiversity
involving leadership by a major economy such as the EU, USA or China, to achieve a target
considered to be fair by all other countries. This framework fuses the need for leadership
(as an essential for successful negotiation) with the need for perceived fairness 1 the
avoidance of relative gains or losses in bargaining. In an illustrative default case, they find
a O6likelyd 66% chance of | imiting to of
levels for the EU28, and 54% below 2005 for the USA; and a 2030 target of 32% below 2010
for China. To give some estimate of the level of ambition that 2°C aligned climate leadership

mu c h

awar

20C v

(and 6foll owershipb) actually requires.,ditmot e

intention to withdraw from the Paris Agreement) these targets are more than double current
NDC pledges. Increasing ambition in this way would require some significant combination
of additional domestic mitigation effort, negative emissions and/or increased international
mitigation support. Based on a framework embodying six equity principles, Pan et al. (Pan
et al., 2017) similarly find that the EU and USA lack equitable ambition in their NDCs for a
iwell below 20UCo0 target and only India, i
action with any serious aspiration for a 1.5°C limit.

To identify cost-optimal, Paris-aligned mitigation pathways, Robiou du Pont et al. (2016)
assess the IPCC WG3 scenarios with at least a 66% chance of limiting to 2°C according to

foit

five IPCC-defined allocation approaches. For t he national/regional
aligned with three of the approaches, lonedi a a
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The claimed cost-optimal feasibility of 2°C pathways in this study contrasts markedly with
the higher urgency of mitigation indicated by Rockstrom et al. (2017) and moral hazard in
over-confident reliance on future achievement of negative emissions (Anderson and Peters,
2016). In the absence of top-down enforcement of carbon management, bottom-up NDC
contributions are likely to be more optimal for individual nations or blocs that may be
incentivised to free ride for protection against other free-riders.

2.7 Chapter Conclusions: multilateral management of the remaining
WB2C global carbon budget

In summary, under the Paris agreement framework, the current, combined, Nationally
Determined Contributions fall well short of the ambition required by the stated temperature

goals (Peters et al., 2017) and will need to be dramatically strengthened in the course of the

p anned Afacilitative di al oygaulestockiaking stedudfarnd t h
2023 (Rogel;j et al., 2016a). None of the NDCs of the major emitters is aligned with either

Ai hemaodo or t he Ffeleagng alocgtions of emsigatiom effat. Research finds that

the EU and USA in particular would need to effect far more ambitious targets to be action

on the basis of equity. Given the announced by the USA of its intention to withdraw from the

Paris Agreement, this research will need to be updated.

Any consideration of simply including pledges to achieve negative emissions in NDCs must

be tempered by the significant doubts about NETS development identified by Fuss et al.

(2014a) setting out major research challenges on: physical constraints on BECCS, climate

system responses to negative emissions, costs and financing, and barriers in governance

and acceptability. As Peters et al. (Peters et al., 2017) point out, fair and ambitious NDCs

need to include fAa companion set of pl @édges
(including NETs and CCS) or else show how their NDC pledges fulfilling the Paris
Agreement can del Cvaear i @nfewe lplatbheviagyw 2vi t hout t

To inform low-carbon transition policy Chapter 8 looks at the range for an equitable quota
for future COF emissions in Ireland based on the principles and models discussed in this
chapter for multilateral management of the remaining cumulative global carbon budget
associated with the Paris temperature targets.
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3 Negative Emissions Technologies

Summary

|l

NETsan be cahly:gome t€r€atda potfur e, bi ogenic or ¢
met hod; and storage itlyapa and geeord mgn emad e
Factors in ranking the mitigation potent.i :
compl exity, dit fi foin@ulitty @afs sa&dd melnhte,s el afnadc t w0
may i nteract creating effects that need to
NETs focused on |l and stor age o ftadadeepolno yarte
using geol ogi cal or ooagemMenor ag@e dcsOn e nptm g
| osd amfhr moomd secure atddsedof@®R | and
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eosystem uptake of atmospheric carbon.

Maxi mi sing forest and soil carbon uptake g
ongoing fossill fuel emissions
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BECC®he technical potent i aplr oodfsi eBa sot Eanneerrggyy wi
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proj ectfvoermmyar ge scal enpubsneapPegauasnt i tativ
unrealistic

BCBiochar mi tigation potenti al may be sig
inconsi stenBieshamfdBRBil memreases with hight
temperatures, which may reduce its soil en
AR: Af forestaéspbat iaood haeve gl obal potenti e
CDR but I and use requirements may c o(nipoert e
bi oenergy or ot hreegtwti siesjchnooaetsa rriyo mi $t oc k .
DAC: Directtachncleagdeygee® | ogi calCC§t oirsagen e(r ¢
intemiidsaerrent |l y mesmerse dexapeamani wd hleuittNETSs
has mini mal l and use requirement, amhdeceoesw
can be expected to f aslclalsei gdne pfliocyanmet nhig yewi pt eh
be esstemmtnieagat e e miescstioormnss sfurcdomas avi ati on
ot herwise very difficult to decarbonise
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required to maxi mi se CDR.

Significant knowledge gaps L&&dapmarnt drt mad
policy potential for -INNBdeslal particul arly at
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3.1 Introduction

NETs are a complex area of research and development, operating in a contentious context.
There will likely be many trade-offs and compromises in implementing and deploying NETS.
NETs are characterised by several environmental, economic and social limits which
complicates policy development. Research to address knowledge gaps is required but given
the time lag for NET to be effective, uncertainties cannot be used to justify inaction. The
following sections will discuss in more detail the potential, limitations, knowledge gaps,
future research and deployment of Carbon Capture and Storage (CCS), Bioenergy with
Carbon Capture and Storage (BECCS), Biochar (BC), Afforestation and Reforestation (AR),
Direct Air Capture (DAC) and Enhanced Weathering (EW) in the context of achieving global
negative emissions.

3.2 Carbon Capture and Storage

3.2.1 Introduction

The research literature on Carbon Capture and Storage (CCS) has grown substantially in

recent years. 94% of publications related to CCS have been published since 2005 (Karimi

and Khalilpour, 2015). The literature is closely coupled with international law and
collaboration networks (Karimi and Khalilpour, 2015). The increased interest in CCS in

recent years is due to its potential in climate mitigation, most notably in its potential as an

enabling capability for negative emissions. There is a strong dependence on this type of
technology for most of the IPCC6 2°C IAM scenarios, which informed the Paris Agreement
commitment to | imit temp€Fr ad weaindusirial esle@veverotheit we | |
feasibility and potential of CCS is complex, with many necessary considerations to be made

about the technology, and its social, economic and political limitations.

CCS may be a critical component of a transition strategy to a low carbon economy, but
many barriers exist to its widespread use (Karimi et al., 2016). Some criticisms of CCS are:
the technology is insufficiently developed to be so heavily relied upon as it is untested at a
large scale; non-climate risks to the environment or human health due to COFleakage; large
costs associated with capture and storage; and the concern that CCS-reliance will be
misused as a concept to justify continued fossil fuel burning and business as usual, reducing
incentive for reducing fossil fuel burning and increased use of renewable energy. There are
also many complications to policy and decision-making around the implementation of CCS.

3.2.2 Potential

The burning of fossil fuels may not stop completely in time for the 2°C temperature targets
based on the current use of renewable sources being too marginal. Therefore it has been
argued that one of the most effective and realistic pathways for rapid climate mitigation is
large scale CCS and increased energy efficiency (Wennersten et al., 2015). Promising
results have been reported by Matter et al. (Matter et al., 2016) with the success of COF
injected into basaltic lavas in Iceland and mineralised into a stable form removing the
leakage risk. In this fiCarbfixo project, residual COF from a geothermal power plant was
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dissolved in water and injected into basaltic lavas (Gale et al., 2011). Results show 95% of
the COFwas mineralised in just 2 years. Hence it is possible to store COFin a way that is
safe for both the environment and human health. Nonetheless, much the more commonly
cited and proposed applications of CCS are based not on geothermal (or other low-carbon)
energy sources but on fossil fuel (FFCCS?); and not on storage via mineralisation but on
direct injection of COFinto deep, porous, rock strata, sealed by overlying non-porous strata.
Limited scale working examples of these techniques can be seen in Canada and Norway
today.

3.2.3 Limitations

While the direct global warming impact of fossil fuel power plants might be reduced by ~82%
with FFCCS, other environmental hazards such as increased air pollution increase (Cuéllar-
Franca and Azapagic, 2015). This highlights the risks of taking a non-comprehensive
approach to climate change mitigation. When considering the feasibility and potential of
CCS, all potential impacts must be fully considered and measured, not just the factors
relevant to emission pathways and temperature targets. A fully integrated approach must be
adopted that takes full account of all the implications for the environment and human health
associated with FFCCS deployment.

3.2.3.1 Immature technology

While CCS has been successfully deployed at a local scale with working examples in
Canada, Iceland and Norway, many critiques highlight that large scale deployment and
operation of CCS has not yet been achieved and it is imprudent to rely so heavily on a
relatively untested technology for achieving future emission pathways. Galiegue and Laude
(Galiegue and Laude, 2017) however, considers that a focus on large scale deployment
impedes a sustainable transition and narrows the vision for deployment, and actually
operating CCS at a smaller scale is a fundamental step towards large scale implementation
and should be encouraged.

3.2.3.2 Storage Sites

There are risks associated with the storage sites used for CCS, most particularly around
potential leakage or seismic activity. Whether or not the COFinjected into porous rock strata
is retained underground is governed by Ot
reservoir temperature and pressure, and the state and density of stored COF(Miocic, 2016).
Storage site selection will be one of the key features of successfully operating CCS
(Thronicker et al., 2016). Benson (Benson, 2005) notes the importance of carefully
assessing any potential for seismic or volcanic activity when selecting potential storage

® Throughout this review FFCCS is used to denote the use of CCS to abate COF emissions from
direct fossil fuel combustion, but also potentially applying to COF production in more general
industrial processes, such as cement manufacture.

33



sites. Seismic activity can also be induced by COF injection, and therefore care must be
taken in monitoring and modelling a storage site (Verdon and Stork, 2016). The type of
storage site will likely be a greater limit on CCS deployment than the amount of storage
space (Selosse and Ricci, 2017). Features that need to be considered when selecting a
suitable storage site include capacity, suitability for injection of COFand its ability to confine
the COFfor long time periods and not leak. Failed storage sites have significant environment
and health and safety implications (Guen et al., 2017). In an assessment by Miocic et al.
(Miocic et al., 2016), existing storage sites generally retained COF well, with a minority
having COF leakages through fault lines. Careful storage site selection, testing, modelling
and monitoring must be a high priority and suitably resourced in any deployment plans for
CCs.

3.2.3.3 Energy

Another significant impediment is the energy required for CCS reduces the overall energy
efficiency of the plant. Energy is required for the capture process (including post-capture
COFcompression), for the pipeline transport process (dependent on the pipeline length) and
for the injection process into the storage reservoir, with the capture process generally
assessed as being the heaviest demand (Herzog and Dan Golomb, 2004). The input of
resources to sustain FFCCS has been estimated at up to 40% higher per kilowatt hour than
non-CCS fossil fuel electricity generation (Kriger, 2017). FFCCS plants have lower
operational efficiency and current costs are only suggestive (Hammond and Spargo, 2014).

3.2.3.4 Cost

CCS currently lacks an effective business case and incentives for the cost of applying it.
Presently it is simply cheaper to emit COFwithout CCS (Wennersten et al., 2015). The type
of capture technology employed, and associated cost, will depend on the type of power plant
and fuel burned (Leung et al., 2014). Selosse and Ricci (Selosse and Ricci, 2017) find that
the cost of transport is also an important limit on CCS. Reynolds and Buendia (2017) note
the absorption properties of organic rich shales and the usability of COF to enhance oil
recovery. Currently enhanced oil recovery (EOR) is the most mature storage option because
the economic benefit of more oil incentivises CCS injection (Leung et al., 2014). However,
the EOR process requires a significant proportion of the injected COFto be immediately re-
released (with the recovered oil) rather than stored, and, of course, also leads to additional
indirect COF production (from combustion of the additional oil). Given that the majority of oll
combustion is in transport applications, where COFcapture is not technically feasible, the
nett lifecycle effect of FFCCS coupled with EOR is almost certainly increased, rather than
reduced, COFrelease to atmosphere. Accordingly, while EOR might conceivably contribute
financial support for the development of CCS technology in the short term, it cannot provide
a basis for sustained, large scale, COF emissions reduction. Large variability in cost
estimates of CCS, up to a factor of 5, exists in the literature (Akbilgic et al., 2015). This
impedes deployment as there is no clear consistent message on cost estimates needed for
effective policy making.
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Akbilgic et al. (2015) identify the main drivers of cost estimates as the increased cost of
producing electricity, the decreased efficiency and the significant capital cost associated
with power plants with CCS. As a result of this, CCS is currently heavily dependent on
government funding or enhanced oil recovery revenue (Kuch, 2017).

3.2.3.5 Public Perception

Public awareness, acceptance and support for CCS will be a crucial factor in its effective,
rapid deployment, most particularly in driving of political will and not impeding establishment
of local projects (Wennersten et al., 2015).

There has been an increasing body of research on public perception of CCS ( L 6 Or
Seigo et al., 2014b). Buhr and Wibeck (2014) assess the intention behind communication
on CCS and whether the objective is to increase dialogue or convince. They identify varying
assumptions about public involvement, ability to understand complexity, interest and the
value of public opinion. Broecks et al. (2016) suggest that the primary purpose of CCS
(climate protection) is less persuasive than arguments for energy production and economic
growth. This complicates the communication and public engagement challenge. One
important driver of public perception is risk perception (e.g. leakage, explosions, and seismic
activity). Nation-specific cultures influence public acceptance due to factors such as

ange

institutional strength, tolerance of uncertainty, societal roles (Karimi et al., 2016). L 6 Or an g e

Seigo et al. (2014) identify the biggest barrier to achieving public acceptance as low
awareness, with their results finding only 28% of Europeans had heard of CCS. L'Orange
Seigo, Dohle, and Siegrist (2014) identify a knowledge gap on the social context of
deployment, rather than risk perception. They argue that the key need for progression is
pursuing acceptance locally at a project level, rather than overall societal acceptance.

3.2.3.6 Business as usual incentive?

Another concern about CCS is that it will be used to justify the continued burning of fossil
fuels and de-incentivise or distract from other climate mitigation actions such as increasing
renewable energy and energy efficiency while decreasing energy demand. It is possible the
idea of non-binding commitments to future deployment of CCS might be used as an excuse
for inaction. Azar et al. (2006) proposed that CCS with fossil fuels could meet the (then)
global targets at half the cost. Kriiger (2017) highlights that CCS promises to somehow
6sol ve the climate pr odutlpelitcal dispues and withoeitrchangmd
production and c o,assuggedtsithatmany eohstder that thedarge-scale
deployment of CCS may be a more realistic option than changing the structure of production
and consumption patterns (Krtiger 2017). Hammond and Spargo (2014) also highlight that
CCS permits the continued burning of fossil fuels while reducing emissions.

3.2.4 Knowledge Gaps, Future Research and Deployment

Martinez Arranz (2016) considers CCS to have been hyped up with high expectations and
commitments, when in reality it is typified by low outcomes and slow progress to date. In
order for CCS to be effective it must be deployed imminently on a large scale. However,
progress has been slow with many barriers to implementation. Hence adequate

35

dr a



contingencies must be in place and continued support for alternative technologies and
pathways must be maintained. Marshall (2016) discusses FFCCS in an Australian context.

He describesFFCCS as oO6f antasy technol og yuSeandsassdagd o

political anxiety and discomfort, and also highlights the reality of the situation with no large-
scale testing, uncertainty on how to monitor leaks and no major ongoing investment from
coal companies. It is therefore imperative that other climate mitigation options be developed
and implemented along with ongoing deployment of FFCCS, and that FFCCS is not used to
distract from or undermine the development and implementation of other mitigation
technologies and actions.

Bioenergy complements CCS development by coupling the two in BECCS. BECCS provides
not i ocaddningutrafdenergy and takes COF out of the atmosphere (Azar et al., 2006).
Muratori et al. (2017) proposes the focus be moved away from role of CCS in fossil fuels,
and towards scenarios of CCS with biofuels (BECCS) in energy production.

3.2.4.1 Deployment

In order for CCS to be fully implemented, community support, reduced risks, robust policies
and a favourable CCS market are needed (de Coninck and Benson, 2014). However, CCS
struggles in a context of weak government climate action, low carbon prices, public
uncertainty and high costs (de Coninck and Benson, 2014). Currently CCS deployment
progress remains slow, while it continues to be a central component of emission scenarios.
CCS requires significant regulation and market support for successful implementation (Scott
et al., 2013).

In 2005 the IPCC released a technical report and summary for policy makers on CCS
technology (Metz and Intergovernmental Panel on Climate Change, 2005). This report
considers the potential, current status, geography of source and storage, cost, risks,
leakage, regulation, implications and knowledge gaps and summarises the technical
perspective on sources, capture, transport, storage, uses.

Future climate governance will be determined by decisions about continued use of fossil
fuels. The controversy around CCS could, in itself, cause problems and challenges in the
area of international climate policy (Krtiger, 2017).

3.2.4.1.1 Europe and UK

At a European level, the European CCS project network* is an example of how knowledge
sharing helps create policy for effective deployment and enable development (Kapetaki et
al., 2016). EU policy provides generous funding for CCS without cost-cutting breakthroughs.
The development of this policy context was the result of strategically framing CCS with
strong supporters and weak alternative options, as well as actively targeting policy
discourses (Martinez Arranz, 2015)

4 http://www.ccsnetwork.eu/
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In the UK a recent competition worth 1 billion GBP for research and development in CCS
was cancelled, with future funds being allocated to research cost-reduction of CCS. A recent
report on the role of FFCCS in a lowest cost decarbonisation of the UK was released (BEIS
UK, 2016a). This report found FFCCS is absolutely essential for least cost solution. It
highlights the need for early decisions due to long lead times. Recommended actions
included: to establish an FFCCS delivery company to provide power stations, transport and
storage infrastructure; set up economic regulation; incentivise FFCCS; and use FFCCS
certificates and FFCCS obligations in the private sector. It proposes that FFCCS can
compensate for limited emissions reduction in harder to decarbonise sectors. With FFCCS
being an important component of least cost emission scenarios for the UK, concern exists
around any delay in FFCCS deployment, such as that imposed by cancelling the research
and development competition. ETI ESME modelling suggests that a ten year delay could
cost the UK up to 2 billion GBP yr? from 2020 onwards (UKCCS Research Centre, 2017).
Future projections of the use of FFCCS in the UK have been reduced from 14% by 2035 to
just 2% of total electricity generation (BEIS UK, 2016b).

Hence while implementation is complicated with many challenges to delivering robust
policies, examples of developing action plans can be seen emerging at a regional, national
and local level. These proposals are typified by calls for knowledge sharing, market
incentives and least-cost solutions.

3.2.5 Conclusion: CCS

CCS is at an operational but limited scale of development, but is heavily relied upon in future
scenarios to climate change. Significant risks, uncertainty and cost exist around the capture,
transport and storage of COF. However, working examples have been demonstrated in
Norway, Canada and Iceland. Hence large-scale deployment may be possible. To achieve
the scale necessary, barriers such as cost, public perception, and technology and policy
development need to be overcome.
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3.3 BECCS

3.3.1 Introduction

While many mitigation options can decrease gross emissions, BECCS offers the potential

to actually decrease the atmospheric COFlevels (Mohan, 2016). Selosse and Ricci (Selosse

and Ricci, 2014)def i ne BECCS as ¢ &Omporiginatingsfrom biomassvie i ¢ h
captured and stored in geol ogi c al2°CflAdrscarmatios o ns 0
heavily rely on BECCS to deliver the global warming target (Vaughan and Gough, 2016).
Literature on bioenergy is characterised into two strands by Creutzig et al. (Creutzig et al.,
2015). One highlights the significant contribution potential toward mitigating emissions and
displacing fossil fuels; the other focuses on the risks and uncertainties of large-scale
deployment of bioenergy crops and potential associated emissions. There is now a large
amount of literature available that is specific to BECCS. Main themes in the literature include

its feasibility, uncertainties, deployment and technological development.
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Figure 3.1: Schematic of BECCS: burning biomass for heat and/or energy, capturing COF
(potentially pre- or post-combustion) and storing it underground (Image reproduced from:
globalccsinstitute.com).

3.3.2 Potential

BECCS is currently considered the negative emissions technology with the most immediate
potential to reduce emissions (Quader and Ahmed, 2017). Potential biomass resources are
significant when the many diverse forms are considered (Milne and Field, 2012). Evidence
suggests that well managed biomass does not necessarily require CCS to be carbon
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negative, dependant on harvest frequency, nutrient turnover and previous land use (Milne
and Field, 2012). However, most research finds BECCS to be the most viable option to
utilise biomass to produce low carbon energy products and enable negative emissions
(Selosse and Ricci, 2014). It is suggested that it offers an economically and environmentally
viable option to achieve emission targets (Selosse and Ricci, 2014). One estimate is that
BECCS could globally achieve negative emissions of 10.4 GtCOFe yr! by 2050 (Koornneef
et al., 2012).

A key attraction of NETs in general, and BECCS in patrticular, is their potential role in
offsetting difficult to mitigate sectors (Rhodes and Keith, 2008). Another strength is that CCS
deployment in general (the parallel deployment of both FFCCS and BECCS) reduces the
overall bioenergy requirement (within any given climate mitigation scenario) thereby
reducing pressure on food crop prices, relative to cases where CCS is not available (Muratori
et al., 2016). In practice, CCS is mostly being used or proposed to date with coal power
plants, arguably risking a continued fossil fuel lock-in. Large scale BECCS could be feasible
and offers a way to develop CCS while also progressively decoupling from fossil fuels and
avoiding continued lock-in (Vergragt et al.,, 2011). Muratori et al. (Muratori et al., 2017)
argues that cost effective mitigation scenarios require strong deployment of both FFCCS
and BECCS, but with BECCS progressively becoming the more dominant CCS application.

3.3.3 Limitations

Fuss et al. (Fuss et al., 2014b) draws attention to the realistic physical constraints on BECCS
imposed by biodiversity, food security and long term storage options.

3.3.3.1 Biodiversity and Food security

The implications for biodiversity and food security from wide-scale biomass production is a
major theme of the literature on BECCS (Selosse and Ricci, 2014). Simply, the capacity and
earth system impacts of BECCS is still not comprehensively studied. At the large scale
required to be effective, BECCS systems would impose trade-offs with food production and
biodiversity, and have impacts on forest extent, biogeochemical cycles and biogeophysical
properties (Boysen et al., 2016). Biomass production may damage native ecosystems,
disrupt ecosystem services and reduce biodiversity (Rhodes and Keith, 2008). Hence the
ecological cost of BECCS must be fully considered when assessing its regional or local
feasibility. For example, Pang et al. (2017) found in a case study example in China, biofuel
production is ecologically unsustainable, despite high negative emission values achieved.
Additional environmental trade-offs exist specific to CCS (Oreggioni et al., 2017), as
discussed in Section 3.2.

There are major land use implications of deploying wide scale BECCS. Research finds that
BECCS with first generation bioenergy feedstocks will not meet scenario targets even with
irrigation and fertilisers, though second generation feedstocks might work with fertiliser and
highly efficient CCS. Unless major technological advancement occurs, scenarios may
underestimate how much bioenergy resource (and therefore land) is actually needed to
achieve mitigation modelled by BECCS (Kato and Yamagata, 2014). This pressure on land
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area appears likely to contribute to an inevitable conflict with food production and
biodiversity.

3.3.3.2 International management

Another issue for BECCS from @amagd 0 bjad stpiecesp.ec
of the d6availabled | and under (Rbodes andl Keittat i o n
2008). Additionally, while climate change mitigation is an international issue, nation-specific

strategies need to be developed. Research is required at a more local level for effective
deployment of BECCS in the specific context of any given countryds ,amport L
mechanisms for international collaboration and effort sharing need to be developed. For

example, South Korea has abundant biomass in its existing forestry (64% land cover) but

limited geologically suitable options for storing COF due to volcanic and seismic activity.

Lack of literature on geographically explicit BECCS applications is arguably limiting policy

design (Kraxner et al., 2014).

3.3.3.3 Technology

The technology maturity of BECCS is another potential limitation (Selosse and Ricci 2014).
As previously discussed, there are many technological considerations and requirements for
the future success of CCS. From a cost perspective, energy from BECCS is even more
expensive than energy from FFCCS (Akgul et al., 2014). Additionally, the combustion
chemistry of co-firing biomass with fossil fuels is complex with potential concerns around
toxic emissions (Akgul et al., 2014). There are also supply chain barriers in the development
of biomass resource and processing facilities (Akgul et al., 2014). In addition, herbaceous
biofuel plants have a relatively high potassium content compared to wood. This forms
corrosive potassium chloride in boilers during burning (Milne and Field, 2012). Amine
scrubbing captures COFfrom flue gas but is expensive (Milne and Field, 2012).

3.3.3.4 Prediction and accounting complications

Deployment of BECCS at the scale assumed in IAMs is highly uncertain due to the limited
deployment of CCS technology to date and potential biomass land requirements. Vaughan
and Gough (Vaughan and Gough, 2016) find the assumptions about BECCS are realistic
for CCS, but unrealistic for the scale of bioenergy deployment, and governance and societal
support for BECCS. They argue that the greatest area of uncertainty is biomass production.
Another problem is carbon accounting systems that omit emissions from land conversion
and burning of biomass, making the assumption that burning biomass is unconditionally
carbon neutral (Searchinger et al., 2009). Assumption of carbon neutrality of bioenergy is a
dangerous over-simplification when calculating the benefit of BECCS, especially with long-
rotation woody biomass (Oreggioni et al., 2017). It is imperative that the COFreleased from
the supply chain is fully quantified (Mac Dowell and Fajardy, 2017). Mohan (Mohan, 2016)
highlights the major need for international life cycle accounting measures for BECCS.
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3.3.4 Knowledge Gaps, Future Research and Deployment

3.3.4.1 Knowledge Gaps

There are many unknowns about the cost of connecting bio-processing to infrastructure with
COF storage sites and global bioenergy scenarios are quite contentious, hence it would be
prudent not to exaggerate BECCS potential (Gough and Upham, 2011). Edmonds (2013)
considers alternative strategies in the context of land use and energy policy and suggests
that there are feasible mitigation pathways that do not require BECCS.

Some of the literature warns that the unproven potential of BECCS may become a
dangerous distraction and could double the cumulative global COF emissions (Fuss et al.,
2014a), leading to overshoot of the temperature limit (Vaughan and Gough, 2016). There
are also impacts on trade patterns to consider that depend on the capacity of BECCS to
permit continued use of, or displace, fossil fuels (Muratori et al., 2016). Biomass plantations
will only be sufficient if coupled with simultaneous emissions reduction measures, therefore
potential to abate business as usual pathways is limited (Boysen et al., 2016).

BECCS offers significant potential but also serious risks. The impact of BECCS systems
have mostly been considered from a regional perspective in the literature, but will ultimately
be highly dependent on local factors (Creutzig et al., 2015). Some key barriers to BECCS
identified by (Quader and Ahmed, 2017) include the suitability of land use for BECCS,
carbon cycle response to negative emissions, cost estimation and socio-institutional
barriers. These corroborate the concerns of socioeconomic challenges and climate system
uncertainties identified by (Kraxner et al., 2015). They also highlight uncertainty in achieving
the scale necessary on time, technological issues and feedstock potential. Additionally,
Rhodes and Keith (Rhodes and Keith, 2008) discuss the limited availability and cost of
conversion technologies, as well as the aforementioned scale of biomass production,
environmental, social and economic concerns. Muratori et al. (Muratori et al., 2016)
highlights that the viability and economic implications of deploying BECCS at scale is poorly
understood. Kemper (Kemper, 2015) notes the following contributing issues: little
experience with large-scale BECCS demonstration plants, gaps in climate policies and
accounting frameworks, missing financial instruments, unclear public acceptance and
complex sustainability issues

BECCS could lead to affordable carbon negative electricity by co-firing fossil fuels and
biomass. In the UK, the carbon price needs to reach 120-175 GBP tCOF! to incentivise
transition to carbon negative energy. Increasing biomass availability reduces cost of
electricity generation but may be limited by land availability (Akgul et al., 2014). Co-firing
with fossil fuels has been argued to be the best short term option for BECCS as biomass
facilities are inefficient today due to their small size (Milne and Field, 2012).

Working examples and research innovations in BECCS have recently been demonstrated.
For example, in Brazil, COFis captured and stored when fermenting biomass to ethanol (and
combusting biomass for electricity). This could supply a substantial amount of transport and
electricity energy at relatively small cost increase and significantly lower emissions (Moreira
et al. 2016). There is also ongoing research to improve the efficiency of energy generation
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with BECCS. Bui, Fajardy, and Mac Dowell (Bui et al., 2017) present a heat recovery
approach that significantly increases the energy efficiency of a BECCS plant by 38% higher
heat value. Hetland et al. (Hetland et al., 2016) consider which approach is better, to co-fire
biomass in existing large coal plants with CCS or building multiple smaller biopower units.
The amount of COF captured per tonne biomass is the same, but co-firing enables more
efficient energy production. Mathisen et al. (2011) presents a case study in Norway
combining a gas power station with CCS and supplementing power by burning biomass in
a separate small plant to run capture, but conclude the resultant system is very expensive.
Many market niches in industry are also being identified for deployment of BECCS
(Mdllersten et al., 2003).

Predicting the deployment and potential of BECCS is complicated by high uncertainty in
technology, politics and climate effects (Creutzig et al., 2015). However the literature is clear
that uncertainty should not deter development of beneficial options (Creutzig et al., 2015).
Selosse and Ricci (2014) predict the use of CCS on fossil fuels in rapidly developing
countries, with industrialised countries using BECCS and developing countries using a
varied approach. All BECCS systems currently involve fossil fuels at some point in the
production system. BECCS deployment is complicated due to the wide range of potential
biomass material, conversion technologies (thermal and chemical) and capture and storage
options. Co-firing is the most attractive short term option (Quader and Ahmed, 2017). Future
deployment options require case-specific cost benefit analyses (Hetland et al., 2016). In
Europe, using BECCS in the power sector may allow significantly lower levels of
decarbonisation in the building and transport sector. The EU energy system may cost 14%
more if it was decarbonised by 2050 (Rodriguez et al., 2016).

BECCS cannot be deployed in isolation, research and policies must address links to natural
systems (Kemper, 2015). Tokimatsu, Yasuoka, and Nishio (2017) find the 2°C target is
achievable with significant forested land use. (Luckow et al., 2010) highlight that using
diverse flexible biomass sources reduces the pressure for risky wide-scale deployment. For
example, they propose the use of agricultural and forest residue biomass in the first half of
the century, with dedicated biomass crops in the second half.

Recognition of BECCS in emissions trading is required to facilitate its deployment (Carbo et
al., 2011). BECCS can help achieve temperature targets and may be cheaper, provided a
temporal overshoot (in radiative forcing, and, potentially, global temperature) is tolerated.
However, the cost benefit is lost if temporal overshoot is not allowed. (Azar et al., 2013).
BECCS would require subsidies to be deployed, contributing to climate mitigation being a
net burden on tax revenues (Muratori et al., 2016). Competition from other renewables like
solar and wind may limit the use of biomass and hence the mitigating capacity of negative
emissions from BECCS (Mac Dowell and Fajardy, 2017). Fridahl (2017) finds that, while
87% of IAMs presume use of BECCS to achieve 2°C mitigation scenarios, BECCS has very
low priority compared to other technologies amongst UNCCC delegates. Edstrom and
Oberg (2013) find that a lack of awareness limits funding for developing BECCS and suggest
that the next step is to set up small scale units to increase awareness in industry and policy.
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3.3.5 Conclusion: BECCS

In conclusion, BECCS is a heavily relied upon NET in most IAM 2°C scenarios. BECCS has
the potential to produce energy and achieve net negative emissions, but there are still many
barriers to deploying BECCS at the scale required to meet the IAM assumptions. These
barriers include trade-offs with biodiversity and food security, international management,
technological limitations and the misleading assumption (specifically embodied in current
EU policy) that all bioenergy is unconditionally carbon neutral. Ongoing research innovations
continue to progress BECCS towards achievability at a large scale and BECCS will likely
begin as co-firing with fossil fuels in the short term. Scaling up BECCS capacity will require
careful consideration of implications for natural systems, recognition in emissions trading
schemes and increased awareness amongst international leaders.

3.4 Biochar (BC)

3.4.1 Introduction

Most arable agriculture soils have become a carbon source, losing their organic carbon,

while also releasing methane and nitrous oxides (Stavi and Lal, 2013). One option to change

soils from a carbon source to a carbon sink, and reduce methane and nitrous oxide
emissions, is through applications of biochar. Biochar is defined by (Rasul et al., 2016) as a

0 polysis technique that converts biomass in absence or limited oxygen and controlled
conditions of temperature and pressure to a ¢c
to have significant negative emissions potential, possibly with fewer disadvantages than

other NETs (Smith, 2016). As well as its climate change mitigation capacity, biochar is also
considered a potential benefit to global food security (Ildowu, 2017) due to improved soil

fertility and water holding capacity as well as a possible stimulation of yields.

(Minx et al., 2017) have pointed out that although research on biochar has made a large
contribution to the recent literature on NETSs it is primarily of a technical nature and has not
made a significant contribution to policy-focussed work. A comprehensive systematic review
of biochar literature by Gurwick et al. (2013) considers the topic in more detail. Potential
climate change mitigation is the focus of most studies. The climate change mitigation
capacity of biochar is dependent on the assumption that the biochar can persist long term
(>1000s years). Gurwick et al. (2013) found several gaps in the literature attempting to justify
biochar claims, mo s t notably in the understanding of
processes, biochar decomposition rates and variation in residence times. They conclude
that current (2013) data is insufficient to determine the effect of biochar on whole-system
GHG budgets. The literature studies are characterised by diverse environmental conditions,
feedstocks, and study designs.

3.4.2 Potential

(Verheijen et al., 2013) have estimated that global sequestration potential of biochar could
be from 71-130 GtCOF over 100 years. Stavi (2013) estimates that applying biochar on
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degraded and deforested lands and agroforestry systems alone (1.75 billion ha globally)
could sequester 2-109 GtC (18-400GtCOR).

Biochar increases carbon sequestration, and also increases soil fertility (Lorenz and Lal,
2014) and nutrient and water availability, as well as supressing diseases and improving soil
quality (Rasul et al., 2016; Subedi et al., 2017). Biochar is particularly beneficial for tropical
soils where degraded soil quality threatens agricultural productivity and sustainability
(Agegnehu et al., 2016). Its co-production in waste water treatment increases sustainability
(Miller-Robbie et al., 2015). Biochar is argued to be superior in carbon sequestration and
reducing GHG emissions than alternatives such as hydrochar or dried biomass
(Schimmelpfennig et al., 2014) and is considered one of the most feasible options to mitigate
the climate impact of agriculture (Stavi and Lal, 2013).

3.4.2.1 Biochar and Bioenergy Crops

Biochar may be most effectively deployed in multi-functional bioenergy systems, increasing
the systems potential to achieve net negative emissions (Ubando et al., 2014; Woolf et al.,
2014) by being co-produced during the burning biomass to make energy (Z. Wang et al.,
2014). Biochar applications can also improve bioenergy crop productivity on marginal lands
(Koide et al., 2015). Land use change emissions from establishing bioenergy crops might
be offset by applying biochar, due to sequestration and increased yield reducing land area
requirements (Kauffman et al., 2014), although this has not been consistently found to be
the case (McClean et al., 2016).

3.4.2.2 Biochar and soil emissions

Biochar could potentially reduce soil emissions of NFO associated with agricultural activity.
Black carbon interacts with the nitrogen cycle and biochar potentially could reduce NOXx
emissions (Cayuela et al., 2013). This has been proven in the laboratory, although limited
field studies have demonstrated contradictory results. (Nelissen et al., 2014) tested seven
different biochars and found reduced NFO and NO emissions. Additionally (Mukherjee et al.,
2014) found NFO significantly decreased by 92% in degraded soils but COF and CHM
emissions were not significantly altered. Similarly, Fidel, Laird, and Parkin (2017) found
biochar mitigated NFO, but di dnodt QOF@mssidns. Shamet al. (Shea ét &l.e r
2014) showed that adding straw biochar to rice paddies reduces its gross climate impact
(contributions from both NFO and CHM aggregated via GWP-100 equivalence factors).
Whereas Xiang et al. (Xiang et al., 2015) found biochar had only a slight negative effect on
NFO emissions, but this effect was increased when coupled with optimal fertiliser use.
Brassard, Godbout, and Raghavan (2016) considered 76 types of biochar from 40 studies
and found biochar with low N were best at mitigating NFO emissions. (Schimmelpfennig et
al., 2014) demonstrated that NHf emission reduction only occurs if biochar is neutral or
slightly acidic. B i NBOhemissidrss is thargfaaecdepenglentoo manye d u ¢ e
factors, and the priority for effectiveness should be an appropriate ratio with N fertiliser (Feng
and Zhu, 2017). The mechanism for influencing NFO flux is poorly understood and appears
to be biochar and soil specific (Lan et al., 2017).
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(Han et al., 2016) found biochar reduced CHXemissions under ambient temperatures, and
even more so under elevated temperatures and COF (Jeffery et al.,, 2016) found a
relationship with flooding and pH in the capacity of biochar to decrease CHW emissions.
Trade-offs may exist, as (Singla and Inubushi, 2014) found biochar increased CHMW
emissions, but lowered NFO emissions, possibly due to the effect of more carbon available
to microbial communities.

Preliminary research does suggest biochar may be used to reduce nitrous oxide and
methane emissions from soil in certain contexts but results are variable, and limited by a
lack of long term field studies but the mechanisms involved require further research.

3.4.3 Limitations

There are several limitations with biochar (Jeffery et al., 2015) and inconsistencies exist in
the literature about how beneficial biochar really is (Butnan et al., 2016). Biochar could have
negative impacts on air quality, climate and biogeochemical cycles (Lorenz and Lal, 2014,
Ravi et al., 2016). Dependant on feedstock and pyrolysis conditions, biochar may also
contain detrimental levels of toxic compounds or heavy metals (Subedi et al., 2017). In
addition, many accounting estimates ignore the warming effect of reduced albedo reflection
due to darker soil colour from biochar (Verheijen et al.,, 2013). Furthermore, the
environmental benefit of biomass pyrolysis to make biochar is partly undermined by the need
to use fossil fuels to ignite the relatively inflammable material, particularly at a small-scale
(J. R. Jones et al., 2016).

3.4.3.1 Trade-Offs in Biochar production

Studies are emerging that consider the qualities and strengths of different types of biochar
(Butnan et al., 2016). Feedstock type and process conditions cause variation in the
characteristics and effectiveness of biochar (Subedi et al., 2016) with varying pH, nutrients,
respiratory activity and capacity to trap COF(Fornes et al., 2015). Trade-offs between carbon
sequestration capacity and nutrient benefit affect choice of pyrolysis method and feedstock
material during biochar production (Crombie et al., 2015). A trade off also exists between
the amount of biochar required (burn material at lower temperatures) and long term stability
of carbon (Saez de Bikuna Salinas et al., 2016). Biochar requires burning at over 360°C to
become resistant to decomposition (Mimmo et al., 2014) and the higher the pyrolysis
temperatures, the more carbon is sequestered (Brassard et al., 2016)

3.4.3.2 Effectiveness of Biochar Application

The effect of biochar applications on yields and climate mitigation will be crop and site
specific. It will be most beneficial to improved soil quality and yield in tropical weathered
soils and soils of poor quality, and least effective in inherently fertile soils that make up most
agricultural soils today (Lorenz and Lal, 2014). The yield benefit is also higher in acidic sandy
soils (Subedi et al., 2017). In tropical degraded soils, adding biochar increased maize yields,
but only mitigated GHG emissions under certain conditions, with some cases of increased
aggregate GHG emissions in the short term (Agegnehu et al., 2016). Another field study
found the opposite, where biochar enhances carbon sequestration but had no significant
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effect on yield (Keith et al., 2016). Additionally, for sequestration to be effective relative to
COF persistence in the atmosphere, carbon must persist in soil on a time scale of hundreds
to thousands of years; the chances of this can be improved if the biochar carbon reaches
deeper soil layers. More studies into mechanisms for surface applied biochar to be
translocated to deeper soils are needed (Lorenz and Lal, 2014).

3.4.4 Knowledge Gaps, Future Research and Deployment

Payment to farmers is a necessary mechanism to implement climate mitigation and
ecosystem support services (Stavi and Lal, 2013). Biochar is more beneficial in low carbon
soils than high carbon soils. Yield and stability should be prioritised in deployment (Yadav
et al., 2017). Widespread use of biochar in agriculture faces many barriers. Residence time
might be a lot shorter than previously estimated, financial incentives are not yet in place and
uncertainty exists around the full effect on crop yields (Bach et al., 2016).

3.4.4.1 Knowledge gaps

Biochar literature is characterised by considerable knowledge gaps and is still addressed at
a superficial level. A review by Tammeorg et al. (Tammeorg et al., 2016) summarises our
current understanding and future research priorities focused in the areas of: soifibiodiversity
and ecotoxicology, soil organic matter and greenhouse gas (GHG) emissions, soil physical
properties, nutrient cycles and crop production, and soil remediationa Future research
priorities need to address specific mechanisms, their trade-offs and long-term interactions
as well as:

€ functional redundancy within soil microbial communities, bioavailability

of bi ochardés contaminants to soil bi ot a,
emissions, soil formation, soil hydrology, nutrient cycling due to microbial

priming as well as altered rhizosphere ecology, and soil pH buffering

capacity. (Tammeorg et al., 2016)

Other knowledge gaps highlighted in the biochar literature include:

T Economic and | ife cycle asseStsameints2@i3pn s

f Further investigation into claims th@R. ben
Fidel et. al., 2017)

T More |l ong term field scale studies to de\
(Subedi et al ., 2017)

1T Better understanding of the wunderlying mec
amended( RoiBs Fidel, Lai(rBdr,a sasmad dP agrtk ednlf .€r0yL
et al .., 2015)

T I'nvestoingd environmentailcal mpé&dctochfa(rRaavp@ ¢eitc
al ., .2016)

T I'nvedtoing o ef fect of soil tempen(&rwmevadud
al ., ,2@specially under future climate chan
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3.4.5 Conclusion: Biochar

Biochar production and application may have significant if limited COFremoval potential of
0.7 GtCe yr! (2.6 GtCOF yr?) globally (Smith, 2016), and could help achieve negative
emissions in the future. Biochar can sequester COF into a stable solid form that may be
stored long term if the soil is managed correctly, and may also reduce the emissions of other
GHG in the soils it is applied to, under certain criteria. Biochar has also demonstrable co-
benefits such as increased crop yields and improved soil quality. However variable results
challenge the overall effectiveness of biochar with trade-offs during production to consider
between biochar quality and quantity. Uncertainty also exists in biochar applications
regarding the specific mechanisms of biochar interactions with soil GHG emissions, the
long-term storage of surface applied biochar and potential negative environmental impacts.
Further research is needed to fully support biochar claims, develop and deploy biochar
effectively, and address the knowledge gaps.

3.5 Afforestation/Reforestation

3.5.1 Introduction

The land-use sector can be used to reduce emissions and increase carbon uptake, but is
currently responsible for 17-32% of global GHG emissions. This is primarily due to direct
emissions from agricultural soils and livestock, as well as indirect agricultural emissions and
land use change. Estimating the global emissions from conversion of land to agriculture has
the highest uncertainty (6 +3 GtCOFe yr1), contributing to such a wide total range (Bellarby
et al., 2008). Forestry can be used to change the land-use sectors from a source to a sink
in two ways: reducing emissions by avoiding deforestation and increasing carbon uptake
(COF removal) by afforestation. Afforestation is defined as the planting of trees on lands
which historically have not contained forest cover (IPCC AR5 WG3, 2014). Currently there
are both decreasing deforestation rates and increased afforestation. Total European forest
area has increased by 25% since 1950 (Fuchs et al., 2013). However, European forests
have emitted 3.1 GtC since 1750 despite considerable afforestation, because of wood
extraction (Naudts et al., 2016). The optimum use of forestry for mitigation differs between
regions. It is argued that the priority should be to reduce deforestation in Latin America, the
Caribbean, Middle East and Africa and increase afforestation in OECD-1990, EIT and Asia
(Smith et al., 2014). Land carbon stocks can be increased by afforestation that enables
sequestration in soils and in biomass (vegetation and litter). Afforestation could change the
overall land-use sector from a net source to a net sink by the mid-century and is argued to
provide a cost efficient strategy for removing carbon from the atmosphere (Humpendder et
al., 2014).

Advantages of afforestation are that it can be deployed immediately, provides co-benefits
and ecosystem services and it is generally unlikely that public acceptance will be an issue
(Humpendder et al., 2014). However, despite being immediately deployable, it takes time
for forests to establish and maximise carbon uptake, storage of carbon in the soil is limited
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by factors such as the soil saturation point i maximum restoration of the land carbon buffer
is estimated to be 187 GtC (Mackey et al., 2013), equivalent to less than 20 years of fossil
fuel and cement emissions i and storage of carbon in forest biomass is vulnerable to future
harvesting.

3.5.2 Potential

Future scenarios have suggested a maximum estimate of 2580 Mha afforestation globally,
sequestering 860 GtCOF to the end of the century but with serious impacts on food prices
(Kreidenweis et al., 2016). These modelled scenarios indicate that confining afforestation to
the tropics and enabling freer international agricultural trade could achieve 60% of the
maximum cumulative sequestration while greatly limiting impacts on food security. In 2030,
at a carbon price up to 100 USD tCOF?!, estimates from forestry sector studies on mitigation
potential range from 0.2-13.8 GtCOFyr. This wide range is partly due to the different range
of options considered in the studies (Smith et al., 2014). Based on a range of IAMSs,
afforestation could cumulatively remove 200-700 GtCOF by 2100 (Tavoni and Socolow,
2013). These studies indicate that afforestation has significant climate change mitigation
potential through sequestration of COF into soil and biomass. However, the wide range in
estimates of annual rates and total cumulative sequestration of COFalso highlight significant
uncertainty about the likely maximum mitigation potential of afforestation.

3.5.2.1 Afforestation and Sequestration

Afforestation removes COFfrom the atmosphere, adding to the biomass stock and the solid
carbon stock. Neither of these two stocks are as stable and permanent as geological storage
of fossil fuels (Mackey et al., 2013). COF sequestered into biomass is vulnerable to be re-
released through decomposition, forest fires and harvesting, including combustion to meet
increased bioenergy demands. The soil carbon stock may be somewhat more stable than
the biomass, provided the carbon added to the soil can stabilise and that the soil is not
disturbed.

3.5.2.2 Soil Organic Carbon (SOC) stock

Average carbon sequestration rate in soil (assessed to a depth of 100cm) after 41 years
from forest establishment on agricultural soil is 0.65 MgC ha? yr! and 0.24 MgC ha?! yrt
under arboreal and shrub forestry respectively (Ulery et al., 1995). Converting cropland to
forest could increase global SOC by 1.9% yr! (Han et al., 2017). The impact of afforestation
on SOC stock depends on many factors, including climate, former land-use, forest age,
forest type, soil type (clay content), nitrogen deposition and management practices.
Ecosystem simulation modelling by Mitchell et al. (2012) also shows the carbon storage
changes associated with land use change, including afforestation replacing agricultural use
which can have a short-term climatic warming effect. Time is also a very important
component with land use change to forestry characterised by an initial loss of SOC followed
by a recovery phase of varying length. Barcena et al. (Barcena et al., 2014) found that
fafforestation in Northern Europe had a positive effect on SOC stocks approximately 3
decades after land-use change, with the exception of afforestation on grasslandso but
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changes are small within a 30 year perspective. This is due to the effects of previous land
use, soil type and SOC content. Grasslands tend to have higher levels of soil C than other
land use types such as croplands, heathlands and barren lands. These SOC rich soils tend
to maintain the same carbon levels after afforestation and not become sinks. In contrast,
afforestation from cropland (SOC-depleted) had a significantly positive SOC effect, and
coarse soils and volcanic soils were most prone to gain SOC after afforestation in Europe
(Bércena et al., 2014). Afforestation increases the biomass carbon stock when converted
from grassland, but decreases the SOC (Burrascano et al., 2016). Additionally (Han et al.,
2017) found afforested arable land had significantly higher SOC, especially in the top soll
due to higher rates of litter and root production and protection of organic matter by
stabilistation and protection of matter associated with mineral particles. Compared to
agricultural land use, afforestation leads to long term stability of soils and increased carbon
stabilization in soil aggregates due to decreased soil erosion and reduced disturbance.

3.5.3 Limitations

3.5.3.1 Albedo and evapotranspiration

COF mitigation from land use change to forestry might be counteracted by changes in
albedo, evapotranspiration, and aerodynamic surface roughness length (Burrascano et al.,
2016), undermining the mitigation potential of afforestation (Jones et al., 2012; Vuuren et
al., 2013). The albedo effect is especially significant in boreal zones where albedo changes
have been shown to offset the consequences of COFremoval. By restricting afforestation to
non-boreal areas, potential carbon removal will be lowered by 8% (Kreidenweis et al., 2016).
Tree species also matters, as broadleaf trees have less negative effect on albedo than
needle leaf trees (Littleton et al., 2016). Additionally, afforestation could have region-specific
effects on flooding and fire regimes.

3.5.3.2 Land area

On a land area basis, afforestation is estimated to require over five times the land area as
BECCS to achieve similar levels of carbon removal (Humpendder et al., 2014), despite the
advantage of having lower cost than BECCS (Smith et al., 2015). 2800 Mha of afforestation
could remove 703 GtCOF, compared to only 500 Mha of BECCS removing 591 GtCOF
(Humpendder et al., 2014). Humpendder et al. (2014) reports that these modelled results
are highly sensitive to carbon prices, and lower afforestation costs are dependent on long
crediting periods. Carbon removal rates due to afforestation will decline as less land is
available and forests mature. One proposal to counter this considers harvesting the trees
and burying the wood to protect the biomass carbon, and then replant the forest and
increase the mitigation capacity of afforestation, however this study calls for further

i nvestigation as it does not c onscedcethefotesie ef f
floor, bi odiversity, cost , l i feti me (éngstt or ed
al., 2013).
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3.5.3.3 Food Prices

Maximising afforestation, to 2580 Mha globally and to sequester 860 GtCOF, could increase
global food prices four fold by 2100 due to competition for land (Kreidenweis et al., 2016).
This food price impact can be reduced if afforestation is restricted to areas where it will be
most effective (Kreidenweis et al., 2016). More research and development is required for
yield increasing technology for food to accommodate the land requirements of afforestation
significant enough to be effective at climate mitigation (Kreidenweis et al., 2016). Given the
very low resource and land-use efficiency of livestock production in terms of GHG emissions
per unit protein produced and per hectare (Nijdam et al., 2012), Herrero et al. (2016, p. 5)
estimate that reduced meat consumption could result in spared land available for up to
4.6 GtCOFe yr! of CDR if afforestation of pasture land is assumed, though the spared land
could also be used to be produce larger amounts of food or for biomass production for
bioenergy.

3.5.3.4 Biodiversity

Another trade-off exists between afforestation and biodiversity. For example, total carbon
storage is larger in forests than in grasslands but grasslands support more endangered
species (Burrascano et al., 2016). Plantation forestry aimed at maximising carbon stocks
through longer rotation length may be better for biodiversity than bioenergy forestry, but that
effect may be offset by increased stocking rates and reduced thinnings to maximise carbon
(Pawson et al., 2013).

3.5.35 Management

There is uncertainty about future climate change impact on soil carbon stocks and forests
(Smith et al., 2014). Different types of planted forest exist depending on the purpose each
is established and managed for e.g. production of forest products (bioenergy) or for carbon
sequestration in carbon forestry. Pawson et al. (Pawson et al., 2013) estimate that 4% of
global forests are plantations, and these have an important role of offsetting the need to
extract resources from natural forests. Forest management will have to adapt in response
to climate change, this will involve changes in species, rotation length, thinning, pruning,
extracting bioenergy feedstock and large-scale afforestation. In light of afforestation efforts,
plantation forest specific vulnerabilities to future climate change need to be considered.

Naudts et al. (Naudts et al., 2016) argues that not all forest management strategies
contribute to climate change mitigation. By putting more unmanaged forestry into production
(extracting wood and possible conversion to more productive species), albedo is being
lowered and carbon released. In Europe there are now significantly more conifers and less
unmanaged forest land compared with 1750 (Naudts et al. 2016). Globally, wood extraction
occurs in 64 to 72% of the forest area (Naudts et al. 2016). Carbon stock in living biomass,
coarse woody debris, litter and soil was assessed (via simulation) to be 24%, 43%, 8% and
6% lower respectively in managed compared to unmanaged forests (Naudts et al., 2016).
Therefore forest management needs to be accounted for in climate mitigation pathways that
rely to any significant extent on carbon stocks and sinks in forestry. It is uncertain whether
we can design a forest management strategy that can both mitigate climate change by

50



increasing forest carbon stocks while also sustaining wood and bioenergy production and
general ecosystem services (Naudts et al., 2016). Nabuurs et al. (2013) argue that distinct
warnings of carbon saturation in Europeods
to forests coming into a dynamic equilibrium with forest management including a downward
trend in afforestation area expansions (reduced from 500,000 ha yr! between 2005 to 2010
from 700,000 ha yr?! previously), decreasing stem volume increment (annual growth), and
increasing natural disturbances, storms and drying that may be boosted by climate change.

3.5.3.5.1 Bioenerqy Demand

Recent EU-level targets by the European Commission aim to achieve 20% primary energy
from renewable resources, 42% of which is expected to come from biomass (European
Commission, 2013). The management of plantation forest to meet bioenergy demands and
the implications for climate mitigation potential of afforestation efforts must be carefully
considered. Forest biomass combusti on inithe
energy sector, assuming that the carbon accounting occurs in the land use sector, but this
does not account for possible soil C loss from harvesting practices, or the plant growth and
ongoing carbon sequestration that would occur in the absence of bioenergy production
(Hudiburg et al., 2011). fBroad-scale bioenergy production may have important
environmental and economic implications, which may not necessarily result in major
greenhouse gas emission savingso(Burrascano et al., 2016). Policies must be designed so
that established forests are not cut down again and release the carbon stored (Kreidenweis
et al., 2016)

3.5.3.6 Policy coherence and governance

The question remains whether afforestation, under its aforementioned limitations, can
effectively mitigate climate change significantly. Haim, White, and Alig (Haim et al., 2016)
found that afforestation efforts were typified by problems with leakage, in some cases over
100%. This is due to the effect of intensification of agriculture on the remaining land that
could offset the carbon sequestered by the afforested agricultural land. There is therefore a
need for region specific GHG mitigation policies that considers implications of policy on other
regionso activities and accounts for the

Littleton, Vaughan, and Joshi (Littleton et al.,, 2016) considered a range of global
afforestation scenarios and found significant limitations from albedo effects and propose that
af f or e sfimpottanae to duture efforts to mitigate the effects of climate change is likely
to be minora Elberg Nielsen, Plantinga, and Alig (Elberg Nielsen et al., 2014) estimate that,
in the USA, if carbon emissions were priced at 50 USD tCOF?, an additional 200 MtCOFyr
1 would be sequestered through afforestation. Nabuurs et al. (Nabuurs et al., 2013, p. 795)
conclude that continued afforestation in Europe delivers mitigation gains but is only one part
of a spatially-diversified set of forest management policies that conserve and increase forest
carbon stocks within an integrated land use strategy coherent with whole-economy climate
policies.

There are also issues of policy coherence, as a carbon management focus policy direction
may detract from or contradict other policies, such as biodiversity, as discussed by
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(Burrascano et al., 2016). For example grasslands are good for carbon storage, particularly
SOC, and biodiversity but are often targeted land areas by afforestation policy because
combined biomass, litter, deadwood and soil in forestry will store more C (175 tC ha'
compared to 126 tC ha for grassland (Burrascano et al., 2016). Policies reflect the limited
attention paid to the conflicts between carbon management and biodiversity conservation.
There is also an inherent incoherence in the continuation of deforestation while attempting
to increase of afforestation. Kreidenweis et al. (Kreidenweis et al., 2016) points out that
deforestation must cease before afforestation can be seriously considered as a means to
mitigate climate change.

3.5.4 Knowledge gaps and Future Research
Some knowledge gaps identified in the literature to be addressed by future research include

1T The need for more novel studies that I nve
mechani sms of (aHafnoreets taeld. ,s 02 017)
T Addressing thelOod¢ct®wyha @tyt drdddge OLehborseh

and Hei kkinen, 2015; Scharl emann et al ., 2
T I nvestuingkantoeswns i n | and wuse change and di s
communities and Meindtchreitdaal edatad ., 2017)

3.5.5 Conclusion: Afforestation/Reforestation

In conclusion, afforestation is an option to remove carbon dioxide from the atmosphere that
is already ongoing, not pending any technological developments and is argued to be more
cost effective than other NETs (see estimates of mean cost from Smith et al., 2015,
US$87/tCeq for afforestation and reforestation, compared to US$132/tCeq for BECCS,
US$1600-2080/tCeq for DAC and US$1104/tCeq for EW). The effectiveness of afforestation
for climate change mitigation depends on the stability and protection of the COFsequestered
into the soil and biomass stocks. While afforestation rates increase, scaling up this mitigation
strategy will incur trade-offs with food prices and biodiversity, and mitigation potential may
be offset by albedo effects and combusting biomass to meet future bioenergy demand.
Future policy should employ methodologically comparable, full life cycle assessments of the
greenhouse gas profile of a managed plantation, and should be designed coherently with
other environmental policies such as biodiversity. Knowledge gaps that could be addressed
by future research include understanding the mechanisms of carbon storage and reducing
uncertainty about the forest carbon stock and land use change effects.
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3.6 Direct Air Capture

3.6.1 Introduction

Direct air capture can be def i ne C€OFRdream aimlkiant
air, producinga pure COFst r eam f or u qIghimoto et al.j 2617;Ksith, [2QGD9).
The concept of using DAC for climate mitigation was first introduced by Lackner in 1999
(Sanz-Pérez et al., 2016). DAC works by passing air over a material that absorbs COF. There
are three main operating mediums: aqueous solutions of strong bases, amine adsorbents,
and inorganic solid sorbents (Broehm et al., 2015). The resultant stream of COF can be
stored in geological formations via CCS or, in carbon utilisation, use in industry, usually
offering far less, if any, long term sequestration. The key difference between DACCS and
other applications of CCS is that DAC removes COF directly from the atmosphere, instead
of from flue gases from the burning of fossil fuels or biomass. This presents the challenge
of extracting COFfrom much lower concentrations in ambient air, compared to the relatively
more mature technology of extracting it from flue gases.

3.6.2 Potential

Advantages of DAC are many. It has fewer social concerns and negative side effects than
other NETSs (Ishimoto et al., 2017), such as the land area conflicts and emissions accounting
issues with BECCS and afforestation. The location of DAC is flexible because it extracts
COFfrom ambient air, and therefore can be located conveniently near consumers or storage
facilities for the resulting COF product (Broehm et al., 2015). Like other NETs, DAC
combined with CCS can also offset emissions from all sectors, can remove past emissions,
and potentially allows continued burning of fossil fuels that decouples near-term mitigation
efforts from replacing or retrofitting existing infrastructure (Yousefi-Sahzabi et al., 2014).
However, to achieve this, very large rates of removal would be required and currently no
large scale working examples exist (Broehm et al., 2015) therefore any such near-term
mi tigation policy commitment to continue
pathway, based on DACCS, relies on very large investment in DACs, significant carbon
price rises and still risks non-delivery of significant CDR (Larkin et al., 2017).

3.6.3 Limitations

The main limitation is cost of implementation, scalability and energy requirements. There is
a significant cost for the energy and materials required to move large quantities of air in DAC
(Yousefi-Sahzabi et al., 2014). Deployment is not helped by the very large range of cost
estimates (Ishimoto et al.,, 2017). How to calculate the cost is debated and varies with
estimates ranging from 100 USD tCOF! to 550 USD tCOF! if DAC was implemented within
the next 25 years, and fall significantly in the longer term to 40-140 USD tCOF! (Broehm et
al., 2015). Some estimations of cost are as low as 30 USD tCOF! if scaled up and mass
produced (Yousefi-Sahzabi et al., 2014). While other estimates are as high as 568 USD
tCOF! (Smith et al., 2015). There are also major uncertainties about capital cost of plant
design and materials, with estimates ranging from 300 million to 3 billion USD for a system
that captures 1 MtCOFyr! (Broehm et al., 2015). Therefore, the current costs of DAC are
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highly uncertain and may prove to be prohibitively high compared to other mitigation options
such as BECCS (Ranjan and Herzog, 2011). Nonetheless, some speculate that it may still
have a significant role in long term climate mitigation (Kriegler et al., 2013) if costs could be
reduced by innovation (Ishimoto et al., 2017; Sanz-Pérez et al., 2016; T. Wang et al., 2014).
However, these studies indicate that DAC is currently an immature technology that is
currently far from enabling CDR at large scale.

3.6.3.1 Energy inputs

High energy demand is another factor that may limit the potential of DAC (Ishimoto et al.,
2017). Unlike BECCS, DAC does not have an energy output, and actually requires
substantial energy to operate, entailing a net energy cost. There is significant variation in
amount and quality of input energy needed for different types of proposed DAC system
(Broehm et al., 2015). It is estimated that DAC will likely require 6-10 GJ tCOF! thermal
energy and 1.1-1.9 GJ tCOF! of electrical energy (Broehm et al., 2015). This high energy
requirement is because capture from atmosphere requires 1.8-3.6 times more energy than
technology to separate COF from flue gas, due to the much lower concentrations of COF
(Broehm et al., 2015), so, thermodynamically, DAC compares unfavourably with COF
capture from point sources (Pritchard et al., 2015). DAC therefore needs a dedicated source
of very low carbon energy, as using conventional (unabated) fossil fuel power would
potentially release more COF than would be removed in the DAC process (Ranjan and
Herzog, 2011). Additional energy would also be needed for COF compression (to ~150bar),
and transport and injection into a storage site.

3.6.3.2 Water

Another limiting factor is water use because DAC could have a potentially very large water
requirement of up to 50 tH20 tCOF*! captured, with an average estimate for capture of 5-13
tH20 tCOF! (Broehm et al., 2015).

3.6.4 Conclusion: DAC

In conclusion, DAC offers the in-principle possibility to directly remove COF from the
atmosphere. However, given its cost and technical limitations, it would be a risky policy
decision to rely heavily on future DAC availability at this stage (Ranjan and Herzog, 2011).
It is possible that new materials emerging may make DAC more feasible (Sanz-Pérez et al.,
2016). However, Pritchard et al. (Pritchard et al., 2015) warns that it is inappropriate to be
distracted by DAC when point sources of GHG emissions have not yet been substantially or
completely decarbonised. An over-optimistic expectation of DAC could reduce policy
motivation for other mitigation options. Pilot scale DAC deployment to better characterise
the possible technology options and costs could be beneficial, but, on the basis of current
knowledge, it appears that overall mitigation pathway planning should not assume or rely on
large scale DACCS availability (see overview of DAC and DACCS in NRC (US), 2015, pp.
67174).
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3.7 Enhanced Weathering

3.7.1 Introduction

Enhanced weathering (EW) is defined as the fapplication of crushed silicates to the
landscape to accelerate their chemical breakdown to release base cations and form
bicarbonate that ultimately sequester COFO (Beerling et al., 2016). Hartmann et al. (2013)
provides a detailed overview of chemical weathering as a climate change mitigation strategy.
Calcium and magnesium-bearing silicate rocks react with and sequester COF in air. This
already happens naturally but can be accelerated through increasing the mineral surface
area by crushing rock, and applying it to soils to concurrently increase soil C sequestration
(Beerling, 2017; Hartmann et al., 2013). This can be deployed by applying the crushed
materials to agricultural soils, open oceans and coastal zones (Meysman and Montserrat,
2017). During dissolution of silicate minerals, dissolved COF will convert to bicarbonate,
increasing soil and eventually ocean alkalinity, combatting soil and ocean acidification
(Hartmann et al., 2013).

3.7.2 Potential

The material with the most potential is one rich in cations, has a fast dissolution rate and is
abundantly available, such as olivine in mafic and ultramafic rocks (Hartmann et al., 2013)
(Meysman and Montserrat, 2017). Moosdorf, Renforth, and Hartmann (Moosdorf et al.,
2014) estimates that 0.5-1 tCOF can be sequestered per 1t of rock, with an energy cost
ranging from 1.6-9.9 GJ tCOF."! Modelling by Taylor et al. (Taylor et al., 2015) projects that
EW could lower atmospheric COFby 30-300 ppm by 2100 if applied at a rate of 1 to 5 kg m-
2 yr! to 2000 Mha of tropical areas. EW has the most potential in the tropics (Hartmann et
al., 2013) where there is high humidity, temperatures and rainfall (Meysman and Montserrat,
2017). Globally there is 12 Mkm? of cropland that could have significant mitigation potential
if enhanced weathering is deployed, as a co-benefit to food production (Beerling et al.,
2016).

EW has many potential co-benefits. The alkaline bicarbonate generated ultimately ends up
in the ocean. This mitigates another major environmental issue of ocean acidification. EW
can be used on land already producing crops, therefore there is no necessary land conflict
and it doesnd6t compromise food security.
costs (Beerling, 2017). By releasing other nutrients (Si, P and K), EW may increase
productivity, further removing COFfrom the atmosphere. For example, crop yields have been
found to increase by up to 50% in the case of rice under silicon fertilisers (Hartmann et al.,
2013). EW also reduces NFO loss through pH buffering further benefiting both crop
production and the global climate (Kantola et al., 2017).

Globally Smith et al. (2015) estimate that sustained EW could remove about 3.7 MtCOFyr?
by 2100, requiring a mean estimated energy input of 46 EJ yr! with a wide range of potential
costs giving a mean value of ~300 USD tCOF™.
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3.7.3 Limitations

Limitations to consider with EW include the effect of pore water saturation, dissolution
kinetics, plants, soil processes and negative impacts from altering pH levels in natural
ecosystems. There is also a risk of increased airborne dust and implications for human and
animal health. While mafic and ultramafic rocks containing suitable minerals such as olivine
are abundantly available, deploying EW would require significant development of mining
and transport infrastructure. Transport of such large quantities over potentially long
distances may significantly undermine the mitigation potential if transport is fossil fuelled
(Hartmann et al., 2013). There is a high energy requirement and associated COFemissions
to grind the material to suitable grain sizes (Meysman and Montserrat, 2017). The most
potential for EW to be effective is in tropical areas. However, these regions are densely
forested, a landscape that is logistically unavailable to spread rock material. Hence the land
area is restricted to arable regions, limiting land availability (Meysman and Montserrat,
2017). Other barriers include cost, social acceptability and the possibility of unknown
consequences (Taylor et al., 2015).

3.7.4 Knowledge Gaps and Future Research

There are still many uncertainties about long term impact EW with a prominent lack of field
experiments in the literature (Beerling, 2017). There are many unknowns about the
ecological and biogeochemical impacts of EW at scale (Hartmann et al.,, 2013). Future
research needs to consider the ecosystem impacts from released weathering products
(Meysman and Montserrat, 2017). Another unknown is the effect of adding silicate minerals
to soil on the organic matter pool. Adding silicate minerals could potentially promote SOC
loss through decomposition and it is unknown whether the initial increase in microbial activity
(decomposers) will be counterbalanced by the increase in plant productivity (Dietzen and
Harrison, 2016). Moosdorf, Renforth, and Hartmann (Moosdorf et al., 2014) identifies future
research priorities for weathering rates and side effects as well as addressing social
acceptability and governance. Beerling et al. (Beerling et al., 2016) considers EW to be
limited by economic cost and energy requirements, suggesting that its role in effective
mitigation will be in a context contributing to the 2°C target as part of a portfolio with multiple
NETs. The CDR report by NRC (2015, pp. 461 56) provides a useful overview of EW and
current research.

3.7.5 Conclusion: Enhanced Weathering

In conclusion, EW has potential to increase removal and sequestration of COF from the
atmosphere, with many co-benefits for soil quality, productivity and combatting ocean
acidification. Its potential may be limited by energy requirements, emissions and cost. While
EW enhances an already occurring natural process, future research must address the
potential side effects at an ecosystem level of deploying EW at large scale.
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4 Energy-economy-emission system modelling of climate
mitigation pathways, with and without negative emissions

Summary

il

Modelling future climate-energy-economy outcomes of potential choices through time
can assist decision-makers if models are skilful and projection uncertainties are
clearly stated. However, modelling outputs need to be used with care as they are
readily subject to misinterpretation.

IAMs and energy system modelling can be extremely complex, resting on historic
assumptions and on medium and long-term economic projections that often lack

inherent physical basis to allow predictability (unlikethe Earthc | i mat e mear-st e mo

linear warming response to cumulative COF emissions).

Benefit-cost analysis combines socioeconomic, physical climate, damage function
and discounting modules to estimate
balance of benefits over costs. The results, including estimates of a social cost of
carbon, are often highly contested, having a very large range of values.

Cost effectiveness analysis, as used in economic climate mitigation modelling,
assumes that a specified climate target will be met with high certainty. Analysis then
identifies the least-cost pathway among alternatives that all meet that specific target
constraint. Within a cost-effectiveness framework, near-term policies need to be
aligned with a high probability of meeting a climate target, otherwise they cannot be
judged to be cost-effective.

Energy system optimisation models can be used to investigate alternative least

g

Anoti onal cost o, decarbonisation pathways

assume a single decision-maker with perfect foresight.

6Sec-badt 6 alewel parspdctive analysis, accounting for myopic decision-
making, carbon lock-ins and cultural path dependence may enable more realistic,
policy relevant analysis, especially if stringent mitigation urgency is not otherwise
being adequately addressed in near-term policy.

Life cycle assessment (LCA) and marginal abatement cost curves (MACCSs) can be
useful but are typically subject to complex, interacting uncertainties and need to be
interpreted with care, especially when comparing different studies or in ranking
options.

IPCC AR5 IAM scenarios are arguably unrealistic in assuming globally uniform and

rising carbon prices, long-term planning and rational decision-ma ki ng t o achi

e f f e AMBRGr/decarbonisation by 2100.

IAMs for energy and land use for WB2C include large amounts of CDR through NETSs,
especially depending on large scale BECCS. Modelled future mitigation costs rise
steeply if NETs such as BECCS and DACCS do not become available at scale in
future, within the projected cost and performance levels.
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4.1 Types of modelling aiming to assist in climate mitigation policy
decision-making

This chapter gives an overview of the forms of modelling 7 socio-economic, energy, land
and climate 7 used in integrated assessment and other more focused modelling that can
inform climate mitigation policy. The usefulness and limitations of different modelling
approaches are discussed, especially in regard to the costs of action and inaction, and in
assessing the future role of negative emissions technology. Given the urgency of agreed
Paris Agreement target-aligned climate mitigation, including the possible need for global nett
negative COF emissions, achieving the necessary rapid transformation in global, regional
and national energy systems and land-use management requires difficult choices to be
made. The academic community has aimed to inform decision-makers by developing
models to assess the costs and challenges of different future climate mitigation pathways to
explore the alternatives using a variety of modelling approaches (Sathaye and Shukla,
2013). All model-makers and users of model output do well to bear in mind the well-known
observation by Box (1976) thatii a | | model s are wrong but
future is always unclear, modelling that reflects best understanding of natural and human
systems can help to explore multiple alternative pathway scenarios through future decades.
It is best if models are as simple as possible to give useful information and no simpler, the
main test of usefulness being an ability to match observations and make projections skilfully®
(Schmidt and Sherwood, 2015).

Intercomparison between models can also help in confirming model abilities but there is a
key distinction to be made between modell
t hat are 0st r (SchenandKbomegy, 2014)mastieynobdy physical laws (though
they can still display tipping points, transitions into new and distinctive dynamic regimes),
and modelling of human systems such as societies and economic systems that are far more
structurally inconstant, being more prone to intrinsically unpredictable changes. Depending
on their focus and intended use, models used in pathway assessment can have very
different geographic scales from global to local, and different temporal scales from years to

some

ng

centuri es. The model complexity and fineness

calculation steps) determining the computational time for each scenario run. Multiple runs
with varying initial state and parameter values are often needed to test the sensitivity of the
model to varying goals, assumptions and uncertainties.

Moss et al. (2010 Box 1) gives a concise summary of three main groups of models and
analytical frameworks in climate change research:

fTIntegrated assessment model s (I AMs) ,
human systems, i ncluding energy use,

with the climate system and | and use.

| evel st aoifl dare i ncorporated in | AMs

SASkill o im tulsedt hehrrei daltaseusacypd. Aiforecas
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national and regional anal ysi s.

1T Physical <c¢climate model s, r angioncge anr ogne nheirg
circulation model s ( GCMs) to simplified

i ncagraged into | AMs to project t he
human -soohomic activity,;

T | mpacts, adaptation and vulnerability

ma

(1 A

to informadkecissiabout possi bl e and ulriadel

systems.
Global and large-region IAMs have been extensively used in economic assessments of
climate policy assessments, primarily focused on two main approaches T benefit-cost
analysis (BCA)® and cost-effectiveness analysis (CEA) 7 both of which attempt to assess
the relative economic benefits and costs of climate change mitigation with the objective of
identifying optimal costing of pollution or recommending optimal policy pathways. Many IAM

and ESM approaches continue to assume idealised (arguably unrealistic), Old e gtsd

conditions: the modelling is set up as if there is only a single decision-maker acting with
perfect foresight, and within highly efficient markets operating with perfect information.
Scenario results then give a solution path which is notionally optimal (relative to these
assumptions), often over several decades, based on economic history, and on technology
assumptions for future development, supply and demand, also based on experience. This
is typical of energy system modelling that aims to integrate cost choices over long periods.

y

|l ncreasingly though, model s att enbpets ttdbo oext a noin
i ncorporating Ol andscape &effectsd, -idruée dfof e

perpetuating GHG-intensive behaviour in policies, institutions and among vested interests
and society. Second-best policy landscapes are addressed by constraining processes and
responses and by varying initial conditions in sensitivity analyses. For the five Shared
Socioeconomic Pathway (SSP) narratives directed toward CEA-IAM modelling for IPCC
ARG, including second-best, fossil-fuelled and/or highly inequitable alternative futures, a set
of quantified constraints are being specified for each narrative to give a shared basis of
group inputs for scenario runs undertaken by each of the IAM models managed by modelling
teams worldwide ( O6 Nei I I et al ., 2017)

4.2 Economic modelling of climate mitigation costs and pathways:

4.2.1 Limitations of economic climate cost modelling

The numerical inputs and outputs of economic modelling (like much of economics) can give
the impression of analysis that is free of normative or political choices; however, many of
the monetising assumptions, the overlooked (non-monetised) sources of wellbeing, and
distributive choices made in beneft-c o st anal yses estimating
are, in practice, profoundly normative (Ackerman et al., 2009). By making conservative

6 Benefit-cost analysis (the term used by the IPCC WG3) is synonymous with cost-benefit analysis
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assumptions about the possible rates of socio-economic change, these models are often
biased toward the interests of the present generation and wealthier nations and actors
thereby potentially continuing existing dominant power structures and perpetuating existing
high-emissions systems (Ackerman et al., 2009).

Climate policy costs from IAMs can therefore be described as being highly dependent on
modelling assumptions:

Theicost o of c¢climate policy is not an
construct shaped by the modelling apparatus and its explicit and implicit
assumptions. (2013, p. 156)

Growth rate assumptions for economies, energy use, population, production and
consumption have large effects on the modelled (monetary) costs and benefits of mitigation
action. Many co-benefits and adverse co-impacts within mitigation pathway modelling are
frequently ignored or commonly given zero value by both BCA and CEA IAMs because they
can be difficult to quantify (Urge-Vorsatz et al., 2014). Failing to include co-benefits may
seriously underplay the benefits of mitigation action thereby inflating the apparent cost, or
vice versa for adverse co-impacts. Difficulty in quantification does not, in itself, mandate a
presumption that these divergences from model outcomes would be negligible. The very
complexity of IAM process-modelling including contested (frequently value-laden)
assumptions, omitted benefits of action and uncertainties, raise substantive doubts as to
model usefulness in guiding climate mitigation decision-making. For example, one detailed
study of CCS across models found that the projected levels of CCS use could not be
explained from CCS-specific factors; rather, the model interactions were complex to the
point of resisting analysis (Koelbl et al., 2014, p. 474).

The cumulative beneficial value of avoiding very long-term, global negative impacts from
climate change, air pollution and deforestation are often overlooked. This may yield policy
inputs that are relatively more palatable for decision-makers constrained by short (political)
time and space horizons; but it is potentially to the severe detriment of long-term and
aggregate human welfare (Scrieciu et al., 2013; Stern, 2016). Stern argues that IPCC AR5

obser

report seriously wunderstated t he -IAMgwhicharey mi

unable to deal with path-dependency of energy (and food) systems or, conversely, do not
include the scale of learning and speed of technical change needed to cut fossil fuel use,
preserve biodiversity and stop deforestation. Presenting policy makers with costs of
mitigation versus a business-as-usual baseline is identified as profoundly unhelpful given
the plausible potential for high and possibly catastrophic impacts on economic activity (and

broader qualitative wellbeing) under such Ssupp-assuesd alib usiomad ¢

Dynamic stochastic computable general equilibrium (DSGE) models, which explicitly
acknowledge uncertainty, and agent-based models (ABMs), that attempt to give a stronger
role for interacting agents in societies and economies, are advocated by Stern as possible
advances in modelling. However, these possible improvements in socio-economic modelling
do not address the major problems identified in defining damage functions and discount
rates. Keen (2011) argues that all equilibrium modelling is structurally unable to model
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M Process Data A Result
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Figure 4.1: The four modelling components
(modules) used in Benefit Cost Analysis
Integrated Assessment Models in calculating
the social cost of CO.. Reproduced from Pizer
(2017).
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Il ntegrated

intrinsic instability in financial systems
leading to boom and bust, and DGSE is
a poorly evidenced adjustment that fails
to address this problem.

Overall, there is a scientific obligation on
all modellers to be explicit about the
caveats, serious shortcomings and
major assumptions in both BCA and
CEA IAM modelling. Users of model
outputs have an attendant obligation to
be similarly cautious. Modellers also
need to correct policy-makers and
others who misinterpret findings or be
clear when past advice has been
ignored. The full costs of inaction as well
as the benefits of action also need to be
made clear relative to past or present
modelling of cost-optimal pathways
(Luderer et al., 2013).

4.2.2 Benefit-cost analysis (BCA)

Benefit-cost analysis IAM modelling has
typically been used to give a global and
large-r e gi on (6t op
macroeconomic assessment estimating
a balance Dbetween the costs of
mitigation inaction against the costs of
action, especially over the very long
term. The resulting social cost of carbon
(SC-COi) aims to represent a present
value marginal cost of emitting an
additional tonne of greenhouse gas
pollution. In general, BCA-IAMs, such as
the commonly used DICE’, are not
constrained or driven by politically
agreed (science-informed) climate
change limits, but claim to estimate the

mo d e | of Cli mat e
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cost of climate damages somiical ¢yt ey fwel lent @

mitigation policy. Therefore, even if BCA-IAM could be assumed to provide an accurate
costing of climate damages there is potential for technical and ethical conflict between BCA
climate modelling that can allow emissions to exceed politically agreed (scientifically
informed) |l imits on the basi s uniesteplinBCMIAMS
follows a chain of sub models (often called modules), in order to: approximate the emissions
of a large scale socio-economicce ner gy system; estimate th
climate system using a physical climate model; calculate the consequent total future
damages (using highly uncertain damage functions, under contested value systems); and
finally weight the outcome using a discount rate according to some descriptive and/or
values-based assessment of how such (uncertain) future costs are taken to be (less) valued
in the present (as compared, say, to relatively more certain costs of tangible present events
or actions).

The SC-COi values® computed by BCA-IAMs are typically expressed in misleadingly precise
monetary figures, often without explicit confidence ranges despite the contested value
systems embodied in them, the inherent structural inconstancy in economic forecasting, and
very large predictive uncertainties, especially in assuming highly questionable damage
functions that clearly equate to inadequate accuracy (Ackerman et al., 2009; Pindyck, 2013;
Scrieciu et al., 2013; Stern, 2016). Unsurprisingly, different BCA-IAMs give an extremely
wide range of estimates varying from near zero to many hundreds of dollars per tCOF (van
den Bergh and Botzen, 2014) up to essentially infinite values if plausible catastrophic climate
damages are included, even if they appear to be low probability or, usually more correctly,
if we do not have any clear idea of their probability (Weitzman, 2009). The inputs and outputs
for BCA-IAMs are based on average values at large aggregate scales so they are close to
useless for describing local and short-term costs or outcomes, especially for vulnerable or
exposed communities.

4.2.2.1 BCA estimates of the social cost of carbon SC-COi

Though the results are highly contested, much academic effort has been, and continues to
be expended in calculating the long-term benefits of acting to mitigate climate change (by
avoiding damages) balanced against estimated costs to society of reducing emissions to
avoid damages. Values of SC-COi, stated according to the relevant future year and related
discount rate, are commonly used by the USA and other countries (UK Government, 2017;
US EPA, 2016, pp. 3i4) as a shadow price to evaluate the carbon costs and benefits of

alternative <climate and energy policy-CQleci si

computed by Benefit-Cost Analysis integrated assessment models (BCA-IAMS), is generally
defined as the net present value estimate of the marginal future damage (up to some time
horizon), usually globally, due to one additional tonne of carbon dioxide emissions. Despite

8Al t hough satlall tbhet 60of carboné, someti mes SCC,

social cost of carbon dioxide, and more usually abbreviated as SC-COi
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the exact values typically presented (without confidence ranges) the spread in values
between the three major BC-IAM models, and even between different users of the same
model, indicates the large degree of disagreement in the underlying assumptions being
made. The estimates of SC-COi may be open to critique but, as the US courts have found,
Afw]hile the record shows that there 1is
reduction i s c(ESEPA 2046, py2).1Similarlyzwéthindh@ models, while likely
damages for a particular impact may be highly uncertain, the uncertainty range is then tacitly
known to be large; accordingly, just because the damage cannot be assessed or quantified
with precision, does not mean it can or should be accounted as zero. So, for SCC values,
some estimate needs to be made, perhaps best based on expert elicitation (Oppenheimer
et al., 2016; Pindyck, 2016).

Using a benefit-cost (BC) analysis i essentially setting a greenhouse gas damage function
against an abatement cost function within an economic growth model and applying a
discount rate to weight the result relative to some estimate of future vs current value 1 has
been the dominant economic approach to costing and planning climate mitigation since the
work of Nordhaus that formed the basis of the DICE BC-IAM (1991). These models aim to
maxi mise the present value of the aggr angd
value-laden, overall measure of wellbeing) for humanity. The calculation is based on a chain
of four component modules, incorporating data from observations and modelling to produce
a social cost of carbon. Each step in this chain of modules is subject to uncertainties and
contestation. As Pizer (2017) illustrates (see Figure 4.1), emissions projections from a
socioeconomic module are input into a physical climate model module to estimate impacts
(such as COI concentration, temperature rise, sea level rise, crop harvests). These in turn
are input into a damages module to estimate monetised damages and finally a discounting
module applies a discount rate to enable final calculation of an SCC value.

William Nordhaus developed the DICE global model (Nordhaus, 1993) as a series of
equations representing a simplified economy-climate-damage-discounting model
subsequently embodied in a spreadsheet model that continues to be widely used by many
researchers to produce estimates of SCC (see summary by Newbold, 2010). A regional
variant of the model called RICE examines alternative climate policy approaches by regional
blocs or individual countries finding that internationally cooperative policies are less costly
and achieve deeper emissions reductions than non-cooperative ones (Nordhaus and Yang,
1996). Two other global models similarly widely used in estimating ranges for the SCC are
FUND (FUND, 2015), developed by Richard Tol, and PAGE, developed by Chris Hope, a
version of which (PAGE2002) was used in the analysis of climate mitigation pathways for
the UK Treasury report, the Stern Review on the Economics of Climate Change (Stern,
2006; Zedillo, 2007). DI CE, FUND and PAGE are al/l

explicit energy model, instead using exogenously determined emission pathways (Zedillo,
2007, p. 62), typically still reliant on the now outdated SRES scenarios (WMO/UNEP, 2000).

In 2010, the USA published estimates of COi mitigation benefits based on SCC estimates
made using an average of DICE, FUND and PAGE finding, giving a central, current value of
21 USD tCOF! updated to 37 USD tCOF! in 2013 (US EPA, 2016, pp. 3i 4) (a steadily
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increasing SCC through time is an output from these models). However, critiques indicate
that even on a partial inclusion of damage costs these are serious underestimates of likely
US damages: Johnson and Hope (2012) find values 2.6 to 12 times larger based on lower
discount rates more appropriate to long time horizons and equity weighting to allow for
relative income levels; and, Ackerman and Stanton (2011)fi nd A wor s-COiwadusese 06 SC
of 900 USD tCOF! in 2010, rising to 1,500 USD tCOF! in 2050, using a precautionary
assessment that costs risks due to the recognised uncertainties in climate response,
resultant damages, catastrophic risk and discount rates. Nonetheless, as estimated using
DICE by its originator Nordhaus (2017), the SC-COi has increased from 17 USD tCOF! to
31 USD tCOF! due to changing assumptions (see Table 4), but still assuming a higher
interest rate than the Stern Review (2006), and a damage function that (like Stern) assumes
limited global climate damages even with high end projections of global warming. However,
as Figure 4.2 indicates, the accuracy of BCA and SC-COFvalues are highly doubtful due to
the extreme divergence among damage functions (see comparison of extreme divergence
among DICE damage functions in Fig. 4 Pezzey and Burke, 2014).

100 4
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Figure 4.2: Comparing large disparities between alternative DICE damage functions,
reproduced from Pezzey and Burke (2014).

The UK also uses a similar framework for SCC values with similar values (UK Government,
2017). Using the updated PAGEQO9 model, Hope (2011) gives a central SC-COi value of 100
USDtCOF!f or continued O6ébusi ness arsviewes N@O sbudye mi s s
Ackerman and Stanton (2011 see Fig. ES-1) illustrate how a very wide range of SC-COi
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values, ranging from 28 to 893 USD tCOF?!, results from variations in discount rate and
damage functions.

Precautionary policies to minimise regret generally produce larger SC-COi estimates (Dietz,
2011). Revesz et al. (2014) argue that the SC-COQi is a valuable metric in policy despite the
wide range of values and deep uncertainty. This may be true in the sense that previous and
existing policy around the world continues to value COi damages at zero or lower rates than
the USAand UK. Irelandb6 s Pu bl i ¢ S jpases dsiratgnménded 2017/18 shadow
price of 7 EUR tCOF! on the European Climate Exchange futures offers market pricing on
the EU ETS, with recommended carbon prices for cost benefit analyses of 10 EUR tCOF?
in 2020, 35 EUR tCOF! in 2030, 78 EUR tCOF! in 2020, 100 EUR tCOF! in 2020 (DPER,
2014).

However, Van den Bergh and Botzen (2014) describes the BCA IAM-produced SCC values

as Afgross underesti mat eso, especially when
calculates a lower bound to SC-COi of 125 USD tCOF?! for high impact / low probability
outcomes where risk aversion is substantially incorporated (2014). As this study and the

above summary indicates, all SCC estimates must be treated with a high degree of caution,
particularly because the DI CE, FUND and PAGE
underestimate the SCC by setting discount rates too high and damage risk premiums too

low (see Ch. 3 IPCC AR5 WG3, 2014, p. 247).

4.2.2.2 BCA component modules

Given the contestation involved in critiquing SCC estimates it is useful to clearly identify
which IAM component module (socioeconomic, climate, damage or discounting) is the
source of the particular uncertainties and questionable assumptions at issue (Pindyck, 2013;
US NAS et al., 2017; Ch. 3, IPCC AR5 WG3, 2014, pp. 2457 249). The following discusses
overall issues, followed by looking at the descriptions and issues with each of the four
module areas of IAMs.

The DICE, FUND and PAGE models are benefit cost analysis IAMs (BC-IAMs) that include
damage and discounting modules to enable SCC calculation but lack detailed energy-
technology modelling. Dietz & Stern (2015, p. 576) provide a seven point summary of the
equations and functions, By contrast, cost effectiveness IAMs (CEA-IAMSs) such as those
produced for IPCC AR5 WG3 assume that an agreed climate stabilisation target will be met
and so do not include damage and discounting modules, instead including far more detailed
energy (supply and demand) and technology processes and, sometimes, also land use
modelling (Ch. 3 IPCC AR5 WG3, 2014, p. 247). The following comments therefore all apply
to modules of BC-IAMs but only the comments on socioeconomic and climate modules apply
to the CE-IAMs used for the scenario runs recorded in the IPCC WG3 database.

4.2.2.2.1 Socioeconomic module assumptions, projections and limitations

Being based on neoclassical, economic equilibrium growth models, the most common
socioeconomic assumptions in climate economics are that economic growth will continue at
an assumed constant average rate into the future, that decision-makers are rational, and
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that information is uniformly available (Nordhaus, 2017, p. 1518). Unfortunately, as Keen
(2011, pp. 2511 269) and others have pointed out following the global financial crisis,
neoclassical equilibrium economics fails to provide dynamic models that effectively
represent key empirical phenomena such as market crashes or change from growth to
contraction in depressions. Northrop (2017) gives a simple Kaya-based analysis stressing
the fully global decoupling required to ensure continued global economic growth and yet cut
emissions by 4% yr! to 8% yr?, in line with a >66% chance of avoiding 2°C carbon quota,

concluding, AOptimism that economic growth

disruption is uninformed by the data. The optimists simply have notdone t he mat h.

long-run, hindcasting experiment with the DICE BC-IAM, Millner and McDermott (2016) use
US economy data for 1870 to 2010 to tes€®tl,

C a

t he

finding that it has | imited predictive power

errors on the temporal scales relevant to
are made by Millner and McDermott: economic assumptions in BC-IAMs should be testable
if at all possible; BC-IAM components should be tested; policy makers need to consider
estimates from tested, structurally different IAMs; decision-making needs to explicitly
acknowledge that economic models (unlike physical climate models) have very limited (and
highly contested) predictive power and may thus be fundamentally misleading as guides to
prudent/effective policy with long term time horizons.

Pollitt and Mercure (2017) show that the top-down Computable General Equilibrium (CGE)
models, used in the socioeconomic modules of both BC- and CE-IAMs, are inherently biased
against decarbonisation actions by us carbgn
investments in modelling because the starting point (including the finance sector) is typically
treated as already representing an optimal de facto use of resources (p. 10). More
empirically-based, non-equilibrium models are found to be more empirically realistic.
Therefore policy-makers need to be aware of the severe limitations endemic in the use of
CGE, the most common economic modelling method, and the lack of empirically robust
economic modelling in general.

Socio-economic modelling and carbon costing also fails to account for raised costs of
system change due to carbon lock-in i first described in detail by Unruh (2000) i the
technological, agent and institutional system inertia of economies reliant on existing fossil
fuelled energy causing physical, economic and socio-politicali bar ri er s t o

and reducing the assumed effectiveness of mitigation policies and technologies (Seto et al.,
2016). Updating the work of Unruh (2000) in a systematic review, Seto et al. (2016) identify
and describe three major classes of this type of path dependency (Table 4.1): infrastructural
and technological, institutional, and behavioural 7 all of which tend to co-evolve, interact and
mutually-reinforce to perpetuate the status quo in policy and outcomes. Escaping lock-ins is

f

c |

easi er i f costs of transition are l-omnws®duneedf

be induced and fostered by societal and social change through the cooperation of actors
across sectors including governmental, non-governmental, public and corporate areas
where motivation to achieve decarbonisation pathways overlaps. Demonstrating carbon
lock-in, Bertram et al. (2015) apply nine energy-economy models and find that that near-
term reliance on continued electricity generation from existing coal infrastructure is not a
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cost-effective global mitigation action. Increasing energy efficiency is found to increase
energy system flexibility and to lower mitigation costs but it cannot cut reliance on coal
electricity sufficiently to prevent sub-optimal mitigation with increased costs T suggesting an
economic imperative for early retirement of coal-fired power stations, a finding that would
presumably extend to peat-fired generation in nations where that is occurring, such as
Ireland and Finland (see also the geographical distribution of fossil fuels unused when
limiting global warming to 2°C, McGlade and Ekins, 2015).

Rebound effects are commonly excluded in IAM and ESM socio-economic modelling of
mitigation effectiveness, particularly in energy efficiency studies (Section 3.9.5 IPCC AR5
WG3, 2014). These effects potentially undermine the reliability of model results, even within
the CGE framework because cost savings being spent at any time on the same kind of
activity (direct rebound) or on different activities (indirect rebound) may generate additional
emissions that cancel out the supposed reduction, in whole or in part. In principle, cost
savings that are retained as invested wealth® may result in macroeconomic rebound effects
that may be very large globally and over the long term, even exceeding 100% yr! in energy
use and emissions (Berners-Lee and Clark, 2013; Jarvis et al., 2012; Saunders, 2000). This

possibility of rebound e x cgrosvithinengissidnd &i8ng {rainb a c k f

efficiency measures) is strongly contested but it is notable that many of the studies rejecting
large rebound effects, and global macroeconomic rebound in particular, are based on
regional and short-term studies (as listed in Chakravarty et al., 2013; and in energy
efficiency, Ryan and Campbell, 2012), as detailed in Herring and Roy (2007).

Table 4.1: Summary of three types of carbon lock-in and their key characteristics.
Reproduced from (Seto et al., 2016).

Lock-in type Key characteristics
Infrastructural and ¥ Technological and economic forces lead to inertia
technological ¥ Long lead times, large investments, sunk costs, long-lived effects
B Initial choices account for private but not social costs and benefits
B Random, unintentional events affect final outcomes (e.g., QWERTY)
Institutional B Powerful economic, social, and political actors seek to reinforce status quo that favors their interests
B Institutions are designed to stabilize and lock in
B Bepeficial and intended outcome for some actors
® Not random chance but intentional choice (e.g., support for renewable energy in Germany)
Behavioral B Lock-in through individual decision making (e.g., psychological processes)
B Single, calenlated choices become a long string of noncalculated and self-reinforcing habits
B Lock-in through social structure (e.g., norms and social processes)
¥ Interrupting habits is difficult but possible (e.g., family size, thermostat setting)
® Holmes (1999, p. 3): AAn i nvestment can be defined as
immediate andcertai n consumption in exchange for an i

invested global wealth is continuously earning an income largely based on credit at interest offered
to emission-generating activities so that investment earnings produce emissions, on average, at the
global per dollar carbon intensity of GDP. In this global sense money and wealth perhaps act as a
useful proxy for future emissions.
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4.2.2.2.2 Physical Climate module description and limitations

Unlike the socioeconomic and damage modules used by economists, the general circulation
models (GCMs), constructed by climate scientists using physical laws and equations to
model the Earthés climate system, have been
through hindcasting against recorded climate data (Cowtan et al., 2015), especially when

natural variation is allowed for (Risbey et al., 2014). Though significant stochastic variability

and structural uncertainties/unknowns remain, the proven skilfulness of climate change
models, being based in physics, is considerably greater than economic models, which
attempt to deal with socio-economic systems. Given a projected emissions pathway by a
socioeconomic module, climate models give relatively high confidence projections of future
temperature rise.

Nonetheless, the uncertainties in climate modelling are important. These are,
predominantly, climate sensitivity, tipping points and, as part of climate sensitivity, the near-

term ocean and land sink responses to continued global warming. For benefit-cost analysis,

a crucial concern is the shape of the probability density function for climate sensitivity,
particul ar | ¥ (Weitzman,l2@09) o6ffthe distribution tha may be associated with
events with low (or unknown) probability but very high impact. These include catastrophic
discontinuous damage to biosphere-level systems greatly increasing mitigation costs to

insure against disasters that, inter alia, have the potential to undermine effective functioning

of the global economy itself (Wagner and Zeckhauser, 2016). Freeman et al. (2015) find that
even the apparefnheng®PecdLCoéseweei sion of |ikely
range fromdARUEBs(BEEt est i ma4.6°CQvith@) bedtestimatR5 6 s 1
given) is in fact fbad newsobecause the increased uncertainty regarding future societal well-

being inevitably raises SC-COi estimates.

Ti pping points and tipping dlUerdometalt2008)jareoftemar t h o6
omitted from the behaviour of physical climate models, including the simplistic climate

modules in IAMs, and are commonly mis-characterised (Kopp et al., 2016). Lenton and

Ciscar (2013) show that there are multiple climate tipping points and elements that IAMs
often misleadingly and simpli$towapid gbarens uimey «
global emission trajectories are toward very significant global warming of 4°C or more yet

some tipping point thresholds will likely be passed at much lower levels of warming even

before 2°C, including the loss of Arctic sea-ice this century and the beginning of slow but
irreversible ice sheet loss in Greenland and Antarctica. The tipping points and elements

noted could all be defined as catastrophic changes yet the economic literature generally fails

to recognise or distinguish them. Assessing the economic effects of crossing tipping points

Lenton and Ciscar find that assessment of climate impacts need to look at dynamic effects

over time.

®YTechnically, the tail of a probability density f
slowly than exponentially.

68



4.2.2.3 Damage module assumptions and limitations

Damage functions in BCA-IAMs relate the supposed average fractional loss in global output
(equated to GDP) to the level of global warming. However, the extreme range of damage
functions used in IAMs is indicative of the high uncertainty regarding damages. The IPCC
assessment warns that the reliability of the damage functions in benefit-cost IAMs is low as
they typically do not include up to date damage estimates, continuing instead to base
damages on now obsolete emission pathway scenarios developed for AR4 (Ch. 3 IPCC AR5
WG3, 2014, p. 247). Wilson et al. dismiss the typically simplistic climate impact assumptions

of BCA-l AMs referring to fithe atheoretical and

which parameterize the i mpact s (Wilsonetali20atpe
17).

|l ntroducing the @ Di s (R80B)shbwsehate\emile posiibieiexdistemea n

of a fat tail in the damage function distribution of plausible outcomes in the climate sensitivity
probability density function and/or in damage function, exposes the global decision-maker
in a BCA to potentially unlimited losses. Given that it is likely to be impossible to estimate or
even constrain the probability of these global-level disastrous outcomes, the qualitative
climate policy outcome of the Dismal Theorem, outweighing any effect of discount rate

wei ghting, is for fa very strong form of

effectively suggests that, within the conventional framing of BCA, it would be worth paying
an arbitrarily large fraction of current wealth for near-term radical decarbonisation measures
to insure against such uncertain, but indefinitely large, negative outcomes. Weitzman

W €

c ha

a

suggests that giving a CBA estimate, including specific, suppose d |1 y fi o p tdOmal 0,

values, is inherently misleading given the structural uncertainty involved in the climate
response.

Detailed economic climate damage estimates such as Hsiang et al. (2017) giving spatial
mapping of substantial economic impacts on different sectors (crop yield, crime rates, labour

rates) for the USA if emissions follow an RCP85( A b usi ne s semassonsyathwayl 0 )

on are now beginning to appear which, as Pizer (2017) comments, does offer the potential
to greatly improve and refine damage functions used in modelling. However, the
geographical scope of damages considered will need to be greatly increased to the global
scale if confidence in the damage functions of global climate policy BCA IAMs is to be
increased.

Large or increased uncertainty in the assessed probabilities for climate sensitivity or other
parameters affecting climate impacts is frequently cited by as a reason to delay or reduce
mitigation action (Dunlap and Jacques, 2013; Freudenburg and Muselli, 2013; Lahsen,
2013). However, to the contrary, for the escalating damages related to tipping points and
ever greater impacts at higher warming, producing a so-called convex damage function
(Dietz and Stern, 2015), it is mathematically the case that large or increased uncertainty in
fact increases the expected damage costs of climate change (Lewandowsky et al., 2014b).
This fact appears to be widely unappreciated by policy-makers and others who may be
tempted to think otherwise or imply that doubt due to uncertainty is a reasonable argument
for inaction (Hansson, 2017). For example, increased uncertainty about climate sensitivity
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results in increased anticipated damages and therefore an increased social cost of carbon
from unmitigated climate pollution (Lewandowsky et al., 2014a); they summarise as follows:

Contrary to the claim by some researchers that uncertainty presents a barrier to
scientifically-informed policy decisions (Allenby and Sarewitz, 2011; Sarewitz, 2004),
any appeal to scientific uncertainty actually implies a stronger, rather than weaker,
need to cut greenhouse gas emissions than in the absence of uncertainty (Allenby
and Sarewitz, 2011, p. 14).

Howard (2014), in a strongly-referenced report produced for US NGOs, lists omitted or
poorly quantified damages in BCA-IAMs, providing detailed descriptions of the DICE, PAGE
and FUND damage functions, and discusses ways to improve damage assessment in IAMSs.

4.2.2.3.1 Discounting module assumptions and limitations
Two different types of discount rate need to be identified: the welfare discount rate, also

known as the oO6rate of pure ti me pr-beingaffatare e 6,

generations relative to the present (though at this point current generations can also
certainly anticipate significant damages within their own lifetimes); and the goods discount
rater ef l ecting an average return on capital
mar k et (Noahaess2D17, p. 1520). The growth-corrected discount rate equals the
discount rate on goods minus the growth rate on consumption. Dietz (2011), using the PAGE
model, finds that BCA welfare and SC-COi are indeed critically sensitive to the Dismal
Theorem, fat tail effects outlined by Weitzman for climate sensitivity but discounting can be
relevant to BCA values depending on exactly how fat the tail might be. Stern (2016) points
out that models commonly assume future generations will be far wealthier, ignoring the
potential for substantial climate damages, and also discount the future as less important
than the present, contrary to most widely subscribed systems of human ethics (see
discussions of values and well-being in 3.4 and sustainable developmentin 4.2.1, IPCC AR5
WG3, 2014).

In calculating the social cost of carbon the assumed aim is to maximise the present value of
aggregated human well-being by minimising the sum of climate action costs and long climate
pollution damages. This implies a utilitarian ethical philosophy of fthe greatest good for the
greatest numbero or at | east the greatest faver
as total reported market transactions (GDP/GWP). The welfare discount rate of pure time
preference used in the SC-COi calculation to weight the value of future generations welfare
relative to the present, is a source of strong disagreement among economists as to whether
this should be relatively high, thereby greatly reducing the value placed on the wellbeing of
future generations, as in the values as high as 3% typically used by Nordhaus in the DICE
model, or very low as in the Stern Review, which used 0.1%. Ackerman (2007) provides a
useful and clear guide to the controversy and technical details regarding discount rates used
by Stern, Nordhaus and others in BCA.

Roser (2009) differentiates between genuine discounting as weighting of present versus

i NV e

age

future values, giving the time-pr ef erence of the cur rgeemntui gaeme

Adi scounting as r epr es emdetermiges thepnpeans by whmch wtilty
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is transferred forward into the future. In the latter, there is no weighting of relative utility
between generations, the discounting is just a calculation to decide between options on an
i nvest ment b a dni psint thdighs(@e 159 is thah policies, especially for multi-
generational problems like climate change, should not be judged on the basis of the effects
on long-term aggregate utility at all, thereby rejecting the entire utilitarian framework
foundation of calculating a social cost of carbon. Instead, a deontological alternative,
altogether avoiding a requirement to consider discount rates or any weighing of values, is
proposed. By passing on a threshold amount of utility (in resources, stable climate, clean air
etc.) to future generations there is no pres
sufficient utility for all future generations. Provide that threshold is met, then the present
generation need not achieve more toward future well-being. On the other hand, if the current
generation is not passing on such a threshold of sufficient resources then enabling even
small increases in future utility mandates potentially very large near-term investments in

future well being. Ro saeafubtsshalithe cuanses of theargumentj ¢ h i
usefully unpacks the philosophical and normative choices implicitly being made in climate
economics; showing that such analyses are not

in mathematical frameworks, but are, in fact, deeply value-laden.

4.2.3 Cost-effectiveness Analysis CEA

Cost effectiveness modebass e dsouclhAMss ptripedufcgrdo
(Wilson et al., 2017) and energy systems modelling, aim to identify optimal and sub-optimal

scenario pathways that stay within an inviolable emission reduction goal, such as the Paris
temperature goals, that has been set by others (Koomey, 2013). CEA avoids the difficulties

of damage estimating and discounting inherent in BCA models. Therefore, CEA
concentrates effort on only the first two components of economic climate modelling:
socioeconomic, to forecast emissions according to projected economic, technical and land

use; and simple climate models to forecast a climate response to the emissions. CEA aims
tocalculatea Al east cost o pat hwaeagonomic-energysystgrathrougm t h e
time to meet the particular imposed emissions pathway or overall target.

In CEA modelling, exceeding the externally (politically) specified6 saf ed t ar get i s
be unacceptable: in economic terms, the shadow price of exceedance is effectively deemed
to be infinite (Ackerman et al., 2009, p.312). A def i ned carbon budget

below 2UCO0) or emissions pathway is therefore a
by the cost effectiveness methodology. An absolute goal is therefore properly regarded as
a feature of CEA i ratherthana fl i mi t ati ono thati €aef6i tbeno

an IPCC AR5 chapter executive summary incorrectly states (IPCC AR5 WG3, 2014, p. 154
Ch. 2). A major problem with asserting policy-relevance for CEA is the fact that if the political
will and societal commitment to meet the declared goal or pathway does not exist or falters
then the essential precondition of carrying out CEA (for public policy purposes) becomes
void, except in stating that the (diverging) policy is, by definition, not cost-effective. This in
itself is a highly policy-relevant difficulty that may be too easily left unreported or unstated
by the research community. Logically, where declared international or government policy
claims a cost-effectiveness focus yet past cost-effectiveness advice has not translated into
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corresponding policy, as continues to be the case with many CEA-IAM recommendations,
then the assumed policy relevance of CEA becomes questionable. This is a key assumption
for cost-effectiveness: if current policies are not aligned with meeting a target then they
cannot properly claim to be acting cost-effectively!?.

Usually the core socioeconomic modelling approach in CEA modelling is process-based

(Wilson et al., 2017), i nvolvingpéa apmrodaom based on | a
database of processes, technologies and energy supplies, driven by (often) exogenous®?
macroeconomic assumptions about future development pathways and costs. Typically,

these top down macroeconomic functions use neoclassical general or partial equilibrium

growth models to provide base economic growth rates and likely total energy requirement

values used in CEA to interact with the bottom-up technical processes to give large-scale

global or regional modellingofn ot i on al cdstefettvema ( F gl ati ve to the
structure and parameters) transformation pathways.

4.3 Integrated assessment models in IPCC AR5 analysis of climate
mitigation pathways

4.3.1 Development of IPCC modelling up to AR4

As detailed at length by the IPCC assessment (IPCC AR5 WG3, 2014 Ch. 6) global warming
outcomes resulting from differing transformation pathways are being explored by research
teams around the worl d. -bGosnepdu ti enrt engor daet lesd, adspsreos
incorporate a socioeconomic module, outputting a GHG emissions profile from projected
energy and land-use systems over time (commonly up to 2100), and a climate system
module, outputting the correlated near- and long-term Earth system response (in terms of
temperature and atmospheric GHG concentrations) to the anthropogenic emissions.
Climate and mitigation modelling around the world requires commonly defined scenarios 1

11 For example, | r el andds Cl i rmguires theAGoveinment toAhave regard to

Al i kely future mi fthe®taté andthe economimimperatva forearlpand
cost-e f f ect i v(@ireamhtas,i2@18, drticle 4 (7.a.i))). The Climate Change Advisory
Counci l i s also given a remit to make recor

appropriate, in relation to the most cost-ef f ecti ve manner of achie
transition (Oireachtas, 2015, Article 4 (7.a.ii)). Given the strict requirement of cost-
effectiveness to meet a target, now expressly articulated (via the Paris Agreement) as
aligning mitigat i orrR°Caqacbnsistamteconomis int@rpretation of thesé o w
injunctions would be to ascribe an infinite cost to failure in order to judge the relative cost-
effectiveness only of alternative policies that all prudently satisfy this target.

12 Exogenous model assumptions and parameters cannot be changed by modelling outputs, such
as damage cost, whereas endogenous ones can be so affected.
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alternative sets of baseline emissions assumptions, initial conditions and target emission
pathways 1 to enable intercomparison for cross-checking of results and verification. Shared
scenario modelling also allows researchers from different (physical/biological science and
social science) backgrounds to coordinate work in producing new mitigation options toward
climate stabilisation goals. The collected results of the scenario modelling, are available
online (IIASA, 2014).

Moss et al. (2010 see Fig. 1) details the development of physical climate modelling from
Arrheniusd estimates of war mi Ganeral (atmoip8edid |, t h
Circulation Model (GCM) in 1969 and the development of resource scenario modelling in

the 1970s (becoming mainstream in futures modelling in the 1980s and later socio-economic
modelling). The first strong GCM indications in the 1970s and 1980s that warming would

soon be discernible from background natural variation are noted, and then Moss gives an
overview of the development of IPCC modelling scenarios.

The first generation of IPCC scenarios was called 1S92, produced with the First Assessment
Report in 1992. The third and fourth Assessment Reports (TAR and AR4) used a second
group of scenarios abbreviated as SRES, from the Special Report on Emissions Scenarios,
which are still being used in the socio-economic module of BCA-IAM models such as DICE
and PAGE. However, neither the 192 nor the SRES scenarios included climate change
mitigation or adaptation measures. The qualitative 192 scenarios outlined possible warming
outcomes across the range of uncertainties in consumption growth, technology and
population along different economy-energy pathways. The SRES generation of scenarios
provided quantitative pathways of plausible GHG and SLCP (Short Lived Climate Pollutant)
emissions related to narrative storylines sketching out associated future fossil fuel use,
deforestation and degree of economic convergence in global development (Moss et al.,
2010, pp. 7491 750).

4.3.2 Scenario development for AR5

Up to AR4, modelling was primarily sequential, proceeding from socioeconomic emission
projections to climate response and then to impact modelling, with no feedbacks between

these major components. However, following an expert meeting in 2007, a new, parallel
approach was decided on, by first buil di ng e
scenarioso called ARepresent at (IRCE, 20DY, Rigse3nkt r at i
4 in Moss et al., 2010). This simplification increases the speed and reduce the cost of
computation and so expands the computing time available to model complex feedbacks

between parallel socio-economic, climate and impact processes, and to carry out repeated

runs meeting only a limited set of RCP outcomes.
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a) Sequential approach b) Parallel approach
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Figure 4.3: Approaches to the development of global scenarios: (a) earlier sequential
approach; (b) proposed parallel approach. Numbers indicate analytical steps (2a and 2b
proceed concurrently). Arrows indicate transfers of information (solid), selection of RCPs.

Reproduced from IPCC (2008)

Each of the four RCPs defines an emission trajectory constrained by a stated combination
of radiative forcing (RF) and atmospheric GHG concentrations by 2100 that are not
dependent on the output of the socioeconomic module. By providing shared initial datasets
of radiative forcing pathways to both climate modellers and socio-economic IAM process
modellers can work simultaneously on model experiments and model revisions, as shown
in Figure 4.3, enabling many more alternatives of socioeconomic scenarios to be undertaken
to explore alternative solution pathways that can interact with a parallel physical climate
model, producing ensemble projections, combining to enable integrated assessments (see
simplified guide to RCPs by Wayne, 2014). Moss et al. (2010) summarises the RF, COFe
concentration and pathway description of the four RCPs (Table 4.2).

Table 4.2: The four Representative Concentration Pathways (RCPs) adopted as a basis
for IAM scenario modelling from Moss et al. (2010), Table 1).

Name Radiative forcing Concentration Pathway Model providing RCP* Reference
(p.p.m.)

RCP85 >85Wm~2in 2100 >1,370 CO5-equiv. in 2100 Rising MESSAGE 56,56

RCP6.0 ~6 W m™? at stabilization after 2100 ~850 CO;-equiv. (at stabilization after 2100) Stabilization without AIM 57.58
overshoot

RCP45 ~45Wm™ 2 at stabilization after 2100 ~650 CO,-equiv. (at stabilization after 2100) Stabilization without GCAM 48,59
overshoot

RCP26 Peak at ~3 Wm 2 before 2100 and Peak at ~490 CO,-equiv. before 2100 and Peak and decline IMAGE 6061

then declines then declines

* MESSAGE, Model for Energy Supply Strategy Alternatives and their General Environmental Impact, International Institute for Applied Systems Analysis, Austria; AIM, Asia-Pacific Integrated
Maodel, National Institute for Environmental Studies, Japan; GCAM, Global Change Assessment Model, Pacific Northwest National Laboratory, USA (previously referred to as MiniCAM); IMAGE,
Integrated Model to Assess the Global Environment, Netherlands Environmental Assessment Agency, The Netherlands.

Rogelj et al. (2012) use historical constraints and temperature projections to compare the
outputs from older SRES and the newer RCP climate projections in relation to the likelihood
of reaching different levels of equilibrium warming. Table 4.3 reproduces a brief summary
of the comparison.

74



Table 4.3 Comparing newer RCPs with older SRES scenarios. Reproduced from Table 3
in (Rogelj et al., 2012).

RCP SRES scenario with similar Particular differences
median temperature
increase by 2100
RCP3-PD None The ratio between temperature increase and net radiative forcing in 2100 is 0.88°C (W m=2)~" for

RCP3-PD, whereas all other scenarios show a ratio of about 0.62°C (W m—2)~"; that is, RCP3-PD is
closer to equilibrium in 2100 than the other scenarios.

RCP4.5 SRES B1 Median temperatures in RCP4.5 rise faster than in SRES B1 until mid-century, and slower afterwards.

RCP6 SRES B2 Median temperatures in RCP6 rise faster than in SRES B2 during the three decades between 2060 and
2090, and slower during other periods of the twenty-first century.

RCP8.5 SRES A1FI Median temperatures in RCP8.5 rise slower than in SRES ATF| during the period between 2035 and

2080, and faster during other periods of the twenty-first century.

Following development of the RCPs a second phase of scenario development by earth
system modellers (modelling both the physical climate system and the carbon cycle
including land use) produced ensemble model runs consistent with the RCPs. In a third
phase, an expert workshop in 2010 produced a report developing a narrative framework of
Shared Socioeconomic Pathways (SSPs), each SSP having a descriptive storyline and a
group of quantified criteria defining the overall type and direction of society. Each narrative
is assumed to be independent of climate change projections to enable assessment in
conjunction with climate module outputs to illuminate relationships between two key policy
dimensions of mitigation and adaptation (IPCC, 2012, pp. 1i 2). Ebi et al. (2014) outlines the
concepts underlying the SSPs, Kriegler, et al. (2012) discusses the need for and use of the
SSPs, a n det &b §2014F)i givds full details on the most recent iteration of SSPs. As
shown in Figure 4.4, the five SSP narratives are top-down qualitative descriptions of
different, quantitatively described, parameter combinations of system inertia and societal
choices to be used in different models to give policy pathways. These give more realistic
0 s e c-lo en shrofiections based on socio- and political- economic alternatives, to avoid
focusing only on idealised bottom-up projections that ignore infrastructural carbon lock-in
and path-dependent agent behaviour among vested interests and energy consumers.
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Figure 4.4: Narratives for shared socioeconomic pathways describing world futures in the
21st century O'Neill et al. 2017

4.3.3 Summary of AR5 Database scenarios

As summarised in Annex Il of IPCC WG3, the AR5 Scenario Database contains the data
output from 1,184 scenario runs from 31 process-based CEA-IAMs spanning a wide range
of temperature and atmCOFoutcomes to 2050 and 2100. A full assessment and explanation
of the transformation pathways shown by the Database modelling is given in Chapter 6 of
AR5 WG3, with a section specifically covering carbon dioxide removal (Section 6.9.1 in
IPCC AR5 WG3, 2014).

The socioeconomic modules mostly have general or partial equilibrium economic coverage
and feedback, the climate module may be lacking altogether or be restricted to temperature
change (land use may also be included), and there are varied cost measures providing
feedback for energy system costs, consumption loss, GDP loss or welfare loss.

Many mitigation cost metrics, each with uses and limitations, are used in the economic
analysis in models (Krey et al., 2014b, pp. 12911 1293), see also IPCC (Section 6.3.6 in
2014). Emissions price, the marginal cost of reducing emissions by one unit (generally tCOF,
or per tCOFe using GWP-100 equivalence factors), is commonly measured by models but
these are not actual costs, which comprise all measures achieved at costs lower than the
emissions price. The emissions price given may be underestimated because of other policy
measures effectively subsidising mitigation. Discount rates approximating long-run, capital
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market interest rates (commonly 4%-6%) are used in the AR5 models but they only change
the timing and speed of mitigation in achieving a set target (which must be met), unlike
discounting in BCA-IAMs that can strongly affect the stringency of mitigation action. Similarly
to BCA-IAM discounting though, larger discount rate values in cost-effectiveness modelling
increases apparent near-term mitigation costs relative to (the notional present value of)
future mitigation costs. This has the tacit effect that, for notionally "cost optimal” action,
progressively more effort is deferred as far as possible into the future.

Two strong (and contested) assumptions underpin the comparability of mitigation cost
estimations in the AR5 Scenario Database models (Annex 1l 2014, pp. 12911 1292). First, a
uniform price of carbon is globally applied by a stated date and then steadily increased
thereafter in line with increases in calculated marginal emission reduction costs. Second,
global markets are idealistically assumed to be efficient without lock-in effects or other
market failures. The scenario studies consistently show that total global costs of mitigation
rise with passing time and with more stringent (lower atmCOF) targets. Carbon costs also
rise if these parameters are adjusted to allow non-uniform carbon pricing and inefficient
global markets. Low global consumption loss estimates are given by the AR5 model
scenarios reaching 430-480 ppm COFe equating to only a 0.06% annual reduction in GDP
output averaged to 2100 compared to baseline growth of 2% yr! (IPCC, 2014, p. Fig.
SPM.13 AR5 Synthesis Report). However, given the real-world lock-ins preventing high and
uniform carbon prices, imperfect markets, and political barriers to equity transfers to ensure
distributional economic fairness, these are likely to be significant underestimates. Trainer
(2017) is strongly critical of the AR5 costings, finding that renewable energy sector costs to
meet strong emission targets are likely to be far higher than assumed suggesting that
consumption losses would be greater and implying a need for much reduced global energy
consumption to reduce emissions, consistently with the given emissions pathways.

Il n a Afirst comprehensi ve albmaseld WABY aswused io thee val u
modelling and scenarios in the AR5 Database, Wilson et al. (2017) describe a framework

based on climate model evaluation to assess their adequacy based on five criteria:
appropriateness of purpose and design to application; interpretability in simplicity of analysis

and communication of output; verifiability of model code by third-party review; credibility

judged by user confidence in quality of output; and, usefulness in giving full ranges of policy

options and implementation challenges. Unlike the relative structural constancy between

past and future in the Earthdéds climate system
IAMs can be structurally inconstant with dynamic and uncertain baselines (Scher and
Koomey, 2011). Wilson et al. (2017) briefly notes studies of process-based IAMs in historical
simulations and examples of tests of generalisable historical patterns for economic growth

and technology diffusion are given (p. 18-23). Inter-comparison studies of the CEA-IAMs

(see Table A.IIl.15 in Krey et al., 2014b Table A.11.14) are increasingly focusing on second-

best and effort-sharing outcomes. However, it is clear from this study that detailed 1AM
intercomparison and hindcast testing is lacking, model complexity may be high requiring

detailed sensitivity analysis to determine drivers of changes (Koelbl et al., 2014), and,
notwithstanding their technical detail, there are significant limits to their predictive power due

to socio-political and financial dynamics.
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4.3.4 AR5 Database scenarios meeting Paris temperature goals in 2100 with or
without NETs

As discussed in detail in Assessing Transformation Pathways, Chapter 6 of IPCC AR5 WG3
(2014), the AR5 Scenario Database (IIASA, 2014) stores the output from 31 CEA-IAM
models and 1,184 scenarios most of which were generated in nine intercomparison
exercises. Of these scenarios, only 116 limit atmospheric concentration to 430-480 ppm
COFe, equivalent to 2.5-3.1 W m-2radiative forcing, by 2100 (see Fig. 6.32 IPCC AR5 WG3,
2014) 1 corresponding to limiting to 2°C with 66% likelihood. Of the 76 lowest COi
trajectories, as discussed by Anderson and Peters (2016 see note 16) only 2 scenarios have
no negative emissions, 71 have above zero and up to 20 GtCOFyr?, and 3 reach more than
20GtCOFyrt. Sorting these 76 for ORadiative
overshoot by <0.4W/m?, and 38 overshoot by >0.4W/m?.

A further 40 scenarios reach the same atmCOFthreshold but by more challenging pathways,
following a baseline path and then imposing a uniform and increasing global carbon price
from 2020 (24 scenarios) or after 2030 (16 scenarios) to drive cost-effective mitigation from
those points onward (Peters, 2016). In Annex I, as shown in Table A.Il.16 (Krey et al.,
2014b), the scenarios for use in the AR5 WGS3 report are characterised by: climate target
(determined by 2100 COFe concentrations and radiative forcing or carbon budgets); global
carbon budget up to 2050 and 2100; overshoot of 2100 COFe concentration or radiative
forcing levels; scale of deployment of carbon dioxide removal or net negative emissions (see
Figure A.Il.9 in Krey, Masera, et al. 2014); and, policy configuration, such as immediate
mitigation, delayed mitigation, or fragmented participation by countries.

The two scenario runs that have no negative emissions (both from the Phoenix 2012.4
model) have already proven to be highly unrealistic. Each show a large drop in global fossil
fuel emissions between 2010 and 2020 (~35 percentage points relative to peak), modest
further reduction between 2020 and 2070 (~15 percentage points relative to peak) and then
abrupt elimination between 2070 and 2080 (~50 percentage points relative to peak) (see
Figure 4.5). While the specific pathway details could presumably be varied somewhat, these
serve to illustrate the very high rates
negative emissions are excluded.
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Figure 4.5: A screenshot of Phoenix 2012.4 scenario output from the AR5 Scenario
Database (for illustration only)

In Figure 4.6, atmCOF trajectories are shown as generated for 2010-2100 from data in the
AR5 Database for the 116 scenarios minimising atmCOF in 2100, showing that many of
them are relying on technological carbon dioxide removal to reduce COFlevels rapidly after
peaking. Given that atmCOFis already (in 2017) at ~406ppm (monthly average, seasonally
adjusted), it is notable that some trajectories peak somewhere below ~410ppm, but some
overshoot to above 450 ppm.
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Figure 4.6: Atmospheric COFAR5 Database pathways ranging from no overshoot to large
overshoot for the 116 scenario runs with the lowest atmCO Fin 2100. Chart generated with
data from IIASA (2014).
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4.4 Other approaches to climate change mitigation and energy system
modelling

Given the BCA and CEA limitations noted above this section describes alternative efforts to
extend these model-types or develop alternatives, whether complex models or simplified
calculations.

4.4.1 Economic and energy decarbonisation pathway modelling extended to include

equity and policy landscape criteria
Ackerman et al. (2013) outlines CRED (Climate and Regional Economics of Development),
an economic climate mitigation model that includes global equity criteria, optimises
interregional resource flows and estimates mitigation costs (not damages) using empirically
derived marginal abatement cost curves (MACCs) which are exogenous to the model.
Optimal climate policy output in this model T pooling all savings globally, balancing
consumption and abatement equitably among nations T results in effective mitigation but
very large, income-lowering capital transfers from rich nations to developing ones enabling
them to avoid (or Aleapfrogo) carbon intensiyv
to 10% or 0% enables climate stabilisation if the time preference discount rate is very low
(as per the Stern Reviewbs Gte 1%% aslper Nordiaus) h a |
climate stabilisation is not achieved without considerable equitable transfers and pooled
savings.

4.4.2 Target-consistent carbon pricing

The social cost of carbon gives an estimate of the present value of future human welfare

benefits resulting from avoiding emitting an additional tonne of COi. As an alternative

approach Barbier and Burgess (2017) use standard economic depreciation accounting

methods to model the AR5, fgreater than 66% chance of less than 2°Coglobal carbon quota

(1010 GtCOFfrom 2010), as a non-renewable asset in order to calculate the user cost for

di fferent emissions scenarios. The Oresource
constant subtractions in a finite time, and constant unit total rents are gained from extraction

and production usage. World interest rates determine global capital allocation. In a BAU

economic scenario of global emissions growing by 2% yr! the quota is exhausted by 2028

at a cumulative global social cost of US$26 trillion dollars (equivalent to roughly half of world

annual GDP). Constraining emissions at current levels (no emissions growth) extends the

budget only to 2031 at a user cost of US$23 trillion. Reducing emissions at 2.6% yr* extends

the budget to 2040. Increasing the emissions mitigation (reduction) rate to 5% yr* fully
avoids exceeding the 66% / 2UC quota (i.e. Wi
definition) a user cost orf e dzuecrta.on®hipsat iwag¢i
effectively valued at a US$26 trillion dollars benefit (by 2028) relative to the BAU pathway.

This model is target specific, unlike BCA-IAMs, in respecting a 2°C global carbon quota. It

uses basic economic tools and shows that, according to its specific economic criteria, and

even without reference to climate damage, strong mitigation policy is adjudged as highly
economically beneficial.
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It should be noted thac¢t aahled undemdryi og Memowana
specified Ahardo carbon quota is exhausted, e
regardless of the (then) economic consequences. While this is clearly socio-politically
implausible, it arguablyreprese nt s a correct fArational 0O a-ssess
off against the uncertain, but unbounded, economic costs that would be potentially

associated with exceeding the quota. Acceptin
asahardlimtisal so a <cruci al assumption in the 116
CEA-l AM AR5 Scenari o Database that meet the fiwe
2100. Of course, the tacit implication is tha
2U0Co, scenari o may well i mply overal/l economi

short-term to invest in demand reduction and energy supply decarbonisation; but that, even
if so, such il osso also would be outweighed wihy t he
exceeding the quota.

These are essential di st i AAMcimate sconbmios modellinge A or

whi ch, even while allowing for climate fAdamadg
(often allowing eventual warming well above 2°C), still ensures (via non-zero discount rate)

that damage estimates are necessarily finite (bounded). Likewise, CEA-IAM modelling for

pat hways exceeding dwell b el owirreka@ becauseuat d b e
Paris, nations have accepted that their climate policy actions will be in accord with respecting

this temperature goal. Therefore, if nations are not following technology and fuel mix advice

from near-term CEA-l AM opt i mal pat hways for fAwell bel ow
acting cost-effectively, such that the modelling is effectively being ignored and is arguably

of limited policy value.

4.5 Energy system modelling

4.5.1 Energy system models: types and uses

Després et al. (2015) provide a useful typology of the many IAM, energy system, economy-
energy-environment and power (electricity) sector modelling tools in common use worldwide
to assess system changes over time. The overall projection period can extend to many
decades, as needed in assessing energy system COi emissions, or be much shorter as for
electricity generation and grid analysis where time steps on the order of a second are
needed to assess dynamic grid stability. Individual time step length is determined by the
analysis period length, computing time needed per time step and the number of repeat runs
with varied initial conditions to produce a sufficient ensemble of model runs. Simulation
models start from initial conditions, which can be adjusted for each new run, and then the
model results of the time step become the input for the next time step; the whole run then
shows the system evolution and ensembles of many runs show the sensitivity to initial
conditions. Following a different computational logic, optimisation models attempt to
optimise for particular criteria at each time step and toward a particular target.

Energy System Models (ESMs) aim to give a detailed representation of energy system
processes and development, and energy sources to attempt to identify cost-effective
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decarbonisation pathways given imposed constraints, such as an emissions pathway to an
end-date or cumulative emissions target, or reaching 100% renewable electricity or energy.
ATedppowno energy system model s may btenaldeselsi sed
They are typically driven by exogenous final demand projections, potentially including
changes in end-use efficiency. They may qualify the relationship between primary and final
demand to reflect changes in transformation efficiency. They sometimes include behavioural
factors such as the elasticity of substitution among technologies, meaning how
exchangeable they might be. This will then depend on the degree of system inertia due to
resistance from vested interests, infrastructure lock-in or consumer preferences (Martinsen,
2011, p. 3328). Bottom-up models aim to optimise energy system balance (particularly
electricity given the variability of non-biomass renewable energy) through time to plan and
facilitate cost-optimised decarbonisation pathways (Martinsen 2011). The technology,

carbon intensity and energy parameters usual
curves©o, ad teclonoldgynl@aming curves. Modules in a model are referred to as
Asdfitnkedd i f the wuser transfers information

nkedo i f the feedback of (Mdrinsea20b19.t ween t hem

In a review of the feasibility implications of energy decarbonisation scenario modelling Loftus
et al. (2015) provide a simplified classification of four general approaches to energy system
assessment (though many approaches are hybrids) as follows:

)l

Toiglown , s-basadi-abaasctki ng : mestthaordtsi ng wi th a fi
met hodlsoose from a pr es elaagdtoend tseecthn @lf o gli ¢
preferentially excalnddirreddoy sprmed uocpet i smesnar i 0 S
target . For exampl e, (ahac ®erdarc,chsé& RBéaldudatb) :
only include wind, water and solar and excl
ToiWlown integrated assessmenheeraeconf egpshgm
term to -ecoregywy ronment (EEE) modelling foct
demand scenarios. Linked modules identify e
i s achieved at 0l easf f ewmtsit We ngeisvse nt htehi etmsocdoss
Constraining models by excluding or | imit.@i
and feasibility of options to be explored.

Bot fwopn energy system$tmadéalighhyg daetcdi, | enb,det
withsetreeconomiemeamnd tustealpat hways that are
decarbonisation pathway using the technolog

avail able technologies and al ter nateivved oepneedr
MARKAL and TI MES mppoldeed sofartehiesxaapproach tha
with aorhas4dhked economic model for regi onaé
l ri shTl MES model (see further discussion in

Bot tuopmt echni c-akooomi ec hs s eESSsMse mtasseds oahr an
as abatement potenti al anMiNaawacd ®rasanus Eth Klvy

producing mar gi nal abatement C 0 S t-e coonrowrd sc
criteria, as used byYWWke RNOODGTUdEW EHOPDP fa dFeon
scenari o based on actions in order of these
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OHybrid model |l ingd incorporates both top
applications of TIMES and MARKAL that integrate with a top-down economic model. At the
global scale, the International Energy Agency (IEA) uses a large scale simulation, the World
Energy Model, to produce its annual World Energy Outlook, and a top-down sectoral
analysis called Energy Technology Perspectives, based on four soft-linked models for
energy conversion, industry, transport and buildings (Chiodi et al., 2015b; IEA, 2016). The
TIMES energy conversion model generator and the MARKAL model it was derived from, are
used across 70 countries to produce technology-rich models of multi-regional, national and
local energy systems (Chiodi et al., 2015b, p. 5). These Energy Technology System
Program Analysis (ETSAP) models conserve energy flows from supply through to

do\

consumption, using an economic optomitséi s@| mb

through time within environmental and technical constraints, based on a large database of
technologies using technology-specific cost assumptions through time for investment,
operations and maintenance, fuel and asset costs. Bottom-up, energy system models such

as MARKAL/TIMES aim to give a sufficiently accurate representation of technologies and
cost interactions over time to inform energy mix and climate policy choices aimed at
achieving long term pathways over decades into the future (Chiodi, Giannakidis, et al. 2015).
Optimal, notional least-costp at hways asstme chifoicets bésfuel
solely based on their model-derived least-cost at a particular time step or over a period but
can be constrained to give second-best pathways and to show sensitivity to choices.

S

-

C

While output from this modelling is typical | y descri bed as providin

pathways to given energy system transformation constraints, it is important to emphasise
that this is relative only to a database of specific cost estimates. These estimates have
diverse degrees of empirical foundation and uncertainty, and these uncertainties are then
generally compounded (amplified) by the application of diverse, uncertain hypotheses
regarding their evolution over time. These cost projections typically have to extend many

decades into thefut ur e . Accordingly, we -testo use mark

intrinsic methodological qualifications.

Apart from uncertainties in the assumptions for technology-specific development, other
technical limitations of MARKAL/TIMES modelling are in the time resolution of the model
and in relation to power system operations and planning. Computationally it is difficult to
evaluate small time increments in long-term modelling. In the particular case of electricity
systems, technical operation ultimately requires energy balance on high resolution time
scales (sub-minute) with significant spatial constraints (reflecting spatially distributed supply
and demand, interacting with constrained transmission and distribution capacities).
Accordingly, identifying feasible electricity system transformation pathways potentially
requires specialised modelling at high resolution in time and space (so-cal | ed
integration studieso), especially if | ar ge
production is introduced to the system. ESMs focus on direct sectoral emissions, and can
often omit or incorrectly allocate indirect emissions, particularly from fossil fuel imports, that
T in a UK example analysed through input-output carbon modelling T potentially double the
marginal abatement cost of energy supply mitigation (Daly et al., 2015).
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Additional serious non-technical limitations of energy system models arise from political,
economic and socio-cultural factors embedded in the macro-economic assumptions and
O0policy |l andscaped that are exogenous to the
the exogenous macro-economic assumptions being made and these energy systems model
outputs provide only very limited interactions with the macro-economy inputs. For example,

the (exogenous) pathways of economic growth, regulatory costs, and total energy use often

rely on economic models with their own limitations. In terms of climate justice, the focus on

0l easzggben( i f only uvuocetrdbhpiel oot $ onmla¢ questio
I Just those in a particular place at the current time, or including costs to others elsewhere

or future generations? Or, even within some specific time and place envelope, least-cost for

which societal actors (individuals, social classes, businesses, the state etc.)? Similarly, the
O0seclmegsit 6 pol i cy r e-m3that opuldancreaseacosts and decreasekthe
feasibility of meeting stringent decarbonisation targets are not well represented in bottom-

up ESMSs, suggesting practical trade-offs are required between model efficacy and
confidence (Strachan and Usher, 2012).

4.5.2 Multi-Level Perspective Models

Energy system models wusually make oOfirst bes
pricing and rational, cost optimal decision-making in a context of perfect information and low
policy and actor | andscape -iemelrt Par s meetl sv aé

address lock-ins and a theory of socio-technical transitions (Geels, 2010; 2014) in which

niche technologies can be supported and rapidly grown, in the face of lock-ins, if supported

by groups of powerful actors (Li and Strachan, 2016 see Section 1.2 for summary of MLP
approach in sec). I n research Ainspiredo by the (MLP al
et al., 2015), Li and Strachan (2016) use BLUE, a new model featuring both multiple actors

and alternative policy landscapes, to look at the example of the UK energy system across
power , heat and transport sectherss.60, Tkaig bonon
conditions of policy landscape and actor inertia can greatly delay and obstruct
decarbonisation efforts. In simplified terms, the model scenarios characterise inertia from

high to low on 2-axes: policy landscape on the basis of increasing COi tax level and lifestyle

(using increasing public and cycle/pedestrian modes of transport); and sensitivity to carbon

pricing from small with individual decisions dominating, to large scale social planning to

optimise societal costs and benefits (Li and Strachan 2016). The scenario outputs indicate

that achieving a 50% decarbonisation relative to 1990 is a severe challenge even in the

lowest inertia scenario. Deeper transformation requires combinations of (hypothetically) far

cheaper low carbon energy, much higher carbon taxes and/or radical reductions in energy

use with associated lifestyle change.
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4.6 Modelling low carbon transition in energy systems

4.6.1 Low-carbon transition energy planning

A general assessment of the overall drivers and trends of global energy demand and supply
(including electricity generation) is given in IPCC AR5 WG3 Ch. 5.3.4 (2014) with other key

sectors briefly summarised in 5.3.5. Global per capita energy use increased by 31% from

1971 to 2010, with higher increases of 60 to 200% in developing regions though these

regions still on average have less than half the 1970 per capita energy use of the more
devel oped 6éeconomies in transitiond and OECD
this period were only 0.3% yr?, six times lower than required to cancel out the 2% annual
increase in energy use (IPCC 2014 AR5 WG3 Ch.4). Almost all IPCC-assessed scenarios

project increasing global energy requirements that exceed improvements in energy
efficiency, making absolute decarbonisation of energy essential to meeting the modelled

energy requirements (IPCC 2014 AR5 WG3 Ch.4). The assessment st
relationship between economic growth and energy use is complicated and variable over

ti meo, yet Figure 5.7 shows world GDP/capita
combustion. Given this strong relationship, the evident possibility for serious mitigation

policy that average energy use might therefore need to fall and total economic growth may

need to level out or drop in some managed way (fdegrowthd until decarbonised energy

supply catches up with demand (with serious distributional implications) is outlined by
Anderson and Bows (2012) but is not mentioned in this part of the IPCC assessment.

Current and projected global energy supply and its decarbonisation are assessed in detail
in IPCC AR5 WG3 (2014) Chapter 7 and energy demand (consumption) sectors are
discussed in Chapters 8 to 11 on industry, transport, buildings, agriculture and forestry. For
overall context, Chapter 5, Figure 5.1 summarises global annual GHG emissions for 1970
to 2010. This shows that the energy supply sector (including extraction, fuel transportation
and electricity generation) nearly tripled emissions from 6 GtCOF to 17 GtCOF, transport
emissions more than doubled from 2.8 GtCOFto nearly 7 GtCOF, heat energy emissions for
buildings grew from 2.5 GtCOF to 3.2 GtCOF, and waste emissions almost doubled from
0.7 GtCOFto 1.4 GtCOF. Industrial emissions rose only slowly from 5.4 GtCOFto 6.0 GtCOF
(11%) between 1970 and 2000, but then grew dramatically by a further 46% to 8.8 GtCOF
by 2010 as a result of globalisation including a very rapid growth in carbon intensive exports
from middle income countries, especially China.

The low emissions pathways assessed as most cost-effective in energy emissions mitigation
rely on a wide portfolio of options including energy efficiency improvements and transition
to low-CQOi energy: non-bioenergy renewables (hydro, wind, solar, tidal, wave etc.), nuclear
power, fossil fuel with CCS and bioenergy with and without CCS (Sections 7.5, 7.8.1, 7.11

85



and Figure 7.7 giving comparison of lifecycle emissions and levelised cost of electricity!3.
The assessment summary (p. 516) sees reductions in the carbon intensity of energy supply
as key in most low global atmCOFtransformation pathways with nuclear, renewable energy
and fossil fuel with CCS rising to 80% share of global primary energy in electricity generation
specifically by 2050, and eliminating all unabated (without CCS) fossil fuel electricity
generation by 2100. As noted above though in Section 4.4, most low atmCOF IPCC
transformation pathways currently assume large amounts of BECCS by 2050 and even
more by 2100 to enable even FFCCS use to continue to 2100, despite the major risks of,
and challenges to BECCS development that is still in its early stages (see Sections 7.5.5,
7.9,11.13in IPCC AR5 WG3, 2014).

Edenhofer et al. (2013) survey the economics of renewable energy, reviewing the public
policy perspective of social objectives justifying renewables, the market failures inhibiting
optimal deployment, and policies to address these failures. This study includes both
bioenergy and wind-wave-solar as renewables even though the carbon neutrality and
benefits of bioenergy depends on sustainability criteria (Edenhofer et al. (2013). Decision-
making in planning low-carbon transition energy systems needs to consider economic,
technical, societal and environmental concerns as well as meeting a carbon budgeted
emission pathway within least (estimated) cost. In 183 studies classified by Strantzali and
Aravossis (2016), a variety of decision support methods have been described including, life
cycle analysis (LCA) of impacts, benefit cost analysis (BCA) to evaluate the private and
external costs, multi-criterion decision-making analysis (MCDA) that enables the inclusion
of factors that are not easily monetised, and outranking methods that allow a ranking of
alternatives that are otherwise not comparable.

All the methods have drawbacks and although LCA and BCA are found to be most common,
the inherently multi-criteria nature of the low carbon transition suggests that MCDA should
be used in addition to LCA and BCA to address the full range of issues. Abdmouleh et al.
(2015) gives a review of regulatory framework mechanisms being used globally in policies
to advance renewable energy share (including biomass), identifying successes and failures
to enable improved energy policy-making. Funding sources, subsidies and feed-in tariffs,
electricity pricing and tendering, taxes and tax breaks, legal framewaorks, renewable portfolio
standards, regulation of grid access, support for renewable energy technology and socio-
political support are all discussed. The difficulty of incorporating many smaller,
decentralised, intermittent renewable electricity generators into a grid developed for
centralised electricity generation is identified as a primary barrier. Demand side
management (energy conservation, efficiency and storage) and smart grids are ways to

B¥The 6levelised cost of energyd LCOE is used
long-run cost per energy unit average including a discount rate. An LCOE background, formula,
simplifications and is given in the IPCC AR5 WG3 Annex Il
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reduce the high cost of relying on new infrastructure to integrate renewables into electricity
systems.

Renewable energy resources have large theoretical potential to replace fossil fuels but the
short-term potential and enabling technologies are critical to decarbonisation prospects (see
Ellabban et al., 2014 giving a survey of renewable energy sources and outlooks). Kempener,
et al. (2015) compares IEA-ETSAP energy system models across 26 countries using the
REmap modelling tool developed as part of a global renewable energy roadmap to examine
national renewable energy potentials. The REmap tool is found to be useful for policy-
makers in overview comparisons between nations and for scoping renewables options, but
does it not include the detailed analysis of trade-offs between technologies, lock-ins and
pathways that are accounted for in ETSAP modelling, and which provide deeper
understanding especially for meeting ambitious renewable energy targets within
infrastructure limits. The dominance of centralised electricity generation is being challenged
by an increasing share of distributed renewable generation to give a hybrid electricity system
based on decreasing percentage share of fossil fuel energy and increasing generation from
renewable energy. (Note that the IEA modelling generally counts bioenergy as
unconditionally carbon-neutral.) Shivarama et al. (Shivarama Krishna and Sathish Kumatr,
2015) provide a comprehensive overview of renewable energy integration into hybrid
systems, covering optimal sizing and configuration of local generation, storage and demand,
with a summary of energy management algorithms and controls to ensure reliability and
grid integration. Also looking at optimal hybrid system planning, Bahramara et al. (2016)
reviews the HOMER software developed by the US National Renewable Energy Laboratory
(NREL) and in use worldwide.

Model |l ing the interaction of tulteenentd il svate€C a r b o r
resources indicates probable conflicts between energy demands and emissions reduction

and land and water services (Konadu et al., 2015). The integrated energy-land-water

analysis by Konadu et al. finds that, out of four low-carbon energy scenarios, only their

AHIi gher Renewabl es, mor e ener gy efficiencydcd
environment al par ameter . A A HiIi ghwshighCe@Gsof mor e
bioenergy crops are found to conflict with food production from land use.

For climate mitigation, globally, it is clearly essential that the knowledge gained from all of
this research is passed on by developed to developing nations and that they receive
assistance in achieving very low carbon development of electricity and energy systems.

4.6.2 100% wind-wave-solar?

Researchers have modelled transition to 100% renewable energy systems in different ways.

One critical distinction is whether bioenergy is included as a renewable (as in Mathiesen et

al., 2011), or bioenergy is excluded, r edssolar éenergyi ng o
(citing ecological or other constraints). PleBmann et al. (2014) models a 100% renewables,

global electricity supply based on existing sectoral share (between electricity and non-
electricity energy sectors) assuming only solar and onshore wind power complemented by

energy storage (in batteries, high temperature energy storage with steam turbines, and
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power to gas) finding it possible withan upper | i mit not i onvwwh el

This study does not attempt to anticipate the electrification of the heating and transport
sectors. In two parts, Jacobson and Delucchi (2011) and Delucchi and Jacobson (2011)
controversially assert that providing all global energy for all human uses only through use of
wind, water and solar power is possible at a total present-value cost similar to today. Part |
describes proposed renewable energy systems and characteristics relative to current and
projected global energy demand. Part Il, providing gross global costings, explores reliable
balancing of power grids to account for variable and intermittent non-biomass renewables i
using interconnection of regional grids, greatly-increased hydroelectric supply for base load,
and storage including: site-specific (pumped, flywheel, compressed air), batteries in electric
vehicles, and hydrogen production. In a meta-analysis of global and national (OECD
country) energy modelling studies focusing on high-share renewables in power systems,
Cochran et al. (2014) find agreement that renewable energy sources can reach a high share
of national or regional electricity generation and can do on an hourly basis while still ensuring
grid balance. Studies of 100% renewable energy are highly contested particularly regarding
consideration in balancing supply with demand at all times across complex systems with
multiple, variable generation. Though the literature shows energy efficiency to be important,
a lack of demand-side research is common in energy modelling despite being agreed on as
critical to high share renewables integration (2014). Critically reviewing global
decarbonisation scenarios, Loftus et al. (2015) find that those scenarios excluding nuclear
or CCS from their energy portfolio rely on much faster global energy intensity of GDP
reductions than others and require three to five times as much additional installed electricity
generation capacity (50,000 GW) by 2050, reflecting the much lower capacity factors
(average vs peak capacity) of variable renewable generation sources.

Pietzcker et al. (2017) evaluates the ability of current process-based IAMs to represent wind
and solar electricity sector costs and resources on the basis of electricity sector dynamics
and variable renewable electricity (VRE) criteria. Using the most recent data to update the
models and a US$30 tCOF! carbon price (increasing by 5% yr-1) from 2030 expands the
projected VRE share by 24% to an average model-share of 62% of electricity generation.

Jacobson, et al. (2015) extends the earlier low-cost, 100% wind-water-sun claim to
supplying all US energy needs for electricity, heating, cooling, transport and industry, under

ect

manycondi tions using a fAgrid integration model
(2016) di spute Jacobson & Delucchids A100% renew

assumptions of 6 n oon heoyahigh énergysstorage aaimklity and
unconstrained transmission availability; and second, unachievable grid balancing on the
necessary hourly and all-year basis given the seasonal, diurnal and intermittent nature of
wind and solar causing renewable energy to have decreasing returns to scale. Overall the
100% renewables path is seen as resulting in significantly greater costs (for any given
decarbonisation constraint) than in the IPCC-assessed low-carbon pathways (where, as
discussed above in this Chapter, the IPCC scenarios rely on significant NETs deployment,
even though current estimations of costs can only be regarded as guesswork, at best). More

substantively, Clack et al. (2017) directly contest the Jacobson etal. (2015)i | ow c o st

renewabl eo c |bgectiomstodagmtednmodtielling grrors, inappropriate models and
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implausible assumptions for hydroelectric and variable renewables based on insufficient
evidence, concluding: fPolicy makers should treat with caution any visions of a rapid,
reliable, and low-cost transition to entire energy systems that relies [sic] almost exclusively

on wind, solar, and hydroelectric powera In particular, Clack et al. find that Jacobson, et al.

do not in fact undertake a fAgrid i ndmoddlrgt i on
fails to match supply and demand, with margins and reserves for generation failure and
frequency regulation, that is fully spatially and temporally coordinated across a grid with all
transmission lines included and that details capacity expansion potential, power flow, distant

load matching and siting of renewables under likely variability of loads.

From the above literature, it seems evident that setting a 100% wind-wave-solar only target
as a basis for modelling is either used as an assumption to provide a comparison to other
scenarios or else based on a risk assessment that sees involvement of nuclear energy,
bioenergy and CCS as too high-risk to consider, regardless of cost or technology readiness.
If there is a real intention to meet the Paris temperature targets (and related global carbon
budgets) then global society needs to decide on balancing risks, for example of nuclear
power development relative to 100% renewables. Loftus et al. and Clack et al. agree that a
priori elimination of options can be counterproductive and costly, particularly in setting out
possible low-carbon transformation pathway alternatives for societal consideration. Given
that the risks of ®&0cevadimm nghivaelel algeleevd 2 o b
given the urgency of the associated global carbon budgets the logical aim should evidently
be to consider all technologies and measures that will combine to reduce energy-related
COi emissions to zero as soon as possible.

4.6.3 Modelling of electricity grids with a high share of intermittent renewables

In a literature review and proposed typology of long-term energy models and electricity
sector models, Després, et al. (2015) find that modellers need to combine the advantages
of these models given the common scenario requirement for increasingly high shares of
intermittent renewables over time in the electricity sector to meet decarbonisation pathways.
Long-term energy system models (such as MARKAL and TIMES) give a full overview of an
energy system but a simplistic representation of electricity grid operation. Such analyses
can be combined with the grid integration modelling of more detailed electricity sector
models (2015) that enable fuller assessment of intermittent renewables integration.
MacDonald et al. (2016) argue that grid extension across the US using high-voltage direct-
current transmission and use of solar and wind could reduce system COi emissions by 80%
relative to 1990 without increasing the levelised cost of electricity (LCOE), using 2030 as
the reference year for a cost-minimized electrical power system with a 14% increase in
electricity demand above a baseline of 20061 2008. Heuberger et al. (2017) distinguish the
widely used LCOE and 6system val yrerwyablesksiingh ac
and individual component cost, concluding that integrated electricity and energy system
assessment is needed for optimal investment. Spiecker and Weber (2014) examine five
alternative policy scenarios for the European electricity market finding that low carbon
pathways inevitably results in high costs compared to conventional (unabated) fossil fuel
generation. Demand development is found to be a major driver in detailed evolution of the
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scenarios. Renewables often push wholesale prices transiently to zero even though overall
system costs are increased by these heavily subsidised renewables. Low carbon progress
is further threatened by low fossil fuel prices unless carbon taxes/fees correct them (2014).
Spiecker and Weber concludes that Europe-wide coordination of renewables subsidies and
policies combined with electricity transmission upgrades and interconnection become more
important over the next decade to integrate intermittent renewables generation.

Niet et al. (2017) discusses incorporating risk assessment into different kinds of energy and
electricity system modelling. Based on this literature review energy systems are analysed
usinga f i nanci al portfolio analysis, which
on a risk premium (the extra amount that society is willing to pay to minimize risk) and
endogenously hedges against these risks. Applying this method to a case study for the
currently fossil fuelled electricity system in Alberta, Canada they show alternative possible
pathways with earlier or later incorporation of intermittent renewables depending on risk.
They find that it is essential to analyse jurisdictions separately as they have different
potential energy sources and grid connectivity but the analysis method can be widely used
to show the effect of risk premiums on optimal technology mix.

In an environmental science analysis, Gibon et al. (2017) evaluate the health benefits and
ecological costs of different forms of low carbon electricity using LCA and impact
assessment that quantifies environmental costs in terms of a common indicator such as
ecosystem quality or human health (rather than monetising system damages and
externalities as economic analysis might more typically do). They conclude that increased
bioenergy can have significant damaging ecological impacts due to GHG emissions, land
use change, water toxicity, air pollution and biodiversity loss but other renewables, FF-CCS
and nuclear have net ecological, air pollution and climate benefits by comparison to
continued use of unabated fossil fuels. The climate and environmental impacts of high-share
variable renewables (wind and solar) and FFCCS in Europe are assessed by Berrill et al.
(2016) in an LCA based on 44 electricity scenarios, including large scale electrification of
the transport and heat sectors. Using primarily unabated natural gas in 2050 emits 1400
MtCOFe, coal with CCS emits 480 MtCOFe, and an even mix of wind and solar 120-140
MtCOFe (incorporating pumped hydro and battery storage). However, the wind and solar
infrastructure results in far greater land use impacts than natural gas systems and more
mineral resource depletion than fossil fuels. Wind power has lower resource needs and
emissions than solar for given final energy contribution though much depends on physical
location and the available resource.
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4.6.4 Grid flexibility and energy storage

Lund et al. (Lund et al., 2015) review a wide range of flexibility measures for managing high
fractional-shares of intermittent renewables on electricity grids using: grid extension through
interconnection; increasing supply side flexibility (in power station response, curtailment4
and icombi ned heaCHPaugell stgpagev@umped hydro, compressed air,
hydrogen, batteries, flywheels, superconducting magnetic energy storage, supercapacitors,
power to gas); and demand side approaches across the household, service and industrial
sectors. Infrastructure flexibility using super grids, smart grids and microgrids are discussed
by Lund et al. with attention to the smoothing effects (on intermittency of wind, solar) of
spatial distribution. Advanced battery technology, vehicle to grid and renewable power to
energy service (P2Y) flexibilities are also detailed concluding that the large range of
renewables, storage and grid management options, with significant expected price
reductions, gi ves a i p rnegnatieiohhglo peretuatidn eavidble
renewables. Lund et al. also note that using a whole energy system approach incorporating
transport and heat in modelling with electricity adds opportunities for flexibility as well as
additional difficulties.

There are several recent reviews of energy storage (ES) in low carbon transition modelling.
Mahlia et al. (2014) gives an overview and comparison of the many types of ES in use and/or
in development. Aneke and Wang (2016) details real life examples globally including the
performance of different ES types and discusses the barriers to deployment. Gallo et al.
(2016) similarly review ES types and examples i including promising Solar-to-Fuel, Power-
to-Liquids and Power-to-Gas, ES technologies i finding that no particular ES is ideal in all
situations so case based analysis is required. Zerrahn and Schill (2017) review energy
storage in modelling of electricity systems with high penetration of intermittent renewables
and use a new, open-source model designed to analyse and evaluate long-term ES needs
including assessment of the changes in market structure needed to incentivise and
compensate ES for the delivery of system flexibility. A review by Castillo and Gayme (2014)
focuses on the ES technologies most suited to reducing the grid balancing uncertainties due
to the variability of non-dispatchable, intermittent renewable energy sources. With the same
focus, Yekini Suberu et al. (2014) examines the current state of three ES technologies in
detail i batteries, pumped hydroelectricity storage, and fuel cells 7 and, like Gallo et al.,
concludes that the no single ES system is ideal in all circumstances. Zheng et al. (2014) use
a benefit-cost energy acquisition model of electricity distribution companies to give optimal
sizing and siting for battery storage thereby mitigating operational risk and reducing the
required ES capacity.

Bussar et al. (2014) uses optimisation modelling to identify economically optimal technology
mix pathways for the future European energy supply system (assuming 100% self-supply)

14 Using curtailment (curtailing available power production) as a balancing service relies on
deliberate "over-provisioning” meaning that commercial arrangements need to provide a business
model that supports it.
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including high penetration intermittent renewables and ES for flexibility. In this study, short-
term battery ES systems are needed where the potential for (lower cost) pumped hydro,
most useful for medium-term storage, does not exist; hydrogen storage is useful for long-
term, seasonal storage to collect energy at high generation times and recharge batteries at
peak load periods.

4.7 Life Cycle Assessment Modelling

Attributional life cycle assessments (ALCAs) are commonly undertaken to produce
comparable quantitative estimates of the lifecycle GHG or COi emissions of products and
activities by assessing direct, supply-chain emissions. Attributional life cycle assessment
modelling is used to establish the net inputs and outputs for a bounded system over a
technology or production life cycle. It is relevant to climate change mitigation in establishing
the GHG emissions of a technology, product or process, so the outputs are essential inputs
for technology and land use-rich, process-based IAMs and ESMs. As with all modelling, all
assumptions, constraints and limitations should be made very clear in ALCA results because
they are open to misinterpretation, or misapplication, particularly as they are highly sensitive
to methodological choices. For example, to investigate this sensitivity De Rosa (2017) use
alternative ALCA methodologies to establish the climate effect of structural timber products
using 8 LCA scenarios (varying time horizon, land use change effects, climate metrics and
forest stock inventory completeness) for the same case study. They find a large range of
nett results for sawn structural timber when all life cycle stages and substitution effects are
accounted for, from small nett sequestration of 24 kgCOFe m™ to significant emissions of
3220 kgCOFe m?3,

ALCA results are highly dependent on the boundary defined for the analysis and its
appropriateness to the process, policy or sector being studied. A major cause of confusion
is that the so-c a | Icalbn fdotprintovalue (in mass of COie) at one level of analysis can
then be used as the emissions factor (the input efficiency or GHG-intensity value measured
in mass of COie per unit of activity) to calculate the carbon footprint at a higher level of
analysis. An earlier British Standards Institute document makes this difference clear (see
definitions British Standards Institution et al., 2008, p. 57), but the more recent revision does
not. For example, in dairy production it is valid to define carbon footprint in kgCOFe of a
single litre of milk CFive ( @ s 1 n OO0 B r i launthisestcleaalyl not a dirdciridigator or,
or proxy for, thet o tcarbon fdotprintoof a countryds annu@(whicdhai ry
would be given by CFwtal = [CFiire /Litre] X LitreSannuat), Which could be millions of tonnes.
Increasing total production can easily cancel out some or all efficiency gains at the unit level
such that total system emissions can even increase. Unpalatable though it may be, capping
and reducing system emissions may well require cutting production by limiting activities in
some sectors as well as increasing unit level efficiency.

A review by Plevin et al. (2014) discusses the limitations and merits of different types of
LCA, concluding that (even beyond the variability in common ALCA methodologies) policy-
makers are being misled by depending on the values given by ALCAS to evaluate the climate
change mitigation benefits of one choice relative to another because the met hod o6 s
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simplifications are not reliably predictive of real world consequences. Problems include large
variations in system boundary definition, use of alternative equivalence metrics for different
GHGs, omitting non-GHG impacts such as aerosols (like black carbon and sulphates),
critical baseline choices, missing or non-explicit counterfactuals for inputs, failure to include
indirect effects (such as indirect land use change), and ignoring the fact that choices are
often not substitutable, and that indirect and scale effects occur resulting in feedbacks and
rebound that are not generally captured by ALCA methods. ALCASs give an average, static
accounting of flows into and out of the boundary of analysis that does not reflect the full
emissions effect (or other effects) of decisions on changes in policy on a specific activity.
ALCAs are useful to attribute emissions of different alternatives, but should not be used to
i mply the outcome of choices without full

more qualitative, processsbased and dependent on scenar.i

can give greater understanding of dynamic system outcomes to enable more robust
decision-making. In a literature review of CLCA though, Zamagni et al. (2012) find that CLCA
methods like ALCAs are inconsistently applied and are best thought of as a modelling
approach rather than a modelling principle applying defined rules. Zamagni et al. find CLCA
to be useful in three particular areas: better formulation of LCA research questions and
system boundaries; modelling of deeper mechanisms and linkages including markets; and
a more dynamic, conceptual view of systems.

Marvuglia et al. (2013) undertakes a survey of different equilibrium model CLCA methods
and proposes a CLCA method to analyse biogas production, particularly looking at ILUC
effects. Using a CLCA and net energy analysis (comparing energy return on energy
investment) for distributed electricity generation uptake, Jones et al. (2017) find the
combination of methods enable a deeper understanding of potential near- and long-term
system change. As Plevin et al. also describe, CLCA is noted as having four major
differences from ALCA: identification of wider system changes, double counting is possible
if CLCAs are added (due to boundary overlaps), CLCAs use marginal rather than average
data, and CLCAs display far greater uncertainty due to the complex relationships being
modelled. In practice CLCAs are akin to scaled down versions of process-based IAMs in
that they include economic modelling and socio-economic processes extending through
time.

4.8 Marginal abatement cost curve (MACC) analysis

Marginal abatement cost curves (MACCs) have frequently been provided in climate policy
analysis, as listed by (Tomaschek, 2015); see (Teagasc, 2012) for an Irish example. MACC
analysis provides estimates of emissions mitigation potential and costs but Kesicki and
Strachan (2011) show that, as with ALCAs, their policy application can be misleading and
biased if not used with care. More sophisticated approaches are generally needed to capture
dynamic effects. Common shortcomings of MACC studies include absence of non-financial
costs due to carbon lock-in effects, inadequate motivation or critique of discount rates, static
market (quasi-equilibrium) representation that fails to give investment insights over time,
carbon price assumptions are often not explicit and uncertainties are poorly represented.
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Particularly in the forestry sector, costs have been underestimated due to costs not included
in MACCs (for monitoring, implementation and organisation), and energy efficiency saving
potential has often been overestimated because market barrier and adoption costs have
been excluded. Including projected cumulative emissions savings over a decade are found
to improve MACCs from the single year representation that is common.

Taylor (2012) examines the least (notional-) cost opti mi sation &érankin

Where fegative costso(revenue) are shown, MACCs are in fact mathematically misleading
in establishing the total ftosto (revenue) or total emission savings (the key information)
because they show the ratio of mitigation ftostsodivided by emission saved. Confusingly,
in this case, mitigation options with modest per unit revenue, but high emissions savings
may therefore be ranked as lower priority than options that avoid far less carbon, but

generate more Arevenue per unWardp2014s e uskbfs cus s

MACC s is therefore inadequate, in general, to give the economic profitability ranking of
6emi ssi ons s ameanirg that paticy adeice giving these rankings needs to be
revised. There is also difficulty in interpreting MACC-based choices when there are strong
feedbacks between MACC categories (as in energy) as these feedbacks are not well
represented within MACC calculations (Levihn, 2016). As with LCAs, Levihn recommends
combining scenario and system approaches. Vogt-Schilb and Hallegatte (2014) caution that
using MACCs to prioritise the cheapest abatement choices in the near-term can result in
carbon lock-ins that make long-term costs greater. Far greater attention to long-term
potential, investment timelines and implementation speed is therefore needed than is
generally provided by MACCs. Ward (2014) f i nd s t he use of

i nappropriate and | eads to perverse and
profitable and higher emissions outcomes, particularly in ranking energy efficiency
measures because they often feature a large number of fhegative-costo (re
generating) options. MACCs can be used in ranking positive cost measures, but, even then,
their use is confusing as net relative financial benefits are the aim of MACCs and these are
not easily interpreted from these curves. Ward concludes (p. 822) that the misleading use
of MACC in research and policy documents (especially for energy efficiency), is widespread
but, being fundamentally flawed in mathematical terms, recommends that they should be
avoided in favour of functions that directly relate net benefit to measures selected.

4.9 Modelling of negative emissions technologies in process models
and energy system models

In principle, negative emissions can be straightforwardly included in modelled scenarios of
future emissions: they can be simply accounted in modelling and inventories as a negative
value in tonnes of COF for a particular year. Integrating negative emissions over future
pathways up to 2100 can thus potentially allow a larger carbon budget of gross emissions,
and can, depending on timing, act to reverse radiative forcing and/or temperature
overshoots in the middle of the period (Sargl et al., 2016a). However, in this case, it is very
important that modelling outputs and policy-relevant projections need to show the time
evolution of not just the net COi emissions of a system pathway but also the gross emissions
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from each of fossil fuels, non-COi climate pollutants, and land use, and the role of
conventional FFCCS (if any), assumed, together with the corresponding gross removals
(total negative emissions), so that the supposed contribution of NETs (and corresponding
extension of fossil fuel use) is made very clear to model users (Vuuren and Riahi, 2011).

As with other mitigation technologies included in modelling, learning curves for NETs
potential need to be described and quantified so that investment requirements can be
explicitly identified and policies to enable NETs supported, including integration of
greenhouse gas removal into emissions accounting, subsidies for early deployment and
modelling co-development of bioenergy and CCS (Lomax et al., 2015). An IAM analysis by
Kriegler et al. (2013) finds that inclusion of BECCS and then DACCS become key
technologies for scenarios with higher carbon price climate policies and more stringent
mitigation by reducing notional estimated costs (relative to currently assessed alternatives),
given a model constraint of continued growth in GDP and resultant need for energy; but
direct sectoral emission reduction (at source and through demand reduction) still provide a
much greater share of overall mitigation achieved. Given the modelled costs over time, the
study finds that BECCS, being initially less costly, is likely to be deployed far sooner than
DAC, but due to likely limits on bioenergy supply BECCS is supplemented by DACCS for
removal levels above 13-14 GtCOFyr. However, the study acknowledges that sustainability
constraints beyond the scope of this mod
effective removal cap of 14-15 GtCOFyr?. In particular, offsetting of (otherwise refractory)
transport emissions within a 2°C pathway (450 ppm COFe) is far more difficult in the absence
of negative emissions from BECCS, requiring significant additional energy demand
reduction; though, surprisingly, the study does not allow for the possible large scale
electrification of transport.

If carbon dioxide removal through BECCS and DACCS are not available (at multi-GtCOF
scale) in future then scenarios using an IAM find mitigation costs rise even more steeply
than they would otherwise, particularly in the second half of the century (Kriegler et al. 2013).
Similarly, Rogelj et al. (2016) also shows that scenarios including BECCS enable mitigation
at lower costs because more (comparatively lower cost) fossil fuel energy can be used in
creating GDP. Again however, even if CCS is assumed to become available at large scale,
limiting global warming to well below 2°C still requires the achievement of near-term, rapid
reductions in gross emissions. Also like others, Rogelj et al. (2015a) note that strong
mitigation of non-COF climate pollutants decreases peak temperature in the physical
modeling and also increases (somewhat) the available global COFbudget.

It is evident from the descriptions of these economy-energy-environment scenarios, as

modelled in CEA-l AM6s, that <cost s, pot ent C@Fremavaldia t i me

BECCS and/or DACCS are highly speculative implying that very limited confidence can be
ascribed to model results. Also, key assumptions can be difficult to find in papers, making
comparability of these CEA-IAM studies difficult.

As noted in Chapter 3, several biophysical reviews identify ecological constraints (productive
land, nutrients, water) on nett biological carbon dioxide removal by dedicated bioenergy that
suggest a far lower estimate of terrestrial biological sequestration rates than those assumed
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by many of the IPCC WG3 IAM models (Boysen et al.,, 2017; Smith and Torn, 2013).
Nutrient loss from repeated bioenergy crops or plantation harvest likely requires
replacement with fertiliser leading to nitrous oxide GHG emissions that can significantly
reduce or completely eliminate the putative climate benefit from ongoing bioenergy use
without CCS (Smith and Torn, 2013, p. 93). Compared to WG3 models that include up to
and even above carbon dioxide removal of 20 GtCOFyr?, this study suggests that biological
removal even of as little as an additional 1 GtCOF yr! would represent a major negative
disturbance to global land, water, phosphorus and nitrogen stocks and flows.

Larkin et al. (2017) examine cost-optimising, process-based CEA model scenarios which
meet a greater than 50% chance of avoiding 2°C, finding they give insufficient attention to
the Paris Agreement nationso collective -
optimistic dependence on speculative NETs to deliver high levels of COFremoval, thereby
unrealistically expanding the available carbon quota for gross emissions (effectively moving
the goalposts) and failing to include scenarios requiring high levels of near-term emergency-
level societal response, which are especially necessary if NETs cannot prudently be
depended on. Combined with inadequate modelling of carbon-lock-ins, including social
resistance to technology change (especially important for CCS in general and BECCS in
particular) the IAMs consequently overlook the potential for, and required urgency of, near-
term deep mitigation of gross emissions, particularly in respect to the Paris Agreement
requirement for action in accord with equity. Assuming the possibility that NETs fail to deliver
at scale, Larkin et al. (2017) develop alternative emission scenarios with sustained gross
emission reduction rates of 5% yr! to 14% yr! for the groups of large emitting nations
showing that, even with weak equity criteria, the chance of exceeding 2°C is still imprudently
high but also that this chance is strongly exacerbated by any and all delay in acting to
achieve these hitherto uncontemplated rates of decarbonisation. These rates compare to
the typical global average emission reduction rates of 2% yr? to 4% yr?! given by AR5 IAM
scenarios, some of which are already unambiguously obsolete (e.g. assuming a peaking of
global emissions already in 2010).
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4.10 Chapter Conclusion: Use in guiding climate mitigation policy

Models can assist or obscure. Models, no matter how complex, are necessarily simplified
representations of reality that can only provide policy-relevant advice if they produce useful
approximations of reality (ideally at least tested critically against historic data). As models
become more complex, feedbacks between variables may lead to emergent properties of
the model that may or may not reflect the emergent properties in a real-life system, and
models may become so complex that the model-maker does not fully understand the
interactions at work. Model-makers need to make sure that the output comes with clear
explanation of its limitations, detail about the model assumptions and initial conditions, a
listing of applied constraints and parameters, and, perhaps most important, plain language
notes on correct interpretation for non-technical readers. Users of model output and the
media, the public and others should be made fully aware of the need for care and the
avoidance of interpretations or applications that are not legitimately supported or mandated
by the actual modelling.

Despite these important caveats, modelling is an essential tool to explore potential futures.
Now that the political realm has agreed on specific global temperature goals at Paris, a
major normative decision has been taken that can guide the continuing use of models to
outline a solution space to meet those goals with appropriate prudence and risk
management.
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5 Public policy decision-making and risk assessment in Paris-
aligned emissions mitigation (with and without NETS)

Summary
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Uncertainty avoidance and short-termism in public and corporate governance to limit
emissions are common, despite the very high scientific certainty that reductions in

absolute emissions are required for effective climate change mitigation.
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5.1 Paris-aligned national carbon quotas constrain policy choices

The Paris Agreement embodies a collective political decision, Decision 1/CP21 of the
UNFCCC, agreed to and ratified by the Parties, informed by scientific risk assessments, that

the potential climate impacts on human and ecological systems of not limiting warming to

Afwel | 29Ce WR2®@) over per-industrial are unacceptable. As such, on the basis of this

decision, nations have apparently accepted this risk assessment as a guiding principle of

their future national and regional bloc decision-making. Directly related to the Paris
temperature targets, t he Nnbest available sc
diminishing global carbon budget range of future emissions that seriously constrains global

and therefore developed nation emission reduction pathways. As acknowledged in the
preamble to the Agreement (UNFCCC, 2015, p. 3, Note 17), analysis of the Parties 6 i ni t i
NDCs shows that they are collectively wholly inadequate to achieve the target. Very high

current emissions are making short work of consuming the remaining WB2C carbon budget,
potentially exhausting it within 20 years even i f emi flaslinednsat ot he curren
global level. Given that fossil fuel energy, industrial processes and land use are the primary
human-caused drivers of global warming and the basis of much of the global economy, then

all socio-economic policy in all nations now needs to be fully coherent with climate action

that adds up to achieving substantial and sustained emission reductions aligned with limiting
cumulative global emissions to the carbon budget range implied by the Paris temperature

goals.

Any delay in reducing developed nation emissions implies even more rapid reductions later,
or passing part or all of the burden to developing nations, or otherwise depending on
achieving negative emissions at scale in future, over the long-term, to cancel out excess
near-term emissions (Rogelj et al., 2016a)%. In the context of global carbon management,
as the Paris Agreement indicates, if developed nations fail to achieve near-term reductions
from currently high per capita emission levels they thereby tacitly take on the moral hazard
inherent in depending on increased efforts in future, by others, or through realising net
negative emissions on a global basis.

To enable climate action Aon the basis of eqglL
the Agreement | ogi cally r equi specfically mtrelationt® t o
COF, this should be in the form of an equitable share ( i q u oftttee WB2C global COF
budget, within which detailed emission pathway options to zero net emissions can be
identified. Paris-target aligned policy implies setting out domestic, sectoral gross emissions;
finance for defined reductions in future emissions by other Parties, relative to their similarly
defined share of the WB2C global budget; and financial planning for definite timeline-defined
achievement of a defined amount of future carbon dioxide removal by NETs i to the extent

15 Geoengineering through Solar Radiation Management (SRM), such as the speculative proposal
for continuous injection of particles into the upper atmosphere to reflect solar radiation to produce
cooling to cancel out some or all global warming, is not considered in this research project.
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t hat such removal is required by weach Party
(explicitly or implicitly) on their declared Nationally Determined Contributions. The Paris
Agreement only sets out voluntary mechanisms to coordinate and impel increased ambition

by the Parties, even though recognising the Paris Agreement targets directly implies that the

fi | oterrg dominates other short-t er m consi derationso such that
be aligned with climate change policy (Morgan, 2016, p. 3). However, Morgan suggests that

the absence of any rapid moves to accelerate a coordinated, international programme of

carbon management of pricing and regulation following the Paris Agreement i r esents a
collective violation of the precautionary principle. That is, Principle 15 of the 1992 Rio Earth

Summit declaration, which states that lack of absolute certainty is not sufficient reason to
defer prudential activity.o

According to Druzin (2017), the stated intention of the US administration under President

Trumpt o wi t hdraw from the Paris Agreement serio
nature of a multilateral environment al agreen
policy decision-making is continued inadequate action and inability to coordinate rapid, large

scale, mitigation, despite decades of increasingly concerning warnings from climate science

and research.

As in all other public policy areas, decisions affecting future socioeconomic and
environmental outcomes must be made in the face of an uncertain future. Decision-making
can be aided, but not made by policy scenario analysis and risk assessments that
characterise the risks being accepted by policy action or inaction, the types of uncertainty
involved, inherent limits to our understanding, and worst-cases that may require early
precautionary measures (Hallegatte et al., 2016).

It is increasingly scientifically accepted that we live in the Anthropocene epoch (Waters et
al., 2016) that is clearly discernible due to accelerating and globally pervasive human
impacts from increasing per capita resource use and pollution, especially since 1950
(Steffen et al., 2015). The global impact of local emissions of GHGs necessarily means that
national socio-economic decisions being made now which affect GHG emissions have
global influence, with multi-millennial effects from decisions to enable or prevent COF
emissions.

Early gl obal systems analysi s, exploring O1Iir
models computer calibrated to historic data, indicated some scenarios of consumption,
population and pollution that could result in economic and environmental system failure

during the 21st century (Meadows et al., 1972). Historical data since 1972 appears to show

some basis for saying that global trends have been following the higher risk pathways of the
unsustainable scenarios (Turner, 2014, 2008) and though the degree of such validation is

disputed, the need to take such risk assessments seriously is not (Castro, 2012; see also

response by Turner, 2013).

The scientifically-b a s e d , though tentative, proposal of
biophysicall i mi t s, defining a fisafe operating space
becoming clearer (Rockstrom et al., 2009). Three of these limits have already been
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exceeded (biodiversity loss, nitrogen cycle and climate change), and serious, increasing
anthropogenic impacts in the phosphorus cycle, ocean acidification, land use and freshwater

use are evident. Though Rockstréom et al. are rightly cautious in defining their criteria, their
evidence-i nf or med conclusion clearly infers that h
to pursue long-t er m soci al and economic devel opment ¢
expansion is rapidly being exhausted. While climate change adaptation opportunities have

been identified, continued emissions and resultant global warming threaten to exceed limits

of adaptation in many human and biological systems, especially those that are most directly

exposed to impacts and/or vulnerable to them (see 16.4 in IPCC AR5 WG2, 2014 see).
Commensurate mitigation to avoid reaching such limits is therefore strongly advised; but

Oels (2013) finds that governmental responses are in fact moving in the opposite direction,

away from consideration of precautionary risk management and toward risk management

through contingency that prioritises national adaptation and security preparedness for
6inevitabled climate change i mpacts. National
of mitigation costs is politically understandable but runs directly contrary to aligning action

within the Paris Agreement commitments to meeting temperature targets equitably.

Reviewing international documents and declarations since the 1970s, Gomez-Baggethun
and Naredo (2015) identify three notable shifts in sustainability policy discourse: from
analysis identifying economic growth as damaging to the environment to seeing growth as
a solution to environmental and poverty problems; from a focus on developing top-down
regulation to an emphasis on bottom-up efforts and market-based mechanisms; and from a
focus on political delivery to an emphasis on technical details and technocratic interactions.
Gomez-Baggethun and Naredo conclude that forty years have been wasted by obscuring
the earlier, wide acknowledgement of likely biophysical limits and ecological vulnerabilities,
thereby avoiding or deflecting discussion of distributional equity within those post-growth
limits, in and between nations and across generations.

In this Chapter, literature relevant to decision-making in national and regional climate
mitigation policy is further discussed in the context of climate impact risks and climate policy
uncertainty.

5.2 Limits, risk and uncertainty in climate policy decision-making

As in all other public policy areas, decisions on climate mitigation policy must be made within
current political and socioeconomic limits with regard to risk and uncertainty. Climate system
response to past and future emissions and related uncertainties are briefly set out in the
IPCC AR5 WG1 SPM (2013). The IPCC AR5 Working Group Il report (2014), though
primarily focused on impacts and adaptation, adopts a risk assessment framework
throughout that is also applicable and relevant to mitigation decision-making. Key risk
assessment terms are defined in IPCC WG2 (2014, see Background Box SPM.2), including
hazard, exposure, vulnerability, impacts, risk, transformation and resilience, see IPCC WG2
Figure 1.1. Choices of climate change response policies benefit from integrated risk and
uncertainty assessment (see full discussion of literature in Ch. 3 IPCC AR5 WG3, 2014).
Climate policy decisions and judgments regarding risks and uncertainties have ethical,
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economic and social implications that involve questions of justice and value, responsibility,
governance and distribution i concepts discussed in (see full discussion of literature in Ch.

3 IPCC AR5 WG3, 2014).

SOCIOECONOMIC
CLIMATE PROCESSES
Natural Socioeconomic
Variability Pathways

Adaptation and
Mitigation
Actions

Anthropogenic
Climate Change

Governance ‘

EMISSIONS
and Land-use Change

Figure 5.1: Defining the risk of climate impacts as an outcome of climate hazards (due to
natural variability and anthropogenic climate change), exposure due to geographic
location and vulnerability due to socioeconomic situation and choices. Reproduced from
Figure SPM.1 (IPCC AR5 WG2, 2014).

Physical climate modelling using complex and simplified climate models, which feed into
integrated assessment modelling, can provide quantitative projections of climate change,
including indications of regional and global temperature change and precipitation. Collins et
al. (2012) discuss trade-offs between model complexity and computational burden, and
identify methods being used to improve projections including running ensembles of many
simulations, Bayesian frameworks to combine model outputs, and comparing model outputs
against past real-world data (hindcasting) to establish possible causal factors and eliminate
others.

The term Odbduncertaintyd has di fferent meani n
uncertai nty 6 coafidlena mtervag deBnedsby érror ba limits or a probability

density function, within which the actual value of a quantity is known to lie with confidence

for a given methodology. The confidence range, the level of mathematical precision, can

then be given within error bars that define the remaining uncertainty. By contrast, in public
discourse 6uncertaintyo of ten s ®ff ircongpletes knomedigg ort o S
disagreement, without necessarily implying any quantitative measure of degree of
confidence (IPCC AR5 WG3, 2014, p. 155).
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The IPCC WG2 framework above is usefully extended by Stirling (2007) and Hallegate et
al. (2012). Hallegate et al. define risk and two kinds of uncertainty that must be faced in
decision-making and scenario analysis. Knightian risk can be quantified on the basis of
known probabilities describing hazard, risk and exposure as shown in the framework
described by IPCC WG2. Epistemic uncertainty is possible due to due to inadequate models,
parameter choices and weighting, and data, all of which are potentially reducible with
increased knowledge, as well as unavoidable aleatory uncertainty that cannot be quantified
due to chaotic dynamic behaviour in a complex system. The term deep uncertainty is used
to describe aleatory uncertainty when many alternative, plausible outcomes are possible
with unknown relative likelihoods or even relative ranking (2012). There may also be
ambiguity, differing analytical world-vi ews and diverging daifhsi ni t i
(Kwakkel et al., 2010). Decision-making will inevitably adapt to circumstances over time,
and realised outcomes will be contingent on the actual pathway of events that occurs.

Discussing risk and precaution in scientific advice to policy making based on a survey of risk
literature, Stirling (2007) gives a useful characterisation of four possible states of incomplete

knowledge. ARisko is a state of knowledge whe
of outcome can be well described (equivalent to Knightian risk, as above), a situation that is
amenable to standard, ri gorous r i,®Guvakrd o0e s s me

Hallegate et al.6 sleatory uncertainty, is a state where a type of outcome can be well
described but not the probability of occurrence; this is often the case in complex, open
syst ems. i A epistengcwncertaioty osaurs when the probabilities of occurrence
may be reasonably well understood but the meaning or importance of impact outcomes may
be contested between cultural groups, academic disciplines or ethical belief systems. Where
unexpected conditions, surprises or shocks seem possible, involving both uncertainty and
ambiguity, decisions may need to be made under what is termed a state of ignorance,
equivalent t o Hal ldeeg aricertairdy. Stireny i(2007)t sete out tbeke
distinctions and gives corresponding sets of methods and approaches applicable to each
state of knowledge, as shown in Figures 5.2, 5.3 and 5.4.
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NOT problematic

A

Problematic

Figure 5.2: Contrasting states of incomplete knowledge, with schematic examples.

NOT problematic

4

Problematic

Figure 5.3 Identifying methodological responses to different forms of incertitude.

Knowledge about
PROBABILITIES

Knowledge about
OUTCOMES

NOT problematic <
W RISK
Familiar systems
Controlled conditions
Engineering failure
Known epidemics
Transport safety

Flood
(under normal conditions)

B UNCERTAINTY
Complex, nonlinear, open systems
Human element in causal models
Specific effects beyond boundaries
Flood under climate change
Unassessed carcinogens
New variant human pathogens

Contested framings, questions,
assumptions, methods

Comparing incommensurables:
apples and oranges

Disagreements between
specialists, disciplines

Issues of behaviour,
trust and compliance

Interest, language, meaning
Matters of ethics and equity

IGNORANCE m

Unanticipated effects
Unexpected conditions
Gaps, surprises, unknowns
Novel agents like TSEs

Novel mechanisms
such as endocrine disruption

Reproduced from Stirling (2007).

Knowledge about Knowledge about
PROBABILITIES OUTCOMES
NOT problematic < Problematic
B RISK AMBIGUITY B
Risk assessment Participatory deliberation
Multi-attripute utiliy theory Stakenholder negotiation
Cost-benefit, decision analysis Q-method, repertory grid
Monte Carlo modelling Scenario workshops

Aggregative Bayesian methods
Statistical errors, levels of proof

B UNCERTAINTY
Burden of evidence
Onus of persuasion

» Uncertainty factors
Decision heuristics
Interval analysis
Sensitivity analysis

Multi-criteria mapping
Interactive modelling

IGNORANCE

Targeted research and
horizon scanning

Transdisciplinarity and
institutional learning

Open-ended survelllance and
monitoring

Evidentiary presumptions: ©

ubiquity, mobility, persistence,
bioaccumulation

Adaptive management:
flexibility, diversity, resilience

Reproduced from Stirling (2007).
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AMBIGUITY =
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Engagement with the public and stakeholders Review individual cases

Sl 2 Feedback between stages Frame and design process
s S S S
SCREENING APPRAISAL =$ m = =
>
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a serious and YES Direct to restrictive management measures g o
unambtlﬁ::]ec:.tlg Relaxation only if strict societal consensus g E
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NO — 2
Is the threat ﬁ PRECAUTIONARY APPRAISAL (cf: table 2)
Py v - . T wm 0
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RISK ASSESSMENT 5 7]
NO Rigorous Transparent
Peer-reviewed Professional
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Figure 5.4: A framework for articulating precaution and risk assessment. Reproduced from
Stirling (2007).

If there is a serious and unambiguous threat then the framework offered by Stirling (2007)

suggests that a presumption of prevention is the correct response resulting in immediate

restrictive management measures that can only be relaxed if there is a societal consensus

on reasons not to exercise such a precautionary principle®. In the global and long-term

context of anthropogenic global warming the UNFCCC process and the Paris Agreement

have acknowledged the serious and unambiguous global threat from continued emissions

and the need for immediate restrictive management. At this large scale, the scientific advice

i assummarisedintheIPCCAi Reasons for Concerno relative t
I has provided a risk assessment of the long-term probabilities politically accepted as a
serious and unambiguous threat, indicéaStringg t h¢
2007, see Figure 5.4). Problematically, the decision-ma ki ng oO6pol i cy | andsc.
mitigation policy at near-term decadal, cultural, and regional or national scales is subject to

far more scientific uncertainty and socioeconomic ambiguity, creating local doubts about the

®United Nations 1992 PRI NCIPLE 15: Ailn order to
approach shall be widely applied by States according to their capabilities. Where there are threats

of serious or irreversible damage, lack of full scientific certainty shall not be used as a reason for
postponingcost-e f f ecti ve measures to prevent environment a
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extent, speed and equitability of response needed, despite the global scale assessment and
agreement requiring urgent and sustained action at scale.

When decisions to act or not to act are subject to deep uncertainty, ambiguity or ignorance,
and may result in serious outcomes (as in many decisions relating to climate change policy),
some type of appraisal or deliberative process is also required. Standard risk assessment
alone is insufficient because it requires some quantitative estimate of probabilities of hazard
impact occurrence so a risk assessment in the context of uncertainty and ignorance is
needed, likely with a parallel deliberative process to address ambiguity (Stirling 2007).

Scenarios of varying qualitative and quantitative complexity are used to describe and
explore alternative futures under such conditions of deep uncertainty (Lempert, 2002).
Particular decision pathways may be judged according to their robustness, their ability to
perform well over time across a range of different futures (Lempert, 2002, p. 7310).
Robustness metrics and thresholds based on the optimistic or pessimistic attitude of the
decision-maker have been proposed (e.g. maximin, maximax, optimism-pessimism rule,
and minimax regret) but the uncertainty and potential for change in attitude also needs to be
included in risk assessments under deep uncertainty (Giuliani and Castelletti, 2016). Robust
Decision Making (RDM) and similar met hods a
alternative decision pathways and actions (often with computational methods examining
large data-sets), use exploratory modelling to sample and describe different futures,
establish measures of robustness to system stresses, and identify key factors affecting
robustness that can be monitored in future or prioritised in sensitivity analysis (Herman et
al., 2015; Quinn et al., 2017, p. 126). Robust decision approaches, such as RDM, exchange
emphasis on optimum pathways for lower sensitivity to uncertainties and more precautionary
action (Lempert and Collins, 2007).

Good practice in scenario modelling demands that all parameters and their uncertainties are

clearly identified giving both quantitative and qualitative indicators of confidence or lack of

it, aiming for transparency and simplified interrogation of model results (Spiegelhalter and

Riesch, 2011). Policy analysts, scientists and scenario modellers are advised to:
ACommunicate the estimates with humility, co
(Spiegelhalter and Riesch, 2011). This is because nuanced or unwelcome advice with
significant attached uncertainties may not be what decision-makers want to hear so the
temptation for the analyst to do otherwise, e.g., emphasising more welcome advice and

limiting mention of caveats, needs to be consciously and deliberately avoided. Stirling (2007

p. 311) notes that reductive, science-based approaches to risk and modelling giving
optimised pathways are most of all evident in energy policy yet energy literature itself shows

far greater variability. If science points to significant risks of system failure, as with climate
science, there is a danger that sci eringonthd s an
side of | east dramao in biasing policy advice
their projections actual properly suggest (Brysse et al., 2013).

The strong advice from climate science regarding the likely impacts of continued emissions
is highly-policy relevant, strong evidence of a serious and unambiguous threat, yet on the
whole the UNFCCC process including the Paris Agreement shows national decision-makers
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treating it more in terms of uncertainty and ambiguity. Actually delivering societal decisions
that in fact result in cutting whole-economy emissions may i ndeed be a
pr obl(leammtus, 2008), but re-stabilizing global climate can also be defined as a
physically simple problem: one of cutting annual net anthropogenic increase in radiative
forcing to zero through some combination of policies possibly including large reductions in
gross emissions and, possibly, negative emissions to balance a much lower level of
continuing gross emissions (Knutti and Rogelj, 2015). This potential confusion for decision-
makers, researchers and policy advisors can too easily obscure the basic reality that limiting
climate change to well below 2°C physically requires rapid reductions in gross global
emissions, nomatterhow di fficult or oOwickedd such
economically or politically (and even if negative emissions deliver at some significant scale).
Acknowledging decision making under ignorance, the existence of plausible and potentially
catastrophic climate change impacts on global systems (Giang, 2016), only adds to the
overwhelming economic and social imperative for precautionary action to address climate
change (Heal and Millner, 2014). Parliamentary democracies in particular will likely require
strong cross-party commitment to coherent climate mitigation policy that integrates global
risks to enable the multi-level and whole-economy governance necessary to deliver
sustained decarbonisation (Rietig and Laing, 2017).

5.3 Economic risks in climate policy choices: costs of action and
inaction

5.3.1 Mitigation costs: contested economics

Based on Working Group 3 conclusions, ata.e
2014) states that mitigation costs increase with delayed mitigation and also if mitigation
technologies (including negative emissions technologies) turn out to have only limited
availability (for either technical or cost reasons). Increasing temperatures due to global
warming accelerate economic damages that may weaken the resilience of socioeconomic
systems or push them to failure. Without assuming negative emissions most integrated
assessment models can limit projected warming to well below 2°C only by very rapid
decarbonisation beginning immediately, involving deep, rapid and effectively permanent
cuts in fossil fuel use (and probable early use of CCS on fossil fuel emissions), ensuring that
any residual anthropogenic gross COF emissions fall below reliable, ongoing, primarily
natural, removal.

Nonetheless, the Working Group 3 assessment, as summarised in Figure SPM.13, finds

redu

| PC

that gl obal mi tigation costs are eas(inddgllediiaf f o

reduction in annualised GDP growth rate growth rate would be very small if action begins
now (as compared to a reference scenario where it is assumed that GDP growth would
otherwise continue unimpeded, at least to the end of the analysis window i typically c. 2100).
For example, WG3 presents an estimate that a baseline growth rate in world GDP of 2% yr
! need only be reduced by an average of 0.06 percentage points (to 1.94% yr?) over the
period to 2100. Chapter 6 in Working Group 3 (p. 2) suggests corresponding absolute
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reductions in global GDP of 4% in 2030, 6% in 2050 and 11% in 2100 (relative to what GDP

would Aotherwiseo be estimated to be in each

The extraordinary, if not implausible, precision of the IPCC estimate and its associated
confidence range, even in the face of deep uncertainty even about the reference case (BAU)
and an extremely high likelihood of non-optimal and structural discontinuities, invites
critique. Trainer (2017) finds the evidence given by Working Group 3 to support low
mitigation investment costs is very weak, and shows evidence that the costs of achieving
the renewable energy requirements would in fact be very high in absolute GDP terms by
2100. Although it has been suggested that a clean energy transition might be faster than the
past relatively slow transformations in energy infrastructure (Roberts, 2016), Trainer argues
that the only two viable policy options are for an enormous commitment to nuclear energy
or a recognition that greatly reduced energy consumption levels are required by current high-
consumers. Energy transitions need to be compared on a consistent basis, especially noting
that increasing the deployment rate (a flow) of a low-carbon technology, from a low base,
may be relatively rapid but this, in itself, is not the same as taking a large share of the existing
system (a stock), which has typically taken much longer (Grubler et al., 2016). Far greater
efforts are advised to enable better institutions and governance to encourage investment
based on reliable and transparent regulation with or without carbon pricing (Grubler et al.,
2016). | n ébseesctodn ds ¢ e n-aptimabpsliciesf(carboa lock-in and low sensitivity
to carbon pricing), lyer et al. (2015) use an IAM to assess investment decisions in global
electricity generation showing that costs are higher, and industrialised nations need to
mitigate more, than in developing nations.

If the Paris Agreement temperature WB2C target is to be meaningful then it will be up to
nation states and regional blocs to cooperate in delivering the necessary action to achieve
rapid and substantive reductions in net emissions. But as Spash (2016) points out, the Paris
Agreement can also be read as signifying
management over disaster prevention, and
Likewise, Northrop (2017), using Kaya decomposition of past and projected global
emissions, strongly disputes optimism that technological innovation in energy intensity and
decarbonising energy can effectively absolutely decouple economic growth from total
emissions (as contrasted with the ~1.94% yr?, compounded over 80+ years, suggested by
WG3 as still compatible with absolute decarbonisation for a 2C temperature limit). The
analysis finds required decarbonisation
excess of those generally being contemplated, and therefore, like Anderson and Bows
(2012), finds that fossil fuel-based global economic growth in the near-term (at least) is
incompatible with achieving climate stabilisation. In an analysis of achieving the Durban 2°C
climate goal (UNFCCC, 2011), Jarvis et al (2012) show that society would now need to
respond to global mean temperature change at a rate about ~50 times faster than the
historical rate of renewable energy roll-out after 1990. Continuing global energy
consumption growth at the historic rate would therefore require a decarbonisation (emission
intensity reduction) rate of 13% yr?, far in excess of the historic 0.6% yr! decarbonisation
rate. This implies that it may be necessary to countenance radical changes in the long-
standing climate-energy-society feedback that has underpinned economic growth for the
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past 150 years, or else face escalating climate-triggered socio-ecological disruptions that
will force radical, unplanned, changes in any case.

As noted in Chapter 2.2, using the I=PAT decomposition of emissions policy measures,

Alcott (2010) notes that economic system emissions are a function of the dynamic system
feedbacks between population, affluence and technology. Limiting or capping emission

61-eif dd e d s)tbyentoreiggia kst to pollution impact such as a carbon quota aligned

with Awell below 2U0C0, would give investment
cost-effective and societally-effective bottom-up responses from government and other
relevant societal asd tdeoeros,, twinidgand eneapatesaadtgolici@ésr i g h t
(or otherwise), but crucially doing so while preventing or limiting system level rebound

(2010). Otherwise, particularly in the higher emitting nations, r el yi ng -soind efor i
measures exclusively has serious implications for typical government and sectoral activity-

based policies aiming to limit consumption on a sufficiency basis or increase energy
efficiency. Such efforts are commonly claimed to cut emissions but have been repeatedly

found to fall far short of realising the levels of system decarbonisation needed to align with

effective climate stabilisation (Brockway et al., 2017; Herring and Roy, 2007). As Jarvis et

al. (2012) point out, at the global level, large improvements in energy efficiency have not in

fact led to absolutely limited or reduced emissions, as consumption per capita in particular,

and also population, have increased in parallel. It is a reasonable conjecture that these

nullifying effects have been, in part at least, due to the cost and energy savings from
efficiencies that have then become available to be spent on additional activities and

i nvest ments t hat ul ti mately | eaddotwam 6 morse c iec
commitment to a regional or national GHG (or carbon) quota enables more robust decision-

making including assessment of as-yet unproven possibilities including the extent of
negative emissions to be invested in, planned, rolled out or achieved over time, so that these

and other options can be stated within nationally determined contributions in future climate

policy.

5.3.2 Stranded assets: unburnable carbon and early retirement of infrastructure

The absolute limit to the amount of carbon that can reach the atmosphere if global warming
is to be limited to WB2C means that a very large proporti on of t he worl dbés Kk
of fossil fuels will need to remain underground, unburned, except insofar as their
corresponding COF emissions could be prevented from adding to anthropogenic warming
(e.g., via carbon capture and storage, NETSs, or geoengineering). Un b ur nabl @dhecar bc
descriptive term for this reality, originated in a 2011 report by the not-for-profit financial think
tank Carbon Tracker (2011; see also Carbon Tracker Initiative, 2013), with a rapid increase
in the ter mbés (HMeadadk etalt, 2086r e Rd. 1).eJsing a TIMES integrated
assessment model, McGlade and Ekins (2015) give estimates indicating the proportions and
geographic distribution of coal, oil and gas that would need to remain unused from 2010 to
2050, based on a global carbon quota for a greater than 66% chance of limiting global
warming to 2°C. The results imply that, to be commensurate with a political commitment to
avoiding 2°C warming, over 80% of known coal reserves and all Arctic oil should be
classified as unburnable, and therefore these, together with the associated global fleets of
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fossil fuel marine transport (Sharmina et al., 2017) and fossil fuelled infrastructure, are
potentially G@tatmaynndtebd aceoansed bysnations or corporations as
investments that will result in future profitable production. Similarly, new capital investments

in long-lived, new and existing fossil fuel electricity generating plants may also be stranded
assetsbased on the d6demissions commitmento | mplie
the global carbon budget (Davis et al.,, 2010). 6 Commi t ment accountingé6
due to infrastructure reveals the cumulative carbon commitment of fossil fuel energy
infrastructure and shows nominally 6 c o mmi t t e d (abserit fataré assesstranding)

rising by 4% yr?, reaching 307 GtCOF (range 192-432 GtCOR) in 2012 alone (Davis and

Socolow, 2014).

The increasing supply and use of natural gas is oftenadvocate d as a | ower cart
fuel &6 fr om c ar bHBHawever,onatura gae (pranbrilyenethane, CHY is 75%

carbon by mass and its COF emissions per unit energy, while less than coal or oil, and are

still high. Additionally, CHWIif released (unoxidised) to atmosphere is a potent greenhouse

gas in its own right. Based on published leakage rate data, Hendrick et al. (2016) find that

as much as 59-81% of global natural gas reserves should be properly regarded as
unburnable carbon due to the potenti al | oss o
the COF emission commitment associated with combustion). Zhang et al. (2014) find that

natural gas power plants with substantial methane leakage can cause more near-term global

warming than a coal-fuelled power plant producing the same power output; though the

natural gas plant would contribute significantly less persistent warming over the long term.

Thus, although natural gas has a long-term COF climate benefit compared to coal, ongoing

system leakage of methane greatly reduces that benefit and this is compounded by the

resultant delay in introducing near-zero carbon technologies, potentially by more than 24

years, due to coal-to-gas system change (Zhang et al., 2016). A WB2C pathway for
electricity generation with continued large-scale fossil use, whether coal or gas, likely

requires CCS to abate emissions. In stark contrast new, unabated, coal- and gas-fired

electricity generation projects are in fact still being built out and actively planned, globally.

The estimate by Davis and Socolow shows that the remaining carbon commitment of already
existing fossil fuelled electricity infrastructure alone (most of it in middle and high-income
nations) represents about 40% of the remaining WB2C global carbon quota. Pfeiffer et al.
(2016) find that even with a relatively large 50% chance of 2°C emissions carbon quota
(significantly exceeding the Paris Agreement constraints), and even if all other sectors follow
a pro rata decarbonisation pathway, then, given already committed emissions, after 2017,
no new unabated fossil fuel electricity generating plants can be built (except in the very
limited case of early replacement of the highest emissions plant by newer, relatively lower
emission plant). By compiling a database of global electrical power generation and
establishing a sustainability indicator for analysis, Farfan and Breyer (2017) estimate that
zero GHG emissions may be required to meet a 2°C target, leading to 300GW of stranded
coal-fired electricity generator assets, including those already commissioned from 2014
onwards. Therefore, state-owned and private, existing and planned, electricity generation
will need to anticipate asset stranding in their continuing investment decision-making (2017).
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The Bank of England is making the need for climate change risk assessment clear,
particularly with regard to the insurance industry and in the avoidance of asset stranding to
support an orderly market transition to a low carbon economy (Bank of England, 2017).

By integrating global or national committed emissions 1 from existing and planned
infrastructure, other policy commitments affecting heating and transport, timelines for
negative emissions delivery, and from extractable known fossil fuel reserves i COi
commitment accounting could constitute a powerful policy analysis method enabling
comparison of the committed emissions budget with the global carbon budget and national
carbon quotas for alternative policy pathways. In particular, it could make explicit, at a much
earlier stage of policy adoption, other implicit commitments to asset stranding (premature
plant retirement) and/or to required deployment (at uncertain or unknown cost) of negative
emissions technologies. This can inform policy and the public as to whether whole-economy
choices are scientifically aligned with equitably achieving the Paris temperature targets or
not, and thus whether infrastructure should be built or not i requiring significant changes
from traditional views of long-term planning. The zero-sum nature of carbon budgets (with
or without negative emissions) means that there must inevitably be difficult social and
political choices concerning the sectoral shares of committed emissions and the
infrastructure in electricity generation, heating and transport that can be built. This may also
involve investment and delivery of negative emissions depending on the net emissions
pathway chosen by individual nations (Fuss et al., 2013).

Unfortunately, it appears that, in international finance, where capital allocation is still
seriously misaligned with Paris Agreement climate action (Diaz-Rainey et al., 2017),
institutional investors are currently blind to stranded asset risk because their investment
decision chain is benchmarked against market volatility and the behaviour of other major
investors (Silver, 2017). From the standpoint of a finance system insider, Silver suggests
that significant changes in financial investment theory and finance industry regulation will be
needed to avoid stranded asset losses and (correspondingly) to prevent excess emissions
(Silver, 2017). Similarly, investment assessment of monopoly regulation and disruptive
discontinuity (due to competition, regulatory change or other impacts) shows that significant
eventual damage to shareholder wealth, to consumers, and to societal welfare may occur
due to stranded assets; and that, even though these losses are very difficult to estimate,
asset holders, investors, and insurers should plan ahead to avoid or mitigate asset stranding
potential (Simshauser, 2017).

The asset impairment risk implications of exceeding the planetary boundaries, as identified
by Rockstrém et al. (2009) and those due to changing technology and social expectations,
are discussed by Linnenluecke et al. (2015) based on existing international accounting
standards for asset impairment. Direct climate change impacts due to weather extremes are
found to be an asset impairment problem already for one mineral and mining corporation.
Both the production of pollution and consequent pollution impacts have serious potential to
cause asset value reductions. Such effects are likely to be increasingly subject to market
evaluation, regulatory scrutiny, academic assessment and public judgement, so businesses

111



are advised to plan now for a rapid low-carbon transition or else face potentially serious
regulatory and reputational damage (2015).

5.3.3 Decision-ma ki ng i n -ahe®secpoldi cy | andscape
Standard modelling approaches commonly used to advise policy-makers typically depend
on optimising outcomes assuming a single rational decision-maker with perfect foresight

operating in la cyfilrasntd siceagpte® dpat i s highly r
without path dependent lock-in effects. These are not the reality for decision-makers so
model |l ing is increasingly bleentgd aplalpit ewith It an d:

significant institutional and policy lock-ins and where there are many agents making myopic
decisions focused on the short-term with varying degrees of sensitivity to regulation and
carbon pricing. Also, as discussed in Chapter 4, small adjustments in economic model or
technical inputs, or imposing different constraints, can result in very large differences in
pathway recommendations. Global IAM and regional/national ESOM modelling is
responding to this challenge by adapting models to incorporate second-best policy
landscapes. For the IAMs producing scenarios for IPCC assessment the framework of
Shared Socioeconomic Pathways (SSPs) gives a sets of quantified parameters as drivers
for model scenarios within ideal and second-best futures.

In national energy modelling, Strachan and Usher (2012) identify issues in the UK energy
system, both internal (in implementation and in behavioural change) and external (in
resource access and technology development) that combine to make current climate goals
unfeasible unless these issues are addressed. By performing a sensitivity analysis with UK

ME D, a MARKAL variant, C 0 s-best aral seeondibest 0% €@ia b | e 0
reduction by 2050 scenarios if there is no delay in implementation starting in 2010, but costs
rapidly become fiprohibitiveo if too8 saaddiowur r ed

more quickly in second-best policy cases. Strachan and Usher say modellers should give
clear criteria of mitigation scenario failure (that they currently lack), suggesting these include:
failure to find an opti mal soluti on; some mee
highly uncertain mitigation options such as the second-best issues they identify. Using
BLUE, a system dynamic simulation model, Li (2017) projects scenarios of second-best
climate policy in the UK to assess the robustness of ESOM least-cost modelling. Market
heterogeneity (with different sectoral actors) is introduced whereby all sectors may be
strongly sensitive to hidheaadilsend @Polceydnl Bh
actors may act with very different carbon pr

| andscape (as is typicatignakénbehaviealti tiy3 .
the hurdle rate (per cent discount rate) for Government and individual behaviour in decision-
making, bet vweoen mali Oesti si onso case, where ind

use the lower social discount rate in their decisions, ranging to the real-world situation where
individuals and companies typically evaluate decisions on a much higher discount rate than
Government . The results indicate that Al pol i c
economic incentives for individuals with the societal climate action imperative, produces a
far slower, far more costly and higher cumulative carbon transition that may fall well short of
the stated policy goals. The realistic, simple assumption that the policy landscape is messy
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T subject to different sectoral interests and individual agents who behave myopically
according to current circumstances i i s enough to produce 061l east
pathways that are entirely at odds with ESOM outputs assuming a single actor with perfect

foresight and idealised decision-making.

As Li concl udes, t h-bestispobndyd energy system moc
notional-cost optimising models may have some useful role in informing climate-energy
economic policy, but they are far from sufficient. Overcoming policy landscape lock-ins (path
dependency involving government, institutions and vested interests) and setting a whole-
society investment pathway are | ikely to be pi
pathway is to be followed while still robustly delivering on stated, long term, goals.

5.3.4 Dependence on economic growth: mitigation strategy or added risk?

Public debate and policy targets often prioritise a need for continued economic growth or
green growth (based on low carbon energy and energy efficient consumption, and taken to
be therefore consistent with climate and all other wider sustainability constraints) as
essential to social welfare and technological development to achieve climate goals.
However, strong coupling between global energy use and economic output (despite
continuing increases in energy efficiency) persists, and there is increasing evidence that
sustained, progressive, decoupling of energy and carbon emissions from output, as
measured by global GDP, is far more difficult than presumed, especially at a global scale.
Economics has increasingly focussed on an often highly contested debate between (at least)
three distinct groups: proponents of green growth, those advocating a steady state economy
(at some level of energy use), and an increasing literature suggesting that degrowth in
wealthier economies (while adequately protecting, or even enhancing, societal well-being),
will be necessary at least in the near- to medium-term, to enable the speed and scale of
reductions in fossil fuel use and carbon emissions now needed.

Some have argued that wuse of the specific wo
connotations may itself be unhelpful in advancing a wider debate about economic
alternatives to GDP growth, so that focusing on human welfare and, in public
communication, on stable prosperity or a gdod lifeo may be more conducive to furthering
understanding (Drews and Antal, 2016). Ot her s strongly disagree,
is an essential concept to focus attention on the need for equitable economic contraction by

the wealthy nations in response to global limits on climate pollution and resource extraction

(D6 Al 1 sa e nanelaluationdfledodomic literature, Jakob and Edenhofer (2014)

argue that both green growth and degrowth are popular concepts that are often misleading

because social welfare (overall societal wellbeing)r at her t han growth (the
t he 7 mehauldsbé dhe point of an economic system. As measuring welfare can be

di fficult, Jakob and Edenhofer recommend a t
public deliberation to assess what a society values, with the physical and social sciences
contributing to this deliberative democracy by focusing on clear communication of
assumptions, uncertainties and carefully describing areas which require value judgments.

Similarly, van den Bergh (van den Bergh, 2017) points out that a GDP-focus is not consistent
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with the welfare emphasis that is the basis of modern micro- and macroeconomics including
growth theory. Therefore, van den Bergh sugge
is indifferent to growth, even if zero or negative, and instead prioritises essential
distributional welfare including spending on climate policies, which contribute to medium-

and long-term welfare. An agrowth strategy does not exclude green growth -- if it proves

feasible and welfare maximising, and rebound effects can be adequately controlled (Antal

and van den Bergh, 2014).

Limiting global scale, macroeconomic rebound, which leads to more emissions due to the

savings from mitigation being spent on additional emissions-generating activities, may

require trade tariffs on carbon intensive goods. Bergh (2017) discusses why controlling such

rebound is important to meeting the Paris Agreement temperature goals and how
implementation of revenue-r ecycl i ng offsets by oO6climate clu
(see Stua, 2017) and carbon tariffs on trade could be made politically possible i and thereby
increasing pressure on firee-rideronations who are not decarbonising at an equitable rate.

Current trade barriers and trade rules facilitate carbon intensive production and discriminate

against needed economic development in current absolutely impoverished nations,

requiring trade concessions and consumption reduction by the global North, but the political
prospects for such change remain poor (Igbal and Pierson, 2015). To break this impasse,

and stressing the need for fast and effective global decision-making, Grasso and Roberts

(2014) propose a political compromise based on a combination of action by the major
economies (responsible for 80% of global emissions), consumption-based carbon
accounting, burden-sharing based on capacity and responsibility, and integration with the
UNFCCC i aproposal only very partially echoed by the Paris Agreement. To enable fairness

in this framework each of the major economies
all countries will gain a liveable future, thecorepr i nci pl e of national a
(2014).

5.3.5 Economic costs of inadequate climate mitigation policy

The costs of mitigation inaction are often systematically avoided in benefit cost analysis
IAMs by neglecting uncertainties (Butler et al., 2014), non-precautionary damage estimates
and strongly present-day biased value judgements embedded in discount rate assumptions
(Ackerman et al., 2009; Scrieciu et al., 2013). Similarly, evidence from cost effectiveness
IAMs and energy system optimisation modelling compellingly shows that least cost delivery
of sufficient decarbonisation to meet Paris levels of ambition requires significant and then
ongoing action that starts without delay (Luderer et al., 2013). This is the economic
consequence of the physical reality of a limited global carbon budget that is being rapidly
exhausted, particularly by nations, corporate entities and individuals with high annual
emissions (Gignac and Matthews, 2015; Raupach et al., 2007). National claims to act at
60l east costod6 in aligning yddfinitomaccept thehessentiad Par
cost-effectiveness assumption that the agreement temperature goals must be met and
actually achieved (See 2.5.4.1 IPCC AR5 WG3, 2014, p. 171).

114



Comparing past CEA and ESOM modelling with actual data for the time period since that
modelling occurred, including emissions, costs and investments, might be an effective
method of estimating the costs of recent inaction and enable discussion of the lock-in effects
that presumably resulted in a second-best outcome with higher economic costs and reduced
societal well-being. A similar method of comparison of modelled versus actual policy
outcomes might be possible regarding equitable emissions mitigation modelling.

Existing capital investment in infrastructure represents a financial commitment to future COi
emissions that can be represented by the carbon intensity of capital in mass of COFUSD-2.
In addition to early mitigation effort, AR5 2°C scenarios require a very low carbon intensity
of capital by 2050 of 33 to 77 gCOFUSD™, compared to about 360 gCOFUSD! today; and
due to the lifespan of carbon intensive capital, every year of delay in beginning rapid
decarbonisation makes future effort more difficult by decreasing the COi intensity required
of new production by 20 to 50 gCOFUSD* yr! (Rozenberg et al., 2015).

The reasons for national and corporate inaction on climate change are not well covered in
the literature. In a study of firms, that may well be applicable to institutions generally,
Slawinski et al. (2017) show that failure to reduce absolute greenhouse gas emissions, as
needed for sufficient and effective mitigation (see Table 5.1, reproduced below) is due to
uncertainty avoidance and short-termism that is mutually reinforcing across individual,
organisational and institutional levels.

Table 5.1 Explaining organisational inaction on climate change in terms of corporate
mitigation measures and the need of absolute reductions in emissions. Reproduced from
Slawinski et al. (2017).

Corporate mitigation measures

GHG emissions No Yes

No reductions Inaction; climate change not Inaction; symbolic action on
on business agenda climate change

Relative reductions  Inaction; reduction only Inaction; necessary but
due to regular efficiency insufficient condition for
improvements effective action on climate

change in the case of growth

Absolute reductions Inaction; reduction due Sufficient condition for
only to organizational effective action on climate
downsizing change

Individually, a present-time perspective lowers tolerance for uncertainty and leads to only
incremental changes that do not add up to absolute or commensurate emission reductions.
Organisationally, standard management practiceséemphasis on decision-making leads to a
focus on short-term financial returns rather than long-term investments that results in
decarbonisation. Institutionall vy , dependence on Omar ket I
mitigation efforts are only valid if they are profitable, and avoiding (or perhaps increasing)
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regulatory uncertainty, also enable climate change mitigation inaction (2017). These levels
negatively interact to create a fAvicious <circ
professing proactive intentions their absolute emissions are increasing (2017).

A stronger understanding of what is required i absolute emissions reduction i needs to be
integrated into all of these behavioural levels at all levels of carbon governance; but above
all, stringent and stable regulations are needed to set the rules within which behaviours are
socially licenced. However, such regulation is opposed to the framework of behaviours in
firms identified by Slawinski et al., therefore inertial resistance may be expected that will
need to be overcome by a stronger framing of the imperative for absolute emission
reductions. Howlett et al. (Howlett et al., 2015) examine the persistence of policy failures
and ineffective decision-making in governments is due to risk-averse politics, inertia in
governance and inadequate understandings of risk and uncertainty in decision-making.

5.4 Climate system uncertainty and mitigation risk

The most immediate climate risk to human systems is in those geographical areas exposed
to large changes relative to past experience. Frame et al. (2017) identify areas where large
fractions of t h e ouldobandfittgieatly, pvenpwithinghie neat mew decades,
from effective mitigation of emissions that will limit global warming and delay climate change
enabling cumulative benefits from reduced exposure and improved food security. Without
stringent mitigation, hitherto unknown local climates will rapidly emerge in the next decades
that might well be avoidable or delayed (Challinor et al., 2017). To at least enable more
time for adaptation, climate risks will inevitably have to be addressed by all nations, across
borders and governance scales, ideally acting in concert (Challinor et al., 2017).

A core uncertainty in our understanding of climate change, affecting socioeconomic analysis

and political opinion on climate mitigation, is the amount and rate of response of the natural

system to the human-caused emissions of COi and short-lived climate pollutants. Knutti et

al. (2017)gi ves a comprehensive O0state of the arté
date of equilibrium climate sensitivity and transient climate response (TCR), metrics that

cannot be measured directly. As observed warming in the recent record constrains TCR
estimates this value is more relevant to predicted near-term warming and therefore more
informative to near-term policy. Even more policy relevant is the transient climate response

to cumulative carbon emissions (TCRE), in the range of 0.8 °C to 2.5 °C per 1,000 GtC

(3,670 GtCOBR), that describes the approximately linear relation between cumulative COF
emissions and global mean surface temperature rise. Knutti et al. find there is little evidence

from climate system physics or observations to suggest that climate sensitivity is lower than
current estimates and fto k@dpmissi@ens avemgemaio wi t
strongly limited, irrespectve of <c¢cl i mate sensitivity being at
Knutti et al. (2017) conclude climate sensitivity is of minimal mitigation near-term policy
importance compared to the far more important and greater uncertainty relating to actual

future emissions resulting from human and political socioeconomic decisions being made

now and in the near-term.
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Non-COi emissions also need to be reduced but doing so does little to change the urgency
of planned COi mitigation (Rogelj et al., 2014b). Knutti et al. recommend that economic
modelling or impact studies use the overall central range for ECS and TCR combined with
an understanding of the physical constraints that are likely to narrow the range estimates
(Stevens et al., 2016). From a precautionary perspective though, given the likelihood of
escalating and possibly highly damaging impacts using the entire range of estimates
equates to a requirement to use a value that is higher than the mean value (Lewandowsky
et al., 2014Db).

5.5 Socio-political inertia and mitigation risk

O Fibresstt & policies based on uni foralcostpatawaysmay pr i c
ignore the behavioural features of institutions (including government departments and
agencies), companies and individuals, therefore Gazheli et al. (2015) set out a framework
based on literature concerning social interaction, learning and bounded rationality.
Recommendations to policy-makers are made toward fostering transition despite likely
opposition from vested Dbehavieuraleasamaligsrsachh @gssnonand 0

rati onal resi stance to chetalg(@0d4) shéws shatasenoh by
decision makers in multi-nat i on al corporations and Western
propensity for inactiono on climate policy du

deliver on near-term concerns, including peer-reputation, financial status and professional
relationships. Rickards et al. conclude that a multi-frontal approach is vital to enabling
change toward supporting essential delivery of climate mitigation. Addressing these

behaviour al barriers wild.l l i kely require bot
through pointing out the dangers of inaction (stranded assets, revealed biases, potential loss
of soci al l i cense), and direct, Ainside tra

communication of legitimate alternatives that are not being considered (Rickards et al.,

2014). A Amiddle outo approach o for pgblicasendech oserd er 2
feedback can also push change in otherwise recalcitrant institutions. Focusing on the UK,

based on documentary analysis and interviews with central political actors, Gillard and Lock

(2016) find that the cross-party, high salience support for the Climate Change Act of 2008

has faltered from a focus on climate policy efficacy into contradictory claims stressing

economic efficiency but often not delivering it.

Overcoming lock-in effects is difficult. Alcott (2010) finds that enforcing a limit to pollution
impact, such as through an explicitly defined national carbon quota, ideally equitably aligned
with dAwell bel ow 2UC0, would give investment
effective bottom-up responses from government and other relevant societal actors while
confronting lock-ins immediately and limiting rebound. Comparable though to a wartime or
ot her Ainat i on asituatior, neeiah gae poticy dwould require wide societal
understanding of the overwhelming imperative to begin and sustain deep decarbonisation;
a societal understanding that, moreover, would have to be extraordinarily robust in the face
of pro-active (and typically covert) attack from powerful actors vested in the status quo.
Particularly in the higher emitting nations, the clear need for such drastic measures, as
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indicated by climate science and equity assessments, has serious implications for typical
government and sectoral activity-based policies aiming to limit consumption on a sufficiency
basis or increase energy efficiency. Such efforts are commonly claimed to cut emissions but
have been repeatedly found to fall far short of realising the levels of system decarbonisation
needed to align with large ongoing cuts in total emissions (Brockway et al., 2017; Herring
and Roy, 2007). As Jarvis et al. (2012) point out, at the global level, large increases in energy
efficiency have not limited emissions, as consumption per capita in particular, and also
population, have increased in part at least due to the cost and energy savings from
efficiencies that have then become available to be spent on additional activities and
investments that ultimately lead to more emissions.

Policies with seemingly very highneart er m mi ti gati on costs may b
public opinion and adverse political decisions. Otto et al. (2015) recommend anti-fragile
policies for climate mitigation, akin to adaptive management techniques, that could be based
on explicitly indexed risks that governments are more likely to respect, are more easily
communicated and are more able to evolve over time. However, useful as the Paris-aligned
suggestions made by Otto et al. maybe i indexed emission reductions, high and rising
carbon taxes, or an indexed sequestration mandate on all fossil fuel extractors i all of them
seem likely result in the same requirement on high emitters to cut emissions fast, starting
without delay, and possibly ramp up negative emissions investment and delivery too. These
are sensible suggestions but they are do not appear particularly anti-fragile given the evident
political resistance to applying them.

Maier et al. (2016) provides a wide-ranging multidisciplinary overview of the use of multiple
alternative scenarios of plausible futures in producing assessments given deep uncertainty

for which Abest gwagmayde imappropripte ar msldading. dhrde types

of scenario modelling are: predictve, answering Owhat i f?6 quest:
exploratory scenari os, which answer the question,
h appen nprmative dcenarios, which are directed toward achieving a specific target

future, whether transformational or preserving existing features. In exploratory or long time-

period scenarios the ability to model rapid responses to shocks and feedbacks between
processes becomes more important because understanding overall system behaviour is

more valuable to decision-makers than detailed pathway choices (2016). When the degree

of uncertainty and the degree of flexibility are low, or a long implementation time is possible

relative to the rate of change, then a relatively static approach with a single, fixed strategy

is possible (2016). At the other end of the spectrum of solution approaches is adaptive
management with multiple, flexible strategies when decision time is short, flexibility is

possible or uncertainty is high. Maier et al. (2016) recommend that modellers use relevant
gualitative information, particularly on political, societal and investment decision-making to

i mprove the o6real worl dé applicability of sce

With multiple references, Trutnevyte (2016) first discusses why the perfect foresight, least-
cost, energy system optimisation models (ESOMs) and optimising simulation models that
commonly inform IPCC AR5 and national policy-making worldwide have been widely
criticised for systematic biases due to assumptions that are value laden, fragile or narrowly
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based. Trutnevyte uses a speci aldpyt idneavled ospceedn
meeting a cost threshold a set amount above the optimal scenario result, for ex-post
model |l ing of the UHKansdibndrom 1990aa 20y. Gogt Dptimisaion t
failed to project the real-world outcomes, and costs were 9-23% lower than the projected
least-cost. Trutnevyte concludes that ESOMSs gloss over uncertainties such that there is only

a very small chance of such modelling selecting a scenario that matches real-world transition

and so recommends use of the bounding analysis (Casman et al., 1999) and envelope of
predictability approaches using multiple modelling types and examining different scales of

dynamic complexity, creatively tested against and learning from historical data (Cornell et

al., 2010).

5.6 Decision-making issues regarding NETs in climate mitigation policy

Aligning national and regional (for example, EU) decarbonisation pathways with the
equitable achievement of the Paris temperature goals will be very difficult unless a clear and
commensurate plan of action is set out (Rockstrom et al., 2017). Climate mitigation policy
decision-making therefore has to be based on whole-economy action that adds up to a
steadily reducing annual net emission totals, by some combination of rapid gross emissions
reduction and commitments to carbon dioxide removals. National decisions have global
economic consequences from both mitigation action and inaction, affecting energy use, food
production and investments in high or low carbon technology (Muratori et al., 2016). As long
as the cumulative future emissions commitment of current and projected policies is clearly
inadequate to deliver Paris-aligned mitigation then significant delivery of negative emissions
is tacitly being assumed (Anderson, 2015). Therefore, the IPCC AR5 model scenario runs,
largely based on continued economic growth and increasing, though less carbon intensive,
energy use, rely on presumed deployment of substantial amounts of negative emissions,
particularly from BECCS (Peters, 2016; Ricci and Selosse, 2013). One survey of expert
assessment finds that IAM assumptions for CCS are realistic, but for BECCS the
assumptions for biological productivity, technical capability and governance allowing a high
rate and large extent of BECCS deployment are unrealistically optimistic (Vaughan and
Gough, 2016). The AR5 Database 2°C scenarios, developed by IAMs reliant on simplified
carbon-cycle models calibrated against ESMs, often accept significant radiative forcing
and/or temperature overshoot that is anticipated to be later reversed through large-scale
deployment of NETs. However, Jones et al. (2016) find that the Earth system behaviour is
highly pathway-dependent, responding to rates of system change and COi concentration
rather than to the timing and amount of NETs deployed. Future overshoot scenarios will
need to account for carbon-cycle feedbacks that might limit the effectiveness of NETs in
reducing atmCOF, thereby increasing the required amount of negative emissions.

Peters and Geden (2017) examine the output from four integrated assessment models used
in the IPCC assessment to project energy use and COi e mi s si 0 n sst-0 pfthiemad cdo
pathways show significant amounts of BECCS deployment even before 2050 and much
more afterward to 2100. The median outcome for the EU is cumulative BECCS storage of
7.5 GtCOFby 2050, the equivalent of two years of current emissions, and 50 GtCOF stored
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by 2100. This would be in addition to substantial CCS applied to conventional fossil fuel
usage. Peters and Geden suggest three key policy areas to push political and national
engagement with carbon dioxide removal if it is to be part of Paris-aligned climate policy:

f Update national and regional emission red
to begin negotiating equitable sharing o
amountC<Froefmoval s that might be achieved.

T Enabl e an i ndremant onywdtlegmcof negative en
dependabl e measurement, reporting and v
incentives for carbon dioxide removal

T Ensure national and regional policies pu
firet arwas and incentivise research ai mi
negative emissions at scale including CCE:S

Compari ngp an a&dihmpmes of Successful technology development i from early
market competition, through rapid uptake by society, and slowing when market saturated 1
Zheng and Wu (2014) suggest the likely progress of CCS technology requires government
backing and policy support. For CCS to be a significant part of a low carbon transition,
planning policy needs to target very early CCS delivery at significant scale. If any substantive
mitigation contribution is expected from negative emissions technologies, then CCS is likely
to be an essential enabling technology without which a very large share of nuclear and
variable renewables is likely needed to supply sufficient low carbon energy (Selosse and
Ricci, 2014). Nonetheless, mitigation policy still needs to reduce ongoing and substantial
whole-economy emissions rapidly to hedge against the possibilities that CCS in particular,
and negative emissions in general, may not deliver at scale (Larkin et al., 2017).

Bhave et al. (2017) summarise outcomes from the Techno-Economic Study of Biomass to
Power with COF capture (TESBIC) project that performs a technology review, assessing
Technology Readiness Level and includes pilot plant visit details and data for the four
BECCS plants in operation to date, mostly capturing COi from ethanol production. BECCS
is currently uncompetitive compared to unabated (FF or bioenergy) electricity generation
due to high capital and operating costs; changing this would require addressing the
worldwide lack of specific financial subsidies and/or introducing favourable carbon
accounting rules for negative emissions that would incentivise BECCS development.
Modelling BECCS technology alternatives for typical 50 MWe and 250 MWe plant scales, the
most techno-economically beneficial options were co-firing biomass with coal and bio-mass
with integrated gasification combined cycle; the least efficient were bio-oxy and bio-amine
technologies. Relative to an unabated equivalent, capital investment costs were 45% to
130% higher, maintenance costs increased by 4% to 160%, and a net energy penalty of 6%
to 15% (2017). Modelling toward deployment of BECCS at scale by 2050, Bhave et al. find
that economic cost, feedstock sustainability and regulatory barriers are more significant than
generating plant technical infrastructure feasibility. However, Bhave et al. are only examining
generating plant efficiency and cost including carbon capture, so these conclusions do not
extend to the limited progress to date toward large scale geological storage development
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and the political reality that future deployment will significantly depend on public acceptance
of the need for CCS (Aminu et al., 2017).

Sanchez and Callaway (2016) provides one of the few studies of practical BECCS design
issues and uses a spatially-explicit model based on data for biomass supply and
transportation to look at optimising economies of scale. Bioenergy facilities are likely to be
more economically viable the larger they are, but feedstock needs to be delivered from larger
distances as facility size grows and near-by feedstock likely increases in price as a result.
Modelling biomass supply and transportation costs for the US State of lllinois, Sanchez and
Callaway find that larger scale BECCS power plants are favoured and the optimal scale is
not sensitive to location in the State. However, this may not be true for areas with limited
road infrastructure or where biomass supply is not located near to geologic sites suitable for
COi storage. That is, these findings are likely to be highly specific to local and regional
circumstances.

The research discussed here illustrates the scale and timeline of investment now required
to be devoted to BECCS or other NETs in the near-term if they are to be realistically and
practically considered as mitigation measures in the long-term.

5.6.1 Land carbon sequestration decision making

Dooley and Gupta (2017) find that reliance on a balance between sources and sinks in the
Paris Agreement (based in part on the assumption of large scale negative emissions in
modelled projections) has high potential for serious political conflicts over land, especially
as the responsibility for land based sinks and sequestration remains to be negotiated. Equity
as well as technical feasibility and reversibility will need to be addressed (Canadell and
Schulze, 2014; Hansis et al., 2015). In Europe, forest sequestration efficiency is only likely
to be enhanced in 25% of cases and the possibility of forestry turning from a sink into a net
carbon source is sufficient to change the merit order of alternatives for decision-makers
(Valade et al., 2017).
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5.7 Chapter Conclusions: Decision-making in mitigation policy

If taken seriously and considered in the expert context given by the IPCC assessment, the
Paris Agreement provides clear guidance to national decision-makers in developed nations:
a very rapid reduction in global COi emissions needs to begin now, without delay, reaching
net zero soon after 2050; and, developed nations must lead with economy-wide reductions
in emissions. The Paris Agreement reiterated the need for precautionary decision-making
to face an unambiguous threat due to accumulating COi emissions and increasing flows of
non-COi climate pollutants. Local emissions due to human consumption of energy and land
are resul tdonwygn & nEar téht ogpl i mat e system resp
and can only escalate unless net COi emissions go to zero quickly. In this physical sense
climate change i sthahis, sigoping fossiefidel eptnacbidn,lseoner or later,
i's necessshaedtyhet opriobl e m. The o6wicked probl
the need to turn around a global techno-economic system that is built around fossil fuel use
and the rapidly depleting time in which to do so. The 2x2 matrix of risk, uncertainty,
ambiguity, ignorance (Stirling, 2007) gives a useful framework for policy decision-makers to

onse

identify types of Aincertitudeo and the appr o]

governance responses (reacting to events)
to deal with uncertainty and ambiguity can only be successful if decision-makers also work
within the precautionary context of the Paris Agreement acceptance of serious and
escalating Knightian risk (due to increasing atmCOR that is greatly magnified by the
plausible existential systemic risks hidden by deep uncertainty, or ignorance, that,
nonetheless, cannot be ignored (Convery and Wagner, 2015; Weitzman, 2009).

Decision makers, even, and possibly especially, national and local ones, need to realise that
the very long-term and global impact of anthropogenic emissions causing ongoing global
energy imbalance and resulting climate change is unlike any other problem faced by
humanity. Paris target-aligned collective action at local, national and regional levels
demands actions that really do add up to permanent mitigation at the global level and over
the very long-term with some high degree of certainty, otherwise the emissions and cost
savings are too easily lost (Holz et al., 2017). That can only happen if emissions governance
within Paris target aligned carbon budgets restricts rebound effects and free-riding. This
means that every governance level needs to be limiting and reducing its own domestic
emissions and also using all diplomatic means to ensure that others do not waste efforts
(Price, 2015).

as

In this sense, action by national decision-makers needstobe fAmi ddl e wupo, pu

domestically and internationally to systemically address the overriding top-down effect due
to the physics of our climate system, a dual obligation that extends to equity and climate
justice in meeting the Paris Agreement (Holz et al., 2017, p. 15). Economic and societal
resilience within Paris-aligned pathways requires early action to divert from existing GHG-
intensive policies so that potential for employment losses, stranded assets and potential
sudden economic shocks is minimised. Climate justice also requires decision-makers to
recognise that climate mitigation to meet the WB2C target is a zero sum game within the
associated WB2C carbon budget range: every tonne of COi used locally or in the near-term
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is one that others cannot use in future T unless there is a serious national commitment to
definitely achieving substantial negative emissions to extend the budget (Peters et al.,
2015).

So far, nations, particularly richer nations, have failed to take difficult decisions even though
delay makes future action ever more difficult. Continued GHG intensive economic growth
itself threatens climate action unless economy-wide emissions fall year-on-year. The recent
apparent levelling off in global COi emissions would need to turn quickly into rapid emissions
reduction through the coordinated and collective decisions and governance choices at local,
national and regional levels.

Decisions looking toward achieving a nett-zero COi emissions society by 2050 will need a
context of public understanding of the level of action needed so that decisions are supported.

In nations with high per capita or high total emissions decision-makers will need to make
difficult choices (such as demand reduction) without delay (Anderson et al., 2015). The
WB2C target means climate mitigation policy is a near-term problem, each year of continued

hi gh emissions takes another | arge bite out
WB2C global carbon budget. In climate change mitigation policy, the most limited resource

is now time. However difficult, effective decisions are needed to take a very different path to
ensure a low carbon transition starts immediately to achieve substantial and sustained
reduction in gross emissions with very limited dependence on negative emissions.
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6 Governance, mechanisms and accounting for low carbon
transition, including options for NETs and bioenergy

Summary

|l

Effective governanceuissd aglnicmat ¢ athaowgenmibt
prevent rebound efpfasdt = fnfifesrreesp aoirjdii mgg OR

Policy depenaremacre oinoxi de remowveadgui(rCDsR) p dol
statements cwmidletftiinregd tand quantisitegs i nwe

research, institutioanpidesignoj éegatieenad
Deveilmp NETs at | arge scales sufficient to
term gl obal coordination to allocate rescg
reliable monitoring, reporting and verific
Regul afiabsol ut e onmambaonf emimsomar lpdro btadxes co
to be strongly resisted by many actors in
though they are key mitigati.on measures 1in
Carbon mar ket shased marbemn pri bangsnd) ear
increasingly used globally, but their effe
strongly contested.

Carbon accounting is often contested or qu
Unabated iBEeneseal |l y beiocgunhedrasctclayt haa n.
energy sector, even though Dbi oCRemigys imarys
dependicmgppoanmti on time, | and us$&tandttcypyménst
sustainability criteria would be needed t
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2030 yet | and car bon accounting has very
i mplications for societies, |l and use and e
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6.1 Governance issues for climate change mitigation, including NETs

I f NETS are to play a significant role in | ow
(WB2C) decarbonisation and within the associated global carbon budget, then international
cooperation and coherent governance will be needed to drive forward agreements, including
regulatory, pricing and market instruments that emphasise global mitigation achievement
(IPCC AR5 WG3, 2014, p. Ch. 13). Developing NETs to ease mitigation pathways will
require global negotiations, international coordination of carbon removal and storage
accounting and national commitments to allocate and monitor responsibility for investment
and delivery of negative emissions (Peters and Geden, 2017). Mechanisms including border
carbon instruments may be needed to account for traded carbon i the emissions embodied
in extracted fossil fuel and in goods and services T that accounts for large fractions of global
emissions (Peters et al., 2012); although a decarbonised global energy system aligned with
the Paris Agreement may, in itself, significantly reduce energy related shipping by 2050
(Sharmina et al., 2017). If climate action is addressed ambitiously and backed up by some
level of enforcement, the defined Paris temperature target potentially reduces the incentives
for nations to delay action on the basis of less clear targets (Gerlagh and Michielsen, 2015).
Large amounts of global finance and investment will need to be scaled up in both developing
and developed nations, particularly directed toward overcoming barriers to deploying
mitigation measures (IPCC AR5 WG3, 2014, p. Ch. 16). Some international and national
mechanisms for meeting greenhouse gas mitigation targets will need to be updated as they
currently do not account for negative emissions so financial incentives are lacking for both
public and private investment (Bhave et al., 2017, p. 488). Carbon governance is strongly
tied to energy planning and the reality of outcomes. Analysing European energy policy,
Szulecki and Westphal (2014) descr i be #dAfive cardinal sinso
primarily due to failing to address tensions between national self-interest and EU solidarity,
and inadequate attention to energy security and climate concerns, particularly due to a short-
term focus at the expense of long-term effectiveness. Contrary to widespread mainstream
economic criticism of the interaction between renewable energy targets and the ETS, del
Rio (2017) argues that multidisciplinary economic theory favours the combination,
particularly to enable long-term policy goals, provided other coordination policies are in
place, such as dedicated RES-E support in addition to a carbon price.

The core driver for carbon governance is the level and clarity of carbon quota committed to

(and reliably achievable) by any particular basket of planned policies. If that commitment is

vague then governance is likely to be vague. A COFemission pathway over time to zero nett
emissions within a fixed carbon quota needs to add up and show the planned sectoral gross
emissions and dependence (if any) on negative emissions. Any dependence on land use

carbon sinks or bioenergy requires stringent carbon accounting and strong MMV to ensure
additionality. Trans-boundar vy transfers of emi ssions (A
significantly compound the difficulties of MMV, with quite asymmetrical motivations,
incentives and interests for the parties to such transfers.
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6.2 Governance of land carbon sequestration

Estimates of future bioenergy resource and land carbon sequestration assessments are
dependent on data that has large uncertainties and on divergent modelling assumptions of
future food and bioenergy demand, land use productivity (based on technology and
environmental constraints), residue and waste availability, economic growth, population and
diet (Slade et al., 2014). Surveying 90 studies of biomass potential, Slade et al. finds they
are: systematically biased toward optimistic scenarios by focusing on sustainable pathways
and avoiding examination of unsustainable paths; and difficult to compare due to a large
range of inconsistent assumptions and the use of poorly defined terms. Effective regulatory
governance within defined legal frameworks, with monitoring and verification to give
sustainability assurance, and investment in learning by doing to gather evidence (to resolve
current bioenergy emissions controversy), are essential to environmentally responsible
bioenergy production and energy COi mitigation (Slade et al., 2014). In a systematic
literature review, Stechemesser and Guenther (2012)f i nd t he term &écar bon
differing definitions across different disciplines and governance scales, being directed
toward different purposes, both monetary and non-monetary. To aid comparability
Stechemesser and Guenther (2012) give an operational definition!’ of carbon accounting
for use by researchers, policymakers and business, which could be extended to include
climate impacts. In social and environmental accounting, particularly as used by business
organisations, carbon accounting has been compliance and inventory based but Ascui
(2014) advocates a stronger focus on interdisciplinary efforts to extend carbon accounting
toward climate responsibility and informing societal choices more widely.

Similarly, Fuss et al. (2014a) shows the need for consistency in science and policy narratives
toward developing NETSs, and identifies risks in mitigation dependence on future negative
emissions given large uncertainties in: biomass supply and carbon storage; the Earth
system carbon cycle response from land and ocean sinks; cost estimates that vary greatly
among NETs and other mitigation options; and the complexity of policy and institutional
change requiring global frameworks of monitoring, regulations, instruments and pricing, all
of which may meet significant political and cultural resistance. Nonetheless, Lomax et al.
(2015) argue that the escalating risk of severe climate impacts and the inadequate progress
in cutting gross emissions mean that there are also large risks in delaying policy
engagement with NETs. Therefore: policy planning and medium-term funding needs to
include but not depend on NETS options; negative emissions need to be fully integrated into
emissions accounting mechanisms; and explicit policy for near-term investment is needed
for pilot projects aimed at rapid scalingup of BECCSand ot her NETs in ord
doi ngo. Due to their differ enc e storagenin geologic gat i

17 Carbon accounting definition by Stechemesser and Guenther (2012, p. 36): ficarbon accol
comprises the recognition, the non-monetary and monetary evaluation and the monitoring of
greenhouse gas emissions on all levels of the value chain and the recognition, evaluation and
monitoring of the effects of these emissionsonthe car bon cycle of ecosystem
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reservoirs, and impermanent COi storage by terrestrial sequestration in forests and soils,
which is vulnerable to future disturbance and to climate impacts, are not equivalent (IPCC
AR5 WG1, 2013, p. Ch. 6.5). Therefore, permanent and temporary carbon stocks and sinks
will need to be carefully distinguished in policy mechanisms to account for the differences in
mitigation effectiveness.

Grassi et al. (2017) show that land use and especially forests supply a quarter of the
decarbonisation pledged by UNFCCC nations in the submitted Paris Agreement NDCs,
globally reducing from 1990-2010 gross land use emissions of 1.3 + 1.1 GtCOFe yr! by
mitigation efforts to a net sink of -1.1 + 0.5 GtCOFe yr? by 2030. For such pledges to have
any credibility, given a current discrepancy of about 3 GtCOFe yr! between scientific studies
and country estimates, there is an urgent need for far more rigorous monitoring and
verification, greater data transparency, and increased common understanding of what
actually can be consi de(®0@. an o6ant hropogenic

Another study similarly finds the NDCs expect a 20% contribution from the LULUCF sector

(mostly from a small set of countries) despitevery si gni fi cant data uncer
of technical know-how and capacity on issues that will ensure the additionality and
environment al i nt egr i {Fygrselbet al.,l2016)UBeyondrithe acedifore s 0
rapid decarbonisation in Paris-aligned pathways, policy and IAM dependence on land sinks

and increased biological production for energy has profound political, economic, land use

and equity implications for the working of mechanisms developed to deliver negative
emissions and BECCS (Dooley and Gupta, 2017).

6.3 Low carbon transition governance: social and civic mechanisms

Following a low carbon transition pathway to zero nett COi emissions within a WB2C global
carbon budget will require societal efforts including mechanisms, instruments and
behavioural change that add up to the scientific Earth system requirement to ensure
Asubstantial and sustained reducti onlPCGARS GHG
WG1, 2013, p. 19). Governance, involving multiple actors and networks across society as
well as government, and political economy (the societal balance of government, corporate
interests and <civil society), are Acritical
sustainable development outcomes (IPCC AR5 WGS3, 2014, p. 297). In particular, low
carbon transition governance will involve: respecting biophysical planetary limits; assessing
complex intergenerational impacts; acknowledging that effective responses may require a
fundamental restructuring of economic and social systems; and a need for strongly coherent
national and international efforts to address multiple issues including climate change (IPCC
AR5 WG3, 2014, pp. 2971 298). As this WG3 assessment points out, political controversy is
inevitable in climate governance because key actors at all scales have different views of

burden sharing, andt her ef ore Athe pertinent policies
combination of factors at play, prominent among which are finance, politics, ineffective
institutions, and vested interestso.
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To enable focused discussion of different types of governance, Midttun (2005) gives a
simplified model of governance (see Figure 6.1) with three core societal actors -i civil
society, government and industry it hat r el ate through broad
as, political, regulatory and commercial. Viewing different governance forms in this model:
a welfare state political economy emphasises political exchange between civil society and
government, whereas neo-liberal political economy emphasises commercial exchange
between industry and civil society.

e G —N—

Legitimate political A oot S % o Articulator of norms
aggregator of  (GOVErN-,~ exchange > ) CiVil  and values, but also
collective action > o S = : supplier of workforce
And provider of me/ntiv'; . B :%QCIEW and tax
public service == % R B i R
Regulatory™\_ \ ~Commercial
, exchange " 7~ exchange
y. S — T~ -
industry

Provision of goods and services,
jobs and taxes

Figure 6.1: A simplified model of societal governance with three core societal actors and
exchange @renasbébetween them. Reproduced from Midttun (2005)

Carbon governance can include multi-stakeholder initiatives involving non-government and
government actors 1 industry groups, business entities and environmental and
developmental NGOs i creating legal and voluntary frameworks aiming to achieve climate
mitigation. However, power and capacity imbalances can limit the effectiveness of such
initiatives. For example, Moog et al. (2015) present a case study of the Forest Stewardship
Council, which established new standards for forest and forest products but has failed to
substantially change forestry practices or reduce tropical deforestation.

Without wide political and citizen support for stringent climate policy and/or rising carbon
taxes, mitigation mechanisms are unlikely to be durable or effective. In a survey of citizens
in British Columbia, Canada, respondents had little awareness of climate policy types but
were more likely to express support for regulations (such as energy efficiency or zero-carbon
electricity) rather than supporting a carbon tax (Rhodes et al., 2014). Citizen knowledge of
climate policy, even with more information on projected policy effectiveness, did not translate
into greater support for it. Rhodes et al. conclude that regulations may be more acceptable
than carbon taxation, and trusted key influencers in a community may well have more impact
in advancing carbon mitigation than si mpl
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6.4 Regulatory mechanisms in alow carbon transition

Dependable policy commitment to decarbonisation regulation lowers required carbon prices
in economic models for low carbon transition. Section 2.6.5 in IPCC WG3 gives a full
discussion of a range of risks and uncertainties choosing and designing the many types of
policy instruments focussing on interventions targeting emissions through carbon taxes and
regulation, and on those promoting Research, Development, Deployment and Diffusion,
RDD&D (IPCC AR5 WGS, 2014, p. 184). Setting an enforced cap or price floor on emissions
can stabilise finance and investment expectations. In stimulating RDD&D in new
technologies, the use of a feed-in tariff system to reduce investment risks and give
assurances as in Germany has been found to outperform quota-type systems, as used in
the UK, based on incentivising investment and limiting rises in energy costs (IPCC AR5
WG3, 2014, p. 184). Uncertainties in policy instruments undermined investor confidence
when they are not well designed: allowance trading markets and renewables quotas can
dampen investment, in contrast to subsidies and feed-in tariffs that can overheat markets
while wasting public money,i . e. , t -®ostiotplty mfan ®@n means toward &
policy targets (IPCC AR5 WG3, 2014, p. 184). However, the IPCC assessment here seems
more focused on the effectiveness in increasing the market penetration of low carbon
technology as opposed to assessing policy achievement in mitigation aiming to reduce
absolute emissions.

Hildén et al. (2014) examine formal and independent climate policy evaluation in the EU

finding that formal policy and evaluations, even though narrowly focused on aggregate

emi ssions targets, are often in themEPHhavees hi
preferred to keep ev @014).aBarders o evaloatian idéntifigdinclude e a s h «
limited data access and transparency, lack of resources and capacity within governance

networks (including NGOSs) to carry out mitigation evaluation, and political resistance to
systematic monitoring and evaluation that would allow accurate ex ante and ex post
assessments (2014).

Rather than emphasising emission permits or a carbon tax, Allen et al. (Allen et al., 2009)
suggest a more effective global framework (still based on limiting total future cumulative
emissions) would be to make a legally binding obligation on fossil fuel extractors to deliver
carbon dioxide removal commensurate with extraction. In this proposal, the fossil fuel
industry (including state actors where relevant) is required to be responsible for avoiding all
climate pollution resulting from their extraction, a potentially far simpler and enforceable
regulatory requirement than global governance of carbon taxes or trade. Nonetheless, as
the authors admit, the resistance from extractors would be significant, and regressive
inequities within and between nations resulting from increased energy costs would need to
be balanced by other distributive economic policy.

Lower national compliance levels under the Kyoto Protocol were strongly correlated with
higher consumption per capita suggesting that achieving sufficient GHG mitigation may
involve reduced consumption. This finding is prima facie in conflict with the common political
(and often citizen) voiced preference for continuing economic growth (as also included in
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the Sustainable Development Goals) 8 unless rapid, absolute, decoupling of consumption
from climate pollution proves possible (Harris and Lee, 2017).

Climate change policy and governance decisions are often subject to sustained under-
reaction by governments (possibly motivated by blame-avoidance) due to the relative
invisibility 7 or intermittent visibility i of climate change concerns, coupled with the relative
ease of avoiding climate action compared to other public policy priorities (Howlett and
Kemmerling, 2017). This means that inaction and limited symbolic measures are possible
for governments unless focusing events or sustained political pressure make blame
unavoidable, in which case credit claiming impulses can prevail (Leong and Howlett, 2017).
Leading up to the Climate Change Act (2008) in the UK, a combination of factors 7 cross-
party attention focused on leadership, a long-term agenda set by the public and civic actors,
and the publication of the Stern Review T enabled a credit claiming environment that led to
adoption of five-yearly, interim carbon budgets overseen by a somewhat independent
Committee on Climate Change (Gillard et al., 2017). However, surveying UK policy makers
and documents since 2008, Gillard et al. find contradictory political pressures shifting
between claims of decarbonising efficacy and economic efficiency have led to increasingly
incoherent climate change policy, undermining UK climate policy ambition.

Carbon intensity of fuels or GHG intensity of products or sectors are often stated as a basis

for standards or targets in climate policy. Examining the LCA methodologies underpinning

fuel carbon intensity standards in California, Oregon, British Columbia and the EU, Plevin et

al. (2017) conclude th a t such standards are Ainevitably
therefore unreliable in promoting technologies beneficial to emissions reduction. Plevin et

al. suggest a more effective alternative to intensity drivers are national and regional
regulatory caps on total sector GHGSs, including biogenic COi, particularly in transport and
agriculture, and ratcheting caps down over ti
Given the climate mitigation requirement to limit absolute future emissions, avoiding
complex modelling and attributional or consequential LCAs that are ill-suited to enabling

reliable mitigation outcomes makes sense. Focusing efforts on policy commitments that add

up to meeting whole-economy and sectoral emission caps may well be more reliable climate

policy.

6.5 Carbon pricing for climate change mitigation

A universally applied and then escalating global carbon price is a key assumption in the
modelled cost effectiveness scenario runs detailed in the AR5 Scenario Database and in
thelIPCCO s a s s @FCE ARLNVG3, 2014, p. Ch. 7). Despite this assumed significance
for climate policy, the IPCC WG3 assessment (2014 see see Ch. 13 to 16) is surprisingly
limited in detailing current international mechanisms for coordinated carbon pricing (via a
tax or through emissions trading) and international finance measures (redistributing
revenues from high emitters to fund mitigation in poorer nations). Assessing national and
sub-national policies and instruments, Chapter 15 provides the most detailed sections on
economic instruments (taxes, subsidies and emissions trading), regulatory approaches and
government provision of public goods. Economic growth theory (assuming ideal conditions
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of foresight, rapid change and information) indicates that cost effective mitigation requires
an economy-wide and market-based focus on cutting absolute emissions. However, the
IPCC acknowledges that sector-specific policies are more commonly used, especially due
to strong sectoral policy networks within nations that undermine the priority attaching to cost-
effective climate policy. Path dependent political feasibility is given as a reason for the loose
and non-binding caps in existing cap-and-trade systems that have limited mitigation
effectiveness. Carbon taxes have been implemented in some countries enabling some local
relative decoupling, but usually differential values are applied between sectors for reasons
of political feasibility rather than mitigation efficacy, again reducing mitigation cost-
effectiveness (IPCC AR5 WG3, 2014, p. Ch. 7). Government commitments to climate policy,
finance mechanisms and regulatory trajectories (such as emission caps and price floors and
ceilings) increase investment confidence and ease societal low-carbon behavioural
transitions. Civil society stakeholders including independent media and NGOs are seen as
having a major role in raising public awareness by using technical and scientific
understanding in advocacy and monitoring, thereby enhancing accountability i ideally
encouraged by an inclusive approach across climate policy governance (IPCC AR5 WG3,
2014, p. Ch. 7). NGOs have had a significant role in assessing the NDCs up to CoP21 in
Paris and this is expected to continue i
(Jacquet and Jamieson, 2016, p. 645).

Applying a rising and uniform carbon fee is often advocated in climate economics to
maximise social welfare at least cost, by driving adoption of low carbon energy supply and
consumption of low carbon goods and services and limit rebound effects, while also raising
revenue that may be used to reduce other taxes (Baranzini et al., 2017). Nationally,
subsidies are often used to support early-stage mitigation technologies but can be far
costlier than a carbon fee to achieve the same mitigation (Baranzini et al., 2017). Contrary
to this dominant view, based on evidence from the US, Jenkins (2014) details political
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practical reality to drive mitigation effectiveness. These may include direct procurement of
emissions abatement (as in a clean energy plan), linking long-term climate damages to
immediate co-benefits (as in controlling air pollution), and leading, and responding to,
changes in public understanding with adaptive policy design to ratchet up decarbonisation
measures (2014).

At present carbon prices globally are effectively very low and, in the short term, raising them
will bring in revenue. However, if mitigation policy is ultimately successful in reaching near-
zero emissions globally then revenues will again reach near-zero so there is a trade-off in
future policy between welfare-maximising and revenue-maximising incentives (Wang et al.,
2017). Using the DICE BCA IAM, Wang et al. therefore conclude that revenue-raising from
carbon taxes may be a useful incentive in the short to medium term but climate mitigation
policy will also require regulation and policy measures to limit emissions, otherwise in the
long-term very high carbon taxes rates will be needed theoretically even as carbon tax
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revenues go to zero with decreasing and even negative emissions. This conclusion is greatly
magnified by inspecting the cumulative emissions under the curves in Wang et al. (Wang et
al., 2017), see Figure 6.2, indicating about 3000 GtCOF to be emitted over the next 100
years under the "welfare maximising" curve (until net zero COF emissions by 2120), and
more than 10,000 GtCOFto be emitted under "revenue maximising" policies, with emissions
still at an extremely high level thereafter at 50 GtCOFyr!. Given the WB2C global carbon
budget is likely less than 1000 GtCOF, even the n ot i o welfard paximisingo curve
appears to be incompatible with the Paris temperature goals, and reliant on extraordinary
amounts of CDR from NETSs of over 40 GtCOFyr. Again, as in other similar analyses, this
output seems to point to a wide gulf between the DICE model damage function and the best
available science accepted by the UNFCCC Parties in the Paris Agreement. As discussed
in Chapter 4.2, the damage functions used in DICE and other BCA IAMs are very poorly
defined and highly questionablei wh en model | ed froirs ditrglebaleimate
damage in 2200 is estimated as only 5.2% of GDP, despite using up enough fossil fuel
carbon to result in 6°C warming (based on Fig. SPM.10 IPCC AR5 WG1, 2013), a warming
level and velocity of change that many scientists would consider catastrophic in impacts on
human and natural systems as well as likely passing numerous known tipping points.
Abating trillions of tonnes of COF to avoid the impacts of emitting seems implausible.
Therefore, for policy planning and governance decisions, economic analyses based on
DICE appear to be of schematic value at best for policy planning. As indicated by the
acceptance of the science in the Paris Agreement, a far more precautionary, risk-based
approach would seem necessary even within economic analysis (Heal and Millner, 2014).
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Figure 6.2: Reproduced from Figure 1(a) and (b) of Wang et al. (2017): "Results as
calculated by the DICE-2013R model under the welfare-maximizing, revenue-
maximizing and zero-carbon-tax cases: (a) optimized carbon price paths in 2005 US
dollars. (The green area illustrates where increased carbon price would increase
carbon-tax revenue. The blue area shows where decreasing carbon price would

increase carbon-tax revenue.) (b) CO~equivalent emissions to the atmosphere, 0

Using WITCH, an unusual IAM with a game-theoretic structure to optimise global, low
carbon transitions, minimising future notional cost, Carraro et al. (2012) explore investment
needs and distribution by region and sector over time. As also shown by Wang et al. above,
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carbon tax revenues peak andt hen decl ine (forming a fAcarbor
scenarios meeting 460 ppm and 500 ppm atmCOFlevels by 2100 (approximately equivalent

to 2.5°C warming above pre-industrial, see Figure 12.43 IPCC AR5 WG1, 2013; Zickfeld et

al., 2013).
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Figure 6.3: Revenues from carbon taxes in OECD economies in absolute value (a) and
as a fraction of GDP (b). Reproduced from Figure 10 of Carraro et al. (2012).

In the 460 ppm scenario carbon revenues become negative in the developed world regions
after 2050 ( see Fi gur e -a&nd-Brade')lteedulisidise deQatiye emissions from
facilities combining biomass with integrated gasification combined cycle (IGCC) coal with
carbon capture and storage. Carraro et al. (2012) makes the important point that, even in a
tax-based policy that would usually exclude direct subsidies, subsidised CDR is found to be
welfare enhancing because COi is a stock pollutant, therefore a cost effectiveness
framework requires that the atmospheric COi stock must be kept below the scenario target
limit. However, increases in taxes or reduced public expenditures are needed to fund
continuing CDR. I n this nr i sukdergatus theeinvesimentsn me n t
and difficulties in managing a real transition to a global power sector involving large amounts
of CCS, bioenergy, nuclear and wind power (Carraro et al. 2012).

Also using the WITCH IAM, Favero et al. (2017) examines the global use of forests to store
carbon, including active afforestation and reforestation (AR), and/or to supply woody
biomass to BECCS electricity generation. Ignoring potential direct climate change effects
(albedo decrease due to conifer planting and fire and beetle losses due to warming), the
least notional-cost pathway is to use both forest storage and BECCS, with forest carbon
storage dominating while carbon prices are low, tending toward larger trees and mature
forest land use, and BECCS takes over as carbon prices rise increasing plantation forestry.
Given the 14.5 GtCOFyr? in removals by AR and BECCS over the 2020i 2100 period, the
RCP2.6 2050 and 2100 carbon prices of US$200 tCOF! seem remarkably low, perhaps
implausibly so, compared to other global modelling.

On regional cooperation IPCC (2014, p. 1087) note that, even with its deep integration, the
EU has only had very limited success achieving mitigation objectives using market-based
carbon pricing. The EU ETS has provided a functioning cap and trade system but has not
driven mitigation, because it has yielded only a very modest carbon pricetodate, bel ow 01
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tCOF! 1 explained by excessive free credits to incumbent polluters, the financial crisis and
incoherence with energy efficiency and renewable policies. One interpretation then is that
the financial crisis "co-incidentally" delivered a lot of unanticipated mitigation, so that the
mitigation "left" for the ETS to achieve was relatively trivial. Strictly speaking, the ETS did
exactly (and only) what was asked of it, that is, to ensure that a specific level of mitigation is
achieved, and do so at the least overall "societal cost". The ETS was not designed to take
the opportunity to ratchet up mitigation ambition (by dynamically tightening the emissions
cap, in the face of the low realised carbon price), so the deeper questions regarding the ETS
are t he EUoébesarrapgements ar@mddt, specifically the collective political will of
the EU Member States to deliver additional emission reductions even in adverse economic
circumstances. Given the necessity for UNFCCC Parties to ratchet up ambition to meet a
WB2C carbon budget, carbon pricing and emission caps likely need to be designed to
ensure that firee-ridersodo not take advantage of short-term system mitigation gains due to
economic downturns or due to the mitigation efforts of others.

6.6 Accounting for differences in carbon sequestration permanence
The AR5 report on mitigation (IPCC AR5 WG3, 2014) briefly mentions the issue of

sequestration permanence, noting fA[t] he prope

are also critically important, as limits to reservoir capacity and longevity will constrain the

quantity and permanence of COF st or ageo ( p. 489) , and -notes

permanence (reversibility) and saturation in land carbon stocks in forestry and soils (Section
11.3.2). Unfortunately, there appears to be insufficient WG3 assessment of past literature
relating to the consequent importance of pricing and accounting for carbon sequestration
non-permanence in mitigation policy (possibly because relatively few papers on this topic
were published after AR4 and up to the AR5 cut-off date). Nonetheless, as the available
research does make clear, it is critical for effective mechanisms to provide assurance that
mitigation is additional to what would have occurred without the specific intervention, and
account for any re-emission of COi from carbon sequestration reservoirs, whether from land
sinks or geological storage.

Focusing on soil carbon sequestration (SCS) science and policy, Thamo and Pannell (2016)
find potentially perverse outcomes mean that policymakers have three choices:

T ensur e extremely ri gorous monitoring an
sequestration (necessbsas)lng high transact
T simplify the scheme resulting in | ower cos
T Or as the study concludes, accept the bal.
SC&ttributed mtatdivg asteidome ¢idse tcatni vid €a radp pu roraell
especially as there are very strong | and m
retention) to act to store carbon in soil

incentives.

Assessing potential adjustment of SCS for permanence, leakage, and additionality Murray
et al. (2007) find limited empirical evidence of lost sequestration but agree that large
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sequestration discounts (losses of economic value due to carbon loss) are possible, though
the relatively low opportunity cost of SCS may still make the sequestration worthwhile.
However, Murray et al. (2007) do not seem to consider fully the potentially very high
transaction costs of stringent MMV that is likely needed to guarantee reliable sequestration.

Protect-asidep & oetest ar eas f rusentonhessiorvusisgtincemtived | an
payments potentially increases carbon stock permanence (and adds biodiversity and other
co-benefits). Based on economic analysis, more flexible programmes, crediting both set-
asideareasand addi tional carbon stock on other | an
effects than programmes solely crediting set-aside (Sun and Sohngen, 2009). Using perfect-

foresight, optimisation modelling of stylised, future carbon markets in the US, Haim et al.

(2014) assess the permanence of afforested agricultural land (and its sequestered carbon)
assuming 30 USD tCOF! and 50 USD tCOF*! carbon prices, finding that Midwest regions

continue largely unharvested through 2060, but large areas of Southern regions, which have

shorter forestry rotation times, are harvested and returned to agricultural use.

All carbon mitigation options (even in geological storage) are potentially temporary relative

to the millennial scale influence of atmospheric COF Herzog et al. (2003) defines
6sequestration effectivenesso®d as foralyetoragat i o
compared to the benefit gained if the storag
theoretical economic analysis to examine deep ocean COi sequestration of differing
duration, Herzog et al. find that excessive use of non-permanent reservoirs is equivalent to

burning excess fossil fuels, inequitably passing on the costs to future generations. For low

discount rates approaching zero, if carbon prices rise at near the discount rate, then
sequestration effectiveness also approaches zerounle s s an ef fective 6back
such as CCS is available 7 providing CDR at a high but dependable cost (2003). Herzog
reject -ytehaer o6Gatcocnrounti ngdé approach for temporar
GWP100 metric period) as lacking any economic or scientific rationale. A more scientific and
economically logical accounting assesses emissions and removals as separate events, and
sequestration removals as a permanent liability for the owner, which require a best-estimate

of the expected price path given the sequestration effectiveness of the CDR. For a fixed

global carbon budget of future cumulative emissions (as in emission pathways aligned with

the Paris Agreement), even with a very slow rate of leakage, temporary sequestration

options have little value compared to permanent (geological) storage (2003). This theoretical

finding would seem to rule out land carbon sequestration (in forest and soils) in particular as

a useful mitigation option unless whole-economy mitigation (globally as well as nationally)

is achieving deep decarbonisation in line with a WB2C target.

To develop sequestration incentives that account for potential loss of sequestered carbon,
Marland et al. (2001) reject the asymmetry in emissions and removals in ton-year accounting
(like Herzog et al.), and develop a liability-based framework of emitters offsetting the debits
for their emissions by renting credits from the owner of the sequestered carbon, based on
continuous ownership and responsibility for the sequestered carbon (transferrable through
sale). An alternative, though again simadiatrs ¢ I
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based on dAcl ear and stricto rul es, again dep
sequestration validity (Maréchal and Hecq, 2006).

For land carbon storage alternatives of forest management and agricultural tillage, Kim et

al. (2008) find that sequestration payments may require a non-permanence discount of 50%

(valued at 50% of the carbon price) T due to the ease of re-emissionT and t hese fAof
may well be worthless if carbon prices escalate at or near the discount rate because rising
price result in rising Obuybacké I|liability co
to carbon stock owners to maintain stored carbon. Agreeing with Herzog et al. (2003), only

a dependable backstop technology (like CCS) to provide very-near permanent storage

enables land-carbon sequestration to be worthwhile even in the near- to medium-term.

In summary, particularly in land-based NETSs, carbon pricing needs to account explicitly for
non-permanence in sequestration, and define the reliability and costs of backstop
technologies including BECCS and DACCS. The IPCC AR5 Working Groups Guidance Note
for Lead Authors states:

€ low-probability outcomes can have significant impacts, particularly when
characterized by large magnitude, long persistence, broad prevalence, and/or
irreversibility. (Mastrandrea et al., 2010)

Non-permanence of carbon sequestration is dependent on the type of carbon storage but,
particularly in the case of terrestrial carbon stores, can have a high probability of reversibility
with significant magnitude of persistent climate effect. Given the policy focus on land
sequestration as opposed to geological storage (CCS), the apparent lack of recent attention
to this issue for carbon storage of all types is concerning and needs further assessment.

6.7 Market mechanisms for climate mitigation

International carbon markets and international emissions trading theoretically minimise
mitigation cost by directing funds to the most efficient and cost-effective interventions. Using
a CEA IAM, Hof et al. (2017) find that allowing emission trading would be about half as costly
for the more sustainable SSP1 assumption than for the SSP3 assumptions of fast expanding
population, weak economic growth, and high inequality. In this socioeconomic modelling,
emission trading with a uniform carbon price greatly reduces global costs for the NDCs i by
more than half for the unconditional NDCs and by less than half for the conditional NDCs
(2017). It is much more expensive to meet 1.5°C or 2°C pathways by 2030 (twice and 5 to
6 times as high, respectively) than to meet the conditional NDCs but this effort is now
required if the Paris temperature goals are to be met (2017). The flexible mechanisms
developed under the Kyoto Protocol, including the Clean Development Mechanism, have
supported its economic viability but their environmental and decarbonisation effectiveness
is contested (IPCC AR5 WG3, 2014, p. Ch. 13.13). Despite sixteen compliance carbon
markets in operation around the world, and more planned, Pearse and Béhm (2014)
emphatically argue that carbon markets are a very poor climate policy choice. Ten
theoretical and empirical criticisms that undermine the standard economic rationale are
described including: ineffectiveness, fraudulent credits, lack of additionality, evasion of
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responsibility by richer nations, acting as a fossil fuel subsidy, supporting regressive carbon
taxation, and endorsing a highly contested view that natural capital such as forests can be
priced. The EU ETS is given as one example of carbon markets as an obstacle to effective
mitigation by forming a political barrier and an evasionary compliance mechanism through
buying carbon credits of sometimes dubious value from brokers and speculators in markets
that can obstruct and delay other more meaningful domestic action to enable
decarbonisation, such as actions to ensure energy transition. Spash (2010) similarly
concludes that theoretical claims of the mitigation cost effectiveness of carbon trading are
heavily undermined by strong uncertainty and high complexity which perpetuate path
dependant control and profit-taking that distract and detract from necessary system and
behavioural change in nations.

Futures contracts are a market instrument that could enable polluters to buy units of CDR
at a fixed price per tonne of COi and allows trading of such contracts as mitigation prices
change, but there may be a large potential for market failure unless the long-term security
on COi storage can be guaranteed by sovereign states, perhaps by issuing state-backed
futures for land and geological carbon sequestration (Coffman and Lockley, 2017). From a
social research perspective, Leijonhufvud and Fitts (2015) suggest an optimistic view that
capital markets may be a key in addressing climate change, if pressure from long-term
investors and the divestment movement can result in risk management reflecting climate
and other long-term risks, reform of investment reporting standards, and much stronger
regulatory oversight of the finance and investment industry. However, analysis by Strand
(2016) suggests that a nation with future expectation of climate finance payments for
mitigation or binding climate treaty regulation then has an economic incentive to deliberately
increase near-term emissions and maintain them at a high level, thereby increasing the likely
level of future payments and boosting apparent difficulty and cost of mitigation. Shielding
high emitters from near-term costs is similarly prone to failure unless very clear baselines
and pathways are specified as early as possible (Leijonhufvud and Fitts, 2015). This finding,
illustrating the near-term advantages to actors gaming carbon management systems, is
clearly at odds with the reality of much climate policy, for example the sector-specific
privileges and credits given to sectors and higher polluters in the EU ETS and by rules in
individual EU Member States. Furthermore, Leijonhufvud and Fitts (2015) find that economic
analysis suggests that likely inertia in the ability to adjust energy emissions downward, due
to infrastructural carbon commitment, implies a need for significant national carbon taxation
in addition to climate finance to drive sufficient mitigation.

6.8 Accounting for biogenic carbon in bioenergy and negative
emissions policy: problems and solutions

Negative emissions make it notionally allowable for cumulative COF emissions to exceed
the nett global carbon budget, with a (temporary) overshoot of atmospheric COF
concentration targets (Vuuren et al., 2013); but carbon accounting needs to accurately
account for the subsequent removals required to correct this overshoot. BECCS is
particularly important in AR5 Database 2°C IAM scenarios as it provides both energy and
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negative emissions (Fuss et al., 2014a). In IEA-funded research, Zakkour et al. (2014)

examine the ability of current GHG accounting frameworks to record and incentivise

negative emissions from BECCS. Current GHG accounting rules include: UNFCCC
inventories for developed Parties, based on the 2006 IPCC Guidelines for National
Greenhouse Gas Inventories; project-based schemessuchast hose i n the Kyotc
CDM,; regional carbon market rules as in the EU ETS; and product-based schemes including

market portfolio carbon emission standards. In cap-and-trade schemes where emission
rights are O0surrender ed bhaselinemeahlarisyns do not usuallya n n u &
enable credits to be generated for below zero emissions, unlike project-based schemes that

can theoretically recognise negative emissions based on actual emissions and removals

(Zakkour et al. 2014).
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Figure 6.4: Negative emissions accounting in cap-and-trade compared to project-based
schemes. Reproduced from Zakkour et al. 2014.

Inthe EU ETS and othercap-and-t r ade schemes, the 6compliance
facility within the whole international scheme, making this kind of framework unsuitable for
pooling negative emissions or CCS removals across multiple facilities or for use in meeting
national targets (Zakkour et al. 2014). Therefore, in the EU ETS currently, only COi captured
from burning fossil fuel in a facility and then permanently (geologically) stored may be
deducted from its gross inventory emissions (see Figure 6.4). COi emissions from
installations burning biomass exclusively, whether unabated (nett positive) or subject to
carbon capture and storage (BECCS, potentially nett negative), are specifically excluded
from accounting in the ETS. Even if biomass were co-fired with coal in a single CCS facility,
then only a nominal ffossil-fuel-d e r i poetidnoof the captured and stored COi could be
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accounted as deduction from gross inventory emissions (therefore yielding an absolute
minimum nett emissions level of zero, rather than negative). This approach in the EU ETS
is not accidental, but by design: once a decision was taken that, in principle, all biogenic
carbon fluxes should be accounted already, and exclusively, in the LULUCF accounting
domain, then any accounting in the energy-combustion-CCS domain would lead inevitably
to double counting (whether nett positive or negative within any particular facility or system
boundary).

Further demonstrating the effect of current EU rules on BECCS accounting, a report looking
a UK policy roadmaps for the UK CCC (Berg et al., 2017) states that:

The economics of GGR [Greenhouse Gas Removal] options are typically
assessed on the basis of costs per tonne COF removed from the
atmosphere. Here it is important to distinguish between costs per tonne of
COFmitigated and per tonne of COFfremoved to account for the carbon-
negative properties of GGR options. When discussing remuneration for
GGR, thisremoved COFi s often the part that is

k e

represents the additional beneyt compared

measures. This is illustrated in the example of BECCS power co-y ng,
where one share of the COFfremoved by CCS is of fossil origin and another
is biogenic. Only the latter may count as GGR after supply chain emissions

have been accounted for and t his shoul

removal costs. (Berg et al., 2017)

It is notable that both the IEA and UK Climate Change Committee documents implicitly
accept the policy-defined carbon neutrality of biomass energy without substantive reference
to the abundant literature challenging the reliability of this accounting assumption,
specifically the reliance on often weak accounting rules governing carbon monitoring in the
extremely complex, and often poorly accounted land use sector, with high uncertainties in
sources, sinks and carbon stocks (Colomb et al., 2013).

Forestry modelling assumptions frequently allow inaccurate carbon accounting, failing to
include a reference scenario accounting for carbon stock increases in the absence of
bioenergy harvest (Searchinger et al., 2009; Ter-Mikaelian et al., 2015). The simplistic
carbon neutrality assumption for bioenergy also ignores systemic feedbacks, land use
history and feedstock types resulting in potentially major errors in carbon accounting
(Haberl, 2013). Searchinger et al. (2017) examines studies that estimate large potential for
future bioenergy from land use, detailing ways in which they count carbon removals but fail
to account for costs including opportunity costs that can appear to overwhelmingly favour
solar PV energy production on land rather than bioenergy. However, this generally ignores
the fundamental lack of interchangeability between biomass that provides dispatchable
energy and variable renewable forms of energy that are not dispatchable. In proper
accounting of biomass Searchinger et al. state:

Like any other offset, an offset by plant growth can only exist if and to the

extent the ©plant gr owt h S ARaddi tional

anyway. Counting existing plant growth as an offset counts the same
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carbon twice é Bioenergy can only reduce
total plant growth increases globally while also factoring in any releases of
stored carbon. (Searchinger et al., 2017, p. 435)

A 2013 European Commission technical report gives a thorough overview of carbon
accounting of forest bioenergy (Agostini et al., 2013) pointing out that carbon emissions from

bi oenergy are treated as carbon neutral in thi
the |l ined memo i tems i n nat-dommgdsthe emvsgamdacer i e s
assumed to be already accounted for in reporting of harvest data under the land use domain.
However, if longer-rotation stemwood is used then it takes more time for new growth to
replenish the lost carbon, which can lead to nett carbon emissions within that period,
complexity that may not be fully captured by land use accounting. Woody biomass also emits

more COi per unit of energy produced than fossil fuels and greater emissions for biomass

also occur due to fuel collection, transport, processing and storage (Agostini et al., 2013).

All of these factors have implications for carbon accounting in both climate and energy policy
governance. Policy should also note that unless biomass is being reserved for large scale
BECCS to enable negative emissions, policy supportive of woody biomass for energy may
increase resultant global warming relative to fossil fuel use, reduce carbon stocks and
increase energy costs. A key conclusion states:

From the studies analysed it emerges that in order to assess the climate change
mitigation potential of forest bioenergy pathways, the assumption of biogenic carbon
neutrality is not valid under policy relevant time horizons (in particular for dedicated
harvest of stemwood for bioenergy only) if carbon stock changes in the forest are not
accounted for. (Agostini et al., 2013, p. 18)

6.9 Mitigation policy additionality in bioenergy production

Bi oenergy production may be Orenewa,bmahdealso i n t
resulting in COi sequestration flows, but that does not necessarily equate to increasing
overall carbon stocks to effect climate mitigation, or guarantee stable environmental impacts
in avoiding other pollution or land degradation (Searchinger et al., 2017, p. 435). Therefore
no assumption of Omadesuhless spexificiadcountipgds apphed to baeh
sustainability claim (Haberl et al., 2012). UNFCCC rules for reporting of land use and energy
emissions are only valid at the global scale and can break down when bioenergy resources
are traded between nations or if sub-global rules do not treat energy and land-use with equal
significance (Searchinger et al., 2017, p. 435). For example, if trees are harvested in the
USA and exported as wood pellets to be burned for energy in the EU, the EU ETS
assumption of carbon neutrality can only be valid if US land use accounting is sufficiently
detailed and dependable, a finding, as in Miner et al. (2014), that is strongly contested by
US NGOs (NRDC, 2015) and scientists (Agostini et al., 2017).

Moreover, Searchinger et al. (2017) examines an intercomparison of 15 IAMs and energy
models, finding serious double-counting errors in regard to biomass-related removals and
emissions in half of them, and highly optimistic and idealised outcomes in the others. A
tonne of COi sequestered by CCS has the same effect on atmospheric concentration
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regardless of whether the COi is from burning fossil fuel or biomass. Further, biomass has
lower energy and is not so easily transported as fossil fuel to a location near geological
storage for COi, therefore CCS for fossil fuel use should arguably be prioritised over use in
BECCS (Searchinger et al., 2017, p. 443). The relevance to governance here is that
Searchinger et al. conclude that IAM scenarios with large amounts of BECCS necessarily
depend on strong (and, by implication, internationally co-ordinated) government regulation
of land use to maintain and increase | and car
land for afforestation, often by implicit taxation of ruminant, particularly beef, GHG emissions
to free up land at least notional-cost. Contrary to the IEA and CDP?*8, Searchinger et al.
suggest that even if large-scale BECCS may at some point provide aggregate GHG benefits
relative to accessing the same energy from fossil fuels (also with CCS), this requires difficult
conditions to be met in general: surplus agricultural land (to avoid competition with food
production), high yields and prior, or simultaneous, elimination, of all fossil fuel emissions.

One strand of published research suggest that a short-term biogenic carbon pulse of
warming due to a permanent increase in bioenergy use is worthwhile based on a longer-

term mitigation plan up to 2050 (Lamers and Junginger, 2013), but this appears to be
contrary to the current timescale for strong actions (required already up to 2050) to meet the

WBZ2C target. Lamers and Junginger also claim that forest bioenergy, such as that imported

as wood pellets from the US, is primarily residueb a s ed wi t h (doughnmareagingh al o
role for roundwood. This view appears to be contradicted by photographic evidence
submitted to courts and government by scientists and NGOs showing very large amounts of
roundwood directed to wood pellet use, and significant deforestation, due to harvesting in

the south-east US (Agostini et al., 2017).

Land based NETS including afforestation/reforestation, biochar and soil carbon
sequestration depend on land carbon sinks and, like BECCS, depend on biological
productivity, therefore integrated land use strategies to achieve increased carbon
sequestration require accurate carbon accounting and governance that fully reflect complex
sink dynamics and respect the likely need for increased harvesting of net primary production
(Canadell and Schulze, 2014). A reliance on land sinks may also be risky as observations,
in line with modelling, now suggest the natural land sink may be beginning a long-term
weakening, as nutrient limitations reduce the COi fertilisation effect, thereby amplifying
global warming itself, and the effects of heat and drought due to warming (Pefiuelas et al.
2017).

A literature review by Gren and Aklilu (2016) of economic policy design for support of forest
carbon sequestration (capture and permanent storage) compares theoretical policy with
practice. The review describes measures to address the uncertainty and differences in forest
carbon sequestration due to heterogeneity of land and management conditions, the difficulty
in monitoring impermanence over time (due to tree harvesting and natural disturbances such

18 Carbon Disclosure Project: https://www.cdp.net/
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as fires and storms), and the problem of determining additionality (ensuring that projects
receiving carbon credits for increasing carbon stock, or other carbon-stock-equivalent
processes, would not have occurred without the credits). Ideally carbon prices would need

to be uniformly applied to address heterogeneity in land types. Stringent mitigation policy
(Ahardo emission caps) woul d t h erm,redutaiorg would e ma n
become responsible for certifying information, and landowners would be responsible for
guaranteeing forest carbon permanence. In practice, payments for monitoring and verifying
sequestration, and additionality-confirmation costs, are on a per-project basis, and
permanence is credited in some countries on the basis of buffer credits to landowners. In

the EU ETS there is a relatively low supply of domestically produced traded forest carbon

credits because they are reserved by Member States for national allocations (p. 130). In the
proposed 2030 EU Effort Sharing Regulation, (
credits may be allowed in LULUCF carbon accounting: a significant change from the practice

under the 2020 Effort Sharing Directive, which did not recognise such credits.

Examining the political economy of biofuel policies, mechanisms and governance in the US,

Brazil and the EU, Oliveira et al. (2017) find that they originate in energy security and
economic concerns, driven particularly by larger corporate interests in concert with
government, resulting in state subsidies, fuel-blending mandates and tax credits that benefit

these producers. As a result, even for second- and third-generation biofuels, these policies
tendtoinbackfireo (in terms of aggregate social,
technical and legal framing, and actually result in negative environmental and social
consequences (2017).

Mander et al. (2017)gi ves a ful | i sting -elatedlagsiptidnsu s e
including details regarding bioenergy potential, CCS capability, BECCS cost, policy supports
and bioenergy as a percentage of primary energy, making clear the daunting level of system
integration needed to deliver effective COF removal through BECCS, linking up the full
biomass supply chain with energy transformation (typically, electricity generation) and CCS.
As Mander et al. also points out, the political and socio-economic (broadly, governance)
assumptions are no less challenging for practical BECCS deployment: bioenergy potential
is based on land-use estimates, biomass sustainability criteria, population, diet and global
energy demand; global participation in decarbonisation is assumed with effective
international carbon pricing; and a global governance system is required to enable the
BECCS supply chain and enforce reliable carbon accounting and verification of the putative
negative emissions.

Including a BAU land use scenario of tropical deforestation that they argue the IPCC
underestimates, Mahowald et al. (2017) find the climate system response to cumulative land
use emissions may be twice that for non-land use processes because of the effect of fossil
aerosols (negative forcing) versus methane and nitrous oxide from land use. This results in
1°C of anthropogenic global warming by 2100 from land use and land cover change alone,
even without further fossil fuel emissions, requiring urgent, globally coordinated policies
(including dietary change and reversal of deforestation) to reduce emissions if the Paris limit
of keeping warming well below 2°C over pre-industrial is to be avoided.
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6.10Mechanisms addressing emissions embodied in trade

Under UNFCCC accounting rules emissions are inventoried by each party (nation state or
regional bloc) on a territorial basis and mitigation targets in Nationally Determined
Contributions then relate to reducing such domestic/territorial emissions. As mitigation

policies and production costs vary between n
| eakageo: prodgandservicesmaynfigrate ®@o a country with lower production
costs (possibly based on weaker regulations, including climate policies) potentially causing
emi ssions to rise overall (the apparent emiss

emissions from another). Border carbon adjustments (BCAs), levying duties relative to
embodied carbon, have been proposed as a possible remedy but Sakai and Barrett (2016)

argue that this would be a complicated, ineffective and expensive corrective policy relative

to carbon priced o6offsetd policies (GDMETMhhatas t h
said, the CDM has itself been subject to strong criticism due to non-additionality and over-

claiming of emission reductions (Carbon Market Watch, 2013; DG CLIMA, 2017; Pearse

and Bohm, 2014). There is no common agreement in research literature on good border

carbon adjustment design to ensure effective and enforceable emissions reduction.

Rocchi, et al. (2018) undertake an economic analysis using World Input Output Database

(WIOD) trade data to examine an alternative carbon border tax (CBT) approach, based on
emissions avoided at a product level, taking international prices and differential carbon

prices into account in line with current World Trade Organisation practice. A CBT based on
product-level emissions is, in principle, simpler than a border carbon adjustment based on
embodied carbon as it only needs national data on emission factors by technology. The

goods most affected by an avoided emissions CBT would be energy-intensive ones, with

high carbon content, and high monetary value electronic products. Rocchi et al. conclude

that an avoided emissions CBT would allow essential international coordination of carbon

pricing between countries that is currently missing from the nationally focussed NDC model

of the Paris Agreement. Introducing a CBT might potentially face obstacles under the current

WTO legal framework, which is explicitly directed at lowering trade barriers and liberalising

world trade. However, Weber (2015, p. 417) suggests that in the light of recent WTO cases,

which have been based on broader interpret at i on of the rul es, i nc
natur al resour ces o0 a warospeetigelborder trade mméckaaismis sunh, non
as CBT may be legally achievable within current WTO rules o if there were broad
international political will to do so.

6.11 Chapter Conclusions on governance and mechanisms:

Governance choices overall are constrained by physical limits first, and political choices
second, a fact that can too easily be lost in policy discussions. The physical sciences are
pointing to biophysical global boundaries, some of which are already being breached, with
societal and economic consequences requiring some combination of governance that
enables planning, investment and results to limit future impacts. Carbon (COF) governance
toward a temperature target requires achievement of a path to zero net emissions within a
stated total carbon budget aligned with the target. The Paris Agreement temperature targets
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scientifically imply o6total avoidance bingdget 6
1.50C or dwell belowd 2UC. Although there is
approach to global climate governance, we can say that, whatever actual governance
coordination does take place, the Paris Agreement implies agreement that international
efforts do need to add up Ato achieve a bal:
sources and removals by sinks of greenhouse gases in the second half of this century, on

the basis of equityo; and t o do temperaturegaalsmanne
Therefore, given the need to meet a zero-sum (and rapidly depleting) global carbon budget,

climate action will depend on Parties presenting their understanding of what this means for
themselves, how it adds up internationally, and rapidly achieving real results within their own

separate jurisdictions; including negative emissions investment and delivery if that is part of

any given Partybdés pl an. Explicit and strengt
international trade, and emissions from international shipping and aviation (currently

excluded from the formal Paris Agreement scope), will be needed in addition to the current

focus on single-nation territorial emissions.

This chapter has shown that the large uncertainties in land use carbon accounting, nationally
and internationally, undermine generic or simplistic claims of carbon neutrality for bioenergy
from biomass, biofuels and biogas. Moreover, science showing that the warming effect of
biogenic COFemissions is akin to short-lived climate forcings like methane (Cherubini et al.,
2014) implies that, even under a speculative assumption that bioenergy related removals
can be made additional to existing biogenic flows, a choice to use increased amounts of
unabated bioenergy has significant 20 to 40 year warming effects that are important in a 2°C
climate action context of limited time for action (Allen et al., 2016).

In the EU ETS and other cap-and-trade emissions control mechanisms, the current inability
to account accurately and reliably for putative negative emissions is a serious impediment
to developing government- or commercially-funded BECCS. One possible remedy,
supported by research, is to change the accounting so that all energy COFis accounted at
the fiemokestackd ( wh e r e vRasmproduded). TidsQvould allow emission factors (such
as those calculated for bioenergy) to be appropriately accounted and all of the
combustion/oxidisation emissions (nett of any captured COFdelivered to reliable, permanent
storage) appropriately accounted for within the energy sector. Future land use sequestration
to retrieve the same amount of COF is far more uncertain, but potentially could be given
certified sequestration factors according to land use and the quality of carbon stewardship
but only on the basis of provably containing accurately monitored carbon stocks. In a
reformed ETS, revenues from levying the ETS price on all COF emissions, including from
bioenergy, could then be used to reward/incentivise landowners and/or providers of
geological storage services, according to the sequestration factor, and, crucially, for
maintaining an increased stock of carbon storage (subject to reliable monitoring, verification
and ongoing maintenance of biogenic carbon stocks). Accounting for bioenergy in this way
(Haberl et al. 2012) could also incentivise negative emissions in BECCS through net energy-
biomass accounting to include both biogenic (soil and biomass carbon) and geological
carbon storage.
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Progressing bioenergy systems towards negative emissions may increase potential savings
through replacement of fossil fuels with BECCS in a recast European ETS and Renewable
Energy Directive aligned with achieving the Paris Agreement mitigation objectives.
Landowners would then have additional economic choices between forms of conventional,
but GHG-intensive, agriculture, which might incur GHG taxes, and carbon sequestration and
storage in forestry biomass and soils, and/or growing dedicated energy crops enabling
lower-carbon energy (if unabated) or carbon-negative energy (with BECCS). In the specific
case of Ireland, such choices for land use, combined with sustainability criteria, may offer
an opportunity to maintain the viability of the rural economy in an increasingly likely future
of market prices that will incur regulations or taxes based on nett GHG emissions.

The striking lack of IPCC assessment and national policies looking at non-permanence of
land-based (biomass and soil) carbon sequestration, requires attention. Research literature
shows that non-permanent sequestration without a backstop technology like geological
storage (CCS) is of limited value. To be of properly effective, stringent Measurement,
Monitoring and Verification (MMV) is needed for land use carbon accounting to test
additionality and to monitor carbon fluxes, land use change and forestry harvests. Although
land use carbon sequestration in soils and trees has relatively low opportunity costs, the
level of MMV required is likely to have high transaction costs and the co-requirement for
CCS as a backstop technology effectively adds to the actual opportunity cost. For soils in
particular, given the clear separate benefits of soil improvement, the effort to ensure
additionality for claimed carbon sequestration, the danger of future disturbance leading to
carbon losses, and the need to perform the required level of MMV, militates against soll
carbon as a reliable or cost-effective element of sequestration planning and policy. For
forestry, the necessary increase in MMV might be less costly but costs similarly add up.

If credits are to be allowed for negative emissions (on land or geologically) then
sequestration removals need to be treated as a permanent liability for the carbon storage
owner with a best-estimate required for expected price path matching the effectiveness of
the CDRG6s sequestration through ti me. Thi
(including governments) and any potential buyers or insurers have sufficient information for
due diligence. The value of the sequestration can then be properly accounted in meeting
emissions budgets and in receiving payments from emitters.
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7 Ireland's Emission Profile, Projections and Policy
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7.1 Introduction

|l rel andds GHG emissions are higher than
profile compared to other EU member states. Transport COFemissions are high and overall
GHGs are much higher than average per capita non-COFgases particularly due to methane
and nitrous oxide emissions from agriculture (including over 7 million beef and dairy cattle).
In 2016, total annual GHG emissions of 61.1 MtCOFe comprised: approximately 39.3 MtCOF
emissions from energy use and industrial processes; 19.6 MtCOFe from agriculture,
particularly due to methane and nitrous oxide emissions from ruminants and fertiliser use;
1.3 MtCOFe from F-gases; and 0.9 MtCOFe from waste (EPA, 2017a, pp. 19901 2016). In
2015, nett COFonly land use emissions were 3.7 MtCOF. As shown in Figure 7.1 (EU EEA,
2017), per capita emissions by greenhouse gas and compared to the EU28 average were:
carbon dioxide 8.26 tCOF (EU28: 6.87 tCOF); methane 2.85 tCOFe (EU28: 0.90 tCOFe);
nitrous oxide 1.52 tCOFe (EUZ28: 0.46 tCOFe); and fluorinated gases 0.26 (EU28: 0.23
tCOFe).
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Figure 7.1: EU28 Emissions per capita by country and greenhouse gas. Reproduced
from (EU EEA, 2017)

| r el anda&OFemisswoesrate placed in a global context in Figure 7.2, showing the
stronger effect of economic growth and downturn in Ireland compared to other OECD
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nations. Emissions increased rapidly from 1995 to 2008, and fell dramatically following the
global financial crisis. The relatively stable per capita emissions of OECD nations and the
recent increase in non-OECD nations, evidences the difficulty for all nations in reaching nett
zero COF to meet climate targets, but especially for OECD nations with high existing per
capita emissions.
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Figure 7.2: Ireland'’s per capita COfonly emissions, 1990 to 2013, compared with global

data (sourced from Global Carbon Project, 2016). Territorial emissions are as reported to

the UNFCCC; consumption emissions account for total CO Fnett of imports and exports;

and GDP Global CI (carbon intensity) shows group or national per capita in terms of GDP

multiplied by the average carbon intensity of global GDP giving an indicative measure for
global comparison.

This chapter gives a mor e de tissidnd (pabted dreBPATr i pt i
inventories and annual updates); examines Irish and European climate policy to mitigate

GHG emissions; summarises published modelling and analysis of the mitigation potential

for lIreland and its sect osrp®ectedemdsions; aneplahngd d e s ¢
mitigation policy under the 2017 National Mitigation Plan (DCCAE, 2017a). The concluding
focus, on pol i cy gspastasdprojecteddumwatve amissidng, dvidea d 6

a basis for Chapter 8, which estimates carbon quotas that could guide Paris-aligned
mitigation policy. Chapter 9 will cover the literature on the potential in Ireland to deliver NETs

to assist in closing the mitigation gap that may need to be filled by delivery of CDR by NETSs,

in addition to achieving other deep decarbonisation measures.
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72 1l rel anddéds Emissions Profile and Accol

7.2.1 EPA Emissions Inventory Accounting

The Environmental Protection Agencyisr esponsi bl e for I relandds e
producing an in-depth National Inventory Report (NIR) and Common Reporting Format
(CRF) data for the annual monitoring submissions to the UNFCCC and Kyoto Protocol. This
accounting also provides the basis for additional reporting to the EU Greenhouse Gas
Monitoring Mechanism Regulation (MMR) that is available online from the European
Environment Agency'®, along with other environmental data sets (EEA, 2017). The NIR is
usually published in May and covers emissions up to the year-but-one prior to publication:
so t he EPMR cverd énissions from 1990 to 2015 inclusive (EPA, 2017b). All
annual NIRs, supporting CRF spreadsheets and summaries are available online from the
EPA website?°.

A basic provisional summary is provided earlier than the NIR release, usually in November

of the year prior to the final Reportds pub
emissions and particularly detailing progress relative to applicable EU targets. As discussed
further in the next section, EU emissions are

Scheme (ETS), covering facilities such as power plants with large emissions, and non-ETS
emissions that are intended to be reduced through member state actions according to

national targets set out by EU Directives and Regulations. 1990 is the base year for
UNFCCC emissions and the EUOG6s Natoweverdhebage Det e
year for EU ETS and non-ETS policy is 2005 when the ETS system was formally initiated.

Both of these base years are therefore referei
summaries.

Each NIR is produced in line with the UNFCCC detailed reporting and quality assurance
requirements, and provides complete coverage of domestic GHG emissions (carbon

dioxide, methane, nitrous oxide and F-gases) and |l rel andds Kyot o F
inventory. Indirect GHG emissions are recorded in the inventory, including nitrogen oxides

(NOx), carbon monoxide (CO), volatile organic compounds (VOC) and sulphur dioxide

(SO2). As discussed in Chapter 1, UNFCCC reporting continues to use a potentially
misleading GHG equivalence factors, with global warming potential values from IPCC AR4

(EPA, 2017c, p. 10). The updated AR5 GWPioo factor for one tonne of methane has
increased from 25 to 34 tCOFe. If the updated value is incorporated into future UNFCCC
accounting, and GWP100 continues to be used, this would raise lre | anddés reporte
and projected annual national, and agriculture sector, emissions by 3-5 MtCOFe yr?.

Sectoral overviews and trends are described in detail in the NIR for energy emissions
(energy industries including public electricity, manufacturing and transport), industrial

19 http://www.eionet.europa.eu/

20 hitp://www.epa.ie/climate/emissionsinventoriesandprojections/nationalemissionsinventories/
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processes (including cement and lime, chemicals and metal production), agriculture
(particularly methane from ruminant enteric fermentation and manure; and nitrous oxide
from fertiliser use and livestock manures), land-use, land-use change, forestry and waste.

Emi ssions due to international aviation and
biomass combustion (mainly duetoco-f i ri ng i n I relandébés three
are recorded as fAmemoeportmmsmgl nThase oblael ow

toward domestic emissions under current UNFCCC rules, but they are significant when
totalled globally and all three are currently projected to rise rapidly in future.

Transport and Energy Industries (mainly electricity generation), each about 12 MtCOFyr?,
are the largest COF emitting sectors with other significant energy COF sectors being
residential heating (6 MtCOFyrt), manufacturing (4 MtCOFyr?), industry (including cement

process emissions)and heati ng commerci al buil di ngs.

is unusual relative to other EU countries in having a particularly substantial contribution from
non-COF GHGs, especially methane and nitrous oxide due to significant emissions from
ruminant agriculture based on rearing cattle and sheep for beef, dairy and sheep meat.
Ireland has 5.6 million beef cattle and 1.3 million dairy cattle (Table 3.3A EPA, 2017b, p.
514, This has significant implications for
agricultural emissions within non-ETS accounting, because mitigation options for ruminant
emissions are biophysically very limited?; therefore it is unlikely that substantial reductions
in total emissions will occur unless production of milk, beef and sheep meat is capped or
reduced, likely requiring reduced herd numbers (Donnellan et al., 2013).

Consumption emissions (including domestic emissions plus embodied emissions in imports,
minus embodied emissions in exports) are not reported in the NIR nor in other EPA
reporting, as UNFCCC and Kyoto are designed to depend only on domestic (territorial)
emissions. However, consumption emissions estimates for most countries globally, Ireland
included, for years since 1990 are available from the Global Carbon Atlas (2016).

Land-use, land-use change and forestry (LULUCF) is reported within six top-level categories
of managed land area, each divided between lands still in the same use as before 1990 and
lands that have changed use since 1990. This accounting enables changes in land-use
since 1990 to be tracked and reported according to UNFCCC and Kyoto Protocol rules.
Estimates of annual net source and sink flows (emissions and removals) from land are
reported in up to five carbon pools (stocks) for each land category: above-ground biomass,
below-ground biomass, dead organic matter (litter and dead wood) and soils (EPA, 2017b,
pp. 193i 195). Combustion emissions from peat extracted for electricity production and

2ZAn analogous argument (fAmitigation options

trucks). In all cases, the view based on physical climate science is that a requirement for reduction
in absolute emission levels should be included in the suite of mitigation policy options to be
considered i possibly implying a need for modal shift and/or an absolute and sustained contraction
in total GHG intensive activities.
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residential use is accounted under energy and residential respectively in the NIR. However,
emissions due to horticultural peat extraction (EPA, 2017b, p. 315, carbon loss estimated at
over 1.7 MtC in 2016, equivalent to 6.2 MtCO2), and arising from peatlands drained prior to
1990, do not have to be reported.

Projected emissions are usually published at about the same time as the NIR. The EPA
emission projections to 2035 are estimated based on modelling and data provided by
government departments and advisory agencies (including the Economic and Social
Research Institute for economic data, SEAI for energy and Teagasc for agriculture). As in

other EU Member States, two projections are supplied by the EPA for different levels of
policy ambition: AWith Existing Measureso (W
pri mary mi tigati on pobl onaks Measdr efisoi t h WAAMI, i
achievement of identified additional mitigation policy measures that could further reduce

national emissions (EPA, 2017b, p. 315). Significant interacting assumptions regarding

future economic growth, energy mix and sectoral policy inputs (such as mode share in
transport and herd size in agriculture) must be made to project future emissions based on

current factors and past experience. Actual emissions and achieve mitigation are greatly

affected by changes in economic performance and in the effectiveness of policy delivery.

The trends in national and sectoral emissions detailed in the following sub-sections are as

reportedinl r el andés Nati onal |l nventory Report 201
2015 (EPA, 2017b). Data are available on the EPA website from this reporting and from
the EPA 2017 GHG Emission Projections Report ( EP A, 2017¢c) . onhre NI

accounting Iis based on the | RPCEGHGs &dedpdesseds i d e |
infCOFe qui v al eehtermas olf teMasis of the GWP100 metrics in IPCC ARA4.

7.2.2 Trends in National Emissions

The main trends in |Irelandés past, recorded t
reflect economic and structural trends. From 1990 to 2002 the economy grew strongly and
emissions rose rapidly.
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Figure 7.3: EPA data (chart generated from EPA data EPA, 2017a) and in EPA reporting
to (EEA, 2017) showing Irelandds tot al annua
projected OWith Existing Measuresd and OWith
Kyoto first period target level for 2008-2012. Green dots show indicative EU emission
targets for Irish emissions of 20%, 40% and 80% below 1990 by 2020, 2030 and 2050
respectively.

From 2002 to 2008, cuts in EU subsidies and the EU milk quota steadily reduced agricultural
emissions and a sudden, prolonged flat-lining of exports, see Figure 7.4, stabilised
emissions to 2008. Then the Irish banking collapse and global economic downturn caused
|l rel andds emissions t o%fratb2011c Bnpssiohs then btabilisadn a v e
up to 2014 with emissions beginning to rise again thereafter due to economic recovery and
export-focused policy measures, particularly in agri-food production expansion for exports
driven by government-backed industry policy. Irish climate policy does not appear to have
acted as a determining constraint on overall emissions at any point (as compared to the
effect of wider economic conditions). EU policy in constraining farm production after 1998
does appear to have reduced agricultural emissions noticeably. EPA model projections to
2035 (see Figure 7.5) appear to echo historic emissions trends, implying that i absent a
significant change in societal/political priorities 7 national emissions will not be effectively
constrained by existing or proposed decarbonisation policies.
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In 2015, NIR national emissions were 59.9 MtCOFe, 6.7% greater than 1990 emissions but
15.8% below peak emissions of 71.1 MtCOFe in 2001 (EPA, 2017b, p. 24). The GHG-
specific proportions of COFe emissions in 2015 were: COF 64%, CH123%, NFO 12%, and
F-gases 2%. Sectoral emissions, as proportions of the national total, were Energy (including
electricity, buildings, transport and industry) 61%, Agriculture 32%, Industry 5% and Waste
1.6%. Uncertainty levels are reported in the EPA 2017 Inventory in Table 1.12 with and
without LULUCF. The overall uncertainty in the absolute inventory total is estimated to be
10%, mainly due to uncertainties in estimating agricultural and soil emissions; the COF
emissions from energy data, being based on fossil fuel consumption data, are generally
more accurate and reliable.
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Figure 7.5 Comparison of recorded and projected Non-ETS data with- 1l rel an
2020 pathway of reductions and with the proposed EU ESD pathway to 2030, with and
without the proposed offsets in ETS and land-use (generated from EPA, 2017c). The
effect of the economic crisis after 2008 is apparent. As projected emissions are expected
to flat-line so no absolute mitigation of emissions is anticipated given current and
proposed policies.
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As of 2017, the EPA project t hat | r eohtiaumg 0 s
economic growth, and national non-ETS emissions will likely be only 4-6% below 2005 by
2020 (EPA, 2017d), compared to the agreed EU target of a 20% reduction (EU Commission,
2017a). By 2020, transport emissions are projected to grow by 10-12% (1.2-1.4 MtCOFe)
and agriculture by a further 4- 5% (0.8-1.0 MtCOFe) relative to 2015. Non-ETS emissions
(see Figure 7.5), are expected to do no better than flat-line until 2035 and are likely to grow,
thus staying well in excess of EU targets (depending on their final definition). In the ETS
sector EU policy targets an EU-wide 21% cut in emissions relative to 2005, and 43% by

2030 (EU Commission, 2017a, 2017b). As shown in Figure 7 . 6, Il r el @OFd 6 s

emissions fell dramatically following the 2008 economic crisis (25% below 2005 levels in
2015), although ETS emissions are projected to exceed the overall EU-aligned pathway if
no additional policies are implemented. Economic and export implications of Brexit do not
appear to have been accounted for yet in these projections, and Brexit could impact
emissions across some or all sectors.
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Figure 7.6: Chart generated from EPA data (EPA, 2017c, p. 15) comparing recorded and
projected ETS data with the linear EU ETS target decarbonisation pathway (as set for all
of Europe collectively).

7.2.3 Trends in Sectoral Emissions

e |

|l rel andds past recorded and projectedrefuture

Transport emissions increased very rapidly from 5.1 MtCOFin 1990 to 14.4 MtCOFin 2007,
a rise of 180%. Transport emissions dropped back to 10.8 MtCOF with the economic
recession but are now rising rapidly again. Energy industries emissions are dominated by
electricity generation which increased rapidly with economic growth to 2002, thereafter
falling similarly rapidly with the increased use of natural gas and renewables, reducing the
amount of coal and peat-fuelled electricity generation. Comparing 2015 to 1990 in
percentage of generation: gas rose from 27% to 42%, renewables were up from 2% to 17%,
while coal use fell from 40% to 25%, and peat from 20% to 12% (see Fig, 17 and Table 7
SEAI, 2016a). Overall, the primary fuel input to electricity generation rose by 71% to a 2001
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high of 5,237 ktoe. In 2015, electricity generation consumed 4,500 ktoe of fuel and energy
industries emissions jumped 5.4% due to a large (19.4%) rise in coal use for electricity
generation at Moneypoint power station.
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Figure7.7.Chart generated from EPA data (EPA, 201
annual emissions (past as recorded and future projected With Existing Measures). For
clarity F-gases and non-electricity energy industry are omitted. F-gases: 0.04 MtCO /¢ in
1990; 1.14 MtCO /e in 2015 and projected to be 0.7 MtCO£e in 2035. Non-electricity
energy (petro-refining, solid fuel making and fugitive emissions) averages 0.5 MtCOfe yr-
1, steady over the period.

Agriculture has the largest COFe emissions of any sector (primarily due to methane and
nitrous oxide emissions associated with catt]l
emissions rose to a peak in 1998 and then fell steadily, apparently as a side-effect of
changes i rCommoreAgricWwtoral Policy breaking the linkage between production

and supports, and as a result of the milk quota limit on dairy production. In 2015, agriculture

was 33% of total emissions and 44% of non-ETS emissions. Irish dairy production has been
particularly targeted for expansion under government-endorsed policies, Food Harvest 2020

and Food Wise 2025, leading to a rapid, ongoing rise in dairy sector methane emissions

(Figure 7.8). Nitrous oxide emissions are also rising rapidly with increasing livestock
numbers as a result of these policies.
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Ireland Dairy Emissions, Herd Numbers
and Milk Production Relative to 1990
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Figure 7.8: Irish dairy industry trends since 1990, indexed to 1990=100. Data from EPA
(2017b).

Economic growth and recession appear to have been important drivers of some emission

trends in Ireland. Most notably emissions in transport and F-gases continue to be highly
correlated with both rising and falling per capita GDP?2. But ot her ,shewntnor s 6
Figure 7.9, are not so strongly attuned, presumably due to a variety of other factors including:
changes in the structure of the economy toward financial and other services, reduced herd
numbers in agriculture (until recently) and increased penetration of natural gas?® and
renewables in electricity generation. A further potential confounding factor during this period

is the commissioning of the East-West electricity interconnector which has a varying nett
emissions effect dependent on the amount of nett electricity imported (or exported) and the
associated territorial transfer of emissions reporting.

22 Using per capita GDP here attempts to normalise underlying population change.

2 There is a hard limit to achievable reduction from increased gas: namely, once higher intensity
sources (coal, peat) are taken or driven off the system. Beyond that, increased gas consumption will
always mean increased emissions (unless gas is then combined with CCS).
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Figure 7.9 Generated correlations of 'lrish sectoral emissions to per capita GDP' showing
correlation coefficients from 1990 up to each year to 2014, charted to indicate degree of
coupling with economic cycle. Sectors not shown show no strong correlation with GDP per
capita over time.

Annual net LULUCF emissions are shown 1in
emissions in 2015 constitute a net source of 4.3 MtCOFe: Grasslands (5.9 MtCOFe) and
Wetlands (2.6 MtCOFe) are the significant land-use sources (due to drainage of organic
soils); and Forestland (-3.6 MtCOFe) is the significant land-use sink. COFis the major gas in
LULUCF emissions and removals, with non-COFgases (methane and nitrous oxide) playing
only a small part (see Table 6.2, EPA, 2017b). Trends since 1990 show a reduction in total
net LULUCF emissions highly correlate with Forestland planting and timber growth (EPA,
2017b, p. 80). A decrease of 1.2 MtCOFe in Grassland emissions has been substantially
negated by an increase of 1.0 MtCOFe in emissions from Wetlands.
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Figure 7.10: Irish LULUCF nett national and sectoral source and sink emissions by land
category. (Data from Table 6.2 in EPA, 2017a) Sector codes per UNFCCC accounting.
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7.3 Ireland and EU policy for mitigating GHG emissions 1990 to 2020

7.3.1 Ireland and the UN Framework Convention on Climate Change

Ireland signed the UNFCCC on 5 June 1992, ratified it on 20 April 1994 and it entered into
force on the 19th July 1994. In 2000, Ireland published a first National Climate Change
Strategy (DECLG, 2000) proposing quantified indicative reductions totalling 15.4 MtCOFe
yr across all sectors compared to baseline projections to 2010. No binding commitments
to emission reduction were made until the Kyoto Protocol to the UNFCCC (adopted in
September 1997, entering into force on 16 February 2005) committing developed nations
including t he EU t o -daocwhni e v i @ @fudmngistacresiissians
(UNFCCC, 1997). The related first commitment period was then set for January 2008 to
December 2012. As noted in Chapter 2, the second Kyoto commitment period (identified in
the Doha amendment of 2012) never formally entered into force, though the EU 2020
emissions target period is still based on it.

7.3.2 The Kyoto Protocol first period 2008-2012

In participating in the UNFCCC Conference of the Parties, Ireland is both a Party in its own
right, and one of the EU member states that form the EU bloc that is also a Party. The global
risks and | PCC fAreasons for concerno, an

Ot op

d t h

(reaffirmed in 2004/5) as a simplified basis for gl obal
ant hropogenic interferenceo, ar e2006p cCConductteded by

within the UNFCCC but as a separate agreement among developed nations, the 1997 Kyoto
Protocol was the first international commitment made by Ireland and the EU to actually
reduce emissions overall. These so-c al | e d -1lfoNation® were required to limit
emissions to below a cumulative target for the period 2008-2 0 1 2 , altho
me ¢ h a n i(istamational credits for mitigation elsewhere) could be bought to ensure
compliance if the target was breached. Within the EU burden sharing to meet the Kyoto
targets, Ireland, to support its economic development, was allowed to increase annual
emissions by 13% for the period 2008 to 2012 relative to 1990, but had already reached this
level by 1997 when the Protocol was signed. National emissions continued to rise rapidly
until 2002.

In response to Kyoto, Ireland set out the National Climate Change Strategy (DECLG, 2000)
detailing cross-sectoral market-based carbon taxation and trading options. It also specified
sectoral measures: in energy, an intent to cease coal use at Moneypoint; in transport, modal
shift measures supporting public transport and fuel efficiency; in agriculture, a reduction in
methane emissions equivalent to 10% reduction in livestock numbers; and in forestry, full
achievement of the planting target. Overall reductions of 15.4 MtCOFe yr! relative to a
reference baseline were targeted. In 2007, the renewed National Climate Change Strategy
(DEHLG, 2007) stated that Irish emissions were 25% above 1990 levels (with an economy
150% larger) so it was likely that Ireland would need to buy compliance for exceeding the
Kyoto cumulative target 314 MtCOFe (62.8 Mt yr?) for 2008-2012. However, due to the
banking and financial crisis of 2008 and its aftermath, national emissions dropped rapidly
such that Ireland met its cumulative Kyoto target, with the 17.0 MtCOFe of forest sinks
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(allowed under Kyoto accounting) cancelling out the 16.2 MtCOFemissions in excess of the
target (Duffy, 2013). Note that this Kyoto accounting carbon sink is for net annual
sequestration from Afforestation, Reforestation and Deforestation (Kyoto Protocol Article 3,
Paragraph 3, see EPA, 2017b, p. 29), which differs from the net Forestland COFe removals
shown in Figure 7.10, that also includes forest management of existing woodlands.

7.3.3 The Kyoto Protocol second period: the EU 2020 targets

O 0 R eaeat dl.l(2912) details the development of the European Union 2020 targets as part of

the second commitment period of the Kyoto Protocol, and describes the EU 2050 Roadmap

laying out a longer-term European perspective on decarbonisation towards 2050 across

different sectors. This research also outlines the Emissions Trading Scheme (ETS), the EU

market mechanism to decarbonise major industrial emission sources over time, and the

Effort Sharing Decision (ESD) of 2009 (European Union, 2009), the EU policy to reduce
non-ETS emissions through individual targets in
2020 reduction targetis notinlinewi t h a 2 UC @tala(2012) DgyEsean incregse

in ambition to a 30% reduction by 2020 would be aligned with achieving a 2°C pathway

though the exact basis for this claimed alignment is not elaborated. The EUG6s Ef f or
Decision specifying that i t unface temperatuael increage o b a |
should not exceed 2°C above pre-i n d u s t r idal includeeaxcentiteoral offer by the EU

to reduce emissions by 30% by 2020 relative to 1990, provided that other developed
countries commit themselves to comparable emission reductions and that economically

more advanced developing countries commit themselves to contributing adequately
according to their responsibilities and capabilities (European Union, 2009). However, this

offer was not taken up by other relevant countries.

Due to the economic crisis of 2008 and the recession years thereafter, Ireland began the

second Kyoto period with national emissions well below its targeted linear pathway of
decreasing hon-ETS emi ssi ons over the 2013 to 2020 |
sharing agreement for the Kyoto second period. However, Irish non-ETS emissions have

steadily increased again since, due to economic recovery and renewed growth (not
differentiated or constrained by relative emissions impact, hence not even relatively
decoupled from growth), and also through more specific, policy-directed, growth in
agriculture, such that annual emissions will likely exceed the target pathway already for 2017

(EPA, 2017a). Cumulatively Ireland is currently projected to exceed its 2013-2020 ESD

target by 12-14 MtCOFe (EPA, 2017e, p. 5).

7.3.4 Ireland and EU Climate Policy Developments Since 2012

73411 rel andés National Policy Position

Announced in April 2014, alongside the heads of a draft climate bill, the Irish government
published a Climate Action and Low-Carbon Development National Policy Position (DECLG,

2014). This National Policy Position (NPP) states two separate guantitative mitigation
objectives (for 2050) as <chabaot ¢eriasnisngi ome : i
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The low-carbon road mapping process will be guided by a long-term vision
of low-carbon transition based on 1

1 an aggregate reduction in carbon dioxide (COA emissions of at least
80% (compared to 1990 levels) by 2050 across the electricity
generation, built environment and transport sectors; and O

1 In parallel, an approach to carbon neutrality in the agriculture and
land-use sector, including forestry, which does not compromise
capacity for sustainable food production. (DECLG, 2014)

No quantitative indication of a proposed emissions pathway toward the 2050 end-point

target is given within the NPP (so additional assumptions are needed to infer a specific
cumulative carbon quota associated with these objectives). The document does mention the

wider context of Irish policy being within the EU objective of reducing GHGs by 80-95% by

2050 compared to 1990, This refers to the EU Roadmap that indicates overall EU emission
reductions of 80% or more by 2050, based on significant measures in agriculture (-42% to -

49%) and transport (-54% to -58%), and much greater percentage reductions in electricity
generation (-93% to -99%), residential (-88% to -91%) and industry (-83% to -88%) (Chiodi

et al., 2013b). The NPP outlines a separation between energy and agricultural emissions

that cuts across the EU policy target separation between ETS and non-ETS emissions. The
NPPO6s aggregate energy sector, targeting an
electricity generation (an ETS sector) as wel
due to heating residential and commercial buildings, and transport (both currently almost
entirely non-ETS sectors). Electrifying transport and heating sectors would automatically

move their accounting into the ETS under current emission accounting rules, so there is a

certain logic in the NPP (which extends to 2050) in not distinguishing between ETS and non-

ETS.

Apparently omitted from this aggregate NPP energy sector are some non-ETS energy and
industry COF emissions from manufacturing, and non-COF from waste and F-gases 1
possibly representing up to around 4 MtCOFe of reported emissions in 2015. It is unclear
whether this omission has some policy significance, or was merely for simplicity of exposition
(with an implication that these other sectors would be subject to comparable reduction
targets).

In the NPP, agriculture is given separate status in Irish policy, whereas in EU policy the
sector is within the national responsibility toreducenon-ETS emi ssi ons i n | i ne
agreed burden sharing for the EU2020 and 2030 targets. This presumably reflects the much
larger role of agricultural emissions in Ireland (33% of total emissions) compared to other
EU members states. Agriculturebés fAapproach t
assume that forestry sinks, in particular, can be used as an offset to continued agricultural
emissions, equated in COFe terms: specifically, offsetting methane from ruminants with the
COF sink in growing woodland. Other land-use source emissions from Grasslands and
Wetlands can be ignored under current UNFCCC and Kyoto accounting if nations opt to do
so, as Ireland has done (peatlands cut-away before 1990 are also excluded from land-use
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change accounting). Despite the agriculture s
the sector still lies within the non-ETS sector in meeting EU effort-sharing targets, together

with the transport and heating sectors, and waste and F-gases. In EU accounting then, any

failure to mitigate absolute emissions from agriculture will need to be compensated by
correspondingly larger COFe reductions i n JETSedeconsd drselseot her
compliance costs will become payable for local climate action policy target shortfalls.

7342 The EUO6s (Il ntended) Nationally Determined

In March 2015, in advance of the UNFCCC CoP21, the EU submitted its Intended Nationally
Determined Contribution (INDC) as its decarbonisation pledge (European Commission,

2015). Onthe GWPwoomet ri ¢ basi s, the EU commitment At
a collective 40% domestic reduction in greenhouse gas emissions by 2030 compared to

1990, to be fulfilled jointlyodo is declared to
targets and in line with an 80-95% reduction in emissions by 2050 compared to 1990. EU

ETS emissions are to decrease by 43% by 2030 compared to 2005, and EU non-ETS by

3 0 %. Il n the EUbds NDC pledge, average per capi
to around 6 tCOFe by 2050, compared to about 12 tCOFe per capita in 1990.

7.3.4.3 Climate Action and Low Carbon Development Act (2015)

|l rel andds Cl duoa CacbonOevelopment Axctr{Oireachtas, 2015) became law
onl0"December 2015 directing the submission of
10™ June 2017 to be revised at intervals of no longer than 5 years thereafter. The NMP is to

specify measures to reduce greenhouse gas emissions toward meeting the National
Transition Objective (NTO), which is defined, in Article 3 ( 1) , as fANthe trans
carbon, climate resilient and environmentally sustainable economy by the end of the year
20500. No specific quantitative targetnmustar e
fendeavour o to meet the objective, ensuring t
seen as fAhaving r eg a regolidy (pesumablg meaning timeNPP inthd | ma t
first instance though, as simply a cabinet decision, this can presumably be arbitrarily

modified at any time, as the then Government may determine), mitigation commitments

made by the EU or in relation to the UNFCCC,andficl i mate justiceo (no
given). The Act requires the Government to take into account existing State obligations

arising from its membership of the EU or under any international climate change agreement

ratified by Ireland. The Act also set up an independent Climate Change Advisory Council

(CCACQ) to review, advise and report periodically on both climate change mitigation and
adaptation. The CCAC produced its First Report in December 2015, summarising scientific
understanding, global, EU and national policy responses (including the Paris Agreement,

EU targets and the National Policy Position) and steps toward mitigation and adaptation

(CCAC, 2016). Although not explicitly stated in the Act, the CCAC haveequat e t he NF
guantitative mitigation targets (quoted above) with what they term the National Mitigation
Objective, and take this to be prescriptive for the formulation of the National Mitigation

Plan(s), required under the Act.
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7.3.4.4 The National Mitigation Plan (July 2017)

The National Mitigation Plan, or NMP (DCCAE, 2017a), st ates t hat odntoel and
the Paris Agreement wi |comnitngtodniEQ-wided0% rddectioe U6 s |
in GHG emissions by 2030 relative to 1990, a

increase in ambition over time (p.11). Under the 2009 EU Effort Sharing Decision, Ireland
has a non-ETS target of a 20% reduction by 2020 (relative to 2005) but may only achieve
4% to 6% compared to 2005, despite beginning the 2013-2020 period with emissions well
below the target pathway due to the economic crisis of 2008-2012. Under the currently
proposed 2017 Effort Sh a ETrStagrgetRse3pPW buatheiproposed
ofl exi bil it i-usesséctolf(5.680rand potential teamsférs in credits from the ETS
sector (4%)whichmay possi bl y r e dtive@30non-ETS @angeadto jast 26.89%
below 2005. The NMP is based on the National Policy Position and indicatively shows a
linear path of annual reductions of 0.75 MtCOFyr* from 2015 to 2050 in the NPP aggregate
sector of electricity generation, built environment and transport (Figure 2.1 in NMP, 2017).
The NMP is based on the Climate Action and Low Carbon Development Act and the 2015
Energy White Paper with an economic objective explicitly stated, though the possible related
total emissions in the Plan are not clear:

rel al

ecC

[t he NMP] policy wild.l contribute to reduc

emissions and enhancement of sinks in a manner that achieves the
optimum benefits at least cost. (DCCAE 2017, 15)

However, as shown in the projected emissions to 2020 and 2035 (Figures 2.5 and 2.1 in
NMP, 2017) Il relandds emissions are on a appearg
contrary to this declared aim. Toward the 2020 non-ETS target, the likely cumulative shortfall
in emissions reductions is 13.7 MtCOF (Table 2.1 in NMP, 2017), and to between 89 and
113 MtCOFe in possible shortfall in non-ETS COFe quota (Table 2.2 in NMP, 2017)). Two
supporting reports for the NMP explore transition pathway scenarios for Ireland, Low Carbon
Energy Roadmaps for Ireland (ESRI et al.,, 2013) and Energy Modelling to Inform the
National Mitigation Plan (Curtin et al., 2017). I n an ANMP -BTS emeay
emissions fall 23 MtCOFyr? in 2020 to 17 MtCOFyr in 2030 (Curtin et al., 2017, p. 22) .

A further feasibility study of COi geological storage reservoirs to begin by 2022 is proposed,
but CCS is said to be dependent on commercial viability based on a sufficiently high ETS
price, which would seem to indicate CCS is only being considered in the longer term beyond
2030 (Curtin et al., 2017, p p . 36, 49, 159) . Bi oenergy

dominant energy source by 2050, with significant implications for land use and energy

ect ol

i 00,

securityo (p. 22), for heating and transport

is not mentioned in the NMP. Use of forest based biomass (FBB) bioenergy is projected to
double from15 PJ i n 2020 to 29 PJ in 2035 (p.

afforestation to bridge a forecast gap in FBB supply by 2020 (p. 146). By 2019 reviews of
the future of the coal-fired Moneypoint electricity generating plant and the peat-fired plants
are to be completed. Energy storage is referenced as a research subject but no specific
projects are mentioned. In transport, which has rapidly escalating emissions, biofuels are
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advocated as a major part of emissions reduction given the EU RED specification of 10%
renewable energy in transport by 2020 (p. 95).

The NMP follows the NPPO6s fiapproach to-usear bon
sector, including forestryo for Irelandés gr o
emissions T particularly due to increased livestock production resulting from industry and
government expansion policies. Mitigation in this aggregate sector is anticipated from the
forest sector -Z2% uadfvad emitc ulot wrla l emi s.423)ons o
Although soil carbon management is mentioned and a long list of other measures for
agriculture is given, no other quantified estimate of absolute emissions reductions is
mentioned.

7345Li terature Critiquing Irelandbs Climate P
As briefly summarise d bel ow, |l iterature relating to Ire
generally points to its weak potential for limiting national or sectoral emissions and the EPA

finds little sign of decoupling emissions from economic growth?* and points particularly to

concern over future emissions increases in transport, agriculture and electricity generation

(EPA, 2016). As described previously, the agricultural sector from 2000-2009 was achieving

absolute and relative decoupling of emissions in primarily due to efficiencies being realised,

due to the EU milk quota cap, reducing the dairy herd size yet maintaining production, and

by the delinking of EU subsidies from food production.

Torney (2017) examines the slow development of Irish climate legislation since the initial
National Climate Change Strategy in 2000. Torney finds the progress toward an Irish climate
Act to be an example of limited policy diffusion from the UK following the UK Climate Change
Act of 2008, affected by limited commitment from political parties and subject to strong
counter-lobbying from business and farming groups. Progress was further slowed by the
economic and banking crisis and the international political failure to produce a new global
climate agreement at the UNFCCC CoP at Copenhagen in 2009. Little (2017), examines
climate change policy in the context of Il rel
when the goal of seeking office has aligned with opportunities to progress climate policy
have party policies changed. However, intra-party co-operation has been limited, local
politics has a considerable role and some topics have typically been ruled out of discussion,
for example:

Political consensus has also put some climate policy questions i

specifically, the question of growing agricultural production and developing

new markets for meat and dairy producei out si de t he realm of o&r
pol i tics6 (Littley20&7tpv21®w 9) .

24 Another relevant policy framing would be to measure the decoupling of domestic emissions from
overall economic activity, not just economic growth since it is activities (production and consumption)
that result in emissions.
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Interim and final reports to the Department of the Taoiseach by the Secretariat of the

National Economic and Social Council (NESC-Sec, 2012a, 2012b)out | i ni ng t he
change challengedo claim to reframe it as a pr
bottom-up effort within society,weegqKmyg0i3pmne nd c
out t hat such oOpolicy opti mi s mdc realiy ofslititsdon gl vy
emissions in line with temperature targets. Limits strongly imply the need for strict targets

and monitoring to meet them, as well as strong societal effort both top-down and bottom-up,

which challenges the existing political economy of Irish governance that is left uncritiqued

by the NESC-Secretariat. Price (2015) also points to the need for governance within carbon

limits, without which efficiency savings by local agents (local authorities, businesses, farms

or individuals) may be wasted due to rebound effects (more emissions spent on other

activities as a result of cash savings being spent by themselves or others free-riding on good

efforts). Looking at Ilreland cl i mat eetalh20IPpsaggesti t i g a
a rapid shift to investment in | ow or zero ca
escalating costs toward 20&.GH&Sl e unt ¢ @d mmha red ead
pricing in non-ETS sectors, private sector engagement and learning projects to better inform
policy-makers, arguing that the global demand for climate solutions will create economic
opportunities for jgomwthdat(iadmeand thgrseer il |
scale of the challenge of decoupling even su:¢
emissions growth, given the potential for systemic rebound effects). In contrast, Morgan

(2017) is more critical of the existing economic and media barriers to addressing

sustainability and climate change, fifadorshg t h
particularly:
The fAelephant in the roomdo of neoliberali:

obstacle to facilitating individual and societal responses to sustainability. As
long as individuals are treated as consumers or commodities, their role in
society will reflect this. Likewise, as long as society is treated as a means
to an economic end, the behaviours that follow will encourage such
arrangements. (Morgan, 2017, p. 42)

As noted in interviews by Torney (2017,p.260), and as i nferred by the
note to Ahave regard too fdgover nmferente tocthei mat e
Nati onal Policy Positionds two driving objec:
to mean I relandds core mitigat i o2017pionbtingthe. Ho w
problems inherent in assuming negative emissions, accounting differently for different GHG

gases, and in the inconsistent treatment of sinksi ur ge t he CCAC to consi
implicitincoherence, both between the two specified drivers themselves and with the various

EU end-date objectives to 2050. The incompatibility of both the NPP and the EU targets with

t he Paris Agreementdés temperature goals (espe
that undertaken in the pre-Paris INDCS, no later than 2023) is also noted. The scientific and

moral need for Irish policy to specify a Paris-aligned cumulative limit on total future COF
emissions (as a share of the remaining global carbon budget), or an equivalent COF
emissions rate pathway over time, is identified as critical if Irish climate policy is, in good
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fath,tofhave regard t oo 1 dlbeitthHsdegal phrashg has litlengrength
in law (is almost certainly not justiciable).

74 Avail able Modell i ng and AiwmaPotestials

7.4.1 Mitigation Options Considered in Modelling

O 0 R eeat &l.1(29012) mention (citing Resigner et al., 2012) the need for significant levels of
net negative emissions globally after 2050 in 450 ppm stabilisation scenarios. As previously
noted in Chapter 1.8, scenario analysis indicates that investment in NETs and CCS would
need to be followed by actual achievement of negative emissions as soon as 2030 and
ramping up annual carbon reduction removal thereafter (van Vuuren et al., 2016). Chiodi et
al. (2013b) find that an 80% whole-economy emissions reduction by 2050 compared to 1990
is technically achievable in Ireland, provided agriculture can achieve a 50% reduction in its
emissions, otherwise negative emissions are also required to achieve that end point.
Existing modelling is based on domestic measures to supply low carbon energy and efforts
toward achieving demand-side efficiency improvement and achieving demand reduction.
Another alternative to local mitigation may be through Irish or EU funding of emission
reduction elsewhere (outside the Irish territorial jurisdiction). In principle, given the global
mitigation constraint, that may only represent a mechanism for temporary deferral, rather
than long term avoidance, of progressively deeper local mitigation (i.e., only while additional,
relatively less expensive, mitigation options are still available in other jurisdictions, over and

above their own accepted, iequi t abl eo, contributions).

technologies could be deployed at sufficient speed and scale, at sufficiently low cost, and if
that service were traded internationally, then that might open a longer-term possibility for
continued fApur chaseo o fterrivprehldmitigation i greferencettor daeper local
mitigation, according to the differential costs of such technology deployment in different
jurisdictions.

7.4.2 The Irish TIMES Model

Based on the widely used MARKAL/TIMES modelling, Irish TIMES is a detailed (partial
equilibrium) energy-systems optimisation model specific to Ireland, developed at University
College Cork with the assistance of EPA Research funding (Chiodi et al., 2013b). O
Gallachdir et al. (2012) describes the model and its use to optimise energy supply for the
Irish economy at least (notional, estimated) cost, under varying assumptions and exogenous
constraints (including GHG emissions constraints). Optimising for interactions between all
energy system sectors enables assessment of alternative technology choices, energy mix
and GHG emissions for different policy scenarios, according to the availability and estimated
costs of different technology options. Results are strongly dependent on the assumptions
of future economic activities (rates of economic growth or otherwise) and capital and
operating costs (including future fuel prices) that drive the model. In general,forUCC 6 s

TIMES modelling to 2050, economic growth is assumed to be constant at 1.69% yr* and
total final energy consumption varies between 0.37% yr* growth in a reference scenario and
0.16% and 0.23% yr?! reduction in decarbonisation scenarios to show relative decoupling
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between economic activity and emissions ( Chiodi et al.,, 2013b). Policy and agent
0l ands c ap(héinedid df business-as-usual and entrenched interests, see Li and
Strachan, 2016) are not well represented in TIMES modelling so the focus is on technology
choices assuming perfect knowledge and rapid response (see Chapter 7 regarding
modelling types). As a validity check of the power (electricity) sector results from Irish TIMES
t he model i ¥ (Mérsnseh, 2011) torthle @LEXOS software, developed by the
Commi ssion for Energy Regulation, thatbean@mdel s
et al., 2013) with high time resolution. Key model input components to Irish TIMES are
energy service demands, fuel and resource supplies and costs, policy scenarios and
technologies and their costs (Chiodi et al., 2013b,). There is no elastic demand module so
Irish TIMES cannot respond to emission constraints by reducing final demand, only through
increasing energy efficiency (reducing primary requirement) or changing technology (Chiodi
et al., 2013b).

Initial results based on meeting alternative energy COFreduction targets for 2050 highlighted

maj or chall enges for Il rel and in meeti®H t he
reduction in emissions compared to 1990 (O Gallachoir et al., 2012). In particular, if
agriculture cannot achieve an 80% reduction then even a ~50% reduction in Irish agricultural
emissions (as assumed by the EU Roadmap) would require a 95% reduction in energy
emissions. Least-c 0 st results for meeting I relandds 2C
Renewable Energy Directive and longer-term emission targets) suggest a greater emphasis

is now needed on investment in renewable heat and transport relative to wind generated
electricity?®. However, this analysis does assume the EU policy position that biomass energy

is carbon neutral whereas there is strong scientific critique that makes that position highly
guestionable.

Papers giving further results from Irish TIMES modelling look at:

T The 1 mpact of meeti-BEFSItdiChrtb@s 2020®INIins2
S u g gsetshta t the target i's Afar from cost op
potential in the agricultural sector is as
some significaprtTS20nR0 ilgraits o nnaocm uwed bceo sach
ot her EU member states (over anbBET3 bmivtei gdtri

obligations); and that, t herefore, it shou
No-BETS mitigation Acreditso from ot her ime mk
domestically. I't i s arguwiddeEddSn tas gleang sa

2 Soft-linking or informal linking means that the models are run iteratively and the information
transfer between the models is carried out by the user. The soft-link facilitates the use of
comprehensive models, as the complexity and running time generally is manageable.

26 While the 2020 ESD emissions target and the RES renewable penetration target obviously interact
in complex ways, from a strict climate point of view 1 as opposed to a political/economic point of
view T achievement of the RES target is not relevant in itself; only the absolute emissions outcome
is ultimately relevant.
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7.4.3 Other energy modelling of Irish mitigation pathways

Making numerous substantial assumptions, such as large scale district heating and large

scale hydrogen use in transport, Connolly et al. (2011) use EnergyPLAN (an energy system
analysis tool) to make a preliminary outl i ne

27 Though not stated in this study, achieving some level of negative emissions would also go some
way to enabling and assisting in policies requiring such nett energy decarbonisation even short of
100%.
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necessard | gr -é@uissions) energy systems for Ireland, focused on biomass,
hydrogen, or variable renewable electricity. The modelling only looks at resource and
technical constraints and does not consider economic cost, business case or other (non-
climate) impacts. In another study EnergyPLAN was used to assess the short-term
maximum potential wind-energy (annual average) penetration of about 30% in the Irish
electricity system up to 2020 (Connolly et al., 2011). For context, the Irish TIMES model
(based on Eirgrid analysis) allows an instantaneous maximum of 70% variable renewable
energy (Chiodi et al., 2013b,), and Connolly quotes research by Meibom et al. that found
wind penetration of 42% annual average electricity is feasible in Ireland (Connolly et al.,
2011).

The Sustainable Energy Authority of Ireland (SEAI) undertakes national energy modelling

and reporting that also produces inputs to EPA emission projections( see annual AEN
| rel ando r e d6Gay The SEAIEAergy profe®ion modelling is linked to an ESRI

economic model primarily toward assessing future energy supply needs, costs and sources,

with emission factors to show energy COF. However, analysis showing scenarios and energy
projections t h at would align I relandds ener giagrgetsect o
climate action is missing. Particularly stressing bioenergy development,, recent SEAI
modelling publications cover progress toward energy targets on emissions and renewable

energy penetration (2016b), a macroeconomic analysis of bioenergy use to 2020 (2015a),
achieving I relandbds EU (205p)0biogascostsu2diy)ardeheggat t al
efficiency (2016c¢).

7.4.4 FAPRI and MACC Modelling for Agriculture
Teagasc uses Ireland-specific FAPRI-modelling, a partial equilibrium economic model for

|l rel anddés agricul tural sector, to | ook at ag
costs. Donnellan et al. (2013) find that any reduction oflrel andds nati onal emi s
to require agricultural sector emission reduc
do not address this constraint. Eli minating

reduce the sect oOPopasd agaduction as dow as 1@yis characterised as
Al i kely to be p @borndllancetaal.,2014),umaking thes diffcult elices in
aligning sectoral and climate policy explicit.

Teagasc has also undertaken modelling combining Life Cycle Analysis and the IPCC
methodology to assess potential GHG mitigation in Irish agriculture (Teagasc, 2012). These
findings show that mitigation of 2.5 MtCOFe yr? could be feasibly achieved by 2020 relative
to their projected reference scenario. Of this, only 1.1 MtCOFe yr! could be credited to
agriculture in EU and UNFCCC reporting; the remainder would arise largely from increases
in biofuel and bioenergy crop cultivation, which would be accounted as displacing fuel
consumption emissions in electricity generation and transport, rather than as mitigating
agriculture sector emissions.
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751 rel andds Projected Emissions and pr
pathways

751 Possi ble policy emissionesal.pd2 hway from OO6R
The EPA r eporetal (2012) Gudlifes a dotengial mitigation scenario for Ireland
to 2050 based on the EU 2050 Roadmap assumptions and Irish TIMES energy modelling
(O Gallachoir et al., 2012) as illustrated in Figure 7.11. Energy COF emissions fall to about
5% of 1990 levels and agriculture emissions are assumed to fall by 49%. However, total
COFe emissions only fall by 78% by 2050, compared to the EU 2050 Roadmap objective of
80 to 95% because ofthei | i mi t ed reduction by agricultur ec

The pat hway i | | udadl(2812)suhgebtyan appréxenateé 709 reduction in
total annual energy emissions (including electricity generation, transport, residential heating
and industry) between 2020 and 2030. Cumulative energy COF emissions shown by the
pathway total approximately 600 MtCOF.
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100% ¢ R E 100%
) ® Residential
80% - 80%
Industry &
: Commercial
o059 60% ® Transport
40% - 40% Agriculture
20% - - 20% B Waste
000 - — ' ' ' Y 0%
1990 2000 2010 2020 2030 2040 2050
Figure 7.11: Potential emissions in Ireland 1990-2050 (Reproducedf r om O@®e)) | | vy

7.5.2 Pathways from O Gallachdéir et al. (2012)

O Gallachoir et al. (2012) use the Irish TIMES Model to develop energy and energy-related
COFemissions scenarios to 2050, based on ESRI-generated macro-economic modelling. In
addition to a reference scenario, three scenarios are developed (see Figure 7.12), starting
in 2015, are based on the policy assumption that agriculture does not meet an 80% reduction
by 2050 compared with 1990. The COFR127 scenario, assuming that agriculture flatlines
emissions at 2020 levels, requires a 127% reduction in energy COFemissions. As previously
discussed, based on the equivalent results from (Chiodi et al., 2013b), this would require an
energy system that would deliver negative emissions (COFremoval) of 8 MtCOFyr! by 2050,
based on BECCS deployment or otherwise. The COFR95 scenario, assuming a 50%
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reduction in agricultural emissions in line with the EU 2050 Roadmap, still requires a 95%
reduction in energy COFby 2050. The third scenario, COF80, assumes an 80% reduction
only in the energy sector.

50
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Cb Zk
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Figure 7.12: Mitigation scenarios to 2050 generated using the Irish TIMES Model to
develop energy and energy-related COFemissions scenarios, based on ESRI-generated
macro-economic modelling. Reproduced from O Gallachoir (2012).

7.5.3 Pathway from EPA representation of the National Policy Position

Figure 7.13 shows an EPA presentation of the Irish National Policy Position aggregate
sector of electricity generation, built environment and transport (EGBET) with combined
2015 emissions of 30.4 MtCOF. Without additional policies, the aggregate sector is projected
to increase as shown, rising to 32.9 MtCOF by 2035, rather than showing any
decarbonisation.

Il n | r el an dabosal Rolicyr PostiontonlyNan end-point mitigation target is specified,
a reduction of annual energy COF emissions in 2050 by 80% relative to the 1990 level.
However, the climate impact (radiative forcing) Ireland is responsible for critically depends
on the actual emission pathway taken from now until 2050, which determines the cumulative
COFemissions over the period. For different (increasingly difficult) theoretical mitigation start
points of 1990, 2015 and 2035 the linear pathways presented by the EPA in Figure 7.13 are
characterised by quite different cumulative COF emission: ~900 MtCOF, ~1400 MtCOF, and
~1700 MtCOF, respectively for the period from 1990 to 2050. So although these pathways
all meet the same end point constraint, they represent very different contributions to climate
impacts. Note that, as this aggregate sector does not include some industrial COFemissions,
these totals cannot, in any case, be directly compared directly with other possible COFonly
pathways.
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Figure 7.13: Representation of the Irish National Policy Position with annotations of
alternative linear pathways shown from 1990, 2015 and 2035 (Reproduced from EPA
2017c).

7.5.4 Pathway and implied Cumulative COF emissions from Climate Change
Advisory Council reports 2016 and 2017

Figure 7.14 shows a possible COF decarbonisation pathway from the CCAC First Report
(2016) annotated with associated cumulative carbon quotas. Not shown is the quota of 1330
MtCOF if COF emissions continued at the 2015 level of 38.2 MtCOF. The dark green line is
a linear pathway to meet a reduction in COFemissions to 80% below 1990 levels as per the
National Policy Position. The light green line is a linear pathway for non-COFemissions from
agriculture to about 50% of 1990 levels as per the EU Roadmap.
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Figure 7.14: Irish GHG emissions 1990 to 2050 (without LULUCF), annotated for this
chapter discussion with carbon quotas for the CO Fpathway indicated with an added non-

COFpathway (2016).
The Climate Change Advisory Council Periodic Review 2017 (CCAC, 2017), shows an
Aillustrative | i AKREOFNRES towa yedvo COF emnissioBs8n. about

2058 (see Figure 7.15). The CCAC state:

Future reductions, of over 2% yr1, similar to the rate experienced during the
recession, will be required to achieve the low-carbon transition to 2050.
Reductions on this scale will need to come from policy for sustainable
economic development in combination with effective national climate policy.
(CCAC, 2017, p. 13)

The pathway shown in Figure 7.15 represents a constant annual absolute reduction rate of

~0.9 MtCOF yr!, equating to an annual fractional reduction rate starting at 2.4% yr'. The
cumulative 2015-2058 carbonquotaunder the Aillustrative | inea
nett emissions in 2058 is approximately 810 MtCOF The cumulative carbon quota
commitment of the baseline projections shown 2015-2035 (blue line) is also about 810

MtCOF, exhausting the same quota 15 years earlier. The total implied illustrative future
cumulative COF-only carbon quota is ~860 MtCOFbased on the pathway being aligned with

going to zero by about 2060.
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Figure 7.15: Emissions of carbon dioxide in Ireland from 1990 to 2015 and projections
from 2016 to 2035 with an illustrative linear pathway for achievement of the low-carbon
transition to 2050 (2017). Data source: EPA National Emissions Inventory 2017 and

Il relandds GHG RR03.j ections 2016

7.6 Chapter Conclusions: Ireland's Emissions, Projections and Policy

Ireland has higher than average EU per capita COFand per capita GHG emissions with an
unusual national emission profile, which includes significant non-COF emissions from
agriculture. Irish emission rate changes have been strongly correlated with economic cycles
indicating that climate policy to date has not been a strong factor in limiting or reducing
emissions. Based on existing and proposed (additional) policies, projected economic growth
therefore also results in projections of increasing emissions. In marked contrast, advisory
research and policy advisors propose linear and piece-wise linear decarbonisation pathways
that would therefore require climate mitigation policies that do in fact realise early, economy-
wide, reductions in absolute emissions. Whether sustained decarbonisation in Ireland can
be achieved without constraining economic activity will likely depend on the coherence and
long-term effectiveness of near-term political decisions, economic policies and forward-
looking planning. This would likely require serious emission constraints in public and
corporate governance, economic and financial planning, and across Irish society to be
rapidly redirected away from fossil fuel use and toward decarbonisation within a limit to
future total emissions, possibly assisted by NETSs.

The next two chapters aim to assist policy understanding of effective planning for the
necessary low-carbon( or , mor e | i kel yransition Bygstitnativg e natioanal
cumulative COF quota, Chapter 8 examines the potential cumulative COF emissions
constraints of aligning national mitigation policy with Paris Agreement commitments. Finally,
Chapter 9 examines NETs and enabling capabilities for NETs that might be most appropriate
for Ireland and provides a preliminary, technical estimate of cumulative and annual national
NETs capacity.
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8.1 Introduction

This chapter est i matC&Ecarbon qubta reldvansto alignmagdlinmaten g
mitigation policy with the Pamniacordangewtlebagnt t «
available scienceda nd undertaking Arapid reductionso it
(Articles 2, 3 and 4, UNFCCC, 2015).

Here we use the term global carbon budget to mean the available remaining global COF
emissions, accounting for non-COF radiative forcing (RF) that will limit global warming to a
specified temperature target with a defined probability. As discussed in Chapter 1, the Paris
Agreement tarlgew 2NBeGisveidely intérpreted as a greater than 66%
chance of limiting to 2°C (though this interpretation is also contested). Based on the
modelling values reported in the AR5 Synthesis, Rogelj et al. (Rogelj et al., 2016c)
recommend UNFCCC policy analysis use a global carbon budget range of 590-1240 GtCOF
(mid-point 915 GtCOR), from 2015 onward, for a greater than 66% chance of limiting global
warming to 2°C28. This COF budget range allows for the projected radiative effect of non-
COF emissions in WB2C scenarios?®. Although reducing non-COF emissions limits peak
warming, limiting multi-century warming commitment primarily requires urgent, substantial
and sustained COFreductions (Pierrehumbert, 2014).

The term carbon quota is used here to mean a national or regional share of the global carbon
budget, as determined by use of a chosen burden-sharing method°. The global carbon
budget mid-point of Rogelj et al. (2016c) of 915 GtCOF from 2015 onward is used as the
basis for the carbon quota estimates calculated for this chapter; though it is clearly arguable
t hat precaution, as wel |l asnghef fParti so coowmat
temperature goal of 1.5 °C, would mandate adopting instead the lower limit of this range

28 See Table 2.2 of the IPCC AR5 Synthesis Report. The Rogelj et al. (2016) mid-value global carbon

budget of 915 GtCOF, from 2015 onward, is based on simple climate models that include non-COi
forcings. Also in Table 2.2, more complex models give a budget of 1000 GtCOFremaining after 2011,

which equates to a mid-value of ~840 GtCOFremaining after 2015 once the ~165 GtCOF emitted in
2012-2015 is subtracted.

2 See definitions of three different types of global carbon budget in Rogelj et al. (2016b, p. 247).

Note that a i C[onlyo global carbon budget in some climate modelling contexts refers to a
theoretical case where COFis the only GHG. This is the most robust metric for committed global
warming but, in reality non-COF forcings must be accounted for in limiting to a peak temperature

(IPCC AR5 WG], 2013, p. 1113; Rogelj et al., 2015a). As the Rogelj et al. (2016c) budget range

does account for an assumed level of future non-COFwarming (unlike s u ¢ h Fénydbudgets), the

derived national COFonlyqu ot as i n this chagws ferrnénsCOmR Moadthgless, s a |
as numerical quotas, they refer strictly to COFand not to a wider basket of climate pollutants.

30 No such global burden-sharing formula has yet been agreed among the UNFCCC Parties but
scientific interpretation of the Paris Agreement implies that some form of burden sharing likely needs

to be achieved if global war2rdQog. is to be | imited
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(590GtCOR) as a properly prudent basis for planning required action (unless and until more
precise prediction becomes possible).

A national carbon quota defines a remaining cumulative nett total of COi emissions that
could include gross removals as well as total future gross emissions. Burden shares may be
based on: resource sharing or on cost-sharing (Ch. 3, IPCC AR5 WG3, 2014). The
remaining 6 r e s o ur cWB2C ludget,tcénebe allocated based on the current national
share of total global emissions (inertia), GDP, or population (equity) (Raupach et al., 2014).

Equity quotas may be further adjusted by quantifyingt he 6 hi siteoni issdalon@GO deb

different nations, the amount by which a nation6 $ossil fuel and cement emissions are in
excess of their corresponding per capita share (Matthews, 2015). In effort-sharing
assessments, mitigation cost is shared in proportion to allocating the remaining global
carbon budget based on responsibility, often based on historic emissions, and capacity,
often related to wealth, especially wealth per capita above a threshold level (Holz et al.,
2017).

8.1.1 Using an exponential decarbonisation pathway RRexp as a baseline

Different alternative emission pathways (EPs) are possible to meet the same estimated
guota. As a first, useful approximation, a constant fractional reduction rate RRexp can be
seen as representing "constant mitigation effort”, corresponding to a certain quota of
cumulative emissions (see Figure 8.1). This is the basis for the quota and rate estimates in
this chapter. For policy analysis and discussion, it is then useful to compare equitable quota-
RRexp combinations with those for projected EPs based on current policy, and with mitigation
pathways proposed by recent research. Importantly, the shape of an EP, reflecting the
annual emissions over a period, determines the cumulative emissions (Price, 2015). Even if
an end-period target such as 80% decarbonisation by 2050 is theoretically achieved by
notional, rapid reductions late in the mitigation period, cumulative emissions over the period
may still be very large due to high emissions early in the mitigation period. Earlier emissions
reductions (the "low hanging fruit"), relative to a large base, are likely to be easier to achieve
than later reductions relative to an already much contracted base. An exponential mitigation
pathway is therefore a useful reference basis for analysis and comparison. Given

a "minimum-maximum" fractional reducti on r at ecrit¢ridnnffortany gieeh i o n

starting |l evel and quota constraint), the
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Figure 8.1: Example of an exponential mitigation pathway, reducing at the required rate
RRexp corresponding to a finite cumulative CO Fquota, which is the area under the curve.

8.1.2 Deriving average global RRexp for the WB2C global carbon budget

Based on the IPCC AR5 Synthesis carbon budgets, Rogelj et al. (2016b, p. 251) recommend
UNFCCC policy analysis use a range of 590-1240 GtCOFfor the remaining COFonly global
carbon budget quota from 2015. This range has already been used as a basis for national
guota policy analysis, for example Pye et al. (2017) for the UK.

Global fossil fuel and cement emissions in 2015 were 35.8 GtCOF. Land use emissions vary
but average ~4.5 GtCOF over the past decade. Calculating the average RRexp required as
of 2015 is straightforward: dividing the 2015 gross COF emission rate of ~41 GtCOFyr? by
the low, mid and high values of the Rogelj et al. WB2C range of 590 GtCOF, 915 GtCOF,
1240 GtCOFgives global RRexp of 6.9% yr?, 4.5% yr! and 3.3% yr?, respectively.
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Figure 8.2: Required global average CO Ffossil fuel and cement emission reduction rates
assuming a varying reduction starting point from 1970 to 2040. This is based on the
method of Figure 1 in Stocker (2013), but uses the WB2C carbon quota range values

from Rogelj et al. (2016) and actual recorded past emissions. Past year on year
variations in global fossil fuel emissions cause unevenness up to 2015. To show a
scenari-biaoafngfkeamt ssionsd, the curves as
emissions projected to continue at 2015 level until the reduction start year.

The results of repeating this calculation over time are shown in Figure 8.2 (for fossil fuel and
cement emissions only) with required mitigation rates both in the past, based on recorded
emissions up to 2015, and in future, as if global emissions dlat-lined6at 36 GtCOF yr*
(RRexp = 0% yr?t)in the interim, until exponential mitigation begins. To meet the WB2C
carbon budget in 1970 would have only required annual emission reductions of less than
1% yr! for fossil fuel and cement emissions. As of 2015 the average, global decarbonisation
rates required were already 3% yr!to 6% yr'. Every year at, or close to, the currently high
emissions level very rapidly increases the RRexp. As shown, the 2% yr! to 5% yr?
decarbonisation rate required around 2008 was briefly met due to the global financial crisis.
This figure graphically shows the critical requirement to act with all possible urgency to meet
such average global rates if mitigation action is to be aligned with the Paris temperature
targets®!. Relaxing the temperature target decreases the RRexp required now, but delay in

31 Adding land use emissions to the curves in Figure 8.2 increases the year to year fluctuations and
on average reduces the available time on the curves by about two years. The same analysis
performed for a 2.5°C carbon budget (from Table 2.2 in the IPCC, 2014 Synthesis Report) only
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achieving the relevant rate rapidly escalates it. Even for the three-times larger, global carbon
budget range for a 50% chance of 3°C (Table 2.2, Synthesis Report IPCC, 2014), the
required average global decarbonisation rate is already between 1% yr! and 2% yr™.
Flatlining emissions in 2016 from 2015, at 36.2 GtCOF, and rising in 2017 to about 36.8 tCOF
(Quére et al., 2017), further increased the rate needed and the difficulty of limiting warming
to 2°C.

8.1.3 National carbon quotas as a basis for climate policy

As a nat i on 0 ssustamead{millenhial $cale) global vearming is directly related to
its cumulative COF emissions, estimating a remaining national COF quota assists policy-
makers to assess alternative economy-wide emission pathways aligned with a WB2C
budget. Inevitably, political and societal decision-making and planning, within and between
nations, is needed to allocate a national carbon quota among the different energy, process
and land use sectors so that challenging emission pathways can be met. But, aligning near-
term societal choices globally and locally with the physics of the climate system response to
COF emissions will be required if global warming is to be limited effectively. Of course,
achieving an equitable, national decarbonisation pathway in any single country will not be
effective in meeting the global temperature goals unless other nations likewise achieve
commensurate reductions (Robiou du Pont et al., 2016), possibly based on agreed quota
sharing principles beyond carbon markets.

The WB2C global budget constraint implies a need forrapid6 cont r acti on and c
(Meyer, 1999) of a | | n @rhissions L& very low per capita level close to zero nett

COFyr?. ForaWB2C budget, the need for all nations to limit future emissions quickly means

thatthe option to buy part of ot her nati onso cCza
Sustained and substantial domestic emission reductions and increasing rates of carbon

dioxide removal (CDR) using NETs (a service which may, however, be traded
internationally, at least in principle) are therefore the major mitigation options.

Analyses to date have generally focusedona s s u me d A tnmulplatedabmvanagement
of the global carbon quota (see Chapter 2). Only a few nation-specific analyses are available
showing A b ot t oequitablp WB2C carbon guotas or emission pathways. Donner and
Zickfield (2016) generate COFonly logistic-f unct i on emi ssi on pathways
guota for different probabilities of limiting warming to less than 1.5°C, 2°C and 3°C. At its
current COFemissions rate, Canada will have exhausted its equity quota for a 50% chance
of limiting to 1.5°C by the end of 2018, and by 2026 for a 66% chance of 2°C. Pye et al.
(2017) re-examine UK emission pathways to align UK climate mitigation policy within inertia
and equity allocations of the Rogelj et al. carbon budget range. Decarbonisation rates for
WB2C policy of -11% yr?, -4% yr! and -2% yr! are found for the smallest equity quota to

allows an additional 17 years of flatlining emissions relative to the wb2C curves before the rates
shown are similarly required to meet the higher 2.5°C target budget.
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the largest inertia quota, respectively. However, achieving these nett pathways is argued to
require COi removals equivalent to approximately 250%, 100% and 30% of the respective
nett quotas. At the sub-national level, Anderson, Stoddard, and Schrage (2017) have
recently estimated an equitable WB2C carbon quota for the Swedish Municipality of Jarfalla
to align local mitigation planning with the Paris Agreement.

8.1.4 Deriving a national carbon quota from the global carbon budget

This chapter focuses on estimating a WB2C COi quota for Ireland, using a variety of
proposed allocation principles. The resulting quotas will be put in the context of current and
projected Irish emissions and used to discuss implications for Irish climate mitigation policy,
and the potential role of CDR/NETSs. Possible COF quota estimates are calculated using
burden-sharing principles as discussed in Chapter 2 for multilateral management of the
WB2C global carbon budget. As detailed further in the next section, the methods used are:

M1. Gl obal exponential reduction rates

M2. Raupadh(a2l0.14)

M3. Regensbur@Saroglelet al ., 2016Db)

M4. Rockset°8a2l0.17)

M5. Climate Equity ReferdmMdcdabhrnasmewonkhd E&BR

Methods M1-M4 are resource-sharing quotas, aiming to equitably allocate the remaining

global carbon budget among all nations based on the current, historic or projected share of
emissions, GDP or popul ati on. 6Grandfatheringé alloc
share of global emissions (termed inertia), or by current share of global GDP, are regarded

as less equitable than equity sharing because they generally give a greater share of the
remaining budget to nations that have already benefitted most from fossil fuel use. Method 5

allocates the global carbon budget based on responsibility and capacityu si ng t he #Af ai
methodology of Athanasiou and Kartha (2014)

For Ireland, Glynn (2017a, 2017b)3? has presented a preliminary economic analysis based

on the WB2C global carbon budget and an equity quota. The carbon quota given is 766

MtCOF from 2015, based on the Rogelj et al. (2016c¢) global carbon budget range and

|l rel andds proportionate population sharCOF of t
emissions from fossil fuel and cement, Ireland would exhaust all of this quota by 2035. Land

use COFemissions are omitted from this analysis and equivalent exponential reduction rates

are not stated. Glynn clearly illustrates the need for substantial near-term reductions if such

a quota is to be met. Delaying mitigation leads to more difficult economic choices, steeper

carbon price rises and higher overall mitigation costs.

32 Presentation at the ESRI and a blogpost, both in 2017, summarising research toward a
forthcoming journal article.
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Estimates of nett COi-only carbon quotas include all gross COi emissions 1 from fossil fuel

use, industrial processes and land use; and all COi removals i into forestry and soils, or
potentially into more permanent and less reversible geologic reservoir storage, via other

NETs yet to be developed in Ireland (such as BECCS and DACCS). | r el and®E net
emissions in 2015 were 42.1 MtCOF, including 38.4 MtCOF from fossil fuel and 3.7 MtCOF

from land use, land use change and forestry (LULUCF)33 (EPA, 2017b). Current climate
mitigation policy in Ireland seeks to offset gross emissions of methane and nitrous oxide,

mostly from agriculture, against land use COi removals by forestry and soils. However, the

different physical climate effects of COFrelative to non-COi emissions mean that the shorter-

lived GHGs in particular (such as methane and F-gases) and the intermediate case of NFO

are best treated i n a s e(®maithattale 2020 $oloraoy etidlh a s k e t
2013a). Also, the Rogelj et al. carbon budget range only includes COF. Therefore, in this

chapter only COF emissions and removals are considered in regard to the carbon quota
estimates for Ireland. However, additional radiative forcing due to high or increasing annual

non-COF (methane and nitrous oxide) emissions would imply a lower COFquota for Ireland.

The Rogelj et al. (2016) mid-point global carbon budget value of 915 GtCOF remaining nett
cumulative emissions is taken as the basis for the headline Irish quota estimates in this
chapter, though quota estimates corresponding to the low and high points of the Rogelj
range are also reported in some of the results.

8.2 Methods

This section outlines and reviews five methods used to estimate | r el and 6 s CAQFe mai r
guota aligned with mitigation action meeting a WB2C nett global carbon budget (with or
without a contribution of CDR/negative emissions from NETS).

8.2.1 M1: Average global exponential reduction rates RRexp

As detailed below, an upper limit inertia COF quota range can be obtained directly by
allocating the quota based on relative global and Irish emissions in the reference year of
2015. Using the Rogelj et al. (2016¢c) range,these r ates can then be a
current emissions to det er nperrcapitaiCOemissioas agu 0ot a s
higher than the global average the resulting inertia quota can be expected to be higher than

would be equitable. An equity qgquota esti mate
i fé assumption of l rel andds popul ati aueragpa vi n
global rate.

Dividing Irelandds current WBAC RRep valuess gikega t h e
simple method to estimate a range of inertia quotas for Ireland.

3 This does not include 1.7 MtC (6.2 MtCOR in peatland carbon losses due to extraction of
horticultural peat (Figure 6.51, EPA, 2017b), which are not accounted in national emissions.
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To obtain an equity quota range, an equitable equivalent of total COFfor Ireland is calculated

by multiplyi ng | r ®thl popdidien by average global per capita emissions. Given

41 GtCOF yr? global emissions in 2015 (including the approximate land use COFR and

dividing by global population of 7.3 billion gives global per capita emissions of 5.6 tCOF4,

Mul tiplying this value by |(20&3 WNnedtiinate) gvegpai |l at i
measure of lrish6equi t abl e equi val e264 MCORr 2045. Divideng e q u
| rel andds @OFemisaidns & 211 MCOF by the calculated equity quotas then

gives the sustained RRexp equity values required by Ireland, corresponding to the low, mid

and high values for the Rogelj et al. global carbon budget range.

8.2.2 M2: From Raupach et al. (2014)

In the methodology adopted by Raupach et al., the global carbon quota is shared according
to: inertia, based on preserving or locking in the current (inequitable) per capita share of total
annual emissions; or equity, based on per cent share of global population; or some
intermediate blend between the two.

Raupach et al. define a linear interpolation or blending between pure equity and pure initial
sharing, char act er i sweThis then raagesifrenn @une inert@g, withnwd=e x 0
0, to pure equity, with w =1. Raupach et al. suggest that an intermediate blend (such as w
=0.5) gives some balance between decarbonisation feasibility for already developed nations

and development needs for developing nations.

8.2.3 M3: Regensburg Model

As discussed in Ch. 2.5, the Regensburg model aims to enable contraction and
convergence, bringing all countries to an equal per capita emissions level by a stated future
year and withinaglobalc ar bon budget with all nationsd anr
linearly toward the target®. The detailed Regensburg Model spreadsheet tool has been
updated as of December 2016 and good documentation is provided for its use (Sargl et al.,
2016b). To enable alternative scenarios, global parameters can be user-defined i such as
convergence year, global negative emissions budget, initial reduction rates etc. The

34 As this equitable equivalent 2015 emissions depends on the global and Irish population numbers,
alternative scenarios could also be based on different future population numbers. Raupach et al. use

a value of 9 billion people as a mid-range future global population value.

3 This approach can be critical | y assessed against the rationales
equitably for historic credits and debits (Gignac and Matthews, 2015), or for historic responsibility for

warming and capacity to pay for mitigation (Holz et al., 2017), that would further reduce equity quota

estimates.

3% Ascribing linear pathways to wealthy nations is relatively inequitable but, as with the blended

allocation of Raupach et al., this is excused on grounds of political and economic feasibility in effort

sharing.
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Regensburg Model tool can output alternative emission pathways for any specified nation
to compare with existing policy and to assist in suggesting mitigation policy options.

The tool s starting global base data for-car b
2100 global carbon quota of 554 GtCOF(excluding LULUCF), based on the AR5 WG1 >66%

2°C 1010 GtCOF budget remaining after 2011, and a convergence level for all nations of

0.25 tCOFper cap by 2100. For use of this method here, the calculation was adjusted to use

the Rogelj et al. global carbon budget range from 2015.

8.2.4 M4: Rockstrom et al. 2017

Rockstrom et al. (2017) st at e, Afal arming inconsi st-lekasedi es
targets and national commi t ment so. To make Pz«
some leeway in the global carbon budget if negative emissions at scale do not become

available, a guideline (exponential) decarbonisation RRexp of halving anthropogenic COF
emissions every decade, or about -6.7% yr?, is proposed for all UNFCCC Parties and all

sectors. Land use and agriculture emissions would need to show commensurate mitigation

of non-COF GHG emissions, for example, through dietary change (away from intrinsically

higher GHG foods, particularly those based on ruminant livestock) and cutting food waste.

By 2050, on this decadal halving pathway, annual COFemissions from fossil fuel, industrial
processes and land use would fall over three decades to 12.5% (= 1/23 = 1/8) of 2020
emissions. In this method, land use emissions are assumed to fall to zero by 2050.

8.2.5 Mb5: Climate Equity Reference Framework

In contrast to the resource-sharing methods of M1-M4, using the Climate Equity Reference
Framework (CERF) methodology (see earlier discussion in Chapter 2, section 2.6.3), a
countryos gl obal miti g a tallooation)rb@&sedwn respomsiitityand i t s
capacity, is then subtracted fromafino p ol i ¢ pfannbahenesdionsn(idolz et al.,
2017). This gives an allocation emissions pathway for sharing mitigation costs. While the
tool output is in the form of pathways (to 2030) rather than cumulative quotas, in general,
nations with high responsibility and capacity show pathways quickly going below zero,
indicative of large negative quotas that are far greater than their own likely domestic
mitigation potential. They would need to somehow fund additional, compensating, mitigation
in poorer developing nations by ensuring low carbon development, thereby avoiding their
currently-projected equitable shares of future emissions. For poorer nations, the
correspondi ng ivalld o bcecepthhiatithgimdevielapment must be low carbon
and to implement maximal mitigation efforts to preserve land carbon and/or to facilitate CDR.

The CERF web tool addresses non-COF as well as COF emissions so carbon quotas and
emission pathways are in COFe, but, as shown in Figure 8.5 below for Ireland, COi-only
emissions and allocation values can be extracted for regional groups and individual
countries allowing limited comparison with COi-only approaches. Based on the mitigation
and equity user options, the calculator provides global, regional or national reports of fair
share emission paths and estimated costs per tCOFfor mitigation and adaptation up to 2030.
Detailed regional reports are produced and summary data for individual countries is shown.
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However, the 2030 horizon makes the calculator of limited use for longer term quota
comparisons.

8.2.6 An Irish COFquota in the context of possible emission pathways.

The estimated COF quota outputs are compared to six emission pathway scenarios for
Ireland, which were previously discussed in Chapter 7.

T WEM assumes the emission oM mri tBxeensts uanfg s tivh
pat hway for 2015 to 20B®as tiake ngasits -fcamu i
exponential rate of increase to and beyond

T WAM | i kewise assumes the emissWiotnh cAadndnmitti na

Measwpashway for 2015 to 2035.
1T FLATs am&€sFf ossi l

fuel, process and | and

use

l'ined at tHest20t5| yewae¢lready superseded, b

for 2016)

T CCAC assumes thenmatthwasy & apgri eeseg n2t0eld7 )by
T C80 emissions pathway to meet an 80%
detail ed ineté (Bl@LRach- - ir

CAC¢
redu

T C95 emi ssions pathway to meet a 95% reduc

as detailed e&h (6210@da2l)l ach-ir
For comparison with the quotas, land use emissions are assumed to remain at the 2015
level of 3.7 MtCOF yr?! for the WEM, WAM and FLAT scenarios, which have growing or
flatlining emissions. In the three mitigation scenarios, land use emissions are assumed to
reduce at the same rate as the average exponential rate for the scenarios.

8.3 Results: Estimating an Irish COFquota

The Rogelj et al. (2016) WB2C global carbon budget is as remaining from 2015 onward, so
the estimated quotas given below are also as remaining from this date. Therefore, for quota
from subsequent years, the results from each method need to be adjusted for global and

national COFemi ssi ons since 2015. Since |l relandbds s

change significantly over a short period, subtracting emissions for years following 2015 can
give an estimate of the remaining quota values for more recent years.

Quota values and RRexp corresponding to the mid-range WB2C global carbon budget are
shown in the Table 8.2 summary and in Figure 8.6 to compare with other results and EP
cumulative emissions. Quota and pathway fractions for 2015-2050 and 2050-2100 are also
reported in Table 8.2 to inform the policy outlook for nett emissions for each method up to
and after 2050.

8.3.1 M1
| r el andadOFquotadront thisamethod is 940 MtCOF corresponding to an RRexp Of
45%vyrt. |1 r el and &OFqeota fromtthis method is 590 MtCOF corresponding to an
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RRexp 0f 7.1% yr1. Table 8.1 details the calculated inertia and equity WB2C quota and RRexp

values.

Table 8.1 Quota and RRexp results derived from the WB2C global carbon budget and
from current global and national emissions.

Current annual
Irish CO, for
. inertia. Estimated CO; quota
Annual Remaining Global Ireland for Ireland
Quota | global CO, global Sustained | Sustained | Global
Type | emissions carbon reduction | reduction per Ireland 'equitable
incl average| budget for rate rate capita | Ireland | equivalent’ CO, | 2015- | 2015-

LULUCF wb2C RRexp RRexp CO,; pop. for equity 2050 | 2100 Limit
GtCO; GtCO; % % tCO, | millions MtCO; MtCO, | MtCO, | MICO;

1240 3.3% 3.3% 850 | 1160 | 1270

Inertia 41 915 4.5% 4.5% NA NA 421 720 | 880 | 940
590 6.9% 6.9% 230 | 230 | 270

1240 3.3% 5.3% 530 | 730 | 800

Equity 41 915 4.5% 71% 5.6 4.7 26.4 450 | 550 | 590
5980 6.9% 11.1% 330 | 350 | 380

8.3.2 M2 (Raupach et al. method)

| r el and&OFquotadront thisamethod is 980 MtCOF corresponding to an RRexp of
4.3% yrt. | r el a n@OF quota frpon this gnethod is 560 MtCOF corresponding to an
RRexp Of 7.5% yr. | r el and&®F ghdtae frooh etlds method is 770 MtCOF
corresponding to an RRexp of 5.5% yr2.

8.3.3 M3 (Regensburg method)

The Irish COF quota from this method is 610 MtCOF (see Figure 8.6), corresponding to an
RRexp 0f 6.7% yr'l.

The Figure 8.3 charts and tables show the Regensburg model output for Ireland for four
scenarios: one with a constant annual reduction rate (here shown to be 6.0% yr* after 2019)
and three with a starting annual reduction rate of 3.5%, escalating thereafter in slightly
differing ways. The continuous annual RRexp of 6.0% does not include land use emissions,
but it does not require negative emissions. However the latter three scenarios do require
negative emissions from 2055 onwards, with 2020-2100 cumulative gross emission quotas
about 8% larger than the 427 MtCOF for the exponentially declining 6% constant RR
scenario. Cumulative emissions are added for 2016-2019 emissions and land-use to give
the nett quota from 2015.
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Emissions scenarios
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Figure 8.3: Regensburg model output for Ireland: CO Fonly pathways for different emission
scenarios. Bottom bar chart shows relative percent change in 2030 (blue) and in 2050
(red) compared to 1990 (left) and 2010 (right).

8.3.4 M4 (from Rockstrom et al.)

I r el &€Q@Fanhdtguota from this method is 700 MtCOF (Figure 8.4, right), but this includes
330 MtCOFin removals by NETS, so total gross emissions are 1030 MtCOF(see Figure 1.7).
Land use emissions decline to near-zero by 2050 and are offset by negative emissions
increasing to about 5 MtCOFyr! by 2050. From 2050 onward, continuing gross emissions
of 5 MtCOF are balanced by COF removals, implying zero additional quota after 2050.
Although the Rockstrom exponential decarbonisation rate is 6.7% for fossil fuel and process
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emissions, the assumed contribution of NETs reduces the RRexp needed to 6.0% for
comparison with other methods.

A direct application of this pathway formulation to Ireland is shown in Figure 8.4, left (tacitly
assuming a fApure inertiao sharing pri €COF pl e)
emissions at the 2015 level up to 2020 (to smooth the transition from increasing to
decreasing emissions) and then exponential reduction, halving every decade (6.7% yr'). On
this pathway, annual gross fossil and process emissions decrease from 38.4 MtCOFto about
5 MtCOFby 2050, and land use emissions decline to near zero. In the meantime, additional
negative emissions ramp up to 5 MtCOF by 2050, so that removals equal gross emissions.

40 700

35 600
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500

25
400

Cumulative

20 MICO,
Annual 300

MtCO,
15

200
10

5 100

—‘._\*“'
- e ———— e e 0 == : :
02016 2020 2024 2028 2032 2036 2040 2044 2048 2016 2020 2024 2028 2032 2036 2040 2044 2048
—C02 gross emissions without land use ==Cumulative CO2 gross emissions without land use
—Land use CO2 ==Cumulative land use CO2
Additional negative emissions Cumulative additional CO2 removals

Figure 8.4: illustrating a CO ~only emissions pathway for Ireland as per the method of
Rockstrometal. Chart to | eft shows | rel and®ossiorssionual
2050, assuming flatline from 2015 to 2020, and then reducing by 50% every decade
thereafter (annual RR = 6.7%). Negative emissions technologies (gross removals) ramp up
to exactly equal gross emissions by 2050. Chart to right shows the corresponding
cumulative emissions.

8.3.5 M5 Climate Equity Reference Framework

InFigure85, t he CERF fino policyodo baseline projectd.i
AWith Existing Measureso projections of Il r el a
allocation for Ireland reduces by 3.6 MtCOF yr?! reaching zero by 2027 and becoming

negative thereafter. The difference between the no policy baseline projection and CERF

mitigation allocation gives an indication of the responsibility and capacity level of Ireland for

global mitigation cost. The i ncreasing di vergence bet we e
mitigation allocation equates to a cumulative mitigation deficit for Ireland of 47 MtCOF by

2020 and 430 MtCOFby 2030, the latter being equivalent to over 11 years of current annual
COFemissions from fossil fuels and cement.

In Figure 8.5, the gross COF emissions for Irelandé s € BlIBcation is about 270 MtCOF
until the mitigation the pathway goes below zero in 2027. As the CERF data does not extend
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after 2030 and though strongly negative, no ultimate, finite, nett emissions quota can be
determined using this method. Therefore, as recorded in Table 8.2, this method cannot give
a COF quota directly comparable with the M1-4 quota estimates.

50 Ireland: CO2-only mitigation allocation from Climate Equity Reference Calculator

p—
40

30
—No policy projection
20 —Mitigation Allocation Pathway
Mtco2 EPA WEM projection

10
0
1990 2000 2010 2020 2030

=10

-20

Figure 8.5: Ireland COFonly (without LULUCF COA mitigation allocation (extracted from
CEREF country report data) excluding emissions based on trade, based on responsibility for
cumulative emissions since 1990 and with capacity threshold at 7500 USD per capita.

8.4 Comparisonofl r el an d o6 sCORcuobta estimeaties

The indicative val ue £€OFcarbon guatasfrbnathedvar®us methodsi ni n g
are collated in Table 8.1 and compared in Figure 8.6. The corresponding RRexp values are
charted in Figure 8.7.

Inertia estimates from M1 and M2 are 940 and 980 MtCOF, from 2015, with RRexp of about
4.5% and 4.3%. The nett inertia estimate from M4 is only 700 MtCOF but this requires
ramping up negative emissions to 5 MtCOF by 2050 and sustaining this level of removals
thereafter. Gross emissions for M4 are 1030 MtCOF. At current emissions rates of about 44
MtCOF including LULUCF, Ireland would exhaust even the largest estimated inertia quota
by about 2038.

Equity estimates range from 560 to 590 MtCOF with RRexp of about 7% yri. At current
emissions rates of about 44 MtCOF, including LULUCF, Ireland would exhaust such an
equity quota by about 2028. Based on the average equity estimate, Figure 8.8 indicatively
shows the COi exponential-average pathways proceeding until the average equity quota is
exhausted after which the plotted pathways drop immediately to zero.

The M5 quota value of gross emissions 270 MtCOFis not directly comparable to the other
nett estimates as the CERF data only extends to 2030 and the cumulative total of future
COF removals is not clear. Nonetheless, the CERF method indicates how a regard for
responsibility and capacity can be formulated and would substantially reduce (or eliminate)
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anyAir emai ni n guota forongdlthier natons with high past and present per capita
emissions.

Even up to 2050 only, the cumulative emissions of 1430-1760 MtCOFfor the WEM, WAM
and FLAT EPs are much larger than the entire nett inertia and equity quotas, by over 500
MtCOFand 1000 MtCOFrespectively. The proposed mitigation pathway carbon quota values
implied by the CCAC, COF80 and COF-95 pathways lie between the values for the inertia
and equity estimates.

Table8.2: Col |l ated esti mat e gettcafbonlquot bnd cuthdasiver e ma i n
emissions under different pathway scenarios, with equivalent exponential reduction rate.

All estimates based on mid-value WB2C 915 GtCOfe global carbon budget from 2015

onward. For pathways, emissions before and after 2050 are stated as per the source.

Quota/Pathway RRexp 2015 2050
used for given estimate to 2050 | to 2100
M1 (Inertia) 720 160
M1 (Equity) 450 100
M2 (Inertia) 780 190
M2 (Equity) 530 30
M2 (Blend) 670 100
Quota  Feivnn (2017) 670 | 100
M3 520 50
M3 (NETS) 555 -45
M4 (-5 MtCOFyr NETS by 2050) 700 0
M> CN:g:nparable ' !
WEM 1.1% [growth] | 1760 | 3500
WAM 0.6% [growth] | 1620 | 2860
Pathway | FLAT (flat line at 42.1 MtCOR) 0% 1430 2110
CCAC 780 30
COFR-80 600 60
COR95 670 0
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Inertia Quotas

1000
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800 Quota
Total Equity Quotas
future 600
CO2
emissions
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MtCO2
200
0
M1 M2 M4 M2 M1 M2 M3 M3

Inertia  Inertia  Inertia Blended Equity Equity Equity NETs

RR 4.5% 4.3% 4.1% || 5.5% 7.1% 7.5% 6.7% 7.0%

exp

Figure 8.6 Comparison of Irish COFnett quota estimates, methods M1-M4.

Figure 8.7: Average annual reduction rates required for Irish carbon quota estimates,
EPA projections and proposed decarbonisation pathway scenarios. Grey: Reduction

rates required for Irish COFquota estimates.

190

































































































































