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Abstract

One and two-photon photoabsorption of atoms and ions is the primary focus of
this study, with special emphasis on photoabsorption in a laser-produced stron-
tium plasma. The dual laser plasma (DLP) technique has been employed to carry
out these studies and adapted to include an optical parametric oscillator (OPO),
tuneable in the visible wavelength range (410-700 nm), to permit two-photon and
two-colour photoabsorption investigations. The OPO was tuned to one and two-
photon resonances in Sr0 and Sr+ and the XUV photoabsorption spectrum was
studied for various laser intensities and detunings from resonance. Fluorescence
measurements were also made to elucidate the underlying excitation dynamics in
the atom/ion after laser irradiation.

Absolute photoionization cross-section measurements of the Kr-isoelectronic
sequence (Rb+, Sr2+) were made at the ASTRID storage ring at the University of
Aarhus, Denmark. These results were complemented by measurements made with
the DLP technique. Inner-shell excitation studies in Pb2+, Bi3+ and Sr+ were also
undertaken with the DLP technique. Detailed atomic structure calculations using
the Cowan suite of codes, based on Hartree-Fock configuration interaction meth-
ods, were performed to generate synthetic spectra for comparison with experimen-
tal results.
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Chapter 1

Atomic Spectroscopy and
Structure

1.1 Introduction

Photoabsorption and photoionization measurements from the inner shells of atoms
and ions have a distinguished history and have played an important role in devel-
oping our basic understanding of atomic structure. Using an extreme ultraviolet
(XUV) photon to excite an inner shell electron above threshold permits the study of
highly excited Rydberg states, of the ionization continuum, and of further excita-
tions or structures which may lie embedded within the continuum. For N-electron
atoms, such excitations demonstrate the many-body nature of the photon-atom in-
teraction. Complexities arise between the various excitation channels available to
the excited electron and how the other (N-1) electrons rearrange or relax after the
interaction. The range of interesting phenomena observed has had a significant
impact on theoretical models. The simple independent particle model (Hartree-
Fock) [1] has had to be adapted to account for these electron-electron correlations,
and other sophisticated models have been developed, e.g. many-body perturbation
theory (MBPT) [2], the random-phase approximation (RPA [3] or RPAE [4] includ-
ing exchange) and the R-matrix theory [5].

The symbiotic relationship between experiment and theory has fueled the con-
stant advancement of experimental techniques and theoretical calculations. At the
early stages of development, the availability of an XUV source with an appropriate
spectral distribution was paramount to developing inner shell spectroscopy. The
first investigations by Beutler [6] and co-workers in the 1930s used discharge lamps
filled with inert gases (the use of this type of source was confined to photoexcitation
in the 600 - 1200 Å VUV spectral range). They were limited to study easily vaporis-
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able elements. In the 1960s synchrotron radiation was pioneered as a suitable pho-
ton source [7] for inner shell studies. Although initially limited to measuring pho-
toionization cross sections of noble gases (where one could accurately determine
the density in absorption cells) or ions with large photoionization cross sections
to compensate for the low photon flux, this was improved considerably upon the
introduction of insertion devices, (e.g., undulators that provided increased bright-
ness) and with the development of more stable ion sources. Several experimental
techniques developed alongside the use of synchrotron radiation to measure par-
tial cross sections and examine the various decay products that resulted from the
excitation or photoionization of atoms, e.g. angle- and spin-resolved electron spec-
troscopy, photoion spectroscopy and fluorescence spectroscopy. These techniques
highlighted the many-electron nature of such processes and synchrotron radiation
remains a powerful tool in atomic and molecular physics.

Photoexcitation and photoionization studies were not restricted to synchrotron
radiation sources however, discharge type sources emerged in the 60s and 70s to
cater for the demand of XUV sources. A BRV spark discharge [8] was developed in
the early 60s. It worked by applying a discharge across an anode (typically made of
uranium) to produce an ionized plasma that yields bright continuum emission in
the XUV. A second similar discharge provided the species to be studied. By varying
the timing between the two discharges different stages of ionization in the excited
atomic discharge could be observed [9]. This method advanced through the use
of high-power lasers [10] and led to the dual-laser plasma (DLP) technique [11],
employed for the work presented in this thesis.

This technique developed with the discovery that when a laser pulse was tightly
focused onto a high Z target, a continuum was produced extending into the XUV
[12]. Employing a second laser to generate a plasma from an element one wished
to study, one could perform photoabsorption measurements for neutral and many
times ionized stages of the element. A simple and versatile technique, it provided
both complementary and strong competition with synchrotrons for examining in-
ner shell excitations. A wealth of photoabsorption measurements have been pro-
vided by the technique and several intriguing many-body processes were first ob-
served using it. Chapter 2 introduces the DLP technique and outlines the experi-
mental set-up used to perform inner-shell photoabsorption measurements in this
work. The technique was used to study the 4p-subshell spectrum of Sr+ (Chapter
5) and 5d excitation in the Hg I isoelectronic sequence of Pb2+ and Bi3+ (Chapter
6).

One of the most popular techniques used today to measure absolute photoion-
ization cross sections at synchrotrons is the merged-beam technique [13]. Merging
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a beam of atoms or ions over a known distance with a synchrotron radiation beam
permits the determination of absolute photoionization cross sections. Such studies
were driven not only from a fundamental atomic physics perspective but also by a
strong astrophysical demand: absolute cross sections for ions abundant in space are
necessary to generate accurate models for stellar atmospheres. The extensive theo-
retical projects established for these astrophysical requirements needed experimen-
tal validation, for example [14, 15], so a lot of effort has been made to bridge the gap
between theory and measurements. During this work, a collaboration was formed
with Århus University, Denmark to perform photoionization cross section mea-
surements along the Kr I isoelectronic sequence, Rb+ and Sr2+ with complemen-
tary photoabsorption measurements recorded using the DLP technique at DCU at
higher resolution [16]. A brief overview of the experimental set-up at Århus is
presented in Chapter 4 along with results from both techniques.

Selective excitation of atoms from the ground state to an excited state, and the
subsequent probing of the atom to discern the dynamical processes that ensue, has
flourished in recent years; see [17] for a comprehensive review. Single photoab-
sorption from the ground state limits the number of excited states accessed due to
the dipole selection rules, but if one prepares the atom in an excited state (gener-
ally by promoting a valence electron into an excited state), and further probes the
excited atom using a XUV photon, one can reach a manifold of excited states oth-
erwise inaccessible from the ground state. Such pump-probe or two-colour exper-
iments are performed using a cw-laser (pump) and a synchrotron source (probe)
with the resulting ejected photoelectrons detected to determine partial photoion-
ization cross sections into different channels. Incorporating polarisation into the
experiment heightens selectivity of the initial states prepared and of the final states
reached.

In this work, strontium atoms and singly charged ions are resonantly pumped
in a laser-produced strontium plasma via an optical parametric oscillator (OPO)
and a XUV continuum source (laser generated tungsten plasma) is used as the
probe. We measure the XUV photoabsorption spectrum from the plasma at var-
ious time delays after pumping with the OPO and also study the fluorescence
from the plasma to provide additional information on the dynamics of the pro-
cess. Within our high density plasma, collisions dominate and we observe rapid
ionization similar to what was observed in resonant laser driven ionization (RLDI)
experiments [18]. In Chapter 3, results are presented for different pump wave-
lengths in both Sr and Sr+ and a comparative study is made for the various excita-
tion schemes.

The remainder of this chapter provides a short introduction into the theory of
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atomic structure, focusing on the Hartree-Fock approximation and highlights im-
portant many-body effects associated with inner shell photoabsorption and pho-
toionization.

1.2 Theory of Atomic Structure

The primary goal in atomic theory is to solve the Schrödinger equation for an N-
electron atom (N > 1), applying a suitable Hamiltonian operator, in order to acquire
the corresponding energy eigenvalues, En, for the wavefunctions (eigenfunctions),
Ψn, describing the atomic system.

ĤΨn = EnΨn (1.1)

The non-relativistic Hamiltonian, in atomic units1, consists of the total kinetic en-
ergy of the N electrons plus the total potential energy due to their interaction with
the nucleus and with each other:

H =
N∑

i=1

(
−1

2
∇2

i −
Z

ri
+ ξi(�ri)(�li · �si)

)
+

∑
i>j

1
rij

(1.2)

Here Z is the nuclear charge of the atom, �ri = |ri| is the distance of the ith electron
from the nucleus, rij = |�ri − �rj | is the distance between the ith and jth electrons, and
the summation i > j is over all pairs of electrons. This expression assumes that the
nucleus can be treated as a point charge with infinite mass. The last term in the first
summation represents the sum over all electrons of the magnetic interaction energy
between the spin of an electron and its own orbital motion. The spin-orbit interac-
tion involves the angular portion of the wavefunction through the operators l and
s, and has a pronounced effect on energy-level structures; it is therefore necessary
to retain it explicitly in the Hamiltonian. The proportionality factor ξi is given by:

ξ(r) =
α2

2
1
r

(
dV

dr

)
(1.3)

where α is the fine structure constant (1/137) and V(r) is an appropriate poten-
tial energy function for an electron in a multi-electron atom, as will be discussed
shortly.

The wavefunction Ψn is a function of 4N variables, three space and one spin
coordinate for each electron, and the quantum mechanical problem is extremely

1In atomic units, Planck’s constant (�), the electronic charge (e) and the reduced mass (μ) are all set
to 1. This is done to simplify the form of the Hamiltonian operator and the other quantum mechanical
operators. The atomic unit of energy is the Hartree = 27.2113961 eV.
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complex. Exact solutions to Schrödinger’s equation are known only for N = 1,
i.e. for hydrogen-like ions. In this case the differential equation can be solved
using the separation of variables technique. For N ≥ 2, exact formal solutions are
not known so it is necessary to use some approximate form of the wavefunctions.
Even as early as 1929, Hylleraas generated accurate results for the ground state
of helium using elliptic coordinates [19]. More elaborate forms of wavefunctions
have been developed since [20, 21]. These approximations generally assume that
the wavefunction contains several adjustable parameters which are varied so as to
obtain the best possible function, as judged by some appropriate criterion.

1.2.1 The Central Field Model and Product Wavefunctions

For many-electron systems Hartree [22] proposed that the appropriate wavefunc-
tion could be obtained from a linear expansion of many one-electron functions ui

so that ψ could be expressed as:

ψ(1, 2, ..., N) = u1(1)u2(2)...uN (N) (1.4)

where 1, 2,....,N represent the four coordinates used to describe each electron. This
leads to the central field approximation where the N electrons are assumed to move
independently of each other in a spherically symmetric background potential, V(r).
An electron can then be described by a one-electron wavefunction

ϕi(ri) =
1
r
Pni,li(�ri)Yli,mli

(θi, φi) (1.5)

where �ri denotes the position (r,θ,φ) with respect to the nucleus. This differs from
a one electron wavefunction only in the radial term, Pni,li(�ri), which results from
the change in the potential V(r) as it is no longer a simple Coulomb function, -
2Z/ri. To ensure Pauli’s exclusion principle is upheld the wavefunction needs to
be totally antisymmetric with respect to the exchange of any two electron coordi-
nates. Fock [23] incorporated spin into the new one-electron functions and replaced
the simple product function above with an antisymmetrised product. These new
one-electron functions are called spin-orbitals (and are constructed to be mutually
orthonormal).

ϕ′
i(ri) =

1
r
Pni,li(ri)Yli,mli

(θi, φi)σmsi
(si) (1.6)

where σ represents the spin state. Thus a wavefunction which represents a given
electronic configuration may be constructed from a linear combination of products
of spin-orbitals. The antisymmetrical function may be written in the form of a
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determinant:

ψ =
1√
N !

∣∣∣∣∣∣∣∣∣∣

ϕ1(1) ϕ2(1) · · · ϕN (1)
ϕ1(2) ϕ2(2) · · · ϕN (2)

...
. . .

...
ϕ1(N) ϕ2(N) · · · ϕN (N)

∣∣∣∣∣∣∣∣∣∣
(1.7)

and is referred to as a determinantal function or a Slater determinant [24].

1.2.2 The Matrix Method

For multi-electron systems, one can express the total wavefunction, Ψk, as a linear
combination of a set of orthonormal basis functions that are usually the wavefunc-
tions of separate electronic configurations Ψb.

Ψk =
∑

b

yk
b Ψb (1.8)

Typically the Ψb are calculated using a HF procedure, as in Eqn. 1.7. In practise it
is necessary to truncate this set to a manageable number M, so the basis functions
should be carefully chosen to preserve the accuracy of the calculations. Substituting
Eqn. 1.8 into the Schrödinger equation gives:

M∑
b′=1

Ĥyk
b′Ψb′ = Ek

M∑
b′=1

yk
b′Ψb′ (1.9)

Multiplying this from the left by any one of the basis functions Ψb and integrating
over all coordinates and summing over both possible directions of each of the N

spins, one obtains:

M∑
b′=1

Hbb′y
k
b′ = Ek

M∑
b′=1

yk
b′〈Ψb|Ψb′〉 (1.10)

= Ekyk
b (1 ≤ b ≤M) (1.11)

where Hbb′=〈Ψb|Ĥ|Ψb′〉. The relations in Eqn. 1.11 comprise a set of M simultaneous
linear equations in the M unknowns yk

b′ . This set of equations has a non-trivial
solution only if the determinant of the matrix (Hbb′ - Ekδbb′ ) is zero:

|H − EkI| = 0 (1.12)

where I is the identity matrix. Expanding this determinant into a polynomial of
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degree M in Ek, zeroes represent M different possible energy levels of the atom.
Each of these values of Ek, substituted back into Eqn. 1.9, yields M-1 independent
equations for the M-1 ratios:

yk
b

yb
i

, b 	= i (1.13)

The value of yb
i is chosen such that

M∑
b=1

|yk
b |2 = 1 (1.14)

so that Ψk is normalised. For M greater than two or three, the only practical proce-
dure is to diagonalise the Hamiltonian matrix numerically. If the expansion coeffi-
cients are written as a column vector,

Y k =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

yk
1

yk
2

yk
3
...
yk

M

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

(1.15)

then Equations 1.11 may be written as a single matrix equation:

HY k = EkY k (1.16)

and the problem is to find the M eigenvalues of Ek of the matrix H, together with the
corresponding eigenvectors Yk. Using numerical methods a matrix T is found that
diagonalises H. Then the kth diagonal element of the diagonalised energy matrix is
the eigenvalue Ek,

T−1HT = Ekδkb (1.17)

and the kth column of T is the corresponding eigenvector Yk,

HT = TEkδkb (1.18)

Once the Hamiltonian matrix elements Hbb′ have been computed, the energy levels
of the atom can be calculated.
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1.2.3 Coupling Schemes

It is desirable for accurate calculations that each wavefunction Ψb, from Eqn. 1.8, be
close to one of the actual eigenfunctions of the atom. The atom will have a definite
value of J, the total angular momentum, and each Ψb will not only be an eigenfunc-
tion of H, but also of J, J2 and Jz . The method for coupling together the various Ψb

to obtain Ψk for a particular atom is determined by the relative importance of the
various residual interactions not accounted for in the central field model. These in-
teractions are dealt with in order of importance to ensure accurate calculations and
a concise labelling scheme. Some common coupling schemes are presented below.

LS coupling

For atoms with small Z, the most important residual interaction is the electro-
static repulsion between electrons. In this case it is appropriate to couple the orbital
angular momenta, li, first to form the total orbital angular momentum L. Then the
spin angular momenta are summed to give the total spin angular momentum S. L

and S and then coupled to give J.

L =
∑

i

li S =
∑

i

si J = L+ S (1.19)

A LS coupled basis function or term designation is denoted 2S+1LJ .

jj coupling

With increasing Z, the spin-orbit interactions become increasingly more impor-
tant. In this case, basis functions are formed by first coupling the spin of each elec-
tron to its own orbital angular momentum, and then coupling together the various
resultants ji to obtain the total angular momentum J:

ji = li + si J =
∑
N

ji (1.20)

A jj coupled basis function is denoted [(l1, s1)j1. . . ,(lN , sN )jN ]J. This type of coupling
scheme was found to be most appropriate in Chapter 6 for studying the 5d inner-
shell spectra of Pb2+ and Bi3+, both high Z elements.

jK (intermediate) coupling

Frequently, the pure coupling schemes described above are not appropriate,
such a situation is referred to as intermediate coupling. jK coupling is an interme-
diate coupling scheme, where the strongest interaction is the spin-orbit interaction
of the more tightly bound electron, and the next strongest interaction is the spin-
independent (direct) portion of the Coulomb interaction between the other elec-
trons outside the closed subshells. This type of coupling mainly occurs when the
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excited electron has a large angular momentum because such an electron tends not
to penetrate the core and thus experiences only a small spin-dependent (exchange)
Coulomb interaction. In the jK coupling scheme, energy levels tend to appear in
pairs; the level pairs correspond to the two possible values of J that are obtained
when s is added to the resultant, K, of all other angular momenta:

l1 + s1 = j1

j1 + l2 = K

K + s2 = J (1.21)

and the standard energy-level notation is j1[K]J.

Other intermediate coupling schemes

In this case, few of the eigenfunctions will be close to any basis function so a
more appropriate basis set may be constructed. A common approach is to choose
either an LS or a jj coupled basis and specify the eigenfunctions by their principal
components. This approach was adopted in Chapter 5, where the 4p subshell spec-
trum of Sr+ was studied. Both LS and jj coupling calculations were performed for
4p excitations and the nomenclature used to describe the various excited levels was
based on the highest purity obtained for a particular configuration (in one of the
coupling schemes).

1.2.4 The Hartree-Fock Equations

In any determinantal basis function that corresponds to a configuration, there are q

different radial functions Pnili(r), one for each subshell of equivalent electrons nil
wi
i

(1 ≤ i ≤ q), where w is the occupancy within the subshell. The matrix elements Hbb′ ,
and therefore the eigenvalues Ek, will depend on the detailed shapes of these radial
functions. Using the variation principle, Pnili(r) are determined by the criterion that
they should minimise the calculated energy of the atom, within the limitations set
by the orthonormalization conditions: 〈Ψ|Ψ〉 = 1, or, equivalently 〈φi|φj〉 = δij . This
minimisation of Eav (the average energy of the particular electron configuration of
interest) with respect to variations in the form of Pnili(r) leads to a set of coupled
differential equations known as the spherically averaged Hartree-Fock (HF) equa-
tions:
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(
−1

2
∇2

i −
Z

ri

)
ui(ri) +

∑
j �=i

[
ui(ri)

∫ |uj(rj)2

rij
dτj − δ(msi ·msj)uj(ri)

∫
u∗j (rj)ui(rj)

rij
dτj

]
= εiui(ri) (1.22)

The first term in Eqn. 1.22 corresponds to the sum of the kinetic energy and the
nucleus-electron potential energy. The remaining terms on the left hand side corre-
spond to the electron-electron interaction. The first term in the summation is of the
form ui(ri)V (ri) and is a local potential energy term. It is known as the direct term
and physically stands for the potential associated with the charge density due to all
other electrons. The second term in the summation is known as the exchange term.
Physically it is related to the interchangeability of indistinguishable electrons and
it is inherent to the antisymmetry of the determinantal wavefunction. The param-
eter, ε, is the binding energy of an electron in subshell nili according to Koopman’s
theorem [25].

The Hartree-Fock equations, or their equivalents for Pnili(r), must be solved
iteratively. One such method is to use the self-consistent field (SCF) method. This
involves making an initial guess for the set of orbitals ui, constructing the integrals
in Eqn. 1.22 and obtaining a value of εij . Then the resulting differential equations
are solved for a new set of orbitals ui. The integrals are then recomputed and the
equations are resolved until a satisfactory degree of convergence (self-consistency)
is reached.

1.2.5 Energies

When the Hartree-Fock equations have been solved to obtain a self-consistent set
of radial functions Pnili(r), these orbitals may then be used to obtain the energy of
any specified combination of orbitals. It is convenient to describe the energy of a
configuration in terms of an average value, Eav. This corresponds to a statistically
weighted sum of the energies of all the terms within a configuration:

Eav =
∑

levels(2J + 1)EJ∑
levels(2J + 1)

(1.23)

where J is the total angular momentum of a level in a configuration and EJ its
energy. A theoretical expression for Eav may be obtained and is given by:
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Eav =
∑

i

1
2

∫ ∞

0
P ∗

nili(r)
[
− d2

dr2
− 2Z

r
+
l(l + 1)
r2

]
Pn′l(r)dr

+
∑
i>j

[ 2li∑
k=0

F k(ij)ck(limli , limli)c
k(ljmlj , ljmlj )

− δmsi
δmsj

li+lj∑
|li−lj |

Gk(ij)[ck(limli , ljmlj ]
2

]
(1.24)

The contribution to Eav due to the spin-orbit interaction cancels out when all the
terms of the configuration are added together, having been weighted as in Eqn. 1.23.
The Fk and Gk terms are special cases of the more general Rk radial integral defined
as:

Rk(ij : tu) =
∫ ∞

0

∫ ∞

0
P ∗

i (r)P ∗
j (r′)

rk
<

rk+1
>

Pt(r)Pu(r′)drdr′ (1.25)

where r> and r< are the maximum and minimum of the radial distances r and
r’ respectively. The Fk and Gk integrals are defined as Fk(ij) = Rk(ij:ij) and Gk(ij)

= Rk(ij:ji) respectively and are commonly referred to as Slater integrals [24]. The
coefficients ck(lml,l’ml′) contain all the angular dependence of the Hamiltonian and
are called angular coefficients. Their value for the majority of common electronic
coefficients have been tabulated, see for example [26].

1.2.6 Configuration Interaction

So far this section has been concerned with basis functions from just one config-
uration. In general, each computed eigenfunction, Ψk, will be a mixture of basis
functions from all configurations included in a calculation; this is known as con-

figuration mixing and is necessary due to the possibility of several configurations
with the same total angular momentum having energy levels in close proximity
(although CI between configurations with quite widely separated energy levels is
not unheard of). Correspondingly, the computed energies will be different from
the values that would have been given by a set of single-configuration calculations
and is known as configuration interaction perturbation. Collectively both features are
known as configuration interaction (CI). The practical consequence is that the Hamil-
tonian matrix will no longer be purely diagonal and will contain off-diagonal ele-
ments representing this configuration interaction.
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1.2.7 Radiative Transitions

Once one has obtained the wavefunctions to accurately describe atomic states in
terms of a multiconfiguration basis state, it is then possible to calculate the dipole
allowed electromagnetic transitions between pairs of atomic states subject to dipole
selection rules. The cross section for photoabsorption leading to the transition a → b

between two bound states with normalised wave functions Ψa and Ψb in the dipole
approximation is given by:

σab =
4π
3c
ωba|Dba|2δ(Ea − Eb − E) (1.26)

for non-polarised isotropic radiation, where

Dba = 〈Ψb|D|Ψa〉 = 〈Ψb|e
∑

r|Ψa〉 (1.27)

is the matrix element of the dipole operator and E = �ω = Eb - Ea the energy dif-
ference between the two states. As the electric dipole operator has odd parity, it
follows that electric dipole transitions can only occur between states that have op-
posite parity2. Further selection rules imposed by application of the Wigner-Eckart
theorem to calculate the matrix elements are:

ΔJ = Jb − Ja = 0,±1 (1.28)

with the restriction that Ja = Jb = 0 is not allowed.
The (absorption) oscillator strength or gf value of these permitted electric dipole

transitions (observed in the form of their spectrum lines), is given by the expression:

fab =
gf

(2J + 1)
(1.29)

gf =
1
3
(Eb − Ea)S (1.30)

where S is called the line strength of the transition and its square root is defined
as S1/2 = 〈Ψa|D|Ψb〉. The oscillator strength is dimensionless, and has the physical
significance of the effective number of classical electron simple harmonic oscillators
that would absorb radiation of energy �ω as strongly as does the atom. That is, if an
electron is in state a, the total oscillator strength available for transitions to all other
levels must add up to the classical value for one oscillator,

∑
kfak = 1. This is called

the Thomas-Reiche-Kuhn sum rule for a one-electron spectrum. If N electrons are

2This restriction is due to the symmetry properties of the wavefunctions and the operator acting
on them.
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involved, then the sum is simply N. For an unperturbed Rydberg series accessed
from the ground state, the normal course of intensity is for the first member to
be the strongest, with a drop in intensity as the excitation energy increases. In
hydrogen, the oscillator strength for photoexcitation to the nth level falls off as n−3

at large n. Also, for high n, many systems become more hydrogen-like, so often n−3

holds too.
It is convenient to introduce the differential oscillator strength, df/dE, to incor-

porate a smooth transition from the discrete spectrum into the continuum, this con-
tinuity across threshold is a fundamental property derived from the continuity in
wavefunctions across threshold. The total cross section σ, which represents the
absorption per unit energy (or frequency or wavelength) interval is related to the
df/dE curve by:

df
dE

|n→∞ = Kσ(E)|E=IP (1.31)

where IP is the ionization threshold and the constant K is chosen to satisfy the
Thomas-Reiche-Kuhn sum rule.

1.3 Calculation of atomic structure

The conventional Hartree [22] and Hartree-Fock methods [23] have been devel-
oped extensively since they were first proposed and the HF method serves as an
extremely suitable starting point from which the calculation of atomic structure can
be accessed. The self-consistent field method for solving many-particle problems
is convenient for detailed numerical computations, but the SCF approach does not
include effects due to the correlation of the electron motions. Such electron corre-

lations result in many important effects that occur in inner-shell excitations, such
as double excitations and autoionization. Therefore many extensions and refine-
ments of SCF methods have been developed to incorporate these processes. For
example, multiconfiguration mixing (MCHF) [27], the random-phase approxima-
tion (RPA) [3], and relativistic theories for high Z ions (MCDF) [28] have all been
applied successfully to many ionic and molecular systems. Other approaches view
the atomic calculation quite differently, e.g. R-matrix method [5], but still obtain
accurate results for electron-correlation effects. It is beyond the scope of this thesis
to give a detailed account of the various approximations; instead I will focus on
the calculations performed in this work using a code based on the configuration
interaction Hartree-Fock approximation.

In this approximation, one uses large basis sets of configurations to obtain more
accurate results. The mixing coefficients and the corresponding energy shifts ΔE
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are obtained by diagonalisation of the energy matrix. Such large basis sets were
necessary to obtain accurate results for the 4p-subshell spectrum of strontium II

(Chapter 5). The atomic structure code used in this work was developed by Cowan
and co-workers [29, 30]. It is based on the HF equations and uses the SCF method
described earlier. It can also employ several other approximations, e.g. Hartree-
Fock-Slater (HFS) and Hartree-Fock with exchange (HX). These introduce differ-
ent approximate functions for the effective potential of the atom to include self-
interaction energy corrections and apply different methods to approximate the HF
exchange terms. The HF approximation was applied to the atoms studied in this
work as it was found to give satisfactory results.

The Cowan code [30] is a suite of four programs which calculate atomic structure
and spectra. It has several built-in functions to permit calculations for important
atomic-photon interactions and subsequent relaxation effects such as photoioniza-
tion cross sections, autoionizing rates, branching ratios, and dielectronic recombi-
nation rates. Collisional excitation rates can also be determined using the incorpo-
rated plane-wave Born (PWB) approximation (these have been calculated in Chap-
ter 3). Briefly, one-electron radial wavefunctions (bound or free) are calculated for
each electron configuration specified in an input file using the HF method3. For
each configuration, the angular coefficients of the radial Coulomb integrals, Fk and
Gk, are computed, as are the spin-orbit ξ integrals (Eqn. 1.3). The configuration-
interaction Coulomb integrals Rk (Eqn. 1.25) between each pair of interacting con-
figurations and the electric-dipole and/or electric quadrupole radial integrals be-
tween each pair of configurations are determined. The program can then evaluate
and diagonalise the energy matrices to obtain the eigenvalues and eigenstates. For
dipole transitions, the radiation spectra with wavelengths, oscillator strengths, ra-
diative transition probabilities and radiative lifetimes are also computed. Depend-
ing on the particular user-defined options, the extra built-in utilities can also be
availed of to obtain the various cross sections and/or rates described above.

From a fundamental theoretical point of view, using the values of Eav, Fk, Gk,
ζ , and Rk directly from the computed HF radial wavefunctions makes these true ab

initio calculations. In general, the theoretical values of Eav agree well with experi-
ment, especially when relativistic and correlation corrections are included; in many
cases strong configuration-interactions have to be taken into account by performing
multi-configuration rather than single-configuration calculations. However, com-
puted energy-level splittings resulting from electron-electron Coulomb interactions
tend to be larger than observed by ten to fifty percent [30].

The reason for such poor energy-level splitting predictions is a direct conse-
3Approximate relativistic corrections are made to the atomic radial wavefunctions at this

point [31].
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quence of the neglect of the LS-term dependence of electron correlation. For a
given configuration, levels having a high computed energy correspond to situa-
tions where the electrons lie close together, the strong Coulomb repulsion ’pushes’
levels towards higher energy. These states therefore have the greatest correlation;
if correlation corrections were included one would expect the computed energy re-
duction to be greater for the high levels than the low ones. A potential consequence
of any explicit inclusion of correlation could then be a smaller computed energy-
spread among the levels of a configuration. It is customary therefore, in ab initio cal-
culations, to make at least some allowance for the cumulative effect of the infinity
of small perturbations caused by the chance proximity of levels of the same parity
by using scaled-down theoretical values of the single-configuration Coulomb inte-
grals Fk and Gk. This semi-empirical correction has been justified qualitatively by
the theoretical investigations of Rajnak and Wybourne [32, 33].

1.4 Inner shell processes

The work presented in this thesis is dedicated to studying the fundamental inner-
shell processes that occur upon the interaction of energetic (XUV) photons with
atoms and ions. The promotion of such tightly-bound electrons above thresh-
old and the subsequent relaxation effects leads to many interesting phenomena.
The development of experimental techniques to measure such processes and the
theoretical techniques to reveal the physical processes underlying them has high-
lighted the many-electron nature inherent to inner-shell dynamics and overturned
the simple one-electron independent particle picture of the central field approxima-
tion. The succeeding chapters give introductions to two techniques (the dual-laser
plasma technique in Chapter 2, and the merged-beam method in Chapter 4) that
have been developed and implemented to study inner-shell excitations; this section
will focus on the intrinsic physical phenomena observed in the study of inner shell
electrons. A brief description of inner-shell photoabsorption and photoionization
is also presented.
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1.4.1 Centrifugal barrier effects

Centrifugal barrier effects originate due to the balance between the repulsive term
in the radial Schrödinger equation, which varies as 1/r2, and the attractive electro-
static potential experienced by an electron in a many-electron atom, which varies
from atom to atom due to screening effects. The potential is given by:

V (r) +
l(l + 1)�2

2mr2
(1.32)

Particularly, for d and f electrons (li = 2 and 3 respectively), the centrifugal term
li(li + 1)/r2 in the effective potential, results in a double-well structure. The result
is an exclusion from the core region of these electrons (in neutral atoms) and they
experience mainly a hydrogenic potential. This was first pointed out by Göppert-
Mayer [34] and first observed in xenon by Ederer [35] where the 4d electron must
tunnel through the potential barrier, leading to a delayed onset of 4d → εf transi-
tions4. However, as one moves from Z=54 (Xe) to Z=57 (La), the 4f wavefunction
has moved from residing in the outer well to occupying the inner well. This effect
is called wavefunction collapse.

The periodic table can be attributed to wavefunction collapse; in Ca I, the ground
state is 4s2, as the centrifugal barrier is high enough to keep the 3d electron rela-
tively far out. In Sc I and Ti I (Z=21 and 22 respectively) the 4s electrons are the
least tightly bound and the 3d wavefunction is collapsed sufficiently so that a 3d
electron is, on average, closer to the nucleus than a 4s electron. As Z increases
further, the inner-well region of the effective potential (Veff ) becomes deeper and
wider, which eventually results in the collapse of the 4d, 5d,... functions, and the
formation of the second, third,... transition series of elements. The inner well of
Veff does not become sufficiently wide and deep to hold the 4f wavefunction until
La where the lanthanide series of rare-earth elements begins. The collapse of the
5f wavefunction initiates the actinide series of elements. This phenomenon is also
responsible for the subsequent sudden increase in binding energies of the 3d, 4d,
5d, 4f and 5f electronic orbitals5.

For ions, the net charge seen by an electron at a distance far from the nucleus is
Zc = Z - N + 1, so the hydrogenic potential is:

−2Zc

r
+
l(l + 1)
r2

(1.33)

and the hydrogenic well thus begins at:

4A more detailed discussion on 4d excitation is presented in Chapter 4
5It is actually only at Z = 58 (Ce) that a 4f electron becomes sufficiently tightly bound to appear in

the ground configuration.
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r =
l(l + 1)

2Zc
(1.34)

and extends well into the electron-core for d electrons in singly ionized atoms (Zc =
2), and for f electrons in 2- or 3-fold ionized atoms. Therefore, for a given ionization
stage, the radial wavefunctions contract gradually with increasing Z, rather than
collapsing suddenly.

Another important point concerned with wavefunction contraction is the strong
term dependence that occurs. This arises due to the difference between the radial
potentials for singlet and triplet states. Depending on the extent of contraction,
one often needs to perform separate minimization calculations for certain config-
urations, e.g. 4p54d5s2 1P term in Sr [36] and the 5d96f 1P term in Bi3+ [37] (see
Chapter 6). These terms need to be treated separately because their energies con-
tain large contributions from the exchange integral, Gk and when this has a large
value, the effective central field differs greatly from that determined for the average
energy of the configuration [38]. For excitation from the 4d subshell, the difference
between the effective potential for singlet and triplet states is large enough to pro-
duce different degrees of contraction of the f orbitals for different terms. In La for
example [39], while a prominent resonance is observed in the continuum of the sin-
glet channel, the 4f triplet states are already collapsed, appearing as bound states
below the associated threshold.

Specifically in relation to this thesis, we have measured partial and total pho-
toionization cross sections for the 3d excitations in Rb+ and Sr2+ in Chapter 4. Us-
ing the merged beam method we wished to study centrifugal barrier effects along
the Kr I isoelectronic sequence for the 3d → np, mf transitions, i.e. to study the
extent of wavefunction contraction.

1.4.2 Photoionization

An atom in a discrete state may absorb a photon of sufficient energy to excite it
above the ionization threshold and into the continuum. The transition probability
for this process is usually expressed in terms of a photoionization cross section σ.
The relationship between σ and oscillator strength may be obtained in differential
form by considering a beam of photons travelling through an absorbing medium.
This yields the equation [30]:

σ(ω) = 4παa2
o

df
dE

= 8.067 · 10−18 df
dE

(cm2) (1.35)

where df/dE is the oscillator strength per unit energy interval for either bound-
bound or bound-free (continuum) transitions. All other symbols have there usual
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meaning. For a discrete transition this corresponds to the integration of the absorp-
tion cross section over the profile of the spectral line. Cross sections are frequently
measured in megabarns (1 Mb = 10−18 cm2).

For simple cases, where the single - configuration approximation is valid, the
calculation of df/dE is essentially identical to the calculation of the bound-bound
oscillator strengths, except that the radial dipole matrix element is replaced by the
bound-continuum matrix element. Because the continuum radial wavefunction is a
smooth function of E, a continuous absorption spectrum is a smooth and featureless
function of wavelength in this approximation. For highly ionized atoms where
configuration-interaction effects are particularly small, and for photoionization of
a single valence electron nl, this is particularly true. However, as discussed earlier,
for inner-shell excitations configuration-interaction effects between discrete states
embedded in the continuum result in asymmetric profiles or localised distortions
in the cross section. Also, due to centrifugal effects one can observe widespread
redistributions of the oscillator strength from one spectral region to another and as
the above simple one electron expressions are not applicable, more sophisticated
approaches such as many body perturbation theory are needed.

1.4.3 Auger decay

The vacancy created in the inner shell may be filled by an electron from any of
the outer subshells. In some cases, this can occur as a radiative transition, with
a photon carrying away the difference in energy between the two subshells. The
probability that an inner shell vacancy decays in this manner is called the fluores-
cence yield, and is normally of the order of ∼ 10−4. For the most part, the filling
of the inner-hole occurs via a non-radiative transition. If the excess energy is trans-
ferred to an electron in one of the other outer subshells giving it enough energy to
become unbound and enter into the continuum, this relaxation process is known as
the Auger effect and the secondary electron emitted is called the Auger electron [40].
It can be reasonably well described as a two-step process, leading to double ioniza-
tion, because the primary and Auger electron are usually separate.

However, in some cases, e.g. post collision interaction (PCI) (the interaction
between charged particles in the continuum after their release) the two-step de-
scription is inaccurate as both the primary and Auger electron interact. In this
case, when ionization takes place close to threshold, a slow photoelectron is ejected.
This process is rapidly followed by the decay of the core-ionized state and the re-
lease of an Auger electron. If the energy of the Auger electron is sufficiently large,
the Auger electron overtakes the photoelectron and energy as well as angular mo-
menta are exchanged. For both Auger and photoelectron spectra, PCI results in
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energy shifts, line-shape distortion, asymmetry, and line broadening. The manner
in which the inner vacancy is filled is described by different terminologies:

• Standard Auger decay: The initial vacancy leads to vacancies in subshells
different in n and l, e.g. 3s−1 → 4s−2.

• Coster-Kronig decay: After the decay of the initial vacancy, one of the sub-
sequent two vacancies is in a different subshell of the n shell of the original
vacancy, i.e. same n but different l, e.g. 3s−1 → 3p−14s−1.

• Super Coster-Kronig decay: This refers to a particular case where the initial
vacancy in the nth shell leads to two vacancies in subshells from the same n,
e.g. 3s−1 → 3p−2.

The decay rate for inner shell excited states is extremely fast compared to va-
lence excited states (109 s−1) and can range from 1013 s−1 up to 1018 s−1. It follows
therefore, that autoionizing and Auger resonances are often observed as broad fea-
tures in photoabsorption spectra. One can make a distinction between both how-
ever. In autoionization, as it is the valence electrons that are involved in the decay
process into the continuum, the autoionization width scales with n as 1/n∗3 (just
like the exciting electron in a Rydberg series), whereas the Auger width remains
constant as it depends on the core hole being filled. As one progresses along a Ryd-
berg series towards higher and higher n, the spacing between successive members
also decreases as 1/n∗3. Therefore, the presence of autoionization broadening does
not tend to occlude higher Rydberg series by significant blending at high n - the
limits tend to be instrumental rather than intrinsic. However, in the case of Auger
broadening, which does not decrease with increasing n, the Rydberg series is effec-
tively truncated. Photoelectron spectroscopy is the most widely used technique to
measure the Auger effect which is an important process in solid state spectroscopy.
One can use it to study the nature of core excitation in ionic solids; by examining
the Auger structure, the nature of the core holes can be determined. On measur-
ing the partial and total photoionization cross sections for 3d excitation in Rb+ and
Sr2+, double photoionization was shown to dominate, that is, upon excitation the
atom relaxed via Auger decay. The complete set of experimental and theoretical
results from these studies are also presented in Chapter 4.
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1.4.4 Autoionization

Figure 1.1: Beutler-Fano profiles of He 1s2 → 2snp and 2pns doubly excited au-
toionizing series [7].

As discussed in the preceeding section, many electron systems exhibit structure
embedded in the continuum. Such features, that are neither discrete or continu-
ous but a mixture of both, are referred to as autoionizing resonances. They were
first discovered experimentally by Beutler [6] and the first theoretical approach to
describe the asymmetric line shape was established by Fano [41]. For this reason
they are often referred to as Beutler-Fano resonances, see Fig. 1.1. The photon energy
required to excite an inner-shell electron is sufficient to promote the electron above
threshold and into the continuum. Using perturbation theory Fano described what
would happen if one considered turning on an interaction between a sharp state
and the underlying continuum which were presumed initially to have no corre-
lation. The unperturbed basis consists of a discrete bound state ϕ degenerate in
energy with a band of continuum states ψE . In this simple case of one discrete
state embedded in one continuum the two interfere to produce an asymmetrical
resonance, in effect an interference fringe in the photoionization continuum. Using
standard perturbation theory, a linear combination of degenerate states is formed,
and then an appropriate initial combination of coefficients is selected. The wave-
function is then part discrete and part continuous

ΨE = aϕϕ+
∫
bE′ψE′dE′ (1.36)
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Figure 1.2: Natural line shapes for different values of q [41].

Fano used an off-diagonal perturbation V to describe this coupling, the Hamil-
tonian is then expressed as Ĥ=Ĥ+V̂ . The specific form of the operator which ap-
pears in V can be any interaction capable of coupling the discrete and continuum
channels to each other, generally the electron-electron interaction is used e2/rij . The
interference between the two excitation paths can be expressed as a ratio between
the transition probability for ending in the mixed state |〈ΨE |D̂|i〉|2 to the transition
probability ending in the featureless continuum |〈ψE |D̂|i〉|2, D̂ is the dipole opera-
tor and i is the initial state. Fano represented this interference with a single family
of curves that are functions of a reduced energy variable ε, where ε is defined as:

ε =
E − Er

1
2Γ

(1.37)

Γ = π|VE|2 and indicates the spectral width of the autoionized state ϕ. |VE |2 is a
measure of strength of the configuration interaction and has dimensions of energy.

A parameter q is also defined and is a measure of the importance of the direct
transition from i to the continuum compared to the transition via the autoionizing
state. The characteristic asymmetric profiles of autoionizing resonances can thus
be represented by a single family of curves:

|(ΨE |D̂|i)|2
|(ψE |D̂|i)|2 =

(q + ε)2

1 + ε2
= 1 +

q2 − 1 + 2qε
1 + ε2

(1.38)

One can see in Fig. 1.2, that for q ∼ ≥ 1, the shape of the autoionizing resonance
is asymmetric. For q >> 1 it becomes more symmetric and Lorentzian like, while
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for q ≤ 1, it is asymmetric, exhibiting a clear minimum at ε = -q. This reduces to
a pure minimum in an otherwise smooth background for q � 1 and is referred to
as a window resonance. There are some limitations to this formulism: the formula
applies to a single, isolated resonance; the background continuum must be flat or
vary only slightly over the width of the resonance; there must be no other channel
contributing to resonance broadening. This last condition is the least likely to be
satisfied. Generally, most autoionizing resonances are subject to several competing
mechanisms for the ejection of an electron. Only if the excited state is built on a
stable parent ion state, e.g. the ground state of the parent ion, and only if the res-
onance is coupled to one continuum does the Fano formula apply directly. These
conditions are usually upheld in the energy range between the first and second
ionization potentials where the smallest number of channels exist for the ejection
of one electron. In the presence of several continua, the Fano formula still describes
the general lineshape quite well but the cross section does not fall to zero near the
resonance, i.e. the transmission window is ’filled in’ by the presence of several con-
tinua. In Chapter 4, window resonances were observed for the 4s → np transitions
in Rb+ and Sr2+ and their spectral profiles are fitted using Fano’s parametrization.

1.4.5 Maxima and Minima in the continuum

As discussed earlier, one of the phenomena related to centrifugal barrier effects is
delayed onset, this can result in maxima or giant resonances in the continuum spec-
trum. For Xe, it was found that the continuous absorption cross section rises to a
peak 30 eV above the photoionization threshold and then falls off due to the de-
localisation of the 4d wavefunction from the core. It has been found by studying
isoelectronic and isonuclear sequences of Xe that the total oscillator strength for
the 4d electrons obeys the Thomas-Reiche-Kuhn sum rule, that is, it equals ten. As
the 4d wavefunction contracts into the inner well with increasing Z and ionization
this total oscillator strength value is just redistributed among discrete 4d → nf tran-
sitions [42, 43]. From a theoretical point of view, many-body theory is required
to properly reproduce these maxima and must include the role of collective and
electron-electron correlation effects. To date, the RPAE (Random Phase Approxi-
mation with Exchange) has produced the most consistent results for the ab initio

calculations of giant resonance cross sections. It involves taken into account both
inter-electron interaction within the d or f subshells and statical rearrangement of
outer electrons, due to the creation of a vacancy in the subshell [39, 44].

If one considers the differential oscillator strength df/dE introduced earlier, it
normally decreases monotonically with increasing energy, roughly as 1/E. This is
only strictly correct for hydrogen but can apply to many other cases in photoab-
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sorption from the ground state. It is possible however for excited state wavefunc-
tions to possess a node. As a result the matrix element for photoionization, which
involves an integration over the radius, splits into two contributions of opposite
sign. Thus, there may exist an energy E at which there is a cancellation between
the two contributions, and the matrix element vanishes. If more than one channel
is available, the photoionization cross section will not go to zero but will exhibit a
minimum, known as a ’Cooper minimum’ [45].

When considering discrete transitions within a continuum, close to a Cooper
minimum we see a very pronounced effect on the appearance of the discrete lines.
Far from a Cooper minimum, the relative phase of the direct and indirect photoion-
ization matrix elements changes little, and the discrete peaks appear as ’normal’
resonances when the two matrix elements are in phase (or as window resonances
described earlier when out of phase). When transversing a Cooper minimum, the
relative phase changes, and the appearance of a peak may change from window
to normal or vice versa. Such effects have been observed for example in the Ar-I
isoelectronic sequence [46].

1.4.6 Plane-wave Born calculations

For the results presented in Chapter 3, where collisional processes play a dominant
role, we availed of the plane-wave Born (PWB) approximation implemented in the
Cowan suite of codes to calculate some collisional excitation rates in Sr I and Sr II.
A brief description of the PWB approximation is thus presented here.

When the kinetic energy of a free electron is very large compared with V(r), it is
sufficient for some purposes to represent the continuum electron by a less accurate
wavefunction. One can neglect V(r) and work in Cartesian co-ordinates to obtain
the wavefunction F corresponding to a free electron, i.e. a plane wave:

−
(
∂2

∂x2
+

∂2

∂y2
+

∂2

∂z2

)
F = εF (1.39)

A solution to this equation is:

Fk(r) = ei(k·r) (1.40)

where k2 = ε and is the kinetic energy of the free electron in Rydbergs. k represents a
plane wave pointing in the direction k with de Broglie wavelength λ = 2π/k. If the
free electron interacts with an N-electron atom (or ion) in a state a so as to excite the
atom to a state a’, the free electron is inelastically scattered into a different plane-
wave state Fk′(r) = exp(ik’·r). By conservation of energy, k’2 = k2 - ΔE where ΔE is
the excitation energy from a to a’. The states a and a’ are represented by the usual
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linear combination of antisymmetrized bound basis functions but the wavefunc-
tions of the (N + 1)-electron system are described by non-antisymmetrized prod-
ucts of the target and free-electron functions, α6. This obviously will ignore the
effects of exchange of the free electron with one of the bound electrons, but for high
energies these effects are small enough to be neglected.

Applying the Hamiltonian operator7, the reduced matrix element, Haa′ is iden-
tical to the electric multipole matrix element, except the radial part of the operator,
rm, is replaced by jt(Krm), a spherical Bessel function [47], where K = k’ - k, (the mo-
mentum transferred from the free electron to the atom). From this one can obtain a
generalised oscillator strength:

gfJJ ′(K) =
ΔE
K2

∑
MM ′

|〈α|
∑
m

eiK·r|α′〉|2 (1.41)

where g = 2J + 1 is the statistical weight of the level α and eiK·r is expanded in terms
of jt(Krm) [30]. In the limit where K → 0, fJJ ′ is just the optical dipole oscillator
strength. The quantity fJJ ′ is called the generalised oscillator strength because it
satisfies for any K the same sum rules as the optical oscillator strength does:

∑
fJJ ′(K) = N (1.42)

where N is the number of electrons in the atom. Applying the first Born approxi-
mation, the differential excitation cross section is given by:

Iaa′(θ) =
1

16π3

k′

k
|Hαα′ |2 (1.43)

Hαα′ is the matrix element obtained after applying the simplified Hamiltonian op-
erator to the plane wave functions, Fk(r).

The integrated cross section is evaluated in terms of the momentum transfer K

to obtain:

Qaa′ =
1

8π2

∫ Kmax

Kmin

K

k2
|Hαα′ |2dK (1.44)

The total cross section QJJ ′ (in units of πa2
0), is obtained by summing Qaa′ over M’

(the magnetic quantum number, (as in section 1.2.3) and averaging over M. The

6α = |γJM〉Fk where J is the total angular momentum of the system and M is the sum of the
z-components of the spin-orbit and angular momentum quantum numbers. γ represents the other
quantum numbers needed to describe the system.

7Due to the orthogonality of the functions Fk and the functions a and a’, the one-electron terms
of the Hamiltonian operator (kinetic-energy, electron-nuclear, and spin-orbit) contribute nothing to
the matrix elements. The electron-electron terms only contribute if one coordinate is that of the free
electron.
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corresponding collision strength ΩJJ ′ is:

ΩJJ ′ = εgQJJ ′(ε) =
8

ΔE

Kmax∑
Kmin

gfJJ ′(K)d(lnK) (1.45)

All parameters have there usual meaning as described in this section. The results
may be expected to be most accurate for neutral or weakly ionized atoms and for
high energies (or for large values of the reduced energy X = ε/ΔE). Distorted-wave
(DW) and close-coupling (CC) calculations employ a partial-wave expansion and
include a large number of terms (l = 50-100) to achieve adequate convergence for
this type of collision, whereas, in contrast, the PWB only needs to include 3 or 4
terms using the Bessel-function expansion. PWB values agree with DW and CC
results to within 25 to 50% for X as small as 3 or 4. Although X is smaller for the
collisional excitation rates we need to compute in Chapter 3, it is assumed they will
give a reasonably accurate value.

1.5 Quantum Defect Theory

An extremely useful tool in spectroscopic analysis is multi-channel quantum defect
theory (MQDT). For H and hydrogen-like ions, one can apply a basic Rydberg for-
mula to accurately predict the position of energy levels along a Rydberg series, (a
series where an electron in a configuration (nl) is excited to higher values of n away
from the core):

En = I − RmZ
2

n2
(1.46)

I is the series limit, Rm is the Rydberg constant for an element of reduced mass m,
n is the principal quantum number and Z is the nuclear charge.

For a N-electron atom, this formula has to be modified in two ways:

• Z is replaced by Zc = Z - (N - 1), to account for screening of the nuclear charge
by the N - 1 other electrons.

• When the outer electron penetrates into the charge distribution of the core
electrons, the screening is not complete, and the outer electron interacts with
a larger charge, Zc + p, where p is called the penetration parameter. How-
ever, an alternative way of describing this is to make the denominator smaller
rather than making the numerator larger. This requires a non-integer value
for n, and is defined as the quantum defect δ and gives an effective principal
quantum number, n* = n - δ:
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En = I − RmZ
2
c

(n− δ)2
(1.47)

When first introduced, δ was derived empirically from studying spectral lines.
It was found experimentally to be nearly constant for different series members,
particularly for unperturbed series. The basic task of QDT was to construct a sim-
ple one-electron wavefunction for the Rydberg electron of a many-electron atom
to account for it. This was achieved by dividing the space of the atom into two
distinct regions: an inner region confined to a radius r0 where all the electrons
are present and interact strongly, and an outer region away from the core (r > r0),
where essentially only one electron is present. The purpose of the theory is to show
that because of the presence of the core, the solution differs from the one-electron
hydrogen wavefunction by an amount which depends entirely on δ. δ effectively
embodies the many-body effects of the core and allows them to be included in an
effective one-electron wavefunction. Seaton [48] showed that each discrete level En

corresponds to a set of n* values which simultaneously fulfil,

E = Ii −Rm/n
∗2
i (1.48)

and the determinantal equation that ensures compatible convergence of the radial
wavefunction in all channels:

det|δij tan πn∗ +Rij| = 0 (1.49)

In this case δij is the delta function, and R is a reactance matrix that represents the
effect of the short-range electron-core interactions. The long-range interactions are
incorporated in the radial wavefunctions. Seaton also introduced a phase shift πn∗

to ensure smooth extrapolation beyond the series limit into the continuum or open
channel8.

8Rydberg series as a whole, together with adjoining continuum, are regarded as a channel. The
bound states are the closed part of the channel and the continuum states form the open part of the
channel.
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Figure 1.3: A two-dimensional Lu-Fano plot for the 6s2 → 6snp 1P1 and 5d106s2 →
5d96s26p 1P1 channels of mercury. The chain diagonal line is defined by n∗

1 = n∗
2. The bro-

ken curves are the functions n∗
1(n∗

2) and the full curves join all the points using Eqn. 1.49.
There is an error in the labelling of the graph, the x-axis should read μ2 = n∗

2(mod 1) and
the y-axis label should read μ1 = n∗

1(mod 1) [49].

In the case of two channels, Eqn. 1.49 can be written explicitly as:

∣∣∣∣∣
tan πn∗1 +R11 R12

R12 tan πn∗2 +R22

∣∣∣∣∣ = (tan πn∗1 +R11)(tan πn∗2 +R22) −R2
12 = 0

(1.50)
The two effective quantum numbers belonging to each energy level are functionally
related:

n∗1(n
∗
2) =

n∗2√
1 − (n∗2)2Δ

(1.51)

where n∗
1 and n∗

2 are the two effective quantum numbers of the level and Δ = (I2 -

I1)/R. Because it is the nonintegral part of the effective quantum numbers which
contains information about the mutual interactions between Rydberg series, it is
customary in MQDT to consider them modulo 1 i.e. taking account only of the
fractional part, μ1 = n∗

1(mod 1) and μ2 = n∗
2(mod 1). It is conventional to plot n∗

2(n∗
1)

(mod 1) vs μ1 for all known levels of the Rydberg series converging to the limits I1
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and I2. Such graphs are called Lu-Fano graphs [50] and are often used to analyse
interactions between series when only two distinct limits are involved.

The resulting curve will establish the empirical function μ1(μ2) which describes
the periodic nature of the series interaction. In the unit square, any horizontal line
will intersect the μ1(μ2) curve as many times as there are series converging to the
I2 limit. From the μ1(μ2) curve, one can determine how many series converge to
a given limit, what the character and degree of interaction of the series are. The
crosses, as present in Fig. 1.3, represent levels usually assigned to ’perturbing’ se-
ries, the perturbing levels normally lie on the sharply rising portions of the curves.
If all interactions between series are weak, all unperturbed levels of the ’perturbed’
series lie on the flat portions of the curves, i.e. with constant δ values. The mag-
nitude of the gaps between successive curves provides a visual estimate of the
strength of the interaction between different series. For this simple two channel
case, one can use a least squares fit to fit the experimental points to Eqn. 1.49 in or-
der to obtain values for δ1, δ2 (from the effective quantum numbers, n∗ = n - δ) and
R. Once these parameter values have been determined, one can find the positions
of missing energy levels or predict the positions of expected energy levels. One can
of course extend this analysis to multiple channels too and include autoionization
resonances in the continuum [51, 52, 53].

Lu-Fano graphs were constructed for the 4p-subshell spectrum of Sr+ (Chapter
5) where no distinct coupling was evident for the innershell Rydberg series. In Bi3+

(Chapter 6) we observed strong perturbations among Rydberg series converging
to 2D3/2 and 2D5/2 ionization limits. Although we did not carry out a full MQDT
analysis, i.e. solve Eqn. 1.49 for Bi3+, the Lu-Fano graph was a good visual aid
for determining interlopers within the Rydberg series. Effective quantum numbers
have been determined for individual Rydberg series in Sr+ and Pb2+ and Bi3+.
Along with configuration interaction calculations this has provided useful insight
into determining inter- and intra-series perturbations and provides an explanation
for unexpected intensity distributions in some resonances.

The next chapter introduces the dual laser plasma technique that was employed
during this work. A brief history of the technique is given and a description of
the experimental set up follows. Details of the alterations made to study one- and
two-photon resonant absorption in a laser produced strontium plasma are also pro-
vided.
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Chapter 2

Laser produced plasmas and the
dual laser plasma technique

2.1 The DLP Technique

The dual-laser plasma (DLP) technique [11] is now a well-established technique
for the investigation of spectra of neutral to many-times ionized elements [54, 55].
One laser is used to generate an absorbing plasma from the element we wish to
study, while after a given time delay another laser is focussed onto tungsten or a
rare-earth target, to form the requisite extreme or vacuum ultra-violet backlighting
continuum of about 10 ns duration. By varying the time delay between generation
of both plasmas and probing the absorbing plasma at various spatial positions, one
can build up a spatio-temporal profile of the plasma. This allows one to hone in on
and select, to often a high degree of purity, a particular ion species of interest for
further study.

The DLP technique was first used to study the extreme ultraviolet (XUV) pho-
toabsorption of a laser produced aluminium plasma [10]. The laser pulse from a
Nd:glass laser was split into two beams. One beam generated the absorbing alu-
minium plasma. The second beam was optically delayed and focussed onto the
same target to generate a second plasma which was used as a probe. The radiation
emitted from the probe plasma was predominantly line radiation and so the ab-
sorbance was measured at several discrete points only. The discovery of virtually
line-free continuum emission from the spectra of laser produced tungsten, tanta-
lum and uranium plasmas by Ehler and Weissler [56] provided the impetus to use
high Z targets as continuum sources. Following on from this discovery, a group at
University College Dublin (UCD) were the first to employ a rare earth continuum
source (tungsten) to study photoabsorption from Li+ using the DLP technique [57].
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They successfully captured the doubly excited 1s2 1S0 → 2snp 1P1 series in He-like
lithium, the first such observation. Further investigations into the origin of this line-
free emission by the same group determined that the complexity of the electronic
structure in high Z elements, (samarium to ytterbium, Z = 62-70), leads to unre-
solved transition arrays (UTA) [58]. As an example, the 4d104f6 → 4d94f7 transition
array in the LS coupling framework, yields a massive 83,024 possible lines [12].

Nearly a decade after the first experiment, the UCD group introduced the use
of two lasers to independently generate the continuum source and the absorbing
plasma [59]. This brought the advantage of increased power density on target and
a wide variable inter-plasma time delay range. Careful choice of target irradiance
coupled with this wide time delay range established a new era of charge stage
separation; low irradiance and long time delays ensured observation of neutral
species, while the opposite yielded highly ionized ions. The basics of the tech-
nique having been developed at this stage, improvements were made alongside
technological advancements. Three groups predominantly used this technique for
extensive photoabsorption and photoionization measurements: University College
Dublin, UCD, Dublin City University, DCU, and the University of Padua in Italy. A
more detailed review of the vast number of experiments performed can be found
in [11, 60, 61], while some breakthrough results are presented below.

A particular landmark experiment using this technique was performed by Kier-
nan et al in 1994 [62] . They recorded the first observation of a photo-induced triply
excited state in neutral lithium, resulting in ’hollow’ lithium. The 1s22s 2S → 2s22p
2P transition was observed and the Fano profile of the autoionizing resonance was
measured and parametrised. It was a severe test of the capabilities of the system
due to the extremely small cross section for this transition (on the order of kilo-
barns) and the accumulation of several hundred scans was necessary. The results
have since been refined at HASYLAB [63], Photon Factory [64] and Orsay [65] stor-
age rings which have greater spectral resolution and sensitivity. As a result, many
new hollow atom resonances were discovered at higher photon energies [66]. The
DLP results also prompted many new advanced calculations [67, 68].

The study of isoelectronic sequences has provided insight into many fundamen-
tal aspects of the photoionization process such as relativistic effects, correlation ef-
fects, and orbital collapse. For example, a study of the Ar like ions K+ and Ca2+ us-
ing the dual laser plasma technique [46] showed that the behaviour of the 3s → np
resonances changed radically along the sequence. On moving from Ar to K+, a q-
reversal is observed for the 3s → np transitions, which have a distinct window-like
appearance. In Ca2+ the main 3s → 4p resonance is very weak and the higher np
resonances have almost symmetric absorption profiles, indicating a much weaker
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interaction with their associated εl continua. This was explained in terms of the
positions of the 3s and 3p Cooper minima along the sequence. All 3s resonances
lie below both Cooper minima in Ar, whereas in K+, the 3s Cooper minimum lies
in the discrete spectrum. This explains the weakness of the 3s → np transitions. In
Ca2+, the 3s Cooper minimum lies below the discrete resonances while the 3p min-
imum lies just above the 3s → 4p resonance. This changes the imaginary part of the
3s → 4p amplitude and hence changes q. This work stimulated further theoretical
interest [69] and exploited the capabilities of the DLP technique.

Another potential of the technique was displayed when Mosnier et al [70], study-
ing the Mg I isoelectronic sequence: Mg, Al+ and Si2+, observed the 2p → 3s ex-
citations from excited 2p63s3p odd-parity levels. The recorded autoionizing states
thus belonged to the 2p53s23p even-parity configuration. Previous studies of these
ion stages were confined to ground state absorption [71] and this was the first DLP
experiment to produce absorption spectra from an excited state. Through careful
combination of space- and time-resolved photoabsorption scans Mosnier et al could
optimise plasma conditions to perform these measurements, highlighting the ver-
satility of the DLP technique. It should be noted however, that normally great ef-
forts are made to ensure the contribution from excited states and metastable states
is kept to a minimum. Metastable contributions are unwanted in DLP experiments
and can swamp spectra making spectral assignments difficult and tentative [72].

Jannitti and co-workers at the University of Padua did substantial work using
the DLP technique to record photoabsorption and photoionization spectra from
which they extracted photoionization cross sections of light ions [73], in particular,
of C, B and Be. They recorded the spectra of C2+, C3+ and C4+ in the region of
K-shell ionization and identified series of the type 1s22s → 1s2snp and 1s22s →
1s2pnp converging to the 1s2s and 1s2p ionization limits [74, 75]. In 1995 they
studied the L-shell photoabsorption spectra and K-shell photoionization spectra of
C4+ where they calculated the inner-shell ionization cross section by a procedure
which normalised their continuum measurements to the oscillator strength of a
discrete transition in the valence spectrum. Using this procedure, they obtained a
cross section of 0.6 ± 0.1 Mb at the K-shell threshold in C4+ which compared well
with the theoretical value [76]. This was the first time an accurate photoionization
cross section measurement was made in a greater than doubly ionized atom. This
method was limited however to elements where accurate gf values existed, and
the accuracy was reduced where contributions from other charge states were non-
negligible.

The large number of photoabsorption and photoionization spectra measured
in the past two decades employing this technique has challenged, developed and
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vastly improved our knowledge of atomic physics. Of course the DLP experiments
were not alone, with the advent of synchrotron radiation (SR), inner-shell mea-
surements could also be performed at SR facilities. In the early years, reliable ion
sources proved difficult and low photon flux coupled with low ion density limited
photoionization cross section measurements to ions with large cross section val-
ues [77]. However, in the last few years, significant improvements in synchrotron
light sources and the installation of ion sources on beamlines has led to a signifi-
cant increase in absolute cross section measurements in ions. While in general the
DLP systems have better spectral resolution and relative ease in generating single
to highly ionized ions of almost any element, absolute cross section measurements
can be performed much more readily at SR facilities. A more detailed overview is
given in chapter 4 where complementary experiments were performed using both
facilities. The DLP system was used to measure the photoabsorption spectra of the
Kr I ions Rb+ and Sr2+ and employing the merged-beam technique at the ASTRID
storage ring at Aarhus University, Denmark, absolute photoionization cross section
measurements were made for the same ions.

Further inner-shell photoabsorption measurements are presented in this thesis
employing the DLP technique. Chapter 5 presents the 4p-subshell spectra of Sr+

and Chapter 6 details the 5d excitation spectra of the Hg I isoelectronic sequence:
Pb2+ and Bi3+. The next section describes the DLP system installed at DCU and
includes the alterations made during this work to study resonant laser driven ion-
ization in a laser produced plasma (Chapter 3).
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Figure 2.1: Schematic of the DCU DLP experimental system modeled from [78].

2.2 Experimental System

The XUV diagnostic system for the resonant pump-probe experiments described
in Chapter 3 consists of an 8” six-way cross chamber coupled to a toroidal mir-
ror chamber via a flexible coupling. Light incident on the mirror enters a 2.2 m
grazing incidence spectrometer where it is diffracted onto a MCP (Micro-Channel
Plate) unit with spectral image readout by a 1024 element photodiode array (PDA),
as shown in Fig. 2.1. A Princeton EG&G controller (Model 1471A) collects, stores
and processes spectral data under the control of a host computer. The interface,
controller and detector collectively form an Optical Multichannel Analyser. The
construction and operational set-up for the spectrometer are described by Kier-
nan [79] and Shaw [80]. The introduction of a Kentech fast gating unit for the MCP
by Yeates [81] permits control over the gain of the system and enables time re-
solved measurements with resolution of a few nanoseconds. The dual laser plasma
setup at DCU has been variously designed, and commissioned by past students
[78, 79, 81, 82, 83] so only a brief description of the system is presented here. Em-
phasis is placed on the alterations made during my studies, in particular, the de-
sign of a new target chamber. The chamber was designed to incorporate flexible
movement of both the sample targets and the numerous optics needed to carry
out pump-probe type experiments (as detailed in Chapter 3). This addition to the
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2.2 m grazing incidence spectrometer was paramount in performing these new ex-
periments along with a new complex timing setup that needed to be implemented.

Briefly, we wanted to study the effects of resonantly coupling intense laser light
to an atomic or ion resonance line in a laser produced plasma. The plasma is
pumped via an OPO1, tuneable in the visible (410-700 nm) range, and probed with
a laser produced tungsten plasma which serves as a continuum source. Using the
DLP technique we could monitor the change in the XUV photoabsorption signal
of the plasma after laser-pumping. To further improve our knowledge of the ener-
getic processes involved, we also monitored the fluorescence from the plasma after
OPO irradiation. A new target chamber was designed to facilitate this experiment
and the timing arrangement of the DLP was complicated with the addition of a
third laser with different timing requirements. These changes are described in the
succeeding sections.

2.2.1 Chamber

An 8” six-way cross (supplied by Kurt J. Lesker) was chosen as the target chamber
for my experiments. We needed access to the targets in the chamber for three lasers
and adequate space to include collecting optics for the optical fibre needed to per-
form fluorescence measurements. Fig. 2.2 presents the main attributes. The front
port allows access to two lasers necessary to generate the absorbing and continuum
plasmas for the DLP technique. The top port is used to focus the OPO ’pump’ laser
to intersect the optic axis of the XUV spectrometer at the point where the absorbing
plasma lies. The side port provides a means to study the fluorescence from the ex-
cited plasma. The targets are mounted on micrometers for z-axis movement which
permits spatial resolved probing of the laser-produced plasma. These micrometers,
in turn, are mounted on a x, y moveable plate installed at the back of the chamber
to give full 3D movement of the ’sample’ targets in the chamber, see Fig. 2.3. De-
pending on the target used, a new position has to be found every ∼ 50 - 100 shots
using the x, y movement as the target surface will have degraded considerably due
to laser ablation.

A permanent optical holder is attached to the top port flange. A silver (100% re-
flecting) mirror mounted in a x, y holder guides the linearly-polarized OPO pulses
through a Glan-Thompson prism. The light then passes through a convex (f =30 cm)
lens used to focus the OPO into the absorbing plasma. The prism controls the OPO
energy entering the chamber to study intensity effects in the experiments. The OPO
is focussed down to a spot size ∼ 300 μm2 in size.

As mentioned earlier, the fluorescence measurements are made using a optical

1Stands for Optical Parametric Oscillator and will be described presently.
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Figure 2.2: The six-way cross target chamber.

fibre which is coupled to an ICCD spectrometer. Initially we tried to place the
fibre in the chamber via a Wilson seal on the front flange but it proved extremely
difficult to align with the plasma. We had to avoid placing the fibre in line with the
laser beam generating the absorbing plasma, so it had to be located at a significant
distance from the plasma. Due to the weakness of the fluorescence and the remote
distance of the fibre we could not obtain any signal above the noise floor of the
ICCD. It was then decided to use a combination of optics inside and outside the
chamber to focus the emitted light from the plasma onto the fibre. The fibre could
then view the plasma along the direction of the optic axis through the side port
window.

Fig. 2.4 is a schematic of the setup. The focusing lens inside the chamber (plano-
convex, f = 10 cm) was mounted on a micrometer that passed through the front
port to provide movement in the z direction. y movement was provided on the
front flange using an additional adjustable plate designed and built in the DCU
workshop. A convex f = 7.5 cm lens was placed outside the side port window to
focus the light collected by the first lens onto the fibre. The fibre was pinned down
to the optical bench holding the surelite/OPO system. All of these modifications
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Figure 2.3: The XYZ movements for the targets in the chamber.

proved successful: sufficient movement of the targets and focussing elements al-
lowed optimum conditions to be achieved for the pump-probe experiments. Once
these variables were determined, they could remain fixed for a number of experi-
ments until the targets needed replacement.

2.2.2 Toroidal Mirror

The toroidal mirror is housed in a separate vacuum between the entrance slit of the
spectrometer and the DN40 gas-powered isolation valve. To prevent damage by
plasma debris and to reduce the effects of pressure differentials after plasma gen-
eration, a glass capillary array (GCA) is placed between the chamber and mirror.
The gold-plated mirror has two radii of curvature, R (major radius = 2100 mm) and
r (minor radius = 111 mm), in the Y and X planes. The result is a longitudinal focus
at the spectrometer’s entrance slit to maximize light throughput and parallel light
in the vertical to obtain uniform height along the different detector positions on
the Rowland circle. Lines focused at the detector are 10 mm in height and 0.3 mm
in width. The angle of incidence is set at 82◦ where the reflectivity of gold is high
and aberrations are found to be negligible. The mirror is placed 400 mm from the
chamber and 200 mm from the entrance slit to the spectrometer, which is the focus
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Figure 2.4: The optical layout for measuring fluorescence from the strontium
plasma.

distance of the mirror.

2.2.3 2.2 m Grazing Incidence Spectrometer

The main components of the McPherson model 247M8, 2.217 m grazing incidence
spectrometer are: a variable entrance slit, (set at 20 μm), a grating chamber housing
the concave grating, (1200 lines/mm), a flexible bellows and guide rail system for
moving the detector along the Rowland circle and a detector chamber. Light en-
tering the spectrometer is incident on the grating at an angle of 16◦ with the blaze
angle equal to 84.34◦. After diffraction the light is dispersed and travels through
a vacuum-sealed bellows to its final destination, the MCP/PDA detector. The de-
tector moves along the Rowland circle, a mechanical counter indicates (in inches)
the chordal distance from the centre of the grating to the approximate centre of the
detector. According to our specifications, the accessible range of the instrument is
∼ 25-207 eV.

2.2.4 MCP/PDA

The MCP is a collection of parallel open channels each coated internally with a sec-
ondary emitting material to form a sort of continuous dynode like devices. The in-
put face is coated with a photocathode material (Csl) and a large bias voltage (-1 kV)
is placed across the device. The diffracted photons impinge on the MCP photocath-
ode and are converted to electrons with a typical quantum efficiency of ∼ 20%. The
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channels are 12 μm in diameter and separated by 15 μm at their centres. The active
area of the matrix is 12.5 cm2 and covers approximately a length of 40 mm along the
focal plane of the spectrometer at the Rowland circle. The channel axes are biased
at an angle of 80◦ to the incident photons to improve collection efficiency for the
grazing incidence diffracted radiation. The primary photoelectrons are accelerated
down the microchannel matrix resulting in secondary emission with a gain in ex-
cess of 104. The emerging output electron bunches are accelerated across a narrow
vacuum gap (< 1 mm) by a potential difference of up to +4 kV and impinge on a
fibre optic bundle coated with visible photon-generating phosphor. The bundle re-
duces in diameter from 40 mm to 25 mm to match the length of the 1024 pixel PDA.
Two parameters dictate the response of the detector: firstly, the MCP gain which
is dependent on the negative voltage applied across the channels and secondly the
resolution which depends on the positive potential difference applied across the
0.7 mm gap that separates the MCP from the phosphor coated fibre reducer.

The accumulated charge on the PDA is read out via a TTL pulse from the de-
tector controller which is interfaced to a computer via a GPIB connection. Using
software developed by Barry Doyle [82], the user can define a series of parame-
ters such as number of shots accumulated, time delay between each shot, signal
averaging etc. The detector controller can also be externally triggered allowing
synchronization between lasers and the experiment. A Kentech fast-gating unit
was commissioned by Yeates [84] to use the MCP in gating mode. It delivers a TTL
pulse of variable bias and amplitude to the MCP head. It has three user adjustable
outputs:

1. DC bias to bias the gap (0>4.5 kV).

2. DC bias of variable polarity to bias the MCP head (0>1 kV).

3. MCP transient pulse that can be superimposed on the MCP DC bias.

The MCP bias is fixed at -750 kV but by superimposing the transient pulse one can
obtain a MCP DC bias of (-1.750 kV). As the gain of the system depends on the
MCP bias, one can enhance the sensitivity of the detector to low flux considerably.
This sensitivity was required for emission studies [84] and was not necessary for
my photoabsorption experiments.
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2.2.5 Resolving Power

A detailed study of the resolving power of the system was carried out by Kier-
nan [79] and Gray [78]. The performance of the system depends on both the re-
ciprocal dispersion and resolving power. The separation of two wavelengths is
defined by the dispersion while the resolving power is the ability to distinguish
this separation. The resolving power is defined as

λ

Δλ
= mN (2.1)

where m is the order of the spectra, N is the number of ruled lines and Δλ is the
minimum wavelength separation that can be resolved. For a slit width W, an image
width on the focal curve of the concave grating mounted on a Rowland circle cor-
responds to a wavelength separation of Wd/R, where d is the inter-groove spacings
of the grating and R is the radius of curvature of the grating. Accordingly a theo-
retical linewidth of 0.008 Å is given within our specifications. This corresponds to
approximately 4 pixels on the PDA.

Gray [78] measured the instrument broadening by recording the B2+ 2s-5p tran-
sition and found an instrument function of 4.2 meV per pixel. This translates to
4.5 meV when taking a Lorentzian fit and corresponds to a wavelength broaden-
ing of 0.01 Å (FWHM). The physical limitation imposed on the system by using a
flat detector on the curved Rowland circle, results in a smearing of lines for pixel
positions that are not tangent to the circle. Whitty [83] studied the variation in the
FWHM of the Al 2s22p6 → 2s22p53s transition at 160.074 Å as a function of detector
setting. His findings showed that pixels 500-600 on the PDA satisfy the tangential
condition, thus for accurate imaging of features of interest, one should image the
photoabsorption spectrum within this pixel range. However in practise one uses
the entire pixel range.

2.2.6 The ICCD camera and Shamrock Spectrometer

An ICCD camera attached to a Shamrock (SR-163i) spectrometer was used as the
diagnostic tool to study fluorescence from the laser-excited plasma. The SR-163i is
based on a Czerny-Turner spectrograph configuration as presented in Fig. 2.5. A
manual micrometer drive on the spectrometer is calibrated to read 1 nm per 10 μm
of travel for a 1200 g/mm grating. Manufacturer specifications give it a resolution
of 0.17 nm for a 10 μm slit 2 with readout by a CCD camera with a spatial sampling
period of 13 microns per pixel. A fibre adapter was mounted on the entrance slit
port to couple light from the 200 μm optical fibre (SMA905 0.22 NA single mode)

2We operate with a 50 μm slit.
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placed at the side window port of the chamber. The ICCD camera was an Andor
DH5H7 model. The camera has 24 μm square pixels arranged in a 512×512 2-D ar-
ray. This array is coupled via a fibre optic coupler to a gated image intensifier. The
intensifier enables amplification of incoming light and serves as an extremely fast
shutter, ∼ 3.3 ns. The camera was operated in ’accumulate’ mode, where the user
can add together the data from a number of scans to create an accumulated scan.
This improves the signal to noise ratio. Each measurement was made by accumu-
lating over the same number of shots used during the XUV photoabsorption exper-
iments. This ensured consistency between the XUV and optical measurements.

Figure 2.5: A typical layout of a Czerny-Turner spectrometer as used in our SR-163i
model [85].
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2.3 Data Acquisition and Laser Synchronisation

In our photoabsorption experiments, we need to ensure that the lasers generating
the absorbing plasma and continuum source plasma are synchronised with our op-
tical multichannel analyser. This can be easily achieved by using the internal timing
of the detector controller to simultaneously provide a trigger to open the detector
and fire both lasers. This set-up has been implemented and used successfully in all
past Ph.D. studies at DCU. However, to perform the pump-probe experiments de-
scribed in the next chapter, a more complicated timing scheme had to be developed.
The following section details these adjustments.

2.3.1 Laser Details

Three lasers are used for the experiment. A Spectron SL803 Nd:YAG is focussed
onto a tungsten target to generate the XUV source while a Spectron SL404 Nd:YAG
is used to produce the absorbing plasma. The Surelite SL-II10 acts as the pump
laser for the Panther OPO, see below for details. All three lasers were operated
in Q-switched mode and externally triggered via Stanford delay generators with a
shot to shot jitter of less than 1 ns.

Table 2.3.1. Laser Specifications
Parameter Spectron Spectron Surelite

SL803 SL404 SL II

Power Output 550 mJ 530 mJ 170 mJ
Pulse Duration 15 ns 15 ns 6 ns
Wavelength 1064 nm 1064 nm 355 nm
Q-switch delay 212 μs 173 μs 185 μs
Spot-size† ∼ 200 μm2 spot ∼ 1 mm × 2 mm line plasma ∼ 300 μm2 spot
Intensity† 1*1011 W cm−2 5*109 W cm−2 2*108 W cm−2 �

† After focussing.
� This value is calculated assuming 20 mJ of energy enters the target chamber from the OPO

after focussing.

An OPO is basically a resonator constructed with a non-linear gain medium.
The Panther OPO is an optical parametric oscillator system generating mid-band
radiation in the visible and near infrared spectral region. A generated wave (signal)
is fed back by the resonator to the non-linear crystal causing further generation, or
amplification, of the wave. It is analogous to a laser resonator except in this case
the gain is a coherent process as opposed to a laser’s population process.
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Figure 2.6: The optical layout of the Panther OPO [86]. (1) 355 nm pump beam, (2) 355 nm
turning mirror, (3) pump attenuator, (4) beam dump, (5) oscillator crystal, (6) compensating
crystal, (7) turning optic for doubling, (8) idler output, (9) signal output, (10) computer
controlled prism stage, (11) doubled output and (12) frequency doubling crystals.

The Surelite laser provides the pump energy for the optical parametric conver-
sion in the Panther OPO. An optical parametric process is a three photon interac-
tion where the pump photon splits into a pair of less energetic ones, generally of
different energy. The higher energy photon is referred to as the signal, while the
lower energy photon is called the idler. Conservation of energy and momentum
during the optical parametric process is achieved using a BBO (beta-barium bo-
rate) crystal, a birefringent material with different indices of refraction for different
polarizations of light.

Energy conservation is satisfied when the sum of the signal and idler frequen-
cies equal the pump frequency. However, as the resultant photons have different
frequencies to the pump photon and therefore different velocities, linear momen-
tum will not in general be conserved. If the idler and/or signal photons have po-
larizations orthogonal to each other, angles exist at which the crystal’s frequency-
dependent refractive index changes the idler and signal velocities so as to conserve
linear momentum. The angle tuning of birefringent materials to produce a partic-
ular signal/idler pair (to conserve momentum) is called phase matching. Both the
angular range over which it phase matches and its absorption characteristics deter-
mine a crystal’s tuning range. The power output versus wavelength is shown in
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Figure 2.7: Panther Output (Surelite II pump).

Fig. 2.7. Only the signal output is used in this work. Currently for λ=430 nm, the
maximum power output obtained from the OPO in the signal is 40 mJ.

2.3.2 Data Acquisition and Laser Synchronisation

Two EG&G controllers were used during this research, the 1460 and 1471a mod-
els. The 1460 controller was installed on the system before I started and was used
initially to perform photoabsorption measurements in lead and bismuth. Data ac-
quisition is initiated by applying a TTL positive going pulse to the Trigger Input
connector of the detector controller. This pulse is user defined from the software
and sent via the GPIB connection to the controller. Under the appropriate Data Ac-
quisition (DA) modes, the system CPU will begin storing spectral data. One can
avail of a TTL output pulse (TRIG OUT), from the controller via software, which
can be used to externally trigger the experiment.
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Figure 2.8: The exposure time of the PDA in normal synchronization mode.

• Exposure time: the total time between successive reads of a pixel. As pixels are
scanned serially, the exposure time for any given pixel is skewed by one pixel
time with respect to that of the preceding or following pixel.

• Scan time: The interval during which pixels are read/reset and data is trans-
ferred into the computer.

• Overhead time: Immediately follows each Scan Time and is provided to allow
the host computer to make decisions regarding the next detector scan.

• Delay scan: Scan where the pixels are read and reset, but no data is taken.
The photon flux is continuously integrated throughout each Delay Scan and
many Delay Scans can be placed in series to achieve Exposure Times longer
than the Base Exposure Time. These sets of ignored scans are interspersed
with normal data acquisition scans to prevent detector saturation due to dark
current buildup, thus one can achieve a better signal to noise ratio.

The 1024 element array on our system has a frame scan time of 30 ms, with a
pixel readout of 28 μs. In normal synchronization mode (see Fig. 2.8), the Expo-
sure Time must be set to an integer multiple of 30 ms. We operate in DA mode 4
which provides a Trig Out pulse after the experiment starts at the end of the first
scan. It also takes into account any delay scans than may be incorporated into the
experiment. This pulse was used to externally trigger the two Spectron lasers and
synchronise them with the PDA/MCP detector. A typical photoabsorption experi-
ment will have the following user-defined parameters:
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Exposure Time 0.03
Scans 10
Ignore Scans 100
DA mode 4

Thus in normal sync mode, once the experiment begins, the first scan is read (30 ms
duration) and then 100 scans are ignored to provide a delay of ∼ 3 second between
successive laser shots as it takes 3 seconds (100 ignore scans * 30 ms) until the next
scan is read again. Each experimental scan therefore takes 3.03 s which was deemed
a suitable frequency to fire the Spectron lasers - the beam expanding telescopes in
each Spectron system are optimised for pulse repetition rates of between 120 pulses
per minute but a slower rate was used to improve laser flashlamp lifetimes. We
repeated this procedure 10 times [Scan 10] to obtain signal averaging. This has
been the general setup for the past few years. Unfortunately, the Surelite SL-II10
which pumps the OPO for my experiments has a 10 Hz rep rate so I needed to
design a timing circuit that could effectively synchronise a 100 ms pulse with the
pre-imposed 30 ms timing increment of the detector.

This was achieved using the external synchronization feature of another con-
troller, the 1471A, which was installed on the system and used for the remaining
experiments. In external sync mode, one can synchronise the scan readout of the
PDA with a repetitive TTL signal from another source. The exposure time will then
equal the period of this external sync pulse, see Fig. 2.9 for further details. Driving
both the controller and Surelite with the same 10 Hz signal, the exposure time of
the PDA could thus be set to 100 ms. As the Spectron lasers had been optimised to
fire at 2 Hz by the manufacturer, we could now set up an experimental scan that
would trigger the two Spectron lasers for this repetition rate by user-defining four
delay scans instead of 10, (100 ms (start scan) + 4 ignore scans * 100 ms = 500 ms
(2 Hz)).

One complication occurred however. The Trig Out pulse is always applied at
the end of the first array scan which only takes 28.672 ms, (1024 array * 28 μs =
28.672 ms), once the experiment begins. As the intention was to use the Trig Out
as a master pulse to fire all three lasers, they would be out of sync with the data
acquisition by this amount. An appropriate solution was to add ∼ 72 ms to the Trig
Out pulse thus creating a ”new 100 ms” pulse. This would ensure that the lasers
fired at the start of a 100 ms scan exactly when the detector is read.

Using a DG353 Stanford delay/pulse generator, the ”new 100ms” pulse was
generated. A TC4426 dual high-speed power mosfet chip was employed to AND
gate the 10 Hz external synchronization signal with this ”100 ms” pulse to en-
sure accurate alignment between the data acquisition and lasers. We found that
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Figure 2.9: The exposure time of the PDA in external synchronization mode. Although
the base exposure time has now been set to 100 ms, the Trig Out from the controller is still
sent at ∼ 28 ms, the readout time from the PDA. If we used this pulse as the master trigger,
the lasers would fire in between scans and be out of synch with the detector.

71.050 ms was the precise delay time needed to ensure the lasers fired in synch
with the detector. The output of the AND gate was then used as the master trigger
to fire the lasers, see Fig. 2.10. A DET210 high-speed silicon photodiode positioned
at the side view port of the chamber was used to measure the overlap of the three
laser pulses (to an accuracy of ∼ 1 ns). The MCP is used in gated mode and trig-
gered to open when the lasers have fired for a duration of 4 ns. The OPO pulse
duration at ∼ 6 ns is considerably less than that of the XUV source (15-25 ns) [87].
Hence the narrow gate is used to ensure that information recorded from the inter-
action region when the 6 ns OPO pulse is present. In this way one can significantly
reduce background signal due to XUV absorption when the OPO signal is absent.
The ICCD is externally triggered by this master pulse too so that all measurements
are made simultaneously.

One final consideration is the spatial overlap of the OPO beam in the laser pro-
duced plasma. This was one of the most difficult tasks to perform for the pump-
probe experiments presented in Chapter 3. No change in the XUV photoabsorption
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Figure 2.10: Laser Synchronization: A 10 Hz signal generated by a delay generator (DG -
grey box) is used to rep both the surelite SL-II10 and the detector controller. Another DG
is used to add 72 ms to the Trig Out pulse from the controller which is fed to an AND gate
to generate the master trigger. This ’master’ pulse is then used to trigger the other DGs.
These in turn provide the relevant pulses to trigger the flashlamps (FL) and Q-switch (QS)
the spectron lasers, and to gate both the MCP/PDA and ICCD detectors.

spectra3 was observed unless the OPO beam overlapped the plasma exactly. Spa-
tial overlap was achieved by setting the dual-laser plasma experiment to run in
’live’ mode (continuous single-shot mode) and by adjusting the mirror in the x, y

holder (fixed to the top port of the chamber), one could focus the OPO beam onto
the plasma. One could view the neutral or singly-charged absorbance spectra from
the strontium plasma on a monitor screen and ensure overlap of the OPO beam
by observing a rise in the Sr+ (for neutral strontium) and Sr2+ (for both Sr0 and
Sr+) photoabsorption peaks after the end of the OPO pulse. Each pump-probe ex-
periment was set up by tuning the OPO to the one-photon resonant wavelength,
460.7 nm in neutral strontium and 421.6 nm for Sr+, and at the highest intensity,
3×108 W cm−2 until the same optimum ionization signal was observed.

3This change presents itself as a growth in photoabsorption resonances of single and/or doubly-
charged ions.
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Chapter 3

Resonant Laser Driven Ionization
in Sr and Sr+

3.1 Introduction

In the early 70s, Lucatorto and McIlrath [18] showed that tuning to a resonance line
in a sodium vapour using a laser of moderate intensity (1 MW cm−2) was a highly
effective method of coupling energy into a dense atomic vapour. The observed
ionization rate reached 95% of the initial excited-level population. This effect was
named Resonant Laser Driven Ionization (RLDI). The same group performed RLDI
experiments in a lithium vapour the following year and again reported a high ion-
ization efficiency [88]. They proposed the following energy transfer mechanisms to
explain the high degree of ionization:

1. Two-photon ionization out of the resonance level, for example:
Na(3p) + 2hν → Na+ + e−(ε)

2. Laser-induced Penning ionization, for example:
Na(3p) + Na(3p) + hν → Na+ + Na + e−(ε)

3. Superelastic collisional heating of excited state atoms by seed electrons gen-
erated during the first two processes, followed by electron impact ionization
by these heated electrons:
Na(3p) + e−(ε) → Na(3s) + e−(ε’, ε’ > ε)
Na(nl) + e−(ε’) → Na+ + 2 e−

4. Direct collisional exchange of energy, followed by photoionization from a
highly excited level:
Na(3p) + Na(3p) → Na(5s) + Na(3s)
Na(5s) + hν → Na+ + e−(ε)
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5. Promotion of atoms from the resonant level to higher lying levels by stimu-
lated Raman scattering and subsequent single-photon ionization, e.g.
Na(3p) + hν → Na(4p) + hν’ (hν’ < hν)
Na(4p) + hν’ → Na+ + e−(ε)

6. Associative ionization to ionized dimers followed by photodissociation:
Na(3p) + Na(3p) → Na+

2 + e−(ε < 0.1 eV)
Na+

2 + hν → Na + Na+ + e−(ε)

Subsequent studies employing electron spectroscopy, ion detection and fluores-
cence measurements were made to disentangle the above processes. Skinner [89]
investigated vapours of calcium, strontium and barium. He used a long pulse tun-
able laser, (300 ns, 1 MW cm−2), tuned to resonance frequencies of the respective
atoms and observed high ionization efficiencies. He reported a drop in fractional
ionization at low densities (5 × 1014 cm−3), which was a clear indication of the
importance of the collisions in the ionization process. Studying the conversion
of laser energy into potential energy of the ions (by monitoring the ion density
as a function of laser intensity), strontium vapour was shown to reach a remark-
able 42% efficiency. This work was continued in barium [90, 91], where the Hook
method [92] was employed to monitor the population distribution of various ex-
cited atomic and ionic levels during and after laser-excitation. It was established
that seed electrons were heated by superelastic collisions with laser-excited atoms
and followed by electron-impact excitation and ionization. These processes as well
as photoionization of high-lying levels, lead to the creation of more electrons. The
electron density and concomitant ionization increased accordingly. Further explo-
rations [93, 94, 95, 96, 97] confirmed the major role played by superelastic collisions
with seed electrons.

A theoretical model was proposed by Measures [98, 99, 100] to explain laser
ionization based on resonance saturation (LIBORS). The model assumes that the
laser saturates the resonance level and initially provides seed electrons by various
energetic processes. Superelastic collision quenching of the overpopulated reso-
nance level, combined with the reduction of the ionization energy of the laser ex-
cited atoms is a main contributor to heating of the electrons within the medium.
The super-elastically heated electrons proceed to collisionally excite electrons to
high-lying states that can be further ionized in the laser field or by direct colli-
sional ionization producing secondary electrons. Runaway collisional ionization of
the upper levels occurs until superelastic heating can no longer balance collisional
cooling and the electron temperature falls.

The full comprehensive LIBORS code treats the laser-excited atom as a 20-energy-
level system and solves the subsequent set of energy and population rate equations
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Figure 3.1: The four stages of LIBORS as described in the text [100].

by a fourth-order Runge-Kutta technique. It was successfully implemented to re-
produce the observed ionization time in Na [101]. A more simple model was de-
scribed in [100] where only the next (lowest lying) four optically connected (parity-
allowed) levels from the resonance level were included. The model also assumes a
steady-state temperature is reached after resonance saturation. The burnout time
for ionization (peak) in the alkali metals was calculated using these simplifications
for densities 1015-1017 cm−3 and laser intensities 105-108 W cm−2. Good agreement
(less than 5% variation) was found between these results and those obtained from
the full LIBORS code in sodium.

More recently, Gamal et al [102] proposed a model that describes the transient
kinetics of the ionization mechanisms, focusing on the time-dependent electron
energy distribution function. In contrast to the LIBORS model, where Measures
assumes that associative ionization and Penning ionization only occur at Stage 1
(see Fig. 3.1), Gamal et al [102] include these processes throughout. The computa-
tions were carried out under the experimental conditions of Hunnenkens et al [103]
who tuned a cw dye laser (200 mW output) to resonantly excite a cesium vapour,
1016 cm−3. From their model they concluded that electrons were mainly gener-
ated by associative and Penning ionization. Superelastic collisions heated these free
electrons, which were then responsible for depopulating the highly excited states
through electron impact collisions, resulting in the ionization signal observed.
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As can be seen from this overview, most experimental and theoretical work has
been confined to the alkali metals and alkaline earth metals as they possess opti-
cally accessible atomic resonance lines. The ionization process benefits from the
low ionization potentials in these elements and the large number of intermediate
levels that increase the energy of the atom in a stepwise manner to reach the ion.
From the LIBORS model (Fig. 3.1) it can be seen that different stages dominate
depending on which atom is excited. The differences are generally related to the
initial seeding process: if a large number of seed electrons are generated, full ion-
ization is generally achieved quickly, usually within nanoseconds. In some cases,
intermediate levels play a more significant role, particularly where associative ion-
ization is absent, as is the case for lithium [88]. At higher intensities, the time for
complete ionization can decrease if the cross section for processes like two-photon
resonant ionization and laser-induced Penning ionization is high.

This study is concerned with RLDI in Sr and Sr+. Previous studies have been
made of strontium vapours [89, 95, 96] and these results are presented in the re-
sults section through comparisons with our measurements. To our knowledge this
is the first RLDI study that utilises a laser-produced plasma as the target sample.
This atom/ion source complicates the experiment slightly as we have to contend
with collective effects in the plasma but it allows the study of any element in dif-
ferent stages of ionization. At our densities, ∼ 1016 cm−3, the collisional radia-
tive (CR) model of equilibrium applies [104]. In this case, collisional effects domi-
nate in the plasma. It includes electron collision processes causing transitions be-
tween excited state levels and three-body recombination. Therefore one can expect
some initial population of excited state levels which is largely absent in atomic
vapours. Bremsstrahlung is another important process in the plasma. It occurs
when a free electron moving close to an ion is accelerated by the ion’s Coulomb
field, thereby emitting a photon. It is the main radiation process in low-Z plas-
mas and is also important in highly ionized high-Z ones. When a high-Z plasma
is less ionized, as in our case, Bremsstrahlung provides a low background contin-
uum on which line emission is superimposed. The inverse mechanism is known as
inverse-Bremsstrahlung and is an effective method for coupling laser energy into
the plasma [105]. Another difference in our study is the higher intensity of our
laser, ∼ 100 MW cm−2 compared to the intensities used in previous studies, 1 -
10 MW cm−2.

Using the DLP technique to isolate atomic strontium (Sr), and Sr+ in the plasma,
we tune to one-, two- and three-photon resonances in the atom or singly charged
ion using an optical parametric oscillator, (OPO). We then compare the XUV pho-
toabsorption and fluorescence measurements in the plasma with and without OPO
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irradiation. By monitoring how the XUV absorption signal varies with time after
laser-pumping, we can monitor the temporal evolution of ionization. Section 3.2
provides further details of the experiment. The fluorescence signal from the stron-
tium plasma is recorded after irradiation with the OPO using a fibre coupled to a
visible spectrometer with spectral readout via a gated ICCD camera. This allows
us to observe the temporal profile of the excited strontium level distribution af-
ter the short resonant laser pulse excitation. This in turn permitted us to uncover
the role played by highly excited states in the ionization process and illustrate the
dominance of heating in the plasma by superelastic collisions with the laser-excited
atoms/ions. Results show that resonant pumping is significant in ionizing the Sr+

plasma but not as dominant when laser-exciting atomic strontium.
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3.2 Experiment
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Figure 3.2: The temporal evolution of the photoabsorption spectrum of a strontium plasma
1.15 mm from the target surface. For the early time delays, 50-100 ns, Sr2+ dominates as
characterised by the peak at 28.35 eV (see Chapter 4 for the Sr2+ photoabsorption spec-
trum). At 400 ns the photoabsorption spectrum of Sr+ is seen (Chapter 5 presents a detailed
description of this spectrum) while for the later time delays, 1100-1500 ns, Sr0 is dominant.

Employing the DLP technique, a spatio-temporal profile of the strontium plasma
was generated which permitted us to separate and isolate atomic Sr or singly charged
Sr as required, see Fig. 3.2. A cylindrical lens (f = 30 cm) was used to focus the out-
put of the Nd:YAG laser (15 ns, 410 mJ) to a line ∼ 4 mm in length and 1 mm in
height for generation of Sr plasmas. Spectra were recorded at t0 = 1200 - 1500 ns,
after plasma generation and probed 0-0.2 mm from the target surface for optimum
isolation of neutral Sr in the plasma. A knife-edge was used to decrease the plasma
length (or line focus) to ∼ 2 mm for Sr+. Displacement of the target from the optic
axis of the spectrometer by Δx = 1 - 1.5 mm and t0 = 450-500 ns provided the best
isolation of Sr+. The spectra were wavelength calibrated against known emission
lines of aluminium, manganese and oxygen ions.

To study the effect of resonantly exciting strontium, the OPO (6 ns, ∼108 W cm−2)
was focussed down to a spot size of ∼ 300 μm2 in the strontium plasma, perpen-
dicular to the XUV beam. The energy of the OPO beam was tuned by means of a
polariser as described in Chapter 2. At the time t0 where we had predominantly Sr
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Figure 3.3: Basic timing diagram for our experiments.

or Sr+ in the plasma, we irradiated the plasma with the OPO to excite the Sr atom or
ion to a selected one- or multi-photon resonance. As described in Fig. 3.3, the XUV
emitting plasma was used to probe the strontium plasma at various times ΔtXUV af-
terwards such that t = t0 + ΔtXUV, and the MCP/PDA was triggered synchronously
with the XUV probe (gatewidth = 4 ns). The ICCD was also incremented from this
t0 time, for the same time intervals, to study the temporal behaviour of the fluores-
cence lines so that one could simultaneously record the XUV/ionization signal and
optical signal after OPO irradiation.

In our studies, we needed three different spectra for each value of ΔtXUV: I0, the
XUV beam in the absence of a strontium plasma; IDLP, the transmitted XUV beam
recorded a time ΔtXUV after the generation of the strontium plasma in the absence
of the optical laser field, and IOPO, the transmitted XUV beam recorded ΔtXUV after
the generation of the strontium plasma in the presence of the optical laser field. In prac-
tice, we recorded spectra in the sequence I0, IDLP, I0, IOPO, I0, IDLP, . . . , I0 which
allows interpolation of the I0 values to find what the incident intensity would have
been at the time the transmission spectra were recorded. In other words, each I 0

used to compute the photoabsorption spectra is an average of I0 before IDLP/OPO

and I0 after.
The difference caused by irradiating with the optical laser field can then be dis-

played as follows. The absorbances IDLP ≡ ln ( I0
IDLP

) and IOPO ≡ ln ( I0
IOPO

) were
calculated at the same time delay ΔtXUV, and difference spectra were obtained by
A ≡ IOPO − IDLP. Thus a transition in the XUV region that was more pronounced
after irradiation with the optical laser field showed up as a positive peak, and one
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Figure 3.4: Difference spectrum after interrogating the strontium plasma 460 ns after gen-
eration where we have predominantly Sr+. The OPO (0.7×108 W cm−2) is tuned to the
one photon resonance at 421.6 nm, and the irradiated plasma is probed by the backlighting
continuum at the same time. The difference spectrum clearly shows an increase in the Sr2+

transition 4p6 → 4p54d at 28.35 eV (B) [16] and a reduction in the ground state photoab-
sorption peaks of Sr+ ((A) corresponds to the 4p65s → 4p54d2 transition in Sr+, see Chapter
5). Note also the improved resolution of the Sr+ doublet (4p54d 1P )5s 2P3/2,1/2 (i.e. from
the large resonance at 27 eV).

that was less pronounced showed up as a negative peak, as seen in Fig 3.4. This
way of displaying the data also afforded us the advantage of increased resolution
associated with differential absorption spectroscopy [106], as can be clearly see for
the large resonance at 27 eV.

To perform the fluorescence studies, an optical fibre (SMA905 0.22 NA single
mode) coupled to a SR163i-Andor visible spectrometer with a gated ICCD camera
was utilized. A combination of a 50 μm entrance slit and 1200 lines/mm grating
gives a resolution of 0.17 nm1 and the ICCD has a 3.3 ns minimum gate width.
A convex lens (f = 10 cm) was placed inside the chamber and a convex lens (f =
7.5 cm) outside the chamber to focus the emitting light from the plasma onto the
fibre. The fibre viewed the plasma along the direction of the optic axis through the
side port window, refer to Fig. 2.4 in Chapter 2. Emission from the plasma was
then recorded for t= t0 + ΔtXUV, as stated previously. We could thus monitor the
temporal evolution of states enhanced by the presence of the OPO optical field (as
can be seen in Fig. 3.5) and, in turn, interpret the role that metastable states play

1quoted for a 10 μm slit by the manufacturer
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Figure 3.5: Fluorescence recorded on the spectrometer (331 - 355 nm, 200 ns gatewidth),
50 ns after OPO irradiation, λ=459.5 nm. The spectra are accumulated over 15 shots per
data set and then averaged over 3 data sets. The black line is without the OPO and the blue
line displays fluorescence after OPO irradiation. Note the presence of the ion lines (2, 3)
after excitation. The other lines present are due to fluorescence from higher lying excited
states to the 5s5p 3P levels. The large peak at 346.4 nm is due to Sr+, 5d 2D5/2 → 5p 2P3/2.

in energy-pooling and the energetic mechanisms that lead to the ionization signal
observed in the photoabsorption measurements. Further details are presented in
the next section.

The spectrometer settings are displayed in Table 3.1 for the fluorescence mea-
surements. These setting were chosen to ensure appropriate spectral coverage of
fluorescence from excited state Sr and Sr+ levels. Unfortunately due to the weak-
ness of some signals, large gate widths of 200 ns were necessary for the neutral
fluorescence. The gatewidth could be reduced (to 60 ns) for the 8.37 mm (404.84
- 427.64 nm) spectrometer setting due to a stronger signal. Although large gate
widths are not ideal, the ICCD measurements made were sufficient to supply ad-
ditional useful information on the energetic processes involved in the study. For
resonant excitation in Sr+, we could use gatewidths of 30 ns due to the strong emis-
sion signal from Sr+ transitions. All signals were background corrected and fitted
with a second order polynomial to ensure all peak bases were zeroed. This was
necessary, as can be seen in Fig. 3.5, because the base level for the spectrum before
and after OPO irradiation do not coincide, the blue line lies below 0 counts. After
our second order polynomial fit, the base level for both spectra are the same. We
measure the population difference by calculating the area under the fluorescence
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peaks before and after the OPO and subtracting to obtain the difference.

Table 3.1: Spectrometer and ICCD settings for the fluorescence measurements for
our resonant excitation studies in Sr0

Spectrometer λrange Ion Stage Transition λ Gatewidth
Position (mm) (nm) (nm) (ns)

6.88 330.90 - 354.60 Sr 4d2 3P0 → 5s5p 3P1 332.99 200
Sr+ 5d 2D3/2 → 5p 2P1/2 338.07 200
Sr+ 5d 2D3/2 → 5p 2P3/2 347.47 200
Sr 5s9s1S0 → 5s5p 3P0 353.40 200

9.47 459.36 - 480.24 Sr 5s5p 1P1 → 5s2 1S0 460.70 200
Sr 5p2 3P2 → 5s5p 3P1 472.23 200

9.85 478.19 - 498.40 Sr 5s4f 3F4 → 5s4d 3D3 489.20 200
Sr 4d5p 3D3 → 5s5p 3P2 496.23 200

8.37 404.84 - 427.64 Sr+ 6s 2S1/2 → 5p 2P1/2 416.18 60
Sr+ 5p 2P1/2 → 5s 2S1/2 421.60 60
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3.3 Results

3.3.1 Sr

Firstly, we will give an overview of the most important results. For our Sr studies,
we tuned the OPO to the one photon 5s2 1S0 → 5s5p 1P1 line at 460.7 nm and to
the two-photon 5s2 1S0 → 5s10s 1S0 transition at 459.5 nm. A three-photon reso-
nant wavelength, λ=435.0 nm, which tunes to the 5p3/212s1/2 level at 8.55 eV was
also explored, as this level lies above the first ionization threshold at 5.695 eV. A
non-resonant wavelength at 470.0 nm was also studied for comparison with the
resonant excitation schemes. The ionization signal was measured in the form of
the increase in Sr+ transition at 26.57 eV (4p54d2) observed in the difference spec-
trum after laser excitation. With the OPO, even the strongest Sr absorption lines
disappeared almost entirely, indicating nearly 100% ionization, at all OPO wave-
lengths, including the non-resonant wavelength of 470.0 nm. No laser-excited ab-
sorption was observed from the 5s5p 1P1 level, its lifetime has been measured to be
4.8 ns [107], but collisions are expected to occur during this timescale thus prevent-
ing the observation of excited absorption.

Previous studies in strontium vapours have observed efficient but not complete
ionization (for λ=460.7 nm and 459.5 nm) at lower intensities and densities [89,
95]. The difference spectra revealed a significant increase in both the Sr+ and Sr2+

absorption resonances. The double ionization signal peaked at about ∼ 50 ns, and
persisted up to 100 ns following the termination of the OPO pulse. This information
could not be extracted from the previous studies and has provided a useful insight
into our experiments. Combining these results with the fluorescence measurements
permitted a detailed analysis of the various salient mechanisms needed to produce
the high degree of ionization experimentally observed.

We now describe in more detail the experimental parameters used to perform
this study. Once we had optimised atomic Sr in the plasma (almost 100%), we fur-
ther probed it for various times t = t0 + ΔtXUV, as shown in Fig. 3.6, (t0=1200-1500 ns
depending on the optimum neutral Sr DLP signal). We looked at three intensities
(0.7×108, 2×108, 3×108 W cm−2) and 6 different time delays, ΔtXUV = 0, 50, 100,
150, 200 and 500 ns, for each of the three OPO wavelengths, λ = 460.7 nm, 459.5 nm
and 435.0 nm. Due to time constraints, only measurements for the highest intensity
were recorded for λ = 470.0 nm. A study was performed for more ΔtXUV values
for the one-photon resonant case at high intensity. This was undertaken to ensure
that the above 6 values adequately represented the temporal evolution of ioniza-
tion and, having reviewed them, it was decided that they would give a satisfac-
tory overview of the process. Over the recorded time intervals for the XUV signal,

61



26 26.5 27 27.5 28 28.5 29
Photon Energy (eV)

A
bs

or
ba

nc
e 

(a
rb

. u
ni

ts
)

0ns

15ns

30ns

60ns

100ns

150ns

200ns

No OPO
460.7nm

A

B

Figure 3.6: The XUV signal showing the temporal evolution of the strontium plasma after
laser irradiation, λ = 460.7 nm, 3×108 W cm−2. Almost complete ionization is observed at
60 ns, the Sr2+ peak (4p54d) at 28.35 eV (B) appearing at 30 ns for the first time. Unfor-
tunately there is overlapping of resonances in the 4p-subshell spectrum of Sr and Sr+, the
line at 26.57 eV is the 4p54d5s8d in Sr and the 4p54d2 resonance in Sr+ (A). Similarly the
peak at 28.35 eV overlaps the 4p54d25d resonance in Sr.

the Sr+ signal reaches its maximum in each case at 100 ns, while the Sr2+ signal
peaks somewhat earlier at 50 ns. The strongest Sr2+ signal occurs for λ=435 nm.
The greatest reduction in Sr ground state absorbance at ΔtXUV=0 ns was seen for
the one-photon resonant case, λ = 460.7 nm. From the difference spectrum (for
λ=460.7 nm where more ΔtXUV values were used), almost complete ionization is
achieved in the 30-50 ns delay range after the end of the OPO pump pulse. In fact
the Sr vapour is heated significantly from 30 ns onwards with Sr2+ observed in the
XUV signal.

Within the LIBORS model, the general consensus for the mechanism for rapid
ionization is as follows (the non-resonant results suggest there’s a little more going
on and this will be discussed later): during the laser pulse a large number of seed
electrons are generated in various energetic processes, the most important of which
are:
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Figure 3.7: The difference spectrum for ΔtXUV=50 ns for one photon resonant excitation
(λ=460.7 nm, 3×108 W cm−2. The Sr+ signal is measured by an increase in the 4p54d2 peak
at 26.57 eV (A) and the Sr2+ signal by an increase in the 4p54d resonance at 28.35 eV (B).

(i) laser-induced Penning ionization:

Sr∗ + Sr∗ + hν → Sr + Sr+ + e− + KE (3.1)

(ii) associative ionization:

Sr∗ + Sr∗ → Sr+
2 + e− + KE (3.2)

(iii) and in some cases multi-photon (n ≥ 1) ionization of the resonance level:

Sr∗ + n hν → Sr+ + e− + KE (3.3)

Sr∗ represents the laser-excited resonance state in the neutral atom, Sr+ the stron-
tium ion, Sr the ground state of the neutral atom and Sr+

2 represents the dimer ion.
From the LIBORS model, one can estimate the seed-ionization rate, S, in stron-

tium from:

S = N2[σ
(2)
2c F

2 +
1
2
N2v(σA + σLF )] (3.4)

where σ(2)
2c (cm4s) is the two-photon photoionization cross section, v (cm s−1) is the

mean atom velocity, σA (cm2) is the associative ionization cross section, σL (cm4s)
is the laser-induced Penning ionization-rate coefficient, N2 is the population in the
resonance level (∼ GN0, where G=g(1+g)−1 (g is the ratio of degeneracies of the
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resonance level to ground state) and N0 represents the initial atom density, F is the
photon flux density (photons cm−2s−1).

As Eqn. 3.4 shows, only one value for the velocity, v, is used. It is assumed to
be the most likely speed in a Maxwell-Boltzmann distribution. The model assumes
laser saturation of the resonance level and from this a transcendental equation for
the steady-state superelastic temperature, Ts

e, can be obtained:

T s
e =

E32/k

ln(1 + g
∑

m≥3
f2m

f12
)

(3.5)

E32 is the energy difference from the resonance level to the next highest optically
connected level, k is the Stefan-Boltzmann constant, f2m is the oscillator strength for
a transition from the resonant level to higher lying m levels and f12 is the oscillator
strength of the resonant transition. Oscillator strengths were obtained from the
literature where available, otherwise, they were calculated using the Cowan code
to give (from Eqn. 3.5) Ts

e ∼ 12600K2, v ∼ 7×107 cm s−1. No specific cross sections
were available for σA, σL or σ(2)

2c on Sr or its ions. However, for the alkalis σ(2)
2c is

of the order of 10−48 cm4s and σL ∼ 10−42 - 10−44 cm4s, so we used these values
in our calculation as a first approximation. Assuming an initial atomic density
of N0 ∼ 1016 cm−3, at our highest intensity (F = 2×1026 photons cm−2s−1), S is
approximately 6×1022 s−1. This value is comparable to the rates for potassium (K)
and sodium (Na) given in the Measures paper [100] as is to be expected since we
use similar σA, σL and σ

(2)
2c values. According to Eqn. 3.4, S will differ depending

on these values.
Measures and Cardinal [100] noted that in the case of potassium, rubidium and

cesium, the laser dependence of the ionization burnout time is weak for lower val-
ues of laser irradiance. This was understood in terms of the dominance of associa-
tive ionization. For higher intensities, laser-induced Penning ionization influences
the initial seed processes more and results in a rapid fall in the peak ionization
time. Thus, the values of σA, σL and σ2

2c can influence the ionization process and
determine which stage dominates according to the LIBORS model. They did note
however, that a strong intermediate ionization process (stage 3 in Fig. 3.1) can com-
pensate for low seed electron generation, as in lithium and sodium, and still give
relatively short burnout ionization times. The lack of cross section data in the lit-
erature for these processes in strontium, experimental or theoretical, prevented the
full use of the the simple LIBORS model in this work, especially as just discussed,
the computed ionization burn-out time is very sensitive to these values. There also

2This corresponds in electron volts to ∼ 1.6 eV. This temperature value is usually associated
with neutral to singly-ionized plasmas using the collisional radiative model of Colombant and
Tonon [104].
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appears to be more to it than just LIBORS in our experiment, as suggested by our
non-resonant results so we refrained from using the model.

In our experiments, we do not have any direct measurement of the electron en-
ergies in our plasma. It is therefore difficult to disentangle the individual processes
giving rise to these seed electrons. Using mass spectrometry, Worden et al [108]
confirmed that Sr+

2 dimer ions are produced from laser-populated Rydberg states
by the associative ionization process Sr(5snl) + Sr(5s2) → Sr+

2 + e−. However, for
their highest intensity (10 kW cm−2, CW laser), the Rydberg states were destroyed
by electron-impact ionization before an associative ionization collision could occur.
At our intensities, 108 W cm−2, it therefore seems unlikely that associative ion-
ization would dominate; therefore two-photon ionization from the resonance level
and laser-induced Penning ionization are more likely.

Following on from the initial processes, the seed electrons rapidly gain energy
through superelastic collision quenching of the resonance-state population. These
in turn can collisionally excite higher lying levels which will eventually reach the
ground state of the ion. Ionizing collisions occuring between 5s5p atoms and atoms
in higher excited states 5snl also provide an increase in the ion ground state popu-
lation. Shafranyosh and Snegurskaya [109] studied the formation of excited stron-
tium ions after interaction of electrons with metastable strontium atoms. Measur-
ing the ionization cross sections from ground state and metastable atoms (in the
5s5p 3P levels), they observed that more than 35% of ions are formed in excited
states after excitation from the metastable levels. Their calculated cross sections
were computed using an electron energy of 15 eV. Although we expect our free
electrons to have lower energy this process is nonetheless possible, particularly
as our source is a plasma where metastable state formation occurs, see Fig. 5.3 in
Chapter 5 for an example of metastable contribution in our plasma when studying
4p excitation in Sr+.

Gedeon et al [110] calculated the electron-impact excitation from metastable
states of Sr also. For small electron energies (E < 5 eV), the excitation cross sec-
tion is larger, sometimes by an order of magnitude, for electron-impact excitations
from the 5s5p 3P to the following levels, 5s4f 3F , 4d5p 3F , and 5s6p 3P , compared
to the ground state. Thus it can be expected that the presence of metastable atoms in
our plasma can only serve to enhance the ionization process. Transitions from both
the 5s4f 3F and 4d5p 3F levels are recorded in our fluorescence studies. Although
we cannot determine what processes generate seed electrons in our experiments,
we can use our fluorescence measurements to study the resulting energetics which
leads to the enhanced ionization observed. The following excitation schemes are
expected to occur:

65



Sr(5s5p) + Sr(5snl) → Sr+ + Sr + e−(E5s5p - Enl) (3.6)

Sr(5s5p) + Sr(5s5p) → Sr + Sr(5snl) + ΔE (3.7)

Sr(5snl) + e−(ε′) → Sr + e−(ε′′ > ε′) (3.8)

Sr(5snl) + e−(ε′′) → Sr(5sn’l) + e−(ε′′′ < ε′′) (3.9)

where n’ < n and ΔE is the energy defect. All of the above heating mechanisms
have been observed in previous experiments. Brechignac et al [95] observed an in-
crease in stored atomic energy after laser pumping of the strontium vapour by mon-
itoring the temporal evolution of populations in high lying strontium levels. They
deemed collisional excitations with hot electrons as the dominant mechanism for
heating the atom. Gouët et al [93] measured the ”hot-electron” spectra from a laser-
excited sodium vapour. The two main peaks observed originated from (a) very-
low energy electrons produced by associative ionization which were then heated
by two superelastic collisions and (b) electrons produced by ionization of 4d atoms
through collisions with 3p atoms (in Na); these electrons, with energy ε = 2.11 eV
- E4d, are then heated by two superelastic collisions (Eqn. 3.6). Using a model that
incorporated all of these processes, Gamal et al [102] successfully reproduced the
experimental results of Hunnenkens et al [103] for laser-exciting a cesium vapour.

The cross section for superelastic collisions with the resonance state can be cal-
culated by using the detailed balancing principle [98] which relates the collisional
cross section for excitation of the same transition, σ12:

σ21(εe) = [(εe + E21)/E21]σ12(g2/g1) (3.10)

Using the plane-wave Born approximation (Chapter 1, section 1.4.6) in the Cowan
code [30], we calculated the excitation cross section for seed electrons of energies
εe < 4 eV, and obtained σ12 ∼ 6×10−16 cm2. This gives σ21 ∼ 5×10−15 cm2 for
strontium. A similar value was calculated for Na [93] where superelastic collisions
dominated the electron spectrum. Performing similar calculations we calculated
the collisional excitation rates from the resonance level to the 5s6s, 5s5d and 5p2

levels which are the next optically connected levels above the 5s5p resonance level.
Table 3.2 displays the results, the energy values are presented with respect to the
5s5p 1P1 level. All levels except the 5p2 1S0 have accurately computed energy in-
tervals. The calculated collisional rates are quite high and so we would expect en-
hanced population in these levels under our excitation conditions. To help confirm
this our fluorescence studies provided the relevant insight. The excitation schemes
used in our study are presented in Fig. 3.8.

66



Table 3.2: Calculated collisional excitation rates from the 5s5p 1P1 to excited levels
in Sr

Level Ecalc EMoore gfcalc K2m

(eV) (eV) (cm3 sec−1)
5s6s 1S0 1.10 1.10 0.50 2.66×10−7

5s5d 1D2 1.66 1.62 0.92 1.03×10−7

5p2 1D2 2.23 1.89 2.92 3.19×10−7

5p2 1S0 2.93 1.92 0.32 9.18×10−9
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3.3.2 One-photon resonant absorption (λ = 460.7 nm)
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Figure 3.9: The difference fluorescence spectra from the laser irradiated strontium plasma
(460.7 nm) for the highest intensity, 3×108 Wcm−2. Each point corresponds to the area
measured under the fluorescence line after OPO excitation minus the area of the natural
fluorescence signal present in the plasma for the same time delay. For short time delays,
there is a significant increase in the populations of the high lying Sr states and also the ion
levels. Note all lines were recorded for a gatewidth of 200 ns, except the 6s (blue line) and
5p (green line) levels where a 60 ns gatewidth could be used. Therefore 0 ns on the graph
corresponds to the population difference from 0-60 ns for those Sr+ lines and 0-200 ns for
the rest. The missing data point for the resonance transition is due to saturation of the ICCD
at 0 ns; the laser is tuned to this transition and swamps the signal. While the magnitudes
of the area under the peak may fluctuate, the shape of this graph is always reproducible.

Following the laser pulse, energy is transferred to the 5s5p 3P metastable lev-
els by radiative decay. From 0-200 ns, a large fraction of the initial population is
stored in the manifold of metastable levels which slowly decreases in time. The
loss of metastable population is due to superelastic collisions from the resonance
state and excited neutral states, which in turn provide hot electrons that can excite
the manifold of high-lying Sr(5snl) levels. This is validated by the large population
difference observed in the 5s9s 1S0 (5.29 eV) level and also in the doubly-excited
4d2 3P0 (5.52 eV) level after laser excitation, as can be seen in Fig. 3.9. Similar pop-
ulation increases occurred in high lying levels in [95]. Collisional ionization from
these highly excited levels gives rise to a growth in the free-electron density. From
our XUV difference spectrum, the 4d2 Sr+ line at 26.57 eV appears ∼ 0-15 ns after
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laser excitation (Fig. 3.6). In turn, these free electrons are heated by collisions within
Sr+ by the same processes (and more are generated) and so we observe eventually
the 4p6 1S0 ground state of Sr2+. This is confirmed by the appearance of the peak
at 28.35 eV in the XUV difference spectrum in the delay range 30-100 ns.

Fluorescence from the 5p, 6s and 5d levels in the strontium ion display increased
population in these levels 0-200 ns after OPO excitation as displayed in Fig. 3.9 (left
hand panel). Furthermore, due to the smaller gatewidth employed at the 8.37 mm
(405 - 428 nm) setting on the spectrometer, we can see a rise in the strength of
the 5p → 5s 421.6 nm transition in the delay range 50-110 ns after termination of
the OPO pulse. This may be due to the energy reservoir of highly populated Sr
states, collisionally ionizing into the ground state or an excited state of Sr+ and
subsequently decaying. Superelastic collisions within Sr+ will cause the electrons
to gain energy; this will also result in population transfer to these levels during
this time. It can be seen from Fig. 3.9 that the population of the high lying 5s9s
and 4d2 strontium levels decreases with time, while the lower lying levels show a
slight increase from 50-200 ns. From the XUV difference spectra, we know that the
single ionization signal is strong during this time and peaks at 100 ns, i.e., cooling
is not dominant during this period. The energetic processes driving this increase
in population can be due to energy pooling from the highly populated resonance
level or collisional excitation from this level promoting the atom to these excited
states.

As the double ionization signal peaks and subsequently decreases after 50 ns,
we have a cascading scenario where the excitation energy slowly moves down
through the Sr2+ levels and further down through to the Sr+ ion eventually reach-
ing the Sr+ 5s 2S1/2 ground state, thus enhancing the single ionization XUV absorp-
tion signal. By 500 ns recombination results in the observed drop in both the XUV
ionization signal and the Sr+ ion fluorescence. Similar results are observed for the
other exciting wavelengths (λ = 459.5 nm and 435.0 nm) at this intensity.

The ionization and fluorescence signals were also recorded for lower intensities
as is shown in Fig. 3.10. Overall, all measurements displayed a reduced signal level
as the OPO intensity decreased. The XUV ionization signal is still strong for one
third of the highest intensity but decreases by nearly a factor of two for the lowest
intensity. Clearly ionization does not vary linearly with intensity in our experi-
ments. In the MW cm−2 regime total ionization was not observed by Skinner [89]
or Brechignac et al [95] in a strontium vapour. As can be seen in Fig. 3.10, complete
ionization does occur in our experiments from ∼ 70 MW cm−2 to 300 MW cm−2,
this is inferred by the lack of neutral Sr resonances in the difference spectra (i.e.
only Sr+ (and Sr2+) resonances are observed at these intensities). It is clear from
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Figure 3.10: The difference spectra obtained after laser excitation to the Sr 5s5p 1P1 res-
onance level, λ = 460.7 nm, for three different intensities. The ionization signal decreases
with intensity but not linearly in this region, the double ionization signal is weak for the
middle intensity value and non-existent for the lowest intensity.

Fig. 3.10 that the highest intensity, 300 MW cm−2, results in superior heating of the
plasma as a much larger Sr2+ peak is present.

The fluorescence measurements at low intensity, Fig. 3.11, attest to the reduced
ionization efficiency. It proved difficult to extract some of the peaks from the back-
ground and all lines were considerably reduced. Nonetheless, some interesting
features are apparent. There is only a slight enhancement in the high lying 5s9s
and 4d2 levels, yet the temporal profile of the single ionization signal is the same as
for higher intensities. The fact that increased population in the highly excited levels
does not affect the final (temporal) outcome of the ionization signal suggests that
the initial energetic processes that generate the seed electrons dominate. Put dif-
ferently, the intermediate ionization events such as collisional ionization/excitation
appear to be less influential. At higher intensities, laser-induced Penning ionization
and two-photon ionization of the resonance level would contribute more, result-
ing in greater seed electron generation and subsequent increased ionization rates.
Overall, one-photon resonant coupling in strontium appears to be a very efficient
means of coupling energy into the atom, particulary in the 108 W cm−2 regime. The
next section presents the results for the other exciting wavelengths, λ=459.5 nm,
435.0 nm and 470.0 nm, corresponding to two-photon, three-photon and non reso-
nant photon excitation respectively of neutral Sr.
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Figure 3.11: The difference fluorescence spectra for one-photon resonant absorption,
λ=460.7 nm, 0.7×108 Wcm−2. The fluorescence signal was very weak for this intensity
making it was difficult to extract the peaks from background noise. The points that fall
below 0 reflect this fact.

3.3.3 Two-photon resonant absorption (λ = 459.5 nm)

In general, the experimental results for two-photon resonant absorption follow
those for the one-photon case. However, a few differences appear. For the high-
est intensity the emission spectra show that the population densities of transitions
to the 5s5p 3P levels3 are very weak and non-existent for early times, 0-200 ns.
During the laser pulse, the atom is excited to the 5s10s 1S level and since the reso-
nance level (5s5p 1P1) is not directly excited, the limited population of the 5s10s 1S

is distributed over a large number of higher lying states. Similar to λ=460.7 nm, the
fluorescence and ionization signals grow rapidly following the termination of the
OPO pulse and follow the same temporal profiles, see Fig. 3.12 for how the ioniza-
tion signal varies in time with intensity. Brechignac et al [95] also noted a weaker
fluorescence signal from the lower atomic levels when pumping to the 5s10s level
too and although they also saw comparable ionization efficiencies for λ=460.7 nm
and 459.5 nm, the latter reached peak ionization faster. Unfortunately, with the
time-delays chosen in this work, we could not tell if this was also the case here (i.e.
we would have had to use smaller time intervals than 50 ns to observe if the signal
varied and this would have taken too much time). It would be expected to behave
similarly as our results for λ=460.7 nm conform to their work.

3These levels are populated by radiative decay in the one-photon case.
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Figure 3.12: The difference spectra for two-photon resonant absorption, λ=459.5 nm, in
Sr for three different intensities (a) 3×108 W cm−2 (b) 2×108 W cm−2 (c)0.7×108 W cm−2.
Similar to λ=460.7 nm, comparable single ionization signals are obtained for the highest
two intensities (a and b) with a decrease for the lowest (c). Ionization is slightly reduced
compared to one-photon pumping.

As mentioned previously, the greatest reduction in the 5s2 ground state pop-
ulation at early time delays occurs for one-photon resonant absorption case. Su-
perelastic collisional quenching of the highly populated 5s5p 1P1 level has been
proposed as a strong contender for heating the seed electrons. One would not ex-
pect a similar population increase in the 5s10s level population after two-photon
absorption, therefore other heating mechanisms must be invoked. Energy pooling
of the 5s10s level is possible, as is collisional excitation. The atoms in this level
need only ∼ 0.3 eV to be ionized, so less energetic processes can still provide the
necessary energy for ionization. Multiphoton absorption could also explain the
high ionization signal, particularly the presence of Sr2+, but it is difficult to disen-
tangle collisional processes from multiphoton absorption in our experiments. One
possible way to determine this is by generating a log(N) vs log(I) plot, where N is
the number density of ions and I is the laser intensity. If the slope of this plot has
an integer value, n, where n is the number of photons absorbed, one could deem
multiphoton absorption the major contributor to ionization. To do this, the area
under the Sr2+ peak at 28.35 eV in the difference spectra and also the area under
the large Sr+ resonance at 26.57 eV were calculated for the different intensities. The
slope obtained was non-integer and so we can not differentiate between collisional
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or photo-excitation/ionization in our experiments by claiming that one or other is
dominant. Further progress would need detailed calculations including all pro-
cesses so that the rates for the different photon and particle excitation processes
could be computed and compared with the experiments.

3.3.4 Three-photon resonant absorption (λ = 435.0 nm)
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Figure 3.13: The difference spectra for λ=435.0 nm, 3×108 Wcm−2. The largest double
ionization signal is obtained for three-photon pumping. The structure imposed on the
large resonance at 27 eV is an artefact of subtraction due to Sr0 peaks located at the same
photon energy.

The wavelength λ=435.0 nm4 is three-photon resonant with the 5p3/212s1/2
1P1

level, which lies ∼ 2.85 eV above the lowest ionization threshold, i.e. two-photon
absorption from the 5s2 ground state can potentially promote the atom into the 5s
ground state of the ion. The immediate promotion of atoms into states lying above
threshold during the laser pulse results in a large number of ions in the 5p3/2,1/2 Sr+

ion levels as can be seen from the fluorescence difference spectra, Fig. 3.14 (left hand
panel). By 50 ns, a large double ionization signal is present and the single ionization
signal is the highest recorded from the three resonant excitations. Fig. 3.15 provides

4Unfortunately, the XUV measurements recorded for 435.0 nm, 0.7×108 Wcm−2, are not available
so we can only compare the fluorescence spectra in this case. The mid intensity values are unreliable,
the OPO was striking the strontium target generating a plasma.
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Figure 3.14: The fluorescence difference spectra for λ=435.0 nm, 3×108 Wcm−2.

a comparison for this time delay.
From the fluorescence spectra, even at the lowest OPO intensity (0.7×108 Wcm−2),

the population of the 5p, 6s and 5d ion levels is double that for the one-photon res-
onant excitation (λ=460.7 nm). Fluorescence from the excited atomic levels is also
greatly enhanced. One would expect more seed electrons to be generated during
the laser pulse for λ=435.0 nm as it promotes the strontium atoms above threshold.
This would explain the larger population distribution present in excited strontium
levels. An increase is also observed in the 5p → 5s resonance line of Sr+ in the
time delay range 50-110 ns, consistent with previous measurements for the other
wavelengths.
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Figure 3.15: The difference XUV photoabsorption spectrum for ΔtXUV=50 ns at the highest
OPO intensity for the three resonant excitations. Both the single and double ionization
signals are highest for three-photon resonant excitation.
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Figure 3.16: The fluorescence difference spectra for λ=435.0 nm, 0.7×108 Wcm−2,
where the greatest population increase for both excited Sr atoms and ions occurs.
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3.3.5 Non-resonant absorption (λ = 470.0 nm)
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Figure 3.17: The difference spectra for λ=470.0 nm, 3×108 Wcm−2. The ionization signal is
slightly stronger compared to resonant excitation and the double ionization signal is some-
what weaker. This casts doubts on how dominant the resonant process is in the energetics
of the system after laser irradiation.

To complicate matters further, when we irradiate the plasma with λ=470.0 nm
(non-resonant), 3×108 Wcm−2, we still see a strong ionization signal in the XUV
photoabsorption spectra. The fluorescence is a lot weaker too which suggests a
rapid increase in Sr+ ground state ions. This implies that the resonant nature of
the excitation process is not the only factor, which in turn suggests that the LIBORS
model does not fully describe the processes going on in a laser produced plasma.
From the 5s2 ground state, three photons need to be absorbed to overcome the
threshold energy and this could be a possible explanation. Some other interesting
results also appear. The photoabsorption spectra for Sr prior to laser irradiation
is reduced compared to the previous experiments, the peak absorbance at 27 eV is
∼0.55 compared to ∼1.00,5 yet surprisingly the ionization signal is the highest. We
also see a Sr2+ signal in the difference spectrum but it is lower than for the resonant
studies.

The fact that a similar ionization signal and temporal profile is observed for

5The lower absorbance can be attributed to a new target which proved difficult to obtain a similar
signal and lack of time prevented improvement.
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non-resonant pumping, suggests that the only real difference between the two cases
of resonant vs non-resonant, might be the manner by which seed electrons are pro-
duced. In that case, clearly even the non-resonant case provides sufficient seed
electrons to start/trigger the plethora of subsequent ionization processes efficiently.

3.3.6 Discussion

A noticeable difference in this study compared to previous ones, is that we have
fluorescence from Sr levels prior to laser excitation. This pertains to the fact that our
atom/ion source is a laser-produced plasma. From the collisional radiative (CR)
model of Colombant and Tonon [104], one can deduce the electron temperature
Te in the plasma (prior to laser irradiation from the OPO) using the equation for
irradiation at a laser wavelength λ (1.064 μm)

Te = 5.2 × 10−6A1/5(λ2φ)3/5 (3.11)

where A is the atomic number, φ is the mean laser power density, (5×108 W cm−2).
In our case, Te ∼ 1 eV6. Using a simple Boltzmann distribution for the 5s9s 1S0

level, we can expect a small population distribution in our strontium plasma prior
to OPO excitation ∼ 1%. Similar distributions can be expected in other high lying
Sr levels too. Of course, this value of Te is the temperature after the laser pulse has
ended and our plasma will have expanded and cooled down by 1200 ns. However,
due to the intrinsic nature of plasmas and the high densities involved, we can still
expect these levels to be populated by collisional excitations: this can only serve to
enhance the ionization process. As soon as energetic electrons are available in the
plasma, they can readily collisionally excite or ionize these populated levels.

As mentioned earlier, inverse bremsstrahlung is an important process in plas-
mas. From [99], one can make a direct comparison between the rate of laser energy
deposited through LIBORS and inverse bremsstrahlung:

H =
(GN2

0K21E21/4)12c2(kTe)3/2

1.17 × 10−7N2
0λ

2I
(3.12)

where N0 is the atomic density, c is the speed of light, λ(cm) is the laser wavelength,
I is the laser irradiance, K21 is the rate of collisional excitation from the resonance
level to the ground state. H represents the rate of laser energy deposition via LI-
BORS along the path of the laser beam compared with inverse bremsstrahlung. As
the laser beam penetrates the plasma and is attenuated, the degree of coupling to
the plasma is undiminished via LIBORS but inverse bremsstrahlung decreases with

6This differs from the steady-state temperature of Eqn. 3.5 from the LIBORS model, which is the
temperature reached by the heated atomic vapour after laser saturation of the resonance level.
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the laser irradiance, I. Thus H increases with penetration through the plasma. In
strontium, for λ=460.7 nm, I=108 Wcm−2, H equals 1.4×1020, which is extremely
high. This assumes saturation of the resonance level and would provide a nice
explanation for the results presented in this work.

The unexpected results for non-resonant excitation (λ=470.0 nm) however, im-
plies that some other processes not included in the LIBORS model are important
in our plasma. Molecular dissociation may be such a process. The X 1Σg ground
state of the strontium molecule arises from two ground state strontium atoms. This
molecular state is only weakly bound with dissociation energy of about 1088 cm−1

[111]. The Sr2 molecule can absorb a photon and be excited to the dissociation con-
tinuum of the A 1Σu state which leads to dissociation into two strontium atoms,
one in the ground state 5s2 1S0 and the other in the first excited state 5s5p 1P1.

Sr2 X
1Σg → (Sr2)∗ → Sr (5s5p 1P1) + Sr (5s2 1S0) (3.13)

This was proposed by Baig et al [112] who studied the even parity 5snd 3,1D2

Rydberg series resulting from the 5s5p 1P1 resonance level. They irradiated a stron-
tium vapour using a dye laser covering the wavelength range 410-460 nm, which
is just above the 5s5p 1P1 level. As the laser was detuned by about 1200 cm−1 from
the nearest real level for a two-photon transition, molecular dissociation of Sr2 was
deemed the dominant energetic process for population of the 5s5p level. The dis-
sociation is very fast (≈ 10−12s) and so it is possible for atoms in the 5s5p level to
absorb a second photon from the same laser pulse (≈ 5ns).

Irradiating the strontium atoms with the OPO tuned to λ = 470.0 nm, we are ∼
422 cm−1 from the 5s5p 1P1 level and so it is possible that a similar process occurs
in our plasma. Subsequent superelastic heating of the free electrons could then take
place and the LIBORS model may once again be appropriate. We do not observe
strong fluorescence from the plasma however at this wavelength, which one would
expect following on from the high ionization observed. Therefore, we can only
tentatively propose molecular dissociation as a possible process for populating the
5s5p 1P1 level followed by superelastic heating of electrons through collisions with
this level.
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3.3.7 One- and two-photon resonant laser pumping of Sr+

It proved more difficult to isolate Sr+ in the plasma, without some contribution
from Sr2+ also being present. This can be explained by employing the CR model
[104]. The ratio of number density of ion state Z+1 to ion state Z is given by:

NZ+1

NZ
=

S(Z, Te)
αr(Z + 1, Te) + neα3b(Z + 1, Te)

(3.14)

where S(Z,Te), αr(Z,Te), and α3b(Z,Te) are the collisional ionization, radiative re-
combination, and three-body recombination coefficients of an ion of charge Z at
temperature Te. From this equation one can compute the ratio NZ/

∑Z
k=1, Nk, the

fractional number density of charge Z, and plot its evolution as a function of Te.

Figure 3.18: Fractional number densities according to the CR model of the charge states
of strontium plotted with increasing electron temperature on a logarithmic scale, taken
from [113].

For Sr+, the estimated electron temperature, Te, is ∼ 2 eV using Eqn. 5.1. There-
fore we can expect some contribution from Sr2+ in our plasma. The strontium
plasma was generally probed 1 mm from the target surface, t0 = 450-500 ns after
plasma generation. After interrogation with the OPO, the plasma was probed for
times t= t0 + ΔtXUV, ΔtXUV = 0, 15, 30, 60, 80, 100, 150, 200 ns. Probing the plasma
for later time delays, 300-900 ns, showed both the ionization signal and the optical
signal drop to zero in a steady manner, so that these later times were not deemed
necessary to measure. We measured the XUV and fluorescence signals for four dif-
ferent OPO output energies: 20 mJ (3.0×108 W cm−2), 15 mJ - (2.2×108 W cm−2),
11 mJ - (1.7×108 W cm−2) and 5 mJ - (7.5×108 W cm−2).
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3.3.8 One-photon resonant absorption of Sr+ (λ = 421.6 nm)
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Figure 3.19: The temporal profile of the photoabsorption spectrum of Sr+ with and with-
out OPO irradiation, λ = 421.6 nm, 3×108 W cm−1. One can see enhancement of the Sr2+

peak at 28.35 eV.

The Sr+ results presented here are in stark contrast to the previous results for
Sr. Tuning to the 5p 2P1/2 resonance line at 421.6 nm or to the 6s 2S1/2 line by
two photon absorption, λ=418.97 nm, we never reach full ionization of Sr+. This
can be seen in Fig. 3.19 where the maximum absorbance reached by the Sr2+ peak
at 28.35 eV is 0.57 compared to ∼ 0.9 in the 4p-photoabsorption spectrum of Sr2+

presented in chapter 4. When the plasma was irradiated with the OPO tuned to
λ=425.0 nm, i.e., a non-resonant wavelength, we observed no ionization signal at
all, see Fig. 3.20.

This conforms with the LIBORS model, where laser saturation of the resonance
state acts as a source of energy for rapidly heating the medium. Measures et al [114]
proposed a model to indicate the degree of plasma heating that can be achieved
through superelastic laser energy conversion (SELEC). SELEC differs from LIBORS
in that it refers to the rapid electron heating that occurs prior to an appreciable in-
crease in the free-electron density; LIBORS models the entire interaction up to com-
plete burn-out of the species been pumped. SELEC is based on a 3-level model: the
ground state, a resonance state, and a higher lying excited state. The other interme-
diate states are ignored. A more complex model that includes these levels tended
to overestimate the increase in Te. The more comprehensive LIBORS code and the
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Figure 3.20: The difference spectrum of Sr+ after laser irradiation, λ=425.0 nm, 15 mJ. No
ionization was observed implying superelastic collision quenching of the resonance state
is the primary source of heating in the plasma.

SELEC model produced comparable results. Assuming that the temperature is con-
stant, and that the rate of change of the free-electron temperature is dominated by
the resonance superelastic heating term, the SELEC heating time τH is given by:

τH � θ
3/2
s − θ

3/2
0

GN0K21
(3.15)

θ0 = kTe/E21 (3.16)

θs � − a

ln(b[1 − exp(ln(b/a))])
(3.17)

K21 =
Af12

gE3/221

(3.18)

dTe

dt
=

2
3k
GN0K21E21 (3.19)

a = E32/E21, b = f12/gf32, A = 1.6×10−5 and fmn = fmn〈g〉, fmn being the os-
cillator strength and 〈g〉 the effective Gaunt factor for the m → n transition7. For
Sr+, level 3 was taken to be the 5d 2D5/2 as it had the highest oscillator strength.
Using this model, dTe/dt > 1013Ksec−1 was predicted for an initial Sr+ ion density
of 1016 cm−3 and a superelastic heating time (τH) of ∼ 0.5 ns was computed.

Once again, a non-linear dependence with OPO intensity is observed with the

7The Gaunt factor was set to the semi-empirical threshold value of 0.2 [115].
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Figure 3.21: Temporal evolution of the ionization signal with intensity for λ=421.6 nm.
Each point represents the area under the Sr2+ peak at 28.35 eV from the difference spectra.
The largest reduction in the ground state peaks occurs at 15 ns coinciding with the peak in
ionization.

highest gain in Sr2+ comparable for 11-20 mJ with a noticeable drop for the lower
OPO energy, 5 mJ. This is displayed in Fig. 3.21, where one can see that the ioniza-
tion signal peaks early at ∼15 ns. At the highest intensity there is a second peak
in the ionization signal. The first peak in ionization coincides with the largest re-
duction of the Sr+ ground state resonances in the XUV spectra. This suggests that
collisional ionization from the 5p resonance level occurs, i.e., superelastic collision
quenching dominates just after termination of the OPO. The second peak or re-
growth in ionization may be explained by our fluorescence results. We can see the
5d 2D emission lines decrease in the range 60-100 ns. Collisional excitation from
these 5d states can promote the system to higher intermediate levels. These in turn
will act as an energy reservoir that will promote the ion in a stepwise manner to
the Sr2+ ground state with time. This suggests stage 3 of the Libors model (as in
Fig. 3.1), the intermediate ionization period, plays a leading role in the ionization
process. This second peak observed is always reproducible for 20 mJ OPO output
(but not so at 11 mJ, we suspect this is just an outlier).

From 200 ns onwards the fluorescence signal from the 5d, 6s and 5p levels are
enhanced as the system cools. The energy reservoir is not infinite and heating pro-
cesses are eventually balanced by cooling ones (Fig. 3.22). By ∼ 900 ns, fluorescence
from these levels is close to zero.
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Figure 3.22: Plot of the temporal evolution of the fluorescence from the 5p, 6s and 5d
levels in Sr+ after OPO irradiation, λ=421.6 nm, 3×108 W cm−2 (20 mJ). One can see the
onset of cooling at 200 ns. (b) A close up of fluorescence from the 5d and 6s levels. From
0-200 ns, for the lower intensities, there is only a slight drop in fluorescence, the initial
gain in these levels from resonant pumping to the 5p 2P1/2 level seems to be sustained by
collisional excitations. A larger drop is observed for 3×108 W cm−2 which indicates more
heated electrons are present to collisionally excite or ionize from these levels.

3.3.9 Two-photon resonant absorption in Sr+ (λ = 418.97 nm)

In contrast to two-photon pumping in Sr (5s2 → 5s10s), the ionization signal is
much weaker in Sr+ (5s → 6s) for two-photon absorption as can be seen in Fig. 3.23.
Comparing the ionization signals at high intensity, one-photon pumping to the res-
onant 5p level with the OPO tuned to 421.6 nm is twice as efficient as for the two
photon case with the OPO tuned to 418.97 nm. Tuning the OPO to λ=418.97 nm,
with a pulse energy of 5 mJ we barely see the Sr2+ 4p54d peak at 28.35 eV. For the
highest intensity, the temporal evolution of the ionization signal still shows a peak
in the time delay range ∼15-30 ns but no regrowth in the signal is observed, i.e. we
do not observe a two-peaked ionization signal as was the case for λ = 421.6 nm.
The initial energy coupled into the plasma via laser irradiation is not sufficient to
generate/maintain a population in the intermediate levels. This in turn reduces the
energy reservoir that may re-populate the Sr2+ ground state.

These results conform with those of Menard and Measures [96] who used the
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Figure 3.23: The difference spectrum for two OPO wavelengths, (421.6 nm, 418.97 nm)
for a delay time of 15 ns after OPO irradiation. λ=421.6 nm results in better ionization
and computing the area under the curve gives approximately double the efficiency at this
wavelength compared to the 418.97 nm case.

same wavelengths to excite Sr+ in a strontium vapour. They assumed two-photon
ionization generated the Sr+ ions in the vapour after laser irradiation. They ob-
served that two-photon pumping to the 6s level was 50% as effective as pumping
to the resonance level. Their results were based on fluorescence measurements
from the 5f 2F5/2,7/2 → 5d 2D5/2 level at 565.20 nm. They concluded that one and
two-photon resonance pumping of low-lying levels in the ion is suitable to rapidly
excite high-lying levels of the ion through superelastic laser energy conversion.
These transitions were not observed in this work due to their intrinsic weakness.

One other noteworthy result is the enhanced resolution achieved from the dif-
ference spectrum. Lyon et al [116] measured the absolute photoionization cross
section of Sr+ and could resolve the large peak at 27 eV to a doublet, 4p54d 1P 5s
2P3/2,1/2, positioned at 26.95 eV and 26.97 eV respectively. However, from the dif-
ference spectra our ’doublet’ is positioned at 26.88 eV and 26.99 eV. Unfortunately,
this large resonance was saturated in our experiments which would result is severe
broadening of the individual doublet components. After OPO excitation and sub-
traction to generate our difference spectra, this broadening would be imposed on
the difference spectra.
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Figure 3.24: The temporal evolution of fluorescence from the 5d, 6s and 5p levels
for λ=418.97 nm, 22 mJ. The signal is reduced compared to pumping to the 5p
2P1/2 level and again this is no significant increase/reduction over the time period
0-200 ns.

3.4 Conclusion

We have presented results for one-, two- and three-photon resonant pumping in Sr
and for one- and two-photon resonant pumping in Sr+ for species densities on the
order of 1016 cm−3. In Sr, comparable ionization was observed for all wavelengths
when irradiating the plasma with intensities ∼108 W cm−2. A non-linear drop in
ionization was noted for lower intensities, going down to ∼107 W cm−2 range.
From 30 ns after laser excitation, almost complete ionization was achieved demon-
strating the efficient coupling of laser energy into strontium. Fluorescence mea-
surements enabled the study of the temporal evolution of atomic and ionic pop-
ulations in higher lying levels after pumping and confirmed the rapid excitation
to these levels. Irradiating the strontium plasma with λ=470.0 nm, a non-resonant
wavelength, we also saw efficient ionization.

Complete ionization does not occur in Sr+ for ∼108 W cm−2 and pumping
to the resonance level was twice as efficient as two-photon pumping to the 6s
level. Furthermore, no ionization signal was observed for λ=425.0 nm, a non-
resonant wavelength. This confirms the resonant nature of the excitation process
and rules out multi-photon absorption in Sr+ at these intensities. Superelastic laser
energy conversion is the most probable process, we calculated a growth in dTe/dt
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> 1013Ksec−1 using the SELEC model.
While resonant pumping is necessary to generate the initial seed electrons in

Sr+ to start the ionizing processes (as in LIBORS), it appears that the energetic pro-
cesses generating seed electrons in neutral Sr do not depend on resonantly popu-
lating levels within the atom. It is unclear with our experimental measurements
what energetic processes cause ionization in this case, molecular dissociation is a
possibility. However, what is clear is that whatever process generate these seed
electrons initially in Sr, superelastic collisions is the most likely mechanism for
heating the electrons subsequently (as in Sr+), resulting in ionization of the atom.
Further experimental work, for example, measuring the electron spectra from the
laser-excited plasma may help uncover what other mechanisms play a role in the
ionization observed.
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Chapter 4

Absolute photoionization
cross-sections of atomic ions

4.1 Overview of photoionization measurements

The work presented in this chapter was performed at the ASTRID storage ring at
Århus University in Denmark and at the dual laser plasma experiment at DCU. The
project was a joint collaboration between DCU (Caroline Banahan, Deirdre Kilbane,
John Costello, Paul van Kampen), Queens University, Belfast (Shane Scully), Dares-
bury Laboratory, UK (John B. West), LIXAM, Orsay (Jean-Marc Bizau) and Århus
University (Henrik Kjeldsen and Finn Folkmann). Absolute photoionization cross
section measurements for various ions were performed using the merged-beam
technique at ASTRID and complementary photoabsorption measurements were
made using the DLP technique at DCU. All collaborators contributed to the work
presented in this chapter and focus is placed on the experimental phase of the work
where I made the most significant contributions.

Over the past few decades there has been a strong drive to measure the pho-
toionization cross sections of neutral atoms and ions. The complex dynamics in-
herent to photoionization give it a prominent role in atomic physics research, pro-
viding insight into electron-electron correlation effects and unfolding the intrinsic
nature of photon-matter interactions. From an applied perspective, emphasis has
been placed on gathering measurements for elements abundant in stellar atmo-
spheres where absolute cross section measurements assist in their modeling, and
also in atmospheric physics/chemistry and fusion reactors. The astrophysical re-
quirements resulted in a major theoretical collaboration to calculate the photoion-
ization cross sections of nearly every element ranging from hydrogen to iron, in
all ionization stages. The main contributors include: The OPAL Project [14], The
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Opacity Project [15] and more recently The Iron Project [117, 118] and the Rmax
project [119]. As always, these sophisticated theoretical models need experimental
measurements to test their validity and stimulate further development.

Until the advent of synchrotron radiation (SR), the observation of the vacuum
ultraviolet (VUV) to extreme vacuum ultraviolet (XUV) photon matter interactions,
where photoionization is the dominant process, was limited to gases and to easily
evaporable materials. Following the development of SR, the number of studies in
this wavelength region increased. An important experiment entailed the observa-
tion of two-electron transitions (followed by autoionization) in the noble gases by
Madden and Codling [7], which was followed by the theoretical studies of Fano
and Cooper [41, 120, 121]. The development of windowless furnaces had a pro-
found effect on this research area as they could be used to generate metal vapours
for photoabsorption studies with synchrotron storage rings . A wealth of pub-
lications ensued for neutral absorption spectra in the XUV region, with pioneer-
ing work performed by Connerade and co-workers at the Bonn sychrotron facility,
see [122] and references therein. The discovery of continuum emission from laser
produced plasmas of high Z elements [58] initiated the evolution of the dual-laser
plasma technique and it became a very important tool in the exploration of inner-
shell studies in ions in the XUV and VUV regions.

Despite all of these developments, up until recently, obtaining absolute cross
section measurements proved difficult. The main challenges arose from determin-
ing accurately the number density of the absorbing species in the case of neutral
atoms, and having bright enough radiation sources to compensate for the low
density in the case of ions. The first absolute photoionization measurements for
ions were made on the Daresbury synchrotron radiation source (SRS) by Lyon et

al [13, 123, 124] using a merged-beam layout where the ions and photons were
merged collinearly over a distance of a few tens of cm. Although they were limited
by the SR intensity to measuring cross sections ≥ 5× 10−18 cm2, they were able to
measure the cross sections for certain elements, for example, the p → d resonances
of the singly ionized alkaline earth metals (Ca+, Sr+ and Ba+). With the advent of
more intense SR sources, measurements for ions with lower cross sections became
possible, hence, the past decade has seen a substantial increase of these measure-
ments for a variety of ions, see [43] for a review and references therein.

The merged beam technique is the most widely used method of making atomic
ion measurements using synchrotron radiation; synchrotron radiation facilities in
Denmark (ASTRID), France (SuperACO), Japan (Photon Factory, SPring-8) and the
USA (ALS) all employ this method. Its main advantages are: it provides high-
resolution data, absolute cross sections can be measured directly, since the density
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of the target ions can be determined; one has general freedom in selecting the ion
source, e.g., Nielsen sources [125] and thermionic emitters [126] have been used
in the past for singly-charged ions and electron cyclotron radiation (ECR) sources
have successfully generated multiply charged ions [127]. The main disadvantage
stems from the formation of ions in metastable states which in some cases can be
a substantial fraction of the absorbing species thereby reducing the accuracy of
the measurements. The accuracy of the absolute measurements is of the order of
∼ 10 − 20%. Apart from the presence of metastable species, uncertainties in the
integrated form factor (a measure of photon-ion beam overlap) and uncertainties
in the efficiency of the detectors contribute also.

As previously described in Chapter 2, the dual laser plasma technique can be
used to make measurements on almost any element in any ion stage and has been
an important source of experimental data on photoabsorption and photoioniza-
tion of ions. It can provide complementary data to the absolute cross section mea-
surements due to its capacity to provide better spectral resolution. The merged-
beam technique provides absolute data directly comparable with theoretical calcu-
lations mentioned earlier, and is more selective in determining the charge of the
parent species. For these reasons, collaborations were formed between groups who
utilised these two techniques [128]. A brief description of the merged-beam set-
up at ASTRID is given next followed by an introduction into the study performed
by DCU and the collaborators listed at the beginning of this chapter. Results are
presented in the final section.
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4.1.1 Merged-Beam Layout

Figure 4.1: A schematic drawing of the undulator/Miyake-monochromator beam
line at ASTRID, scale is in metres. UND: undulator; HFM: horizontal-focusing mir-
ror (spherical, R = 150 m, θ = 87.5◦); PG: plane grating (1200 lines/mm); CM: cylin-
drical mirror (R = 2.40 m); ES: exit slit; VFM: vertical-focusing mirror (spherical,
R = 5.73 m, θ = 85.0-85.4◦); PM: plane mirror; FH + CH: foil holder (for second-
order absorbers) + chopper; IR: photon-ion interaction region; IC + PD: gas ioniza-
tion chamber + Al2O3 photodiode. Diagram taken from [129].

A brief description of the undulator beamline at ASTRID is given in this section
and an overview of the experimental procedure as the majority of my effort in this
collaboration was spent in this area. A schematic layout of the photon beamline
is given in Fig. 4.1. The undulator in the photon beam line contains 30 magnetic
periods of 55 mm length and the gap can be varied to tune the first harmonic from
15 to 50 eV; for energies larger than this the higher harmonics are used. A spherical
pre-mirror with an acceptance angle of 1 mR × 1 mR collects light from the undula-
tor and focuses the light horizontally in the interaction region. A grazing incidence
monochromator is used for fine wavelength tuning. Its design is based on the prin-
ciple first described by Miyake et al [130] and further developed by West et al [131]
for higher-order rejection. It comprises a vertically dispersing plane diffraction
grating, (1200 lines/mm), focusing mirror and exit slit. Two vertically deflecting
post-mirrors are positioned after the exit slit at grazing angles of 5◦, one plane, one
spherical, which provide a horizontal and parallel beam through the interaction re-
gion. The interaction region is ∼50 cm in length, and the ion beam is merged with
the photon beam over this distance.

With regard to the Miyake monochromator, there is no entrance slit; the electron
beam in the storage ring defines the magnitude of the source point. It was designed
for a source point at infinity, whereas the source-point distance is ∼11 m at Århus.
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Figure 4.2: The calculated photon-energy resolution using optical path function theory
(OPFT). Left: the cylindrical mirror is moved according to the photon energy; right: the
cylindrical mirror is kept fixed in the position required for focusing the beam at the exit slit
at 29.5 eV. Diagram taken from [129].

To ensure that light remains focused at the exit slit, it is therefore necessary to ro-
tate and translate the mirror slightly. Unfortunately, the mechanism for moving
the mirror was not designed for continuous movement during a scan and is only
moved between scans. This impacts on the photon energy resolution, especially for
the lower end of the photon energy range, where significant defocusing occurs, see
Fig 4.2. The other main contributors to the photon energy resolution are the height
of the electron beam in the ASTRID storage ring (∼0.23 mm), the size of the exit slit
and aberrations. The most significant aberration is coma, especially for photon en-
ergies greater than 75 eV. The resolving power ranges from 4000 at 17 eV to ∼ 1000
at 100 eV1, and decreases rapidly at even higher energies. The photon beam line
is optimised for high throughput and provides 3 - 5×1012 photons/s from 15 eV
to about 150 eV. To combat higher order radiation, the beam line is equipped with
filters in the form of thin foils of Mg (25-50 eV), Al (35-70 eV) and Si (50-100 eV).

A noble-gas ionisation chamber is used to measure the current of the pho-
toionised ions in order to deduce the photoabsorption cross section. It is also used
to calibrate the photon-energy scale and the Al2O3 photodiode. The ionization
chamber is a double-collector type originally developed by Samson [133], as in
Fig. 4.3. Applying the Beer-Lambert’s law, after traversing a distance x in a gas
with density n and absorption cross section σ, the photon flux is reduced from I0 to
I according to

I

I0
= e(−nσ x) (4.1)

1For a slit width of 100 μm
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Figure 4.3: The noble-gas double ionisation chamber used on the merged-beam experi-
ment. The gas is contained by a 1500Å Al foil, x0 = 188 mm, l = 200 mm and the vertical
distances from the centre line to the repeller and the collectors are 5 and 10 mm respec-
tively. The small electrodes at each end of the collectors are grounded and installed to avoid
fringing-field effects. PD = photodiode. Figure taken from Henrik Kjeldsen’s thesis [132].

The recorded currents from the two collectors, J1 and J2 respectively, can be ob-
tained from Eqn. 4.1:

J1 = I0ee(−nσ x0)[1 − e(−nσ l)] (4.2)

J2 = I0ee(−nσ(x0+l))[1 − e(−nσ l)] (4.3)

where e is the electron charge. From the above,

I0 =
(
J1

J2

)x0/l J2
1 /e

J1 − J2
(4.4)

I =
J2

1 /e

J1 − J2
(4.5)

where J1 and J2 are the photo-ion currents as before. This is only true if one detected
ion corresponds to one photoionization event. For high energies double photoion-
ization is possible. It can be avoided for photon energies up to 78 eV if He gas is
used. Also, as the ratio between single- and double-photoionization cross sections
is known for He, corrections can be made.

The repeller electrode is kept at Vbias to force ions toward the collector and to
prevent the electrons from hitting the collector. For high photon energies, the emit-
ted electrons can have large kinetic energy and a large Vbias is necessary in order
to retard the electrons. Secondary ionization can be problematic and must also
be accounted for. The number of secondary-ionization events is proportional to
the number of photoionization events, the target gas density and depends on the
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photon energy. A correction factor of the form (1 + c · n) is applied to the photoion-
ization current, where c is the mean value of the product of the cross section for
ionization by electron impact and the interaction length. It can be minimised by
appropriate selection of Vbias, target gas and ensuring the photon beam travels as
close as possible to the repeller electrode.

Measurements of the photo-ion currents are always performed at three pres-
sures, (0.01, 0.03 and 0.1 mbar), these values ensure the pressure is sufficiently
high to be measured precisely and low enough to reduce secondary ionization.
At high photon energies, secondary ionization cannot be avoided due to the photo-
electrons’ large kinetic energy and the use of very low pressure becomes necessary.
In this case, the two collectors are coupled together, and the device is used as a
single ionization chamber. Then J1 and J2 are measured at a low pressure (< 0.05
torr). The magnitude of the photon flux is obtained by:

I0 =
J1 + J2

e exp(−nσ x0)[1 − exp(−nσ(2l))]
(4.6)

when n is determined from the pressure,

n = 3.218 · 1016P (4.7)

Eqn. 4.7 is used to determine the number density and is valid at 298 K (ideal-gas
law), n is measured in cm−3 and P is the pressure in torr, 2l is the total length of
the two collectors (40 cm) and the photoionization cross section σ is taken from
literature [134]. The calibration of the photodiode is performed by comparing the
photodiode current with the magnitude of the photon flux determined with the
ionization chamber.

The ion beam line is displayed in Fig. 4.4. The target ions are extracted from
an ion source, mass separated, collimated and merged electrostatically with the
photon beam. The interaction region consists of a biased cylinder, (600 V), in or-
der to obtain a well defined interaction length by energy marking the photoionized
ions2. It also discriminates against any charge-stripped background signal gener-
ated outside the interaction region. The cylinder is equipped with five xy scanners
to measure the beam profiles and mutual overlap. The photoionized ion signal,
the primary ion beam and the photon beam are separated by a deflection mag-
net. The primary ion beam is detected in a Faraday cup and the photoionized
ions are further separated by an electrostatic analyser before the ions are detected
by particle detectors - Johnston multipliers. More recently, a channeltron multi-

2Ions produced by photoionization in the interaction region will end up with 600 V extra energy
ensuring one can distinguish between the target ions (Aq = 2 keV) and the photoionized ions (Aq+1 =
2.6 keV), where q is the charge of the ion A.
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Figure 4.4: Ion beam layout of the merged-beam set-up at ASTRID showing the
original set-up (top) and after the modification in 2002 (bottom). SR: Synchrotron
radiation from the ASTRID undulator/Miyake-monochromator beam line; S: ion
source; EL: Einzel lens; M1 and M2: deflection magnets; ED: electrostatic deflector;
IC: interaction region; FC1-FC3: Faraday cups; PD: photodiode; D1-D3: particle
detectors. Diagram taken from [129]

plier (CEM) [135] has been fitted in place of the Johnston multipliers. Here, the
description of the system prior to this will be given to reflect the layout used for the
measurements presented in the results section.

As one can see from the schematic, three Faraday cups are available at different
positions as well as two detectors, this is a more recent setup to facilitate the study
of negative and multiply charged ions [136, 137]. Using this setup, one can study a
variety of different ionization channels simultaneously by applying the appropriate
bias to the interaction region. To date, the following has been used: (1+ → 2+, 3+,
4+), (2+ → 3+, 4+), (3+ → 4+, 5+), (4+ → 5+, 6+), (1- → 1+) and (1- → 2+, 3+). For
our experiment, ions were produced in a 10 GHz all permanent magnet electron
cyclotron resonance (ECR) ion source [127] developed by CEA in Grenoble and
used previously at the storage ring SuperACO [127, 138, 139, 140].
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The absolute single- and double-photoionization cross sections are determined
from the photoionization yield of the multiply charged ions using the following
measured parameters:

σ = S × e2ηυF (Δx)(Δy)
IJΩl

(4.8)

S is the charged ion rate, e the electronic charge, υ the velocity of the ions in the
ion beam, F the form factor or overlap integral, Δx and Δy are the sampling inter-
vals in the measurements of the beam profiles. I is the current of the source ions,
measured by a Faraday cup while the photon beam intensity (J/eη) is measured
by the photodiode. η is the photodiode efficiency, Ω the efficiency of the Johnston
multiplier used to detect the multiply charged ions and L is the interaction path
length.

The two-dimensional form factor Fxy(z) at the point z along the beam axis is
given by:

Fxy(z) =
∫ ∫

i(x, y)dxdy
∫ ∫

j(x, y)dxdy∫ ∫
i(x, y)j(x, y)dxdy

=
∑∑

i(x, y)
∑ ∑

j(x, y)∑∑
i(x, y)j(x, y)

· ΔxΔy (4.9)

The parameters in this equation, i(x,y) and j(x,y), are the ion current and the pho-
ton flux density, respectively, at the point (x,y), whereas i and j are the correspond-
ing current elements measured through the slits of the beam scanners contained in
the interaction region. Δx and Δy are the horizontal and vertical step lengths in the
beam profile scans. Generally it is sufficient to approximate the two-dimensional
form factors Fxy(z) by the product of two one-dimensional form factors Fx(z) and
Fy(z). The variation of the form factors along the z-axis is approximated by a second
order polynomial.

The efficiency of the detectors is obtained by deflecting a beam of relevant ion
species with reduced counts into the Faraday cup and using a Keithley electrometer
to measure the current I, this is then compared with the count rate S for the same
ions deflected into the multiplier and the computed efficiency Ω is given by:

Ω =
Sqe

I
(4.10)

q is the charge of the ions, e is the electronic charge. A typical value obtained is
70%.
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4.1.2 Experimental Procedure

In our experiment, we wished to study lowly charged members of the Kr I iso-
electronic sequence, namely Rb+ and Sr2+. We generated Rb+ and Sr2+ ions using
an ECR source. The undulator gap was altered to select the appropriate harmonic
necessary to give photons in the energy range needed, e.g, the first harmonic is
ideal for a photon energy range of 15-45 eV while the third harmonic is used in
the 45-120 eV photon energy range. The cylindrical mirror was then fixed to fo-
cus a particular photon energy on the exit slit. Usually a number of small energy
ranges were chosen that centered on resonances of interest for each monochroma-
tor scan. As discussed earlier, the mirror operating in fixed-focus mode affects the
resolution, so we generally focus at the photon energy of the resonance we wish to
study. The exit slit size is chosen to give the best compromise between spectral res-
olution and photon flux. Beam profiles are recorded to ensure maximum overlap
between the photons and the ion beam; generally one needs to translate or steer the
ion beam to achieve this using electrostatic deflectors. The photoionised signal is
subsequently deflected into a detector by appropriate magnetic (M2 and BEH (just
before the detectors)) and electric fields (DEH/DEV, located after M2), while the
primary ion beam is deflected into a Faraday cup.

During each photon-energy scan, the photoionisation signal from the detector,
the background signal (photons are chopped), the photodiode and ion currents as
well as the form factors are recorded as a function of photon energy. The back-
ground signal was recorded once for every 4 data points and the form factors were
measured four times during a typical 2-hour scan. This was deemed satisfactory to
give their accurate photon-energy and time dependence (or drift) whilst permitting
the setup of several scans over the duration of the ion beam life time. A photodiode
calibration was carried out each time the setting of the photon beam was changed,
(shift of undulator harmonic, change of exit slit, translation of the cylindrical mirror
in the monochromator). Using all of these measurements, the absolute photoionisa-
tion cross section of Rb+ and Sr2+ were obtained. The calculations were performed
using programs written by Henrik Kjeldsen for his thesis [132] in MathCad 2000
Professional.

The DLP technique was used to record the vacuum ultraviolet (VUV) spectra of
rubidium II and strontium III. In this case, the rubidium target was made from com-
pressed rubidium chloride crystal pellets. This type of target is successful as long
as transitions from the constituents do not overlap in the energy range of interest.
Sr2+ was isolated in the plasma 1.5 mm from the target surface and 150 ns after
plasma generation, while 1 mm and 400 ns provided the purest Rb+ ion spectra.
Known aluminium emission lines were used to wavelength calibrate the spectra.
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For the merged beam experiments, the Rb+ and Sr2+ ions produced in the ECR
source were accelerated through 2 keV potential difference and merged with the
photons over an interaction length of 50 cm. The photon flux was typically ∼ 1012

photons s−1/0.1% bandwidth. The energy resolution was measured to be ∼40 meV
in the 4s-np and 4p region, and ∼730 meV and ∼1100 meV in the 3d region for Rb+

and Sr2+ respectively. The photon energy scale was calibrated using autoionization
resonances in He (∼60 eV), Ne (∼47 eV) and Kr (∼90 eV) with references obtained
from [141, 142, 143]. The photodiode efficiency was obtained using the noble gas
ionization chamber [133] containing 10-100 mTorr of Ne and measurements com-
pared with the data from literature [134].

The measured absolute cross section data are expected to have an uncertainty of
∼15%. This error comes mainly from the photodiode calibration, where the uncer-
tainty in the higher-order content of the incident radiation is a component part. To
suppress this Al (45-70 eV) and Si (70-85 eV) foils were inserted into the beamline.

4.1.3 Photoionization of Rb+ and Sr2+ - Results

The aim of this work is to measure the 4s, 4p and 3d photoabsorption spectra of
the Kr-isoelectronic sequence members, Rb+ and Sr2+, using the DLP technique
and complement the results with absolute cross section measurements using the
merged-beam technique. The study of isoelectronic sequences has provided use-
ful insights into the changing nature of physical (Coulombic, exchange, spin orbit,
etc.) interactions as the core charge changes. In the Kr I isoelectronic sequence, a de-
creasing centrifugal barrier causes dramatic changes in the photoionization spectra,
as detailed below. This study builds on earlier work carried out jointly at DCU and
UCD where the Ar-isoelectronic sequence [46, 69, 144] was studied using the DLP
technique. This study of the 3s-subshell showed that due to configuration interac-
tion between single and double electron excited states along the sequence, dramatic
changes in the 3s-np resonance profiles were observed. The profiles ranged from
window resonances in Ar to almost symmetric absorption lines in Ca2+ due to a
shift in the 3p Cooper minimun.

A similar study at DCU for the 4s-np resonances in the Kr-isoelectronic se-
quence [145] again saw a drastic change in these resonance profiles from Kr to Rb+

to Sr2+. Interference between the direct and correlational amplitudes results in a
minimum in the σ4s(ω) cross section above the 4s threshold at ∼0.4 a.u. in Kr,
which shifts towards the 4s threshold in Rb+ and lies below the threshold in Sr2+.
Consequently, the complex doubly excited resonances straddling the first 4s-5p res-
onance in Kr move to higher photon energy, blending with 4s-np resonances, (n ≥
6), thus isolating the 4s-5p resonances in Rb+ and Sr2+. Yeates et al [81] continued
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Figure 4.5: The experimental results of Lucatorto and McIlrath on Ba, Ba+ and
Ba2+ [146] in the 4d excitation region.

this work in DCU by studying the next member of the Kr I isoelectronic sequence,
Y3+. They observed that the 4s-5p resonance drops below the 4p ionization thresh-
old, so that the first autionizing member becomes the 4s-6p resonance. In contrast
to the window resonances observed for the lower isoelectronic members, the 4s-6p
resonance profile had a normal, slightly asymmetric shape. In this work, compar-
isons are made between the absolute photoionization cross section measurements
for the 4s-np resonances of Rb+ and Sr2+ and the previous results obtained with
the DLP technique [145].

Previous studies on the 4p-subshell spectra of the Kr I isoelectronic sequence
[147, 148] provided values for the ionization potentials of Rb+ and Sr2+, 27.2898
and 42.87 eV, respectively and the classification of some transitions from the ground
state to 4p5nd, ms levels. This work extends this study and further, identifies higher
lying 4p5nd, ms levels. Measurements are also performed for 3d subshell excitation
in Rb+ and Sr2+, motivated by the interesting and unexpected features observed
in 4d-subshell excitation in the lanthanides. With reference to the latter, the lack
of discrete 4d → nf resonances and the 4d → εf ’giant’ resonances observed have
stimulated numerous experimental and theoretical investigations, see for exam-
ple [146, 149, 150, 151, 152, 153]. The lack of strength in the 4d → nf transitions
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Figure 4.6: Comparison between the absolute photoionization cross sections for the
isoelectronic xenon-like ions, I−, Xe, Cs+, Ba2+, La3+ and Ce4+ [154] and references
therein.

and in the near-threshold region for the εf continuum is referred to as delayed onset.
Strong competition between the Coulombic attraction and the centrifugal repulsion
results in a double-valley potential for the l = 3 channel, which in turn is responsi-
ble for exclusion of the nf wavefunctions from the core region. Above this delayed
onset region, the nf wavefunctions can penetrate the core, resulting in the strong
’shape’ resonances observed. For neutral atoms, the double-well barrier persists;
the 4f wavefunction collapses into the inner well while the higher nf members are
delocalised out of the core. Thus, a single strong 4d → 4f resonance is observed. In
the case of ions, the double-well structure disappears with increasing atomic num-
ber Z or degree of ionization ζ , so that all of the nf orbitals are contracted. Therefore
the 4d → nf transitions will be strong. This is clearly illustrated in Fig. 4.5 where
Lucatorto and McIlrath [146] studied the Ba isonuclear sequence up to Ba2+ in the
4d resonance region.

The numerous experimental and theoretical investigations that ensued, [122,
138, 155, 156, 157, 158], were superseded by the absolute partial and total pho-
toionization data that followed on Xe [159, 160, 161] and Ba ions [139]. Andersen
et al [162] using the merged-beam set up at ASTRID, made absolute measurements
on Xe+ and Xe2+. They discovered that the dominant partial cross section is due to
double-photoionization. More than 90% of the total cross section in the 4d region
could be attributed to Xe+ → Xe3+. Similarly for Xe2+, double photoionization was
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dominant. In order to gain a better understanding of how the 4d → f spectra pro-
gresses as a function of nuclear change and ionization stage, Kjeldsen et al utilized
the set up at Århus [129, 152, 154, 163] to measure the absolute photoionization
cross sections for I−, I+, I2+, Cs+, Ba+ - Ba3+, La+, La3+ and Ce4+, see Fig. 4.6.
They observed that in the isonuclear studies of I and Ba, the overall shape of the
4d → f oscillator-strength distribution remains static with increasing ionization. As
the charge state increases strong resonance lines due to 4d → nf transitions appear
which take up more of the total oscillator strength. Including measurements made
from the Xe isoelectronic series, the general conclusion was that the total oscillator
strength over the 4d region is close to ten for all atoms and ions. The experimental
confirmation of this assertion from the systematic studies performed at ASTRID
suggests that the 4d shell is fairly unperturbed by other shells (as only a small
amount of oscillator strength is transferred to or from valence electrons in the en-
ergy region). The contraction of the 4f-wavefunction progresses from Xe via Cs+ to
Ba2+ and in contrast to the results for these lighter Xe-like ions, the nf wavefunc-
tions are strongly contracted for La3+ and Ce4+, as evidenced by the fact that the
4d → nf and np resonances almost dominate the spectra as can be seen in Fig. 4.6.

Employing the DLP technique, McGuinness et al measured the 3d photoabsorp-
tion spectra of Sr I through to Sr IV and saw an increase in intensity of the 3d-nf tran-
sitions along the isonuclear sequence [113]. Using the HXR code, they calculated
the 3d → εp, εf cross sections. The 3d → εp progresses hydrogenically while the 3d
→ εf exhibits a Cooper minimum at threshold. The energy of this minimum does
not change between Sr and Sr2+ and although the 3d → εf cross section peaks closer
to threshold with increasing ionization, the 3d ionization energy is also increasing
so the total cross section as a function of energy is effectively unaltered. Similar
photoabsorption measurements have been made for Rb+ and Rb2+ [164, 165]. In
contrast to Sr2+, only 3d → 5p, 6p transitions are observed in the Rb+ spectrum, the
centrifugal repulsion experienced by the nf wavefunctions excludes them from the
core region, giving 3d → nf transitions negligible oscillator strength. The purpose
of this experiment is to measure the partial and total photoionization cross section
measurements for Rb+ and Sr2+ to further insight into 3d excitation.
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4.2 Results

4.2.1 4s - np resonances
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Figure 4.7: The experimental absolute single-photoionization cross sections for (a)
the 4s→5p Rydberg resonance of Rb+, (b) the 4s→5p Rydberg resonance of Sr2+,
and (c) the 4s→6p Rydberg resonance of Rb+. Data from the dual laser produced
plasma (black), absolute single photoionization (black dot), and Fano fit (red) are
presented.

The absolute photoionization cross sections for the 4s→5p (Rb+ and Sr2+) and
4s→6p (Rb+ only) Rydberg resonances measured at ASTRID are presented in Fig 4.7
along with the corresponding dual laser plasma photoabsorption spectra. Using
the spectral profile function σ for an isolated resonance in photoionization [41, 120],
we could compare both results and determine these window resonance profile pa-
rameters:

σ = σ0

[
1 − ρ2 + ρ2 (q + ε)2

1 + ε2

]
(4.11)

where ε=(E-Er)/(Γ/2) is the reduced photon energy, E is the incident photon en-
ergy, Γ is the resonance width, and Er is the resonance energy position. The Fano
parameters ρ and q describe the strength and shape of the resonance, respectively.
The 4p continuum was assumed to decrease linearly with photon energy in the re-
gion around the resonances. Table 4.1 contains the measured profile parameters
of the 4s-np resonances of Rb+ and Sr2+ from this worka and compares them to
previous work by Neogi et alb [145]. The discrepancy observed can be accounted
for by opacity effects in the dual laser plasma experiments. It has been shown [78],
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Table 4.1: Measured profile parameters of 4s → np resonances of Rb+ and Sr2+.
profile parameter Rb+ 4s→ 5p
Er (eV) 35.708 a 35.71± 0.02 b 35.714 c

Γ (eV) 0.117 a 0.09 ± 0.03 b 0.143 c

q 0.255 a 0.24 ± 0.06 b 0.267 c

ρ2 0.40 a 0.40 ± 0.10 b 0.277 c

profile parameter Sr2+ 4s→ 5p
Er (eV) 46.91 a 46.89± 0.03 b 46.889 c

Γ (eV) 0.247 a 0.08 ± 0.03 b 0.116 c

q 0.268 a 0.28 ± 0.07 b 0.266 c

ρ2 0.22 a 0.22 ± 0.05 b 0.22 c

profile parameter Rb+ 4s→ 6p
Er (eV) 39.442 a 39.436 c

Γ (eV) 0.045 a 0.044 c

q 0.291 a 0.1955 c

ρ2 0.28 a 0.28 c

a denotes values obtained from fitting the absolute cross section data.
b denotes values quoted in [145] for photoabsorption data.
c denotes values obtained from fitting the photoabsorption data [145] using the corrections
to Γ and q described in the text.

that for optically thick plasmas [166], resonances are saturated resulting in broader
profiles and reduced intensities, which in turn affects the profile width and q values
of Fano-Beutler resonances. Optically thin spectra are taken to provide the best val-
ues. By reducing the widths in [145] by 30% and increasing the q values by ∼10%,
good agreement is obtained with the absolute cross section data, see Table 4.1c.
The larger width obtained in our experiments for the 4s → 5p resonance in Sr2+

compared to Neogi et al we suspect is due to a typo error in the published work,
particularly as all other parameters match up very well.

4.2.2 4p → ns, md region

Fig. 4.8 displays the absolute photoionization cross section for Sr2+ in the region of
4p → ns, md excitations along with the DLP results and calculated spectrum. The
discrete features observed were assigned with the aid of Hartree plus exchange
plus relativistic corrections (HXR) of the Cowan code [30] and are dispayed in Ta-
ble 4.23. Further details on the calculations can be read in the published work [16].
Contributions from metastable states were observed in the photoabsorption spec-
trum. The closest lying metastable level (4s24p55p) has a calculated average energy
of 28.388 eV and a separate calculation was made for potential metastable contri-
butions from this level (green line in Fig. 4.8). The calculated metastable absorption

3All assignments were made by Deirdre Kilbane and are included here for completeness.
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Figure 4.8: The experimental absolute photoionization cross section for Sr2+ in the
region of 4p → ns, md excitations. (blue) DLP, (black) absolute single- photoioniza-
tion spectrum, (red) synthetic spectrum and (green) synthetic metastable spectrum
(÷100). See Table 4.3 for discrete feature assignments.
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Figure 4.9: The experimental absolute photoionization cross section for Rb+ in the
region of 4p → ns, md excitations. (black) DLP, (blue) absolute single- photoion-
ization spectrum and (red) synthetic spectrum shifted by −0.015 eV. The absolute
spectrum was taken to start at ∼ 27.3 eV as it matched best with the DLP results
in the 27.2 - 28.2 eV photon energy range. See Table 4.2 for discrete feature assign-
ments.
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spectrum was scaled down by a factor of 100 to bring it in line with the experimen-
tal spectra, (similar metastable problems were observed for the 4p-photoabsorption
spectrum of Sr+ in Chapter 5). Thus a small population in this state could be hugely
problematic for the merged-beam method. However, as can be seen in Fig. 4.8, the
cross section is close to zero just below the threshold for ionization, indicating neg-
ligible contribution from metastable levels and we concluded that the absolute data
were reliable, within the uncertainty given.

Similarly for Rb+, the HXR of the Cowan code [30] was used to assign discrete
features in the 4p-photoionization spectra [16], see Table 4.3. Good agreement was
observed between the DLP photoabsorption and merged beam experiments for the
4p to nd Rydberg series converging on the 2P1/2 limit, see Fig. 4.9(b).

Table 4.2: Observed and calculated energies and gf -values for the 3d104s24p6 →
3d104s24p5nd, ms transition array of Rb+. The final state jj coupling of the 3d9

core is denoted in brackets by Jcore,Jnl.
Upper state Eexp (eV) Eemis (eV) Ecalc (eV) gf -value δ

6d(3
2 ,

5
2 ) 24.93 24.929 a 24.9313 0.53

8d(3
2 ,

5
2 ) 25.77 25.77 a 25.7530 0.24

8d(3
2 ,

5
2 ) 26.11 26.1090 a 26.0542 0.22

11d(3
2 ,

5
2 ) 26.37 26.5976 a 26.5270 0.08 3.31

7d(3
2 ,

5
2 ) 26.50 26.6342 0.08

12d(3
2 ,

5
2 ) 26.60 26.7194 0.06 3.12

13d(3
2 ,

5
2 ) 26.72 26.7845 0.04 3.20

9d(1
2 ,

3
2 ) 27.00 27.1055 0.22 2.27

10d(1
2 ,

3
2 ) 27.31 27.3099 0.28 2.22

11d(1
2 ,

3
2 ) 27.50 27.4695 0.22 2.21

12d(1
2 ,

3
2 ) 27.63 27.5900 0.17 2.23

13d(1
2 ,

3
2 ) 27.74 27.6814 0.13 2.22

14d(1
2 ,

3
2 ) 27.82 27.7519 0.10 2.04

15d(1
2 ,

3
2 ) 27.89 27.8072 0.08 1.92

16d(1
2 ,

3
2 ) 27.95 27.8515 0.06 1.34

Calculated energies are shifted by −0.015 eV. a Assignments in this work have been made
using the jj coupling scheme and vary slightly from the original assignments made in the
J1l coupling scheme (for details of previous assignments see [148]).
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Table 4.3: Observed and calculated energies and gf -values for the 3d104s24p6 →
3d104s24p5nd, ms transition array of Sr2+. The final state jj coupling of the 3d9

core is denoted in brackets by Jcore,Jnl.
Upper state Eexp (eV) Eemis (eV) Ecalc (eV) gf -value δ

5s(1
2 ,

1
2 ) 25.21 25.211 a 25.2724 0.36 2.45

6s(1
2 ,

1
2 ) 34.55 34.555 a 34.5811 0.04 2.42

7s(1
2 ,

1
2 ) 38.30 38.2829 0.02 2.40

4d(3
2 ,

5
2 ) 28.35 28.356 a 28.6967 5.02 1.10

5d(3
2 ,

5
2 ) 34.09 34.110 a 34.1169 0.41 1.27

6d(3
2 ,

5
2 ) 37.50 37.496 a 37.5097 0.36 1.38

7d(3
2 ,

5
2 ) 39.22 39.222 a 39.2244 0.28 1.21

8d(3
2 ,

5
2 ) 40.18 40.1148 0.04 1.25

9d(3
2 ,

5
2 ) 40.86 40.8007 0.11 1.19

10d(3
2 ,

5
2 ) 41.29 41.1960 0.03 1.21

11d(3
2 ,

5
2 ) 41.60 41.5336 0.08 1.17

12d(3
2 ,

5
2 ) 41.81 41.7404 0.04 1.24

14d(3
2 ,

5
2 ) 42.04 42.0606 0.06 1.27

15d(3
2 ,

5
2 ) 42.13 42.1484 0.04 1.83

16d(3
2 ,

5
2 ) 42.21 42.2275 0.03 2.10

17d(3
2 ,

5
2 ) 42.28 42.2936 0.02 2.42

18d(3
2 ,

5
2 ) 42.56 42.3486 0.02 2.62

6s(3
2 ,

1
2 ) 33.37 33.400 a 33.3651 0.11 2.41

7s(3
2 ,

1
2 ) 37.12 37.0377 0.03 2.39

8s(3
2 ,

1
2 ) 38.99 38.9078 0.02 2.38

9s(3
2 ,

1
2 ) 40.08 39.9886 0.01 2.38

5d(1
2 ,

3
2 ) 35.26 35.261 a 35.3812 0.88 1.27

6d(1
2 ,

3
2 ) 38.55 38.552 a 38.5636 0.14 1.29

7d(1
2 ,

3
2 ) 40.37 40.362 a 40.3767 0.15 1.25

8d(1
2 ,

3
2 ) 41.39 41.3645 0.06 1.25

6d(3
2 ,

3
2 ) 37.15 37.0689 0.01

a Assignments in this work have been made using the jj coupling scheme and vary
slightly from the original assignments made in the J1l coupling scheme (for details of
previous assignments see [147]).
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4.2.3 3d region
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Figure 4.10: The experimental absolute photoionization cross section for (a) Rb+

and (b) Sr2+ in the region of 3d excitations. Absolute single- photoionization (black)
and absolute double- photoionization (red) yields are presented.

The experimental photoionization cross sections for Rb+ and Sr2+ in the 3d re-
gion are shown in Fig. 4.10. The previous photoabsorption studies made in this re-
gion for Rb+ and Sr2+ [113, 164] had better resolution (∼200 meV) compared to the
merged-beam experiment (∼730 meV and ∼1100 meV, respectively) in this photon
energy range. Similar to Xe, the dominant process in the 3d region is double pho-
toionization, i.e., Rb+ → Rb3+ and Sr2+ → Sr4+. Neogi et al [164] assigned the dis-
crete features due to 3d excitation in Rb+ (as observed in Fig. 4.10) to 3d94s24p6np
(n = 5-7) transitions. The two large peaks in the Sr2+ spectrum at ∼ 143 eV and
144.5 eV were previously assigned to the 3d94s24p65p[(3

2 ,
3
2 ),(3

2 ,
1
2 )] levels respec-

tively in [113] while the same authors assigned the large resonance at ∼ 150 eV as
the 3d94s24p64f[(5

2 ,
7
2 )] transition. The other features observed in the spectrum are

due to overlapping 3d → mp and 3d → nf transitions which combine such that only
a few strong lines, corresponding to those observed, appear.

As double photoionization cannot be explained within the framework of a single-
particle model like the Hartree-Fock used in this work, Grotrian diagrams were
constructed4 to act as a visual aid, see Fig. 4.11. Energy levels and ionization poten-
tials were taken from the literature when available, otherwise they were calculated
using the HXR mode of the Cowan code [30]. The single-photoionization cross sec-

4These diagrams were constructed by Deirdre Kilbane.
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tion arises from either direct photoionization to the ground state 4s24p5 of Rb2+ or
by the following allowed Auger decay schemes [167]:
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Figure 4.11: Grotrian diagrams for the decay of the 3d−1 excited state of (a) Rb+ and
(b) Sr2+. Single- photoionization decay pathways are indicated by black arrows
and double- photoionization decay pathways are indicated by red arrows. The
ionization limits are indicated by the red dashed lines.

Rb+(3d94s24p6np, mf) → Rb2+∗(3d104s24p4ns, md) + e1

→ Rb2+∗(3d104s14p5ns, md) + e2

→ Rb2+∗(3d104s04p6ns, md) + e3
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Double photoionization can occur via direct photoionization to the ground state
4s24p4 of Rb3+ or by Auger decay, 3d94s24p6np, mf → Rb3+∗ 3d104s24p3ns, md +
2e’ (Fig. 4.11); it has long been known that it is the latter which is responsible for
the major part of the d-shell continuum cross section. A similar situation exists for
Sr2+ as illustrated in Fig. 4.11. As seen for 4d excitation in Xe+ and Xe2+, 90% of
the total cross section is accounted for by double photoionization in the 3d region
for the early members of the Kr I isoelectronic sequence.

4.3 Conclusion

The 4s-, 4p- and 3d-photoionization spectra have been recorded for the Kr I isoelec-
tronic sequence, Rb+ and Sr2+. Photoabsorption spectra were recorded using the
dual laser plasma technique and absolute photoionization cross section measure-
ments were made using the merged ion beam and synchrotron setup at ASTRID.
In the 4s - np resonance region, good agreement was found between the absolute
and photoabsorption data, with the fitted profile parameters matching experimen-
tal data quite well. Using HXR calculations, many 4p → ns, md transitions were
identified from the experimental measurements. In agreement with previous ob-
servations [162], partial single and double absolute photoionization cross sections
recorded in the 3d region for Rb+ and Sr2+ show preferential decay via double
photoionization.

Further isonuclear and isoelectronic studies in the 3d - excitation region are
needed to determine if 3d →nf excitations behave in the same fashion as in the case
of 4d →nf excitations in the lanthanides. The theoretical and experimental work
stimulated by 4d excitations in the lanthanides led to a surmountable improve-
ment in our knowledge of inner-shell dynamics and it is hoped this work on 3d
excitations in the Kr-like ions will encourage further theoretical developments.
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Chapter 5

The 4p photoabsorption spectrum
of Sr II

5.1 Introduction

Inner-shell photoionization in atoms and ions has maintained interest throughout
the years as it provides insight into the correlation effects that occur near-threshold;
interchannel - coupling, relaxation, exchange, Auger decay etc. In this context,
excitation and ionization of the highest filled p-subshell in alkaline earth metals are
of particular interest, as previous studies show [36, 49, 168, 169, 170, 171, 172]. Due
to electron-electron correlation between the inner and valence shells, one observes
excitation of one or both valence electrons simultaneously. As a consequence, a
wealth of structure is observed making identification of lines difficult and testing
for theoretical codes.

Previous theoretical studies using multi configuration Hartree - Fock (MCHF)
and Hartree-Fock with exchange (HFX) calculations in LS coupling have provided
accurate results for p-subshell excitation in both Ca I [171] and Sr I [36]. The overall
distribution of intensity was well explained by the consideration of np6(n+1)s2 →
np5(n+1)s2md, ms, (n=3 for Ca, 4 for Sr and m ≥ n) transitions. To account for the
large number of lines observed, multi-electron excitation needed to be considered.
Double excitations of the type np5nd2(n+1)s/d were found to be the most signifi-
cant. Separate minimization calculations were necessary for the np5nd(n+1)s2 1P

terms to account for the potential barrier that repels the d wavefunction out of the
core, as discussed in Chapter 1.

The 5p-excited spectrum of Ba I caused controversy due to discrepancies be-
tween the observed spectrum and theoretical predictions. Anomalies concerning
the double to single photoionization rates were reported [173, 174]; subsequent
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proposed explanations differed [175, 176, 177]. A detailed study of the 5p pho-
toabsorption structure by Connerade et al [178] and Rose et al [179] unraveled the
mystery of the double-ionization process. The former group classified series con-
verging to 12 limits of Ba II which agreed well with binding energy measurements
for the 5p shell of Ba I obtained by Mehlhorn et al [180] by electron impact spec-
troscopy. Rose et al [179] successfully applied a fully relativistic ab-initio multi
configuration Dirac-Fock (MCDF) procedure to assign six series limits observed in
[178, 180]. They found that final ionic state configuration interaction (FISCI) cal-
culations provided accurate energy values and intensities for the most prominent
peaks in the electron-impact 5p-ionization spectrum. On the basis of their anal-
ysis, the energy viability of two-step autoionization was established, as had been
predicted [176, 181].

However, in the case of the singly ionized counterparts, accurate theoretical
results have proven more difficult to obtain. Hansen [176] showed that it was nec-
essary to include exchange in his calculations to properly account for the observed
electron-impact ionization functions of Mg II, Ca II, Sr II and Ba II. The measured
electron-impact ionization functions for these ions displayed remarkable differ-
ences for the p5ds excitations [182]. The ionization cross sections for Ca II, Sr II and
Ba II exhibited abrupt thresholds, indicating strong contributions from autoioniza-
tion, while there was no evidence for this in Mg II. Moores and Nussbaumer [183]
proposed that this was due to the fact that the largest autoionization contribution
arose from the 2p63s → 2p53s3d transition, where Δn = 1. Since the two electrons
have different principal quantum numbers, the overlap between their wavefunc-
tions is much smaller than in the other alkaline earths where Δn = 0 for the p5ds
transitions (e.g. 3p → 3d in Ca).

Theoretical analysis of the Ca II spectrum was first carried out by Miezcnik
et al [184] using the R-matrix method. They managed to successfully reproduce
the shape of the 3p-3d resonance but not the other structure present. Ivanov and
West [185] used the spin-polarized version of the RPAE method to corroborate pre-
vious identifications of the main one-electron transitions [77, 184]. However, they
were unable to account for two-electron excitations which appeared prominently
in the spectrum. Hibbert and Hansen [186] carried out a large-scale ab initio CI
calculation using the R-matrix method and succeeded in identifying most of the
structure observed in Ca II ions.

Although the first 5p-photoabsorption spectrum of Ba II was recorded over 30
years ago by Roig et al [187] much of the structure remains unidentified. Absolute
photoionization cross section measurements were made by Lyon et al [188] in 1987
and some identifications were possible by comparing the limits of series observed
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in [178] for the neutral atom. A similar predicament is noted for singly ionized
strontium.

As discussed above, several studies of Sr I have led to significantly improved
agreement between theory and experiment [36, 189, 190], but only a small number
of studies have been made on Sr II: electron impact ionization [182, 191, 192] stud-
ies, 3d - photoabsorption spectra of Sr I-IV by McGuinness et al [113] and photoion-
yield spectra from the 3d-excited states of Sr II by Itoh et al [193]. Employing a
multiconfiguration Dirac-Fock calculation, Itoh et al deduced that the numerous
discrete lines observed in the spectra were due to strong 5s-4d mixing: After the
3d-hole creation, the 4d-wavefunction collapses and strong mixing occurs due to
the now close proximity of the 4d and 5s orbitals. Mansfield and Newsom [36]
photographed the Sr I spectrum and proposed eighteen series limits which were
also observed by White et al [192] as ejected-electron lines, thus providing tentative
assignments of 18 Sr II levels. Lyon et al [116] employed the merged beam tech-
nique to measure absolute photoionization cross sections of Sr II. Using the results
of the previous studies just mentioned, they also compared their measurements
with the results of Hansen [176] who employed Hartree-Fock (HF) and MCHF cal-
culations. Hansen positioned the main resonance (4p54d 1P )5s 2P at 27.13 eV (HF),
and 26.77 eV (MCHF) and Lyon measured a doublet positioned at 26.950 eV and
26.972 eV, in good agreement with Hansen’s prediction. The cross section was dom-
inated by a large number of autoionizing resonances which they did not assign to
any specific configurations and associated terms.

In this study, the 4p-photoabsorption spectrum of Sr II has been measured in
the photon energy range 26.0 - 37.4 eV. Over 60 new lines have been identified and
ordered into Rydberg series converging onto seven limits with the aid of a MCHF
calculation in the jj coupling scheme.

5.2 Experiment

The strontium spectra were recorded electronically using the dual laser plasma
(DLP) technique as presented in Chapter 2. The strontium plasma was created
by focusing a 410 mJ, 15 ns Nd:YAG laser pulse onto a strontium target to a line
of length 4mm, while a second Nd:YAG laser pulse (∼ 0.58 J in 15 ns) was tightly
focussed (∼60 μm spot diameter) onto a tungsten target to serve as the backlighting
continuum emitting plasma. The spectra were calibrated against known emission
lines of aluminium, manganese and oxygen. In this experiment the optimum pa-
rameters to isolate Sr II were Δt=500 ns and Δx=1 mm.
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5.3 Discussion of results
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Figure 5.1: The 4p-innershell photoabsorption spectrum of Sr II recorded 1mm from
the target surface and 500 ns after plasma generation.

The Sr II 4p-subshell spectrum is presented in Fig. 5.1. Using the Cowan suite
of codes [29, 30], we performed multi-configuration interaction calculations for the
following transitions:

4p65s → 4p55snd (4 ≤ n ≤ 15)
→ 4p55sms (5 ≤ m ≤ 13)
→ 4p54dns (5 ≤ n ≤ 10)
→ 4p54dmd (4 ≤ m ≤ 10)
→ 4p55p2

4p64d → 4p5(5s + 4d)ns (5 ≤ n ≤ 10)
→ 4p5(5s + 4d)md (4 ≤ m ≤ 10)
→ 4p55p2

The Slater-Condon parameters were reduced to optimize the theoretically cal-
culated transitions with experiment as follows: R-integrals by 15%, F-integrals be-
tween equivalent electrons by 15% and by 10% for non-equivalent electrons. The
G-integrals were reduced by 22% and the ζ-integrals were left unchanged. Re-
ductions in the range 5-25% are required to allow for configuration-interaction
effects not included explicitly in the calculation [30] (as discussed in Chapter 1).
The above reductions in this case provided the best estimate of the energy separa-
tions observed in the spectrum. A separate minimization calculation for the (4p54d
1P)5s configuration was not needed for Sr II although it was necessary for Ca I,
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II [171, 184] and Sr I [36]. We suggest that this is probably due to the greater ex-
tent of 4d-wavefunction collapse. As a result, strong configuration mixing between
the 4p55snd, ms and 4p54dnd, ms levels is expected. Fig. 5.2(a) displays the results
of the 4p-excited calculations of the 4p65s → 4p55snl transitions only. A different
intensity distribution is apparent and fewer transitions are noted, providing fur-
ther validation for the inclusion of configuration interaction with the 4p54dnd, ms
levels.

The jj-coupling scheme was favoured over the [Jc]K and LS coupling schemes
as it gave the best overall fit to the experimental results. Although LS, jj and [Jc]K
percentage purities were comparable (36.0%, 46.0% and 30.3% respectively) neither
scheme properly predicted ordered Rydberg series thus the labeling assigned in the
tables is based on the quantum defect values and estimated Rydberg series limits.

Hansen [176] found that the p5ds ↔ p5p’2 interaction plays an important role
in p5ds configurations in Sr II through configuration interaction. The p5ds ↔ p5p’2

interaction is largest in the (1P )2P state. Hansen explained that, due to the expan-
sion of the d orbital in the (1P )2P state, considerable overlap between the d, s and
p’ orbitals occurs; in effect the radial interaction integral is a factor of two larger
for (1P )2P than for (3P )2P . The p5ds ↔ p5s2 interaction was also found to be im-
portant for the (4p54d 3P )5s 2P state due to the near coincidence between it and
the 4p55s2 2P level. Figure 5.2 displays the results of multi-configuration Hartree
Fock calculations with and without the 5p2 and 4d2 configurations. One can see
the effect of including the 4p55p2 configuration, with a better energy observed for
the large resonance ((4p54d 1P )5s 2P levels) positioned ∼ 27 eV. The inclusion of
the 4p54d2 configuration correctly predicts the strong lines observed on either side
of the dominant resonance.

The first excited states of Sr II, 4p64d 2D3/2,5/2, lie a mere 1.805 eV and 1.840 eV
respectively, above the ground state. Thus, metastable contributions to the overall
photoabsorption spectrum are an unwanted but inevitable occurrence. From the
collisional radiative (CR) model of Colombant and Tonon [104], one can deduce
the electron temperature Te in the plasma using the equation for irradiation at a
laser wavelength λ (1.064 μm):

Te = 5.2 × 10−6Z1/5(λ2φ)3/5 (5.1)

where Z is the atomic number, φ is the mean laser power density. From this model,
Te ∼ 1.5 eV in our experiment. Assuming a simple Boltzmann distribution, this
equates to ∼ 30% population distribution in the first two excited states given above.
Separate calculations were performed to isolate the metastable regions in the spec-
trum from ground state absorption to assist in the identification of transitions.
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Figure 5.2: Photoabsorption spectrum of Sr II (black) with the separately calculated spec-
tra to show the effect of the 5p2 and 4d2 configurations on the p5ds levels. (a) Transitions
to the 4p55s nd, ms levels without configuration interaction. The predicted energy for the
main resonance is slightly higher than observed. (b) The same as (a) including the 4p55p2

configuration. The main resonance has shifted down to lower energy, matching the exper-
imental value well. Notice a redistribution of oscillator strength also, a reduction can be
seen around 30-32 eV and some new peaks are observed around 29 eV which can be at-
tributed to the 5p2 configuration. (c) The same as (a) including the 4p54d2 configuration,
the appearance of peaks to the left and right of the main resonance confirm their identifi-
cation as belonging to this configuration. (d) The full calculation performed which gives
good overall agreement with the observed photoabsorption spectrum (metastable contri-
bution is not included but can account for the other peaks). All lines in the theoretical plot
have been fitted with a Lorentzian width of 0.02 eV to match the experimental instrument
broadening.
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Fig. 5.3 displays the results. Calculations were performed from the ground state
(4p65s) and metastable states (4p64d) separately for transitions involving the up-
per state levels listed at the start of this section. This was for ease of comparision
between the calculated and observed spectrum and a calculation performed to the
listed upper states from both the ground and 4p64d metastable state was found to
have little effect on the energy positions. The series limits proposed were obtained
by a least squares fit to the respective quantum defects.
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Figure 5.3: Photoabsorption spectrum of Sr II (top) with the separately calcu-
lated ground state absorption (middle) and metastable spectrum from the 4p64d
2D3/2,5/2 states (bottom). All lines in the theoretical plot have been fitted with a
Lorentzian width of 0.02 eV to match the experimental spectrum.

When trying to match experimental peaks to the computed levels, jj coupling
managed to predict the energy values for the higher members of certain Rydberg
series well and gave purities greater than 65% for some of the levels. However for
some of the early series members, LS coupling proved more reliable, see Table 5.1.
In particular, the energy levels calculated for the 4p54d5s configuration are shown
with the jj and LS labels. Through comparisons with the experimentally observed
energy levels by Lyon et al [116] and Mansfield and Newsom [36], the LS coupling
labeling is most accurate for this configuration. It was therefore optimal to use the
LS coupling nomenclature and energy predictions for the first member of the Ryd-
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berg series and follow the jj coupling results for the higher members. It should be
noted that in some cases LS coupling provided a better match with experiment and
was used for all members of the series in those cases. Throughout the chapter we
have chosen to use LS labeling for ease of comparison between this work and the
previous work on Sr II described above. It proved useful to compare our photoab-
sorption spectrum with the absolute photoionization cross section measurements
of Lyon et al [116] as their results are not contaminated with metastable structure.
Care was taken to select only those peaks in our spectrum that corresponded to
those observed in the cross section measurements.

Table 5.1: A comparison between computed energy level values and the corresponding
labels for the terms of the 4p54d 5s configuration in both LS and jj coupling

jj coupling Energy LS coupling Energy Lyon Mansfield
LS Designation (eV) LS Designation (eV) (eV) (eV)

(3P )4P1/2 21.137 (3P )4P1/2 21.137 21.224
(3P )4P3/2 21.275 (3P )4P3/2 21.275 21.37 21.363
(1P )2P1/2 21.702 (3P )2P1/2 21.702 21.81 21.804
(3D)4D3/2 21.820 (3P )2P3/2 21.820 21.915 21.914
(1D)2D3/2 22.466 (3F )4F3/2 22.466
(3P )2P1/2 23.690 (3D)4D1/2 23.691
(3P )2P3/2 23.694 (3D)4D3/2 23.694
(3P )2P1/2 23.836 (1D)2D3/2 23.836
(3D)2D3/2 24.860 (3D)2D3/2 24.860
(1P )2P3/2 26.962 (1P )2P3/2 26.962 26.972
(3D)4D1/2 27.017 (1P )2P1/2 27.017 26.95

The first column displays the jj coupling transition assignments but in LS designation for
ease of comparison with the LS coupling results. In LS coupling, one can see better
designation agreement with previous results [116, 36].

Five series limits can be obtained from previous experimental work on Sr III [16,
194, 195, 196]. Persson and Valind [194] studied the emission spectrum of doubly
ionized strontium from a sliding spark discharge and observed the 4p55s 1P1, 4p55s
3P1, 4p54d 3P1, 4p54d 3D1 and 4p54d 1P1 resonance lines. Reader et al [195] stud-
ied the resonance-line spectrum from the 4p6 1S0 ground state to the 4p54d and
4p55s configurations in Rb II through to Mo II using a sliding spark discharge also.
The 4p photoabsorption spectrum of Sr III was recorded by Kilbane et al [16] which
gives a value for the 4p55s 1P1 limit and the 4p54d 1P1 limit. Hansen [176] com-
puted the 4p54d 1P1, 3P1 limits and the 4p55s average energy configuration using a
least squares fit to the data obtained by Persson. The fitted parameter values were
then compared to Hartree-Fock results which were found to be in good agreement.
Table 5.2 displays the observed series limits in this work and compares them to
previous results.
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Table 5.2: Experimental and calculated series limits for the 4p-subshell of Sr II
Series Limit No. Banahan Persson Reader Kilbane Hansen�

(eV) (eV) (eV) (eV) (eV)
4p55s 1P1 1 36.24 36.24 36.24 36.24 35.135
4p55s 3P1 2 35.13 35.13 35.13
4p55s 3P2 3 35.03
4p55s 3P0 4 35.94
4p54d 3D1 5 35.48 35.48 35.48
4p54d 1P1 6 39.38 39.39 39.39 39.38 39.409
4p54d 3P1 7 33.06 33.06 33.06 32.401

� Calculated values, the remainder have been observed experimentally

5.3.1 The 4p55s nd, ms series

The 4p inner-shell excitation spectrum of Sr II involves four doubly-ionized states
4p55s 3P2,1,0,

1 P1 which serve as series limits. In this study, we report on eight
4p55snd, ms series converging onto four series limits. Well developed Rydberg se-
ries are observed to the singlet based 4p55s 1P1 limit, whereas series converging
to the 3P2,1,0 limits are weak, except for the first few members. The 4p55snd series
members are stronger than the transitions to the 4p55sms levels. A similar observa-
tion was made for the 4p-excitation of Rb I [197]. All the 4p55snd, ms levels have
well defined and consistent quantum defect numbers. The quantum defects for the
nd and ms series are 1.55 and 3.20 respectively, which compare well with those of
Rb I, 1.70 and 3.30 [197].

One of the strongest series observed in the 4p photoabsorption spectrum was
the (4p55s 1P )nd 2P series. The series was formed using levels calculated under
the LS coupling scheme, the main reason being that it provided well-matched val-
ues to experimental peaks which in turn produced a regular quantum defect. The
previously published limit for the 4p55s 1P level at 36.24 eV [16, 182] was used in
this work as it provided the best fit with experiment as did the 4p55s 3P level at
35.13 eV observed by Persson and Valind [194] and Reader [195].

The (4p55s 1P )ns 2P1/2 Rydberg series are much weaker than their nd counter-
parts. The jj coupling scheme was favoured for these levels; the calculated (4p55s
1P )ns 2P1/2 levels have high purity for n > 8 in jj coupling and the energy level
predictions matched better. The 4p55s2 level had the same calculated energy and
mixing in both LS and jj coupling. The 4p55s2 level 2P1/2 had 76% purity (configu-
ration interaction from the 4d2 level being the most significant). Fig. 5.4 shows the
5snd, ms Rydberg series converging on the 4p55s 1P1 and 3P1 limits.

Fitting a limit to the (4p55s 3P )nd 4P1/2 and 2D3/2 series gave a new value for
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Figure 5.4: Photoabsorption spectrum of Sr II from 30.35 eV to 36.30 eV with the (4p55s
1P )nd, ms 2P series converging on the 4p55s 1P1 and 4p55s 3P1 core at 36.24 eV and 35.13 eV
respectively.

the 4p55s 3P2 level of Sr2+ of 35.03 eV. Our data for the (4p55s 3P )nd 4P3/2, 4F3/2

series fitted well with the known 4p55s 3P1 level at 35.13 eV [194, 195]. Peaks from
these series were weak with some peaks obscured in the dense bunching of reso-
nances. Although the energy of the (4p55s 3P )4d 4P level was predicted accurately
in both LS and jj coupling (see table 5.1), the former gave over 90% purity. For the
higher 4P3/2 members (n ≥ 7), LS coupling best labeled the levels given in Table 5.3
as (1P )2D. In jj coupling, the same calculated energies were labeled as (3P )4P states
with a higher degree of purity so this coupling scheme was favoured for the higher
members.
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5.3.2 Doubly-excited series - 4p54dnd, ms

Three series limits for the doubly-excited transitions can be obtained from previous
work on Sr III, see Table 5.2. The first member of the (4p54d 1P )ms 2P3/2 Rydberg
series is the large resonance positioned at ∼27 eV, see Fig. 5.1. Lyon et al [116] could
resolve this resonance as the (4p54d 1P )5s 2P3/2,1/2 doublet located at 26.95 eV and
26.972 eV respectively. The higher members of the (4p54d 1P )ms 2P3/2 series are
calculated to lie at a higher photon energy range (> 35.5 eV) and so we could
only observe up to the 4p54d7s member. A large degree of mixing is predicted
in jj coupling for this series particularly with the (3D)4P Rydberg series as can be
seen in Table 5.5. Two series were observed to converge on the 4p54d 3D1 limit at
35.48 eV [194, 198]. Both the (4p54d 3D1) nd, ms series lie close together. Two peaks
in the photoabsorption spectra (33.82 eV and 34.57 eV) have thus been assigned
to members in both these series as we cannot select one series over another. The
effective quantum defect numbers (n*) for these doubly-excited series are not as
consistent as was the case in the previous section and so the designated labeling is
tentative.

The ns levels converging on the 4p54d 3P1 limit at 33.06 eV were determined
by comparisons with the results of Lyon et al [116]. As certain peaks present in
our photoabsorption spectra were still unassigned and they corresponded to peaks
present in the absolute cross section spectrum, this ns Rydberg series was chosen in
order to produce a quantum defect similar to the other ns series. Neither coupling
scheme uniquely identified this series and so it is tentatively assigned using the
previously observed limit [198, 182].

The large peak at 26.57 eV on the lower energy side of the (4p54d 1P )5s 2P

doublet belongs to the 4p54d2 configuration and the three strong peaks (27.29 eV,
27.44 eV and 27.59 eV respectively) to the higher energy side also belong to this
configuration. Similar to the case for the 4p54d5s configuration, there was little
correlation between the labeling in LS and jj coupling with one or two exceptions.
We therefore propose tentative labels (see Table 5.6) for these levels based on the
following analysis. Three strong resonances are predicted at 27.31 eV, 27.43 eV and
27.58 eV and the 4p54d2 (3P )2P1/2 level is predicted in both coupling procedures
to lie at 27.31 eV. The next predicted peak at 27.43 eV is labelled as the 4p54d2

(3P )2P3/2 in LS coupling and 4p54d2 (1S)2P3/2 in jj coupling. As the calculated re-
sults for the 4p54d5s configuration (see Table. 5.1) showed, LS coupling predicts the
doublet components of this configuration accurately, whereas under the jj coupling
scheme, several doublets are predicted with 2 or 3 eV between either component.
We thus assume, analogous to that case, LS coupling is most appropriate for the
4p54d2 (3P ) term here. The predicted peak at 27.58 eV is labelled as (3F )2D3/2 in LS
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coupling. In jj coupling this same peak is assigned to the (1D)2P3/2 term, but this
was deemed unlikely as it also gave a peak at 23.98 eV with this same label. This
was further validated in LS coupling with the 23.98 eV peak also coming out as
(1D)2P3/2. The peak located at 29.29 eV is tentatively assigned to the 4p55p2 con-
figuration as both coupling schemes predict a strong transition from the ground
state to this configuration at 29.20 eV. We do not assign a label to it as there is no
clear argument to choose one coupling scheme over the other in this case.

5.4 Conclusion

In this work, we have recorded the 4p-photoabsorption spectrum of Sr II and have
identified single and double excitations involving the 4d and 5s subshells. We have
identified two new levels in Sr III and over 60 new transitions have been identified
and ordered into 12 Rydberg series converging onto seven different series limits,
eight due to 4p innershell excitation and four resulting from double excitations.
Due to the significant overlap between the 4d and 5s orbital, strong configuration
interaction is present with a high degree of mixing predicted between series making
the assignment of levels difficult. With the aid of HF calculations in both LS and
jj coupling we have made tentative assignments to the Rydberg series. This work
has been accepted for publication in Physical Review A.
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Table 5.3: Observed and calculated energies for the 4p65s → 4p55s nd, ms transi-
tions of Sr II.

Level Eexp (eV) Ecalc (eV) gf n* jj†/LS§ Coupling
4p55s (1P1) nd 2P1/2 series to limit (1) 36.24 eV

5d 31.51 31.58 0.2330 3.39 §23.4% 5s5d (1P ) - 17.8% 4d9s (3P )
6d 33.44 33.43 0.0669 4.41 §22.3% 5s6d (1P ) - 17.0% 5s8d (3P )
7d 34.43 34.62 0.1385 5.48 §14.1% 5s7d (1P ) - 12.6% 4d10s (3D)
8d 34.93 34.87 0.1481 6.45 §29.5% 5s8d (1P ) + 24.4% 4d6s (1P )
9d 35.26 35.25 0.1192 7.45 §17.0% 5s9d (1P ) - 13.0% 4d6s (1P )

10d 35.48 35.42 0.0940 8.46 §29.1% 5s10d (1P ) + 21.3% 5s10d (3P )4D
11d 35.63 35.55 0.0846 9.44 §32.1% 5s11d (1P ) + 22.8% 5s11d (3P )4D
12d 35.74 35.65 0.0669 10.43 §33.3% 5s12d (1P ) + 24.1% 5s12d (3P )4D
13d 35.83 35.73 0.0566 11.52 §24.7% 5s13d (1P ) - 10.9% 5s13d (3P )2D
14d 35.89 35.79 0.0530 12.47 §29.5% 5s14d (1P ) + 21.6% 5s14d (3P )4D

4p55s (1P1) ns 2P1/2 series to limit (1) 36.24 eV
5s 23.46� 23.42 0.1686 2.06 †76.6% (1P ) - 4.8% 4d2 (1S)
6s 29.33 30.27 0.0074 2.81 †33.3% 5s6s (1P ) - 11.4% 4d5d (3D) 4D

7s 32.45 32.88 0.0014 3.79 †44.8% 5s7s (1P ) + 14.9% 4d6d (3P ) 2P

8s 33.90 33.97 0.0122 4.82 †78.6% 5s8s (1P ) + 3.0% 5s9d (3P ) 4D

9s 34.64 34.57 0.0028 5.83 †81.9% 5s9s (1P ) + 4.3% 4d10d (3D) 2S

10s 35.06 34.94 0.0019 6.79 †94.1% 5s10s (1P )
4p55s (3P1) nd 4F3/2 series to limit (2) 35.13 eV

5d 30.48 30.58 0.1724 3.42 †19.1% 5s5d (3P ) + 7.2% 4d5d (3F )4P
6d 32.39 32.52 0.4802 4.45 †29.5% 5s6d (3P ) + 10.6% 5s6d (3P )4D
7d 33.30 33.24 0.0062 5.44 †32.3% 5s7d (3P ) - 17.9% 4d7d (3F 4F )
8d 33.82 33.82 0.1420 6.42 †54.3% 5s8d (3P ) - 11.6% 5s9d (3P )4D
9d 34.16 34.10 0.0043 7.45 †44.6% 5s9d (3P ) - 15.4% 5s7d (1P )2P

10d 34.39 34.30 0.0186 8.52 †41.7% 5s10d (3P ) - 26.6% 5s7d (3P )2P
11d 34.53 34.60 0.0935 9.45 †44.8% 5s11d (3P ) - 15.4% 5s13d (1P )2P
12d 34.64 34.65 0.0134 10.44 †37.2% 5s12d (3P ) + 28.5% 5s15d (1P )2P
13d 34.72 34.73 0.0806 11.39 †57.5% 5s13d (3P ) - 18.1% 5s14d (3P )2P

4p55s (3P1) nd 4P3/2 series to limit (2) 35.13 eV
4d 21.37� 21.27 0.0015 1.99 §92.9% 5s4d (3P )

5d 30.42 30.18 0.0084 3.40 †25.3% 5s5d (3P ) - 11.4% 4d6s (3D)4D
6d obscured 32.32 0.0006 †18.0% 5s6d (3P ) - 15.4% 5s6d (1P )2P
7d 33.25 33.26 0.0100 5.37 †25.0% 5s7d (3P ) - 21.2% 5s6d (3P )4D
8d obscured 33.77 0.0001 †72.7% 5s8d (3P ) - 13.1% 5s8d (1P )2P
9d obscured 34.09 0.0046 †49.0% 5s9d (3P ) + 20.5% 5s8s (3D)4D

4p55s (3P2) nd 2P1/2 series to limit (3) 35.03 eV
4d 21.81� 21.70 0.0077 2.03 §87.9% 5s4d (3P ) + 3.4% 5s2 (2P )2P
5d 30.39 30.50 0.1691 3.42 §28.3% 5s5d (3P )4D + 15.7% 4d6d (3P )2P
6d 32.25 4.42
7d 33.19 33.13 0.0347 5.44 §51.4% 5s7d (3P ) - 10.1% 5s6d (3P )4D
8d 33.72 33.70 0.1070 6.44 §33.2% 5s8d (3P ) - 9.5% 4d7d (3D)4D
9d 34.06 33.97 0.0625 7.48 §51.9% 5s9d (3P ) - 8.6% 5s9d (3P )4D

10d 34.27 34.15 0.0199 8.45 §59.5% 5s10d (3P ) - 11.4% 5s10d (3P )4D
� Values taken from Lyon et al [116].
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Table 5.4: Observed and calculated energies for the 4p65s → 4p55s nd transitions of
Sr II cont.

Level Eexp (eV) Ecalc (eV) gf n* jj†/LS§ Coupling
4p55s (3P2) nd 2D3/2 series to limit (3) 35.03 eV

5d 31.55 31.57 0.1820 3.44 †13.8% 5s5d (3P )2P - 10.5% 4d7d (3P )4D
6d 33.39 33.36 0.0458 4.44 †62.1% 5s6d (3P ) + 3.2% 5s8d (3P )2P
7d 34.32 34.30 0.0060 5.44 †39.2% 5s7d (3P ) + 30.2% 5s7d (3P )4P
8d 34.86 34.83 0.0240 6.48 †81.4% 5s8d (3P ) - 5.1% 4d10d (3D)2D
9d 35.18 35.16 0.0040 7.47 †92.0% 5s9d (3P )

10d obscured 35.37 0.0045 †95.5% 5s10d (3P )
4p55s (3P2) nd 4P1/2 series to limit (3) 35.03 eV

4d 21.22� 21.13 0.003 1.99 §96.4% 5s4d (3P )
5d 30.42 29.87 0.0044 3.43 §27.6% 5s5d (3P )2P + 22.7% 5s5d (3P )4P
6d 32.25 32.30 0.0156 4.42 †30.2% 5s6d (3P ) + 13.6% 4d9d (3P )4D
7d 33.22 33.23 0.0032 5.47 †69.4% 5s7d (3P ) + 8.3% 4d9d (3D)4P
8d 33.73 33.76 0.0073 6.45 †81.5% 5s8d (3P ) - 2.7% 4d7d (3P )2P
9d 34.06 34.09 0.0007 7.46 †49.6% 5s9d (3P ) - 21.2% 4d8d (3F )2P

10d 34.28 34.31 0.0001 8.47 †93.7% 5s10d (3P )
4p55s (3P0) nd 4F3/2 series to limit (4) 35.94 eV

5d 31.34 31.05 0.0138 3.44 §32.8% 5s5d (3P ) + 20.6% 5s5d (1P )2D
6d 33.19 33.17 0.0023 4.45 §34.4% 5s6d (3P ) - 15.8% 4d10s (3F )4F
7d 34.11 34.17 0.0622 5.45 §24.3% 5s7d (3P ) - 9.7% 5s10d (3P )2D
9d obscured 34.69 0.0380 §19.5% 5s8d (3P ) - 7.1% 5s14d (1P )2P

10d obscured 35.00 0.0048 §31.1% 5s9d (3P ) + 16.2% 4d6s (1P )2P
11d 35.18 35.28 0.1838 8.45 §34.6% 5s10d (3P ) + 8.9% 5s10d (1P )2D
� Value taken from Mansfield and Newsom [36].
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Table 5.5: Observed and calculated energies for the 4p65s → 4p54d nd, ms transi-
tions of Sr II.

Level Eexp (eV) Ecalc (eV) gf n* jj†/LS§ Coupling
4p54d (3D1) ms 2D3/2 series to limit (5) 35.48 eV

6s 31.60 30.90 0.0111 3.74 †-43.5% 4d6s (3D) - 6.1% 4d6d (3P )2D
7s 33.11 32.64 0.0021 4.79 †38.0% 4d7s (3D) - 12.0% 4d7s (3D)4D
8s 33.82 33.70 0.0131 5.72 †-19.4% 4d8s (3D) - 13.1% 5s9s (3P )4P
9s 34.30 34.23 0.0015 6.78 †52.6% 4d9s (3D) - 20.4% 5s7d (3P )2D

10s 34.57 34.62 0.0368 7.72 †23.6% 4d10s (3D) - 15.8% 4d10d (3F )2P
4p54d (3D1) nd 2D3/2 series to limit (5) 35.48 eV

5d 31.63 31.27 0.0194 3.76 †-9.4% 4d5d (3D) + 7.8% 5p2 (2D)2D
6d 33.09 33.03 0.0044 4.77 †15.1% 4d6d (1D)2P + 9.6% 4d6d (3D)2D
7d 33.82 33.83 0.0002 5.72 †22.0% 4d7d (3D) + 19.3% 4d7d (1P )2P
8d 34.27 34.34 0.0015 6.70 †21.0% 4d8d (1P )2P + 10.7% 4d8d (3D)2D
9d 34.57 34.66 0.0092 7.72 †28.1% 4d9d (3D) - 25.6% 4d9d (3F )2D

10d 34.76 34.88 0.0097 8.68 †28.7% 4d10d (3D) - 27.8% 4d10d (3F )2D
4p54d 1P1 ms 2P3/2 series to limit (6) 39.38 eV

5s 26.972� 27.02 1.4561 2.09 §67.1% 5s4d (1P ) + 12.0% 5s5d (3P )2P
6s 35.59 3.79
7s 36.99 37.32 0.0081 4.77 †52.0% 4d7s (3D)4D - 42.0% 4d7s (1P )2P
8s out of range 38.38 0.0017 †52.0% 4d8s (3D)4D + 42.2% 4d8s (1P )2P

4p54d 3P1 ms 2P1/2 series to limit (7) 33.06 eV
6s 29.19 27.70 0.0209 3.75 §77.8% 4d6s (3P ) + 11.5$ 4d6s (3P )4P
7s 30.68 29.96 0.0120 4.78 §44.8% 4d7s (3P ) + 23.8% 4d7s (3P )4P
8s 31.43 30.98 0.0092 5.77 §64.7% 4d8s (3P ) + 18.6% 4d8s (3P )4P
9s 31.88 31.52 0.1012 6.79 §27.9% 4d9s (3P ) + 12.6% 4d9s (3P )4P

� Values taken from Lyon et al [116] as doublet could not be resolved in our experiment.

Table 5.6: Observed and calculated energies for the 4p54d2 configuration, we pro-
pose the LS labelling for these peaks, see Section 5.3.2.

Level Eexp (eV) Ecalc (eV) gf LS jj
4d2 26.57 26.67 0.7577 (1S)2P1/2 (3P )2D3/2

4d2 27.29 27.31 0.0654 (3P )2P3/2 (3P )2P3/2

4d2 27.45 27.43 0.1041 (3P )2P1/2 (1S)2P3/2

4d2 27.59 27.58 0.1109 (3F )2D3/2 (1D)2P3/2

�5p2 29.29 29.20 0.2059 (1D)2D1/2 (3P )4P1/2

� The strong transition observed at 29.29 eV is tentatively assigned to the 5p2

configuration as a strong transition is predicted in both coupling schemes at 29.20 eV.

123



Chapter 6

The 5d photoabsorption spectrum
of Pb III and Bi IV

6.1 Introduction

Investigations of multiply-charged ions with a partially filled 5d-subshell are of in-
terest owing to the complexity of the 5d spectra caused by the large electrostatic
and spin-orbit interaction between the configurations, which leads to strong inter-
mediate coupling. Previous studies have shown this to be the case in lead and
bismuth too, [199, 200, 201, 202, 203, 204, 205, 206]. In this study we show that there
is a marked difference in the appearance of the spectra of the two isoelectronic
partners. These differences along isoelectronic sequences can provide useful in-
sights into the changing nature of the salient electron-electron and electron-nuclear
physical interactions as the core charge changes. In addition to the fundamental
interest in the atomic structure of the Hg I like ions of lead (Pb III) and bismuth
(Bi IV), the photoionization data from these studies also provided useful informa-
tion, for example, in investigations of the electronic and magnetic properties of thin
films [207, 208].

The first EUV absorption spectra of lead and bismuth were obtained almost 40
years ago by Jaeglé et al [199] by irradiating thin films with synchrotron radiation.
Using windowless furnaces [209] Connerade and co-workers achieved higher pre-
cision for the 4f subshell spectrum of Pb I [210]. In 1930 Smith [200] recorded the
first spectra of doubly and triply ionized lead. Further studies on lead and bismuth
followed with the recording of the spectra of bismuth Bi V [201] and Pb IV [202].
These spectra were generated by discharges in vapour and were recorded in the
visible and near UV region. Autoionized lines in atomic lead and bismuth were
recorded in a similar manner by Assous [203]. Loch et al [211] studied electron im-
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pact ionization of Biq+, q=1-10 and compared configuration-average distorted wave
calculations to experimental results finding good agreement between both for all
ion stages. Müller et al [212] employed crossed electron and ion beams to study
single and double ionization of Bi I where they observed a crossing of the cross-
sections for singly and doubly-charged Bi ions at electron energies over 200 eV.

The 5d spectra of lowly ionized lead ions have been studied in the recent past
through the use of two different methods. The energies and decay times for some
5d10nl, 5d96s2 and 5d96s6p levels have been measured by Pinnington et al using the
beam foil spectroscopy technique [204, 213, 214, 215]. Raassen et al [205] reported
the first observation of many features due to inner shell excitations in the spectrum
of Pb III. Here a small number of features in the emission spectrum of lead were
found to be due to transitions from the autoionizing states 5d96s2nf and 5d96s2np
to the ground state 5d106s2 1S0 of Pb III.

In this work the photoabsorption spectra of lead and bismuth ions has been
recorded using the dual laser plasma (DLP) technique [55]. Photoexcitation from
the 5d subshell is the dominant process in the 30 - 66 eV photon energy range. The
experimentally recorded lines have been identified with the aid of Hartree-Fock
calculations [29, 30] as 5p65d106s2 → 5p65d96s2np, mf (6≤ n≤ 11), (5≤ m≤ 15). The
results presented here have been published in J. Phys. B [37].

6.2 Experiment

The dual-laser plasma technique (Chapter 2) was used to record the photoabsorp-
tion spectra of Pb III and Bi IV. The output from a 650 mJ, 15 ns Nd:YAG laser
was tightly focussed using a cylindrical (f =30 cm) lens to produce a 3 mm absorb-
ing (Pb or Bi) line plasma. A second time-delayed 650 mJ, 15 ns Nd:YAG laser
pulse tightly focussed onto a tungsten target generated the backlighting contin-
uum plasma. Spectra were recorded at a time delay of Δτ = 110 ns for Pb III and
Δτ = 210 ns for Bi IV at a position Δx = 1 mm from the target surface. The spectra
were calibrated against known emission lines of aluminium and magnesium with
residues of less than 0.06 eV.

125



6.3 Results and Discussion

6.3.1 The 5d photoabsorption spectrum of Pb III
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Figure 6.1: The observed (top) and calculated (bottom) 5d photoabsorption spec-
trum of Pb III. The calculated spectrum has been shifted by +0.3 eV to agree with
the experimental data.

The lines recorded in the 5d absorption spectra of Pb III have been identified as
due to the following transitions arrays:

5d106s2 → 5d96s2 np (6 ≤ n ≤ 14)

5d106s2 → 5d96s2mf (5 ≤ m ≤ 15) (6.1)

In this experiment the 5d → 6p transition has not been observed as this occurs
close to 21 eV and the instrument used has a lower photon energy limit of 23.5 eV.
Configuration interaction calculations for these transitions were performed using
the RCN/RCN2 and RCG Hartree-Fock suite of Cowan codes [29, 30] including the
basis states 6 ≤ np ≤ 19 and 5 ≤ mf ≤ 17 and the valence excitations 5d106snp n

= 6-9. Ab initio values of the Slater parameters (Fk and Gk) and the configuration
interaction parameter (Rk) were reduced by 15%; the spin-orbit parameter was left
unchanged. The resulting intensities and energies are shown in Fig. 6.1. In this
figure the calculated oscillator strength (gf-value) for the transitions is shown and
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compared with the experimental spectrum.
It should be noted that the calculated oscillator strengths for the higher lying

Rydberg members appear to be much greater than those with lower n. This artefact
of the Cowan code has been commented on by Raassen et al [205]. The limitation
of the number of 5d96snf configurations included in the calculation has the same
consequences as the truncation of the 3s23p4nd 2S - 3s3p6 2S basis of Ar II [216] or
the 3p5εd states in Ca III [217]. The largest calculated transition probability arises
from the highest 5d96s2nf configuration introduced in the basis set as it takes into
account contributions from the neglected higher n’f members and even from the
continuum. The inclusion of higher basis states results in a better agreement be-
tween experiment and theory, thus we included configurations up to 17f.
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Figure 6.2: The observed (top) and calculated (bottom) 5d photoabsorption spectrum of
Pb III for the higher mf, np levels ending on the 2D5/2 series limit. As before, the calculated
spectrum has been shifted by +0.3 eV to agree with the experimental data.

The peaks in the experimental data are listed along with their identifications
given in jj coupling in Table 6.3 and Table 6.4 at the end of this chapter. The jj cou-
pling scheme was chosen over the LS and other coupling schemes as the percent-
age purity in each scheme was 89%, 73% and 65% for the jj, [Jc] K and LS coupling
schemes respectively. In contrast to the observed photoabsorption of Hg I [218], it
can be seen that d→ f transitions dominate over d→ p transitions. This is explained
by the increased core charge of the Pb III ion which results in a much greater radial
overlap between the 5d and nf wavefunctions in this spectrum than is present in
neutral mercury. The n∗

f
1 series compares well with those reported for the isoelec-

tronic Hg I series [218, 219] while the n∗
p are slightly smaller.

1The effective quantum defect number for the d → f transitions.
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Figure 6.3: The three features observed at higher energy, 47.10 eV, 48.38 eV and
50.14 eV, which are not predicted by calculations. They are possibly due to double
excitations.

A redistribution of oscillator strength due to configuration interaction is ob-
served for the 7f[ 5

2 ,
5
2 ] level. The 7f[5

2 ,
5
2 ] 40.74 eV, 8p[3

2 ,
1
2 ] 40.82 eV and the 7f[5

2 ,
7
2 ]

40.94 eV levels show strong level mixing giving the otherwise weak 7f[ 5
2 ,

5
2 ] compa-

rable strength. The presence of configuration interaction is also noted with strong
mixing among the 6f[3

2 ,
5
2 ] level at 41.65 eV and 8f[5

2 ,
7
2 ] level at 41.91 eV. The pre-

dicted 2:1 ratio of oscillator strengths between the 6f and 8f levels is reversed as a
result.

Three features observed at 47.10 eV, 48.38 eV and 50.14 eV, as shown in Fig. 6.3,
which are not predicted by the current calculations are suspected to be due to pho-
toabsorption from an excited state. Calculations were performed for transitions
from the excited ground state, 5d106s6p, to 5d96s6pnf, mp (n = 5-10, m = 6-10). In
the energy range for these peaks, transitions from the excited state to the 5d 96s6p5f,
6f levels are dominant, however no attempt has been made to assign these features.

The observed Rydberg limits are 2D5/2=44.48 eV and 2D3/2=47.14 eV, which
agree with those determined by Gutmann [220], 44.49 eV and 47.134 eV respec-
tively. The asymmetry in profiles of the observed 5d spectrum of Pb III is present
throughout, not just above the 2D5/2 threshold, which is clearly seen in Fig. 6.1.
Similar profiles observed in the Hg I spectrum have been commented on by Mans-
field [219]. As in the spectrum of Hg I, the asymmetric lines would appear to have
a Fano profile with a large negative value of the profile index q. To reproduce this
result, a full calculation including mixing with the continuum would be required.
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6.3.2 The 5d photoabsorption spectrum of Bi IV.
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Figure 6.4: The observed (top) and calculated (bottom) 5d photoabsorption spec-
trum of Bi IV.

The 5d inner-shell electric dipole allowed transitions from the 5d106s2 1S0 ground
state in Bi IV are as follows:

5d106s2 → 5d96s2 np (6 ≤ n ≤ 10)

5d106s2 → 5d96s2mf (5 ≤ m ≤ 13) (6.2)

For Bi IV, it was possible to record the transition 5d → 6p, which occurs close
to 29 eV (see Fig. 6.7). The observed 5d photoabsorption spectrum is shown along
with the calculated gf -values in Fig. 6.4. Calculations for these transition energies
and intensities were again made using the Cowan suite of codes [29, 30] and the
range of basis states included in the calculation was 6 ≤ np≤ 19 and 5 ≤ mf ≤ 17. As
in the case of Pb, the Slater parameters (Fk and Gk) and the configuration interaction
parameter (Rk) were reduced by 15%; the spin-orbit parameter was left unchanged.
Similar to the calculations for Pb III described earlier, the oscillator strengths of the
higher lying mf levels are anomalously large and should not be taken as an accurate
representation of the gf distribution.

It was found necessary to perform a term dependent minimization calculation
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for the 5d9(2D3/2) 6s26f5/2 level, (1P in LS coupling), as the code over-estimated
its position by almost +8 eV. The results of the minimization are compared with
the configuration average results in Table 6.1. It should be noted that while the
minimization calculation accurately predicts the position of the 6f5/2 level and the
higher series members, the 5f5/2 and 5f7/2 levels are shifted towards higher energy.
We have therefore chosen to enter the configuration average values in Table 6.5 for
these two levels. Again jj coupling was favoured over LS and JK as it had the high-
est purity 84% compared to 60% and 58% respectively. The calculated spectrum is
listed in Table 6.6, where it can be clearly seen that there exists a large degree of
mixing within the Rydberg series, just as in the previous case for Pb III in Table 6.3
and Table 6.4.

Table 6.1: Hartree-Fock results for the minimization of the 5d96s26f[3
2 ,

5
2 ] configu-

ration (1P term in LS coupling).
Eav

1P (minimized)
Energy 64.37 55.56
F2 1.042 0.501
F4 0.562 0.204
G1 0.952 0.254
G3 0.579 0.154
G5 0.408 0.108
ζ5d 1.232 1.236
ζ6f 0.0008 0.0010∫

Ψ5drΨ6fdr 0.86319 0.60538

All np transitions are weak in Bi IV compared to Pb III with the nf[ 5
2 ,

7
2 ], nf[3

2 ,
5
2 ]

series dominating the spectrum. This indicates an even stronger overlap between
the d and f wavefunctions compared to Pb III and Hg I. It should be noted that
due to the weakness of levels close to the series limit, level assignments are based
mainly on the effective quantum numbers. The np series in particular proved dif-
ficult to assign as all lines are weak and could have been assigned to many of the
numerous largely indistinguishable features observed in this region of the spec-
trum. The assignments made are thus to be treated as tentative and chosen such
that the effective quantum numbers are comparable for all three np series.

The quantum defect for the nf[ 5
2 ,

7
2 ] series shows some irregularity for the 8f and

9f levels but has a more consistent quantum defect of 1.33 for higher series mem-
bers. A Lu-Fano plot (see Chapter 1) shows that this series is perturbed by the nf 5/2

series built on the 2D3/2 limit. One can see both the 8f and 9f[5
2 ,

7
2 ] levels at 57.24 eV

and 58.58 eV are strongly perturbed by the nf[ 3
2 ,

5
2 ] series in Fig. 6.5. The mixing

coefficients determined from the Cowan code and presented in Table 6.6 for these
two levels show the perturbation is due to electron correlation between the closely
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Figure 6.5: A two-dimensional Lu-Fano plot for the nf[ 5
2 ,

7
2 ] and the nf[ 3

2 ,
5
2 ] Rydberg series

in Bi IV. The effective quantum numbers n∗
1 and n∗

2 are defined with respect to the first
and second ionization potentials respectively. The broken curves are the functions n∗

1(n∗
2).

One can see both the 8f and 9f[ 5
2 ,

7
2 ] levels are perturbed strongly from what would be an

otherwise straight line in the graph.

spaced levels in both series. We did not find the MQDT parameters from fitting
the determinantal equation (Eqn. 1.49) presented in Chapter 1 to the experimental
data as it proved too difficult to fit all levels accurately. It is known that the quan-
tum defects δ1, δ2 and the R parameter can have an energy dependence [53] and if
this had been included we may have obtained more accurate results. As shown in
Fig. 6.6, some series do not perturb each other, this is indicated by the straightness
of the points in a Lu-Fano plot.

Similarly in the nf[3
2 ,

5
2 ] series, the 7f member has an irregular quantum defect;

a value of 1.23 concurs with the remaining series members. The strong contribu-
tion of the 7f[3

2 ,
5
2 ] level to the 8-10f[5

2 ,
7
2 ] series members results in a repulsion of

these states towards higher energy, indicated by the 0.7-1.0 eV energy difference be-
tween calculated and experimental energy values. Strong configuration interaction
among the 10p[5

2 ,
3
2 ] and 7f[3

2 ,
5
2 ] level at 57.24 eV results in the increased intensity

for the 10p feature, appearing just above the 8f level at 59.32 eV. The close spacing
of the 7f[5

2 ,
5
2 ], 7f[5

2 ,
7
2 ] and 6f[3

2 ,
5
2 ] levels at 55.66 eV, 55.74 eV and 55.81 eV respec-

tively, results in a redistribution of oscillator strength, as it did in the Pb III spec-
trum, giving the 7f[5

2 ,
5
2 ] transition comparable strength, although it is predicted to

be quite weak in the Cowan calculation.
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Figure 6.6: A two-dimensional Lu-Fano plot for the nf[ 5
2 ,

5
2 ] and the nf[ 5

2 ,
3
2 ] Rydberg series

in Bi IV. As before, the effective quantum numbers n∗
1 and n∗

2 are defined with respect to
the first and second ionization potentials respectively. In this case, no perturbation occurs
between these two series as indicated by the straightness of the points. Similar ’straight’
graphs were obtained for the np Rydberg series too.

The low lying 5d96s26p[5
2 ,

3
2 ] (28.29 eV) and 5d96s26p[3

2 ,
1
2 ] (29.48 eV) levels

agree with previous measurements made by Crawford [202] who obtained values
of 28.284 eV and 29.47 eV respectively. The valence excited 5d106s7p peak located at
28.76 eV compares well with the measurement of 28.75 eV, also reported by Craw-
ford. Table 6.2 compares our experimental values of the 5d96s25f and 6f levels with
Ryabtsev [221]. They analyzed autoionizing states of Bi III, Bi IV and Bi V ions with
a 0.01 to 0.1 Å accuracy (as compared to 0.06 eV (2·105 Å) in the present exper-
iment). The only significant difference is for the 5d96s26f [5

2 ,
7
2 ] level, one of the

three overlapping levels.

Level ERyabtsev EBanahan

5d96s25f [ 52 ,
5
2 ] 45.00† 45.46

[52 ,
7
2 ] 46.41 46.40

[32 ,
5
2 ] 49.40 49.40

5d96s26f [ 52 ,
7
2 ] 52.51 52.49

[32 ,
5
2 ] 55.97 55.81

Table 6.2: Comparison of experimental values for the 5d96s25f and 6f levels from Ryabt-
sev [221] and this work. †Comparatively weak transition they assigned tentatively.
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Figure 6.7: The observed 5d96s26p[ 5
2 ,

3
2 ] level at 28.29 eV and 5d96s26p[ 3

2 ,
1
2 ] level at

29.48 eV recorded for Bi IV. The peak at 28.76 eV is assigned as the 5d106s7p[ 3
2 ,

5
2 ]

level [202].

The revised and extended analysis of Bi V reported by Raassen [222] deter-
mined the 5d96s2 2D5/2 and 5d96s2 2D3/2 series limits to be located at 17.24 eV
and 20.32 eV above the 5d106s ground state. The observed Rydberg limits for the
5d excitation series are 2D5/2=62.60 eV and 2D3/2=65.68 eV placing the ionization
potential of Bi IV at the new value of 45.36 eV (45.32 eV [202]). Loch et al [211] cal-
culated the configuration-average ionization potential of Bi IV to be 43.46 eV and
the 5d96s2 configuration-average placed at 62.95 eV which are in good agreement
with our results.

6.4 Conclusion

The 5d photoabsorption spectra of Pb III and Bi IV have been recorded using the
dual laser produced plasma technique in the photon energy range 30 - 66 eV. The-
oretical calculations using the Cowan code allowed for the identification of numer-
ous previously unknown or unidentified lines in this region. Strong configuration
interaction is present in the Rydberg series of both ions. We have revised the ion-
ization potential of Bi III to 45.36 eV.
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Table 6.3: The 5d photoabsorption spectrum of Pb III.

Level Eexp (eV) Ecalc (eV) gf value n∗ jj composition
Series 5d3/2→np3/2

6p3/2 24.3346 0.1439 94%(3
2 ,

3
2 )

7p3/2 36.7549 0.0036 96%(3
2 ,

3
2 )

8p3/2 40.9571 0.0007 96%(3
2 ,

3
2 )

9p3/2 42.9896 0.0001 91%(3
2 ,

3
2 )

10p3/2 44.146 0.0002 97%(3
2 ,

3
2 )

11p3/2 44.8661 0.0001 97%(3
2 ,

3
2 )

Series 5d3/2→np1/2

6p1/2 22.846� 22.5445 0.9947 2.25 72%(3
2 ,

3
2 ) − 26%6p(5

2 ,
3
2 )

7p1/2 36.32� 36.299 0.2924 3.36 66%(3
2 ,

1
2 ) − 25%5f(5

2 ,
7
2 )

8p1/2 40.82 40.7109 0.0056 4.40 80%(3
2 ,

1
2 ) − 17%7f(5

2 ,
7
2 )

9p1/2 42.89 42.8781 0.0399 5.37 80%(3
2 ,

1
2 ) + 8%10f(5

2 ,
7
2 )

10p1/2 44.0788 0.0335 92%(3
2 ,

1
2 )

11p1/2 44.92 44.8203 0.0103 7.43 96%(3
2 ,

1
2 )

12p1/2 45.42 45.3141 0.0065 8.44 96%(3
2 ,

1
2 )

13p1/2 45.75 45.6606 0.0046 9.43 96%(3
2 ,

1
2 )

14p1/2 46.01 45.9199 0.0035 10.42 96%(3
2 ,

1
2 )

Series 5d5/2 →np3/2

6p3/2 21.647� 21.5754 0.0983 2.32 69%(5
2 ,

3
2 ) − 26%6p(5

2 ,
7
2 )

7p3/2 34.18 34.1168 0.0417 3.45 99%(5
2 ,

3
2 )

8p3/2 38.3002 0.0017 97%(5
2 ,

3
2 )

9p3/2 40.3349 0.0073 98%(5
2 ,

3
2 )

10p3/2 41.4877 0.0009 98%(5
2 ,

3
2 )

11p3/2 42.209 0.0050 97%(5
2 ,

3
2 )

Series 5d3/2 → nf5/2

5f5/2 38.57� 38.5928 0.1625 3.78 76%(3
2 ,

5
2 ) − 26%6f(5

2 ,
7
2 )

6f5/2 41.65 41.9391 0.4043 4.72 39%(3
2 ,

5
2 ) + 37%8f(5

2 ,
7
2 ) − 11%9f(5

2 ,
7
2 )

7f5/2 43.47 43.5583 0.1208 5.78 35%(3
2 ,

5
2 ) + 28%13f(5

2 ,
7
2 ) + 14%7f(5

2 ,
5
2 )

8f5/2 44.46 44.5051 0.5215 6.76 78%(3
2 ,

5
2 ) − 7%9f(3

2 ,
5
2 )

9f5/2 45.12 45.0866 0.3224 7.79 85%(3
2 ,

5
2 ) − 6%10f(3

2 ,
5
2 )

10f5/2 45.55 45.4969 0.2295 8.78 85%(3
2 ,

5
2 ) − 6%11f(3

2 ,
5
2 )

11f5/2 45.86 45.7924 0.1756 9.79 85%(3
2 ,

5
2 ) − 6%14f(3

2 ,
5
2 )

12f5/2 46.08 46.0111 0.1410 10.76 84%(3
2 ,

5
2 ) − 7%13f(3

2 ,
5
2 )

13f5/2 46.25 46.1767 0.1198 11.74 82%(3
2 ,

5
2 ) − 8%14f(3

2 ,
5
2 )

14f5/2 46.39 46.3063 0.1039 12.79 80%(3
2 ,

5
2 ) − 9%15f(3

2 ,
5
2 )

15f5/2 46.49 46.4084 0.0985 13.75 76%(3
2 ,

5
2 ) − 12%16f(3

2 ,
5
2 )
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Table 6.4: The 5d photoabsorption spectrum of PbIII cont.
Level Eexp (eV) Ecalc (eV) gf value n∗ jj composition

Series 5d5/2→nf7/2

5f7/2 36.06� 36.0844 0.2373 3.81 59%(5
2 ,

7
2) − 30%7p(3

2 ,
1
2) + 10%5f(5

2 ,
5
2)

6f7/2 39.25 39.304 0.6293 4.84 73%(5
2 ,

7
2) + 13%5f(3

2 ,
5
2)

7f7/2 40.94 40.833 0.2178 5.88 64%(5
2 ,

7
2) + 15%8f(3

2 ,
1
2)

8f7/2 41.91 42.4294 0.2057 6.90 46%(5
2 ,

7
2) − 26%6f(3

2 ,
5
2)

9f7/2 42.47 42.8170 0.0673 7.80 74%(5
2 ,

7
2) + 6%9f(5

2 ,
5
2)

10f7/2 42.89 43.1095 0.0354 8.76 69%(5
2 ,

7
2) − 15%9p(3

2 ,
1
2)

11f7/2 43.19 43.4369 0.0636 9.73 71%(5
2 ,

7
2) − 15%11f(5

2 ,
5
2)

12f7/2 43.6686 0.1056 51%(5
2 ,

7
2) − 40%12f(5

2 ,
5
2) − 8%7f(5

2 ,
3
2)

13f7/2 43.61 43.7326 0.0897 11.86 44%(5
2 ,

7
2) − 23%7f(3

2 ,
5
2) + 19%15p(5

2 ,
3
2)

14f7/2 43.72 43.8480 0.0807 12.69 42%(5
2 ,

7
2) − 28%15f(3

2 ,
5
2) + 6%7f(3

2 ,
5
2)

15f7/2 43.85 43.9303 0.2432 13.94 46%(5
2 ,

7
2) − 27%16f(3

2 ,
7
2)

Series 5d5/2 →nf5/2

5f5/2 35.70 35.7084 0.0133 3.73 86%(5
2 ,

5
2) − 14%5f(5

2 ,
7
2)

6f5/2 38.92 38.9057 0.0123 4.69 92%(5
2 ,

5
2)

7f5/2 40.74 40.6071 0.0030 5.72 88%(5
2 ,

5
2) − 10%7f(5

2 ,
7
2)

8f5/2 41.74 41.6096 0.0102 6.69 72%(5
2 ,

5
2) − 19%69f(3

2 ,
5
2) + 10%8f(5

2 ,
7
2)

9f5/2 42.3009 0.0014 92%(5
2 ,

5
2)

10f5/2 42.7479 0.0007 90%(5
2 ,

5
2) − 9%10f(5

2 ,
7
2)

11f5/2 43.0657 0.0002 84%(5
2 ,

5
2) − 15%11f(5

2 ,
7
2)

12f5/2 43.2951 0.0013 59%(5
2 ,

5
2) + 25%13f(5

2 ,
7
2)

13f5/2 43.4768 0.0006 97%(5
2 ,

5
2)

14f5/2 43.6129 0.0003 95%(5
2 ,

5
2)

15f5/2 43.7191 0.0002 94%(5
2 ,

5
2)

ECalchave been shifted by 0.3 eV to match the experimental values.
� Values taken from Moore’s Tables.
� 5f7/2 at 30.063 eV, 7p7/2 at 36.32 eV and 5f5/2 at 38.576 were recorded by
Raasen [222].
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Table 6.5: The 5d photoabsorption spectrum of Bi IV.
Level Eexp (eV) Ecalc (eV) gf value n∗ jj composition

Series 5d3/2→np3/2

6p3/2 31.44 31.3256 0.1984 2.52 95%(3
2 ,

3
2)

7p3/2 48.68 48.6084 0.0041 3.58 96%(3
2 ,

3
2)

8p3/2 55.29 54.9489 0.0024 4.59 84%(3
2 ,

3
2) + 10%9p(5

2 ,
3
2 )

9p3/2 58.72 58.1561 0.0004 5.62 93%(3
2 ,

3
2)

10p3/2 60.62 59.9990 0.0066 6.60 90%(3
2 ,

3
2)

11p3/2 61.1682 0.0006 97%(3
2 ,

3
2)

Series 5d3/2→np1/2

6p1/2 29.48 29.0395 1.344 2.45 46%(3
2 ,

1
2) + 44%6p(5

2 ,
3
2 )

7p1/2 48.80 47.7883 0.0264 3.59 95%(3
2 ,

1
2 )

8p1/2 55.29 54.5728 0.0098 4.58 92%(3
2 ,

1
2)

9p1/2 58.68 57.9371 0.0060 5.58 61%(3
2 ,

1
2) − 16%9f(5

2 ,
5
2)

10p1/2 60.56 59.8712 0.0001 6.52 94%(3
2 ,

1
2)

11p1/2 61.0824 96%(3
2 ,

1
2)

12p1/2 61.8981 95%(3
2 ,

1
2)

13p1/2 62.4738 95%(3
2 ,

1
2)

14p1/2 62.8945 95%(3
2 ,

1
2)

Series 5d5/2→np3/2

6p3/2 28.29 28.0381 0.0001 2.52 51%(3
2 ,

1
2) − 35%6p(5

2 ,
3
2 )

7p3/2 45.63 45.5301 0.0040 3.58 92%(5
2 ,

3
2)

8p3/2 52.23 51.8784 0.0082 4.58 93%(5
2 ,

3
2)

9p3/2 55.51 55.0901 0.0145 5.54 53%(5
2 ,

3
2 − 30%6f(3

2 ,
5
2)

10p3/2 57.32 56.9011 0.0141 6.42 82%(5
2 ,

3
2 − 13%8f(5

2 ,
7
2)

11p3/2 58.0758 95%(5
2 ,

3
2)

Series 5d3/2 → nf5/2

5f5/2 49.40 49.9119 0.7907 3.66 66%(5
2 ,

7
2) − 15%5f(3

2 ,
5
2)

6f5/2 55.74 55.5884 0.8897 4.68 80%(5
2 ,

7
2) + 7%6f(5

2 ,
5
2 )

7f5/2 59.21 58.4295 0.4593 5.80 31%(3
2 ,

5
2) − 26%10f(5

2 ,
5
2 ) + 24%9f(5

2 ,
7
2 )

8f5/2 60.70 60.4608 0.1537 6.61 36%(3
2 ,

5
2) + 33%14f(5

2 ,
7
2 )

9f5/2 61.99 61.4799 0.8104 7.68 38%(3
2 ,

5
2) − 31%10f(3

2 ,
5
2 )

10f5/2 62.80 62.1332 0.6382 8.69 52%(3
2 ,

5
2) − 25%11f(3

2 ,
5
2 )

11f5/2 63.35 62.6358 0.4829 9.67 56%(3
2 ,

5
2) − 24%12f(3

2 ,
5
2 )

12f5/2 63.80 63.016 0.3665 10.76 56%(3
2 ,

5
2) − 25%13f(3

2 ,
5
2 )

13f5/2 64.10 63.306 0.3060 11.73 53%(3
2 ,

5
2) − 27%14f(3

2 ,
5
2 )

14f5/2 63.5347 0.2427 50%(3
2 ,

5
2) − 32%15f(3

2 ,
5
2 )

15f5/2 63.7176 0.2199 43%(3
2 ,

5
2) − 39%16f(3

2 ,
5
2 )
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Table 6.6: The 5d photoabsorption spectrum of Bi IV cont.
Level Eexp (eV) Ecalc (eV) gf value n∗ jj composition

Series 5d5/2→nf7/2

5f7/2 46.40 46.5638 0.7907 3.67 66%(5
2 ,

7
2) − 15%5f(3

2 ,
5
2)

6f7/2 52.49 52.4416 0.8881 4.64 80%(5
2 ,

7
2) + 7%6f(5

2 ,
5
2)

7f7/2 55.81 55.0522 0.0162 5.66 30%(5
2 ,

7
2) − 34%9p(5

2 ,
7
2) − 15%6f(3

2 ,
5
2)

8f7/2 57.24 57.0099 0.2936 6.37 60%(5
2 ,

7
2) + 17%10p(5

2 ,
3
2) − 8%7f(3

2 ,
5
2)

9f7/2 58.58 57.8808 0.0067 7.36 44%(5
2 ,

7
2) − 25%9f(5

2 ,
5
2) − 23%7f(3

2 ,
5
2)

10f7/2 59.72 58.9908 0.3255 8.69 55%(5
2 ,

7
2) − 11%11f(5

2 ,
7
2) + 6%7f(3

2 ,
5
2)

11f7/2 60.27 59.4586 0.1014 9.67 53%(5
2 ,

7
2) + 20%13p(5

2 ,
3
2) − 12%8f(3

2 ,
5
2)

12f7/2 59.7689 0.0004 52%(5
2 ,

5
2) − 40%12f(5

2 ,
7
2)

13f7/2 60.0405 0.0851 60%(5
2 ,

7
2) − 18%8f(3

2 ,
5
2)

14f7/2 60.2646 0.1687 47%(5
2 ,

7
2) − 21%13f(3

2 ,
7
2) − 11%8f(3

2 ,
5
2)

15f7/2 60.6246 0.1343 40%(5
2 ,

7
2) − 27%16f(5

2 ,
7
2)

Series 5d5/2 →nf5/2

5f5/2 45.46 45.0755 0.0101 3.57 79%(5
2 ,

5
2) − 15%5f(5

2 ,
7
2)

6f5/2 52.19 52.0902 0.0097 4.57 92%(5
2 ,

5
2)

7f5/2 55.66 54.7069 0.0002 5.60 80%(5
2 ,

5
2) − 13%7f(5

2 ,
7
2)

8f5/2 57.66 56.6736 0.0020 6.64 89%(5
2 ,

5
2) − 10%8f(5

2 ,
7
2)

9f5/2 58.86 57.9538 0.0001 7.63 93%(5
2 ,

5
2)

10f5/2 58.7555 0.0010 93%(5
2 ,

5
2)

11f5/2 59.3421 0.0004 89%(5
2 ,

5
2) − 10%11f(5

2 ,
7
2)

12f5/2 59.7934 0.0000 46%(5
2 ,

5
2) + 37%12f(5

2 ,
7
2)

13f5/2 60.0962 0.0005 97%(5
2 ,

5
2)

14f5/2 60.3475 0.0003 94%(5
2 ,

5
2)

15f5/2 60.5403 0.0002 92%(5
2 ,

5
2)
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Chapter 7

Summary

7.1 Summary of work

The work presented in this thesis is concerned with fundamental inner shell pro-
cesses that occur upon interaction of energetic photons with atoms and ions. The
many-body nature inherent in inner-shell dynamics provides a stimulating and
challenging study for both experimental and theoretical atomic physics. The dual
laser plasma technique was successfully employed to measure the photoabsorption
innershell spectra of the following ions: Rb+, Sr+, Sr2+, Pb2+ and Bi3+. The study
of isoelectronic sequences provides useful information on the changing nature of
the physical interactions that occur as the core charge, and correspondingly the de-
gree of nuclear screening changes, for this reason members of both the Hg I and
Kr I isoelectronic sequences were studied.

The experimental system was adapted to include a third laser to perform res-
onant excitation studies in a laser produced strontium plasma. Results obtained
for one- and two-photon resonant absorption in Sr+ conform to the LIBORS model
such that no ionization signal is observed if the ion is pumped with a non-resonant
wavelength. In this case, superelastic heating via collision quenching of the over-
populated resonance level is the dominant mechanism for the ionization observed.
The fact that non-resonant pumping in Sr still results in a strong ionization signal
implies that there is more to it than just LIBORS. At present we can only suggest
some likely candidates and molecular dissociation would provide a plausible ex-
planation and it has already been suggested by Baig et al [112].

The photoabsorption measurements for Kr-like Rb+ and Sr2+ were combined
with synchrotron results obtained at the ASTRID storage ring in Denmark where
absolute photoionization cross sections were measured. The merged-beam tech-
nique employed at the storage ring enabled the detection of multiply charged ions
and showed that 90% of the total cross section for 3d excitation in these ions could
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be attributed to double photoionization. A similar trend was observed in the case
of lanthanide 4d excitation previously. Strong interaction between the discrete s →
p transitions and the p → εd continuum manifested itself in the spectra as char-
acteristic window resonances which were parametrised using Fano’s theoretical
resonance profile formula. Discrete features from 4p → ms, nd transitions were
assigned using the Cowan code.

The 4p-subshell spectrum of Sr+ recorded was extremely complex due to strong
overlap of the 4d and 5s wavefunctions. Doubly-excited transitions were also ob-
served and it was found necessary to include the strongly correlated 4d2 and 5p2

configurations in our calculations to properly account for the spectrum observed.
As neither pure LS nor jj coupling could reproduce the photoabsorption spectrum,
we had to resort to an intermediate coupling scheme where transitions were as-
signed according to the highest purity given in one of the two coupling schemes
above. It was found that, in general, LS coupling provided the highest purity for
the first member of each series and jj coupling was better suited to describing the
higher members of a Rydberg series.

From our observations, we inferred greater overlap between the d and f wave-
functions in Bi3+ than in the lower isoelectronic partner Pb2+. This appeared in
the spectra as a reduction in oscillator strength of the 5d → np resonances while
stronger d → f transitions were observed. Strong configuration interaction was
present in both ions, particularly in Bi3+ where many levels deviated from the
quantum defect value for their particular series. Lu-Fano plots were constructed to
help visualise the perturbing or perturbed levels within a series and Hartree-Fock
with configuration interaction calculations were performed to identify the discrete
features observed in the spectra.

7.2 Conclusions and perspectives

There is no doubt that measurements and calculations on multiply charged ions
still holds large interest in the atomic physics community. It would be useful to
extend our study of the Kr I isoelectronic sequence to higher members, such as
Y3+, to see what trends persist or change. For example, we know that the 4s →
np series in Y3+ differs from Rb+ and Sr2+ such that the 4s-5p resonance drops
below the 4p ionization limit so that the first autoionizing member of the 4s-np
resonance series becomes 4s-6p. Also unlike the window resonances observed for
Rb+ and Sr2+, this resonance switches to a normal, slightly asymmetric profile. It
would be interesting to see if this is also the case for Zr4+, the next highest member.
Similarly, as previous investigations of 4d excitation in the lanthanides stimulated
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important theoretical developments to account for the many-body nature of the
excitation process, analogous studies along isonuclear and isoelectronic sequences
for 3d excitation may provide a similar stimulus and uncover some new intriguing
features.

Although the DLP technique has provided a wealth of information on inner-
shell photoexcitation in atoms and ions, it is the absolute cross section measure-
ments that provide the severest test for theoretical codes. Using both the DLP and
merged-beam techniques is thus an obvious choice; results from both combine to
give highly resolved absolute cross sections. Of course over the past decade, third
generation synchrotron facilities e.g. the ALS, BESSY II, MAX II, SOLEIL etc. have
come online and are capable of producing new data with much higher spectral res-
olution than previously obtained (10−2 eV for first generation to 10−4 eV for third
generation). With the introduction of ECR sources on beam lines, absolute pho-
toionization measurements are now possible on multiply charged ions (above the
doubly charged state). The significant advantage still retained by the DLP tech-
nique however, is the relative ease in obtaining photoabsorption measurements of
highly charged ions in almost any element.

Pump-probe experiments have opened up a more explorative research area as
one can extend studies from the ground state to well prepared excited target states.
Thus from these two-photon/colour experiments one can access excited states be-
longing to the same parity as the ground state exploring a manifold of highly ex-
cited states previously unseen. Studies of laser-excited and laser-polarized targets
in pump-probe experiments using polarized radiation have proven itself as an ideal
tool in gaining greater insight into the photoionization mechanism. Measurements
of dichroism in electron spectra permit the determination of the relative amplitudes
for the different dipole matrix elements and the relative phases of the outgoing elec-
trons. These measurements are sensitive to the different electron interactions in the
electron cloud thus making them ideal for comparisons with theory.

The development of free electron lasers (FEL), e.g. FLASH at Hamburg, which
provide intense femtosecond pulses in the VUV and XUV regime, now make pos-
sible the study of dilute species (ions, mass selected clusters), multi-photon pro-
cesses, direct two- or multi-electron ionization as well as time resolved phenomena
on the femtosecond scale. Furthermore, future investigations will avail of the wave-
length tunability of the FEL to study the coupling of two autoionizing states (AIS)
via a pump-probe excitation scheme. The FEL will pump to one AIS while an opti-
cal laser will be used to couple to another AIS. Theoretical predications have yet to
be experimentally verified and this new field of research will investigate electron
correlations involved when coupling continua of opposite parity.
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From our studies, a laser-produced plasma is not ideal for pump-probe exper-
iments. The copious amount of seed electrons generated after laser irradiation,
which in turn are superelastically heated and rapidly collisonally ionize the species
of interest, masking any excited-state absorption that may occur. The 2.2 m graz-
ing incidence spectrometer system will next be used to study both emission and
absorption from laser-produced plasmas in search of an optimised 13.5 nm light
source for applications in the semi-conductor industry. To perform complemen-
tary studies to the new phase of experiments (described above) that will take place
at synchrotron and FEL facilities, a new ultrafast laser laboratory is being set up
DCU. Pulses of 30 - 100 fs duration will be produced at wavelengths ranging from
266 - 2500 nm. Electron, ion and photo detection techniques will be employed to
demonstrate, measure and ultimately use phase control in coherent EUV and op-
tical laser ionization and fragmentation of atoms and molecules. Thus a new gen-
eration of experiments will be established at DCU that will hopefully provide first
ever measurements and stimulate further investigations as its predecessor, the DLP
technique, did decades ago.

141



Appendix A

Reference Material

A.1 List of Figures

Chapter 1

Page 23 Fig. 1.1: Beutler-Fano profiles of He 1s2 → 2snp and 2pns doubly excited
autoionizing series [7]

Page 25 Fig. 1.2: Natural line shapes for different values of q [41]

Page 30 Fig. 1.3: A two dimensional Lu-Fano plot for the 6s2 → 6snp 1P1 and 5d106s2

→ 5d96s26p 1P1 channels of mercury [49]

Chapter 2

Page 36 Fig. 2.1: Schematic of the DCU DLP experimental system

Page 38 Fig. 2.2: The six-way cross target chamber

Page 39 Fig. 2.3: The XYZ movements for the targets in the chamber

Page 40 Fig. 2.4: The optical layout for measuring fluorescence from the strontium
plasma

Page 43 Fig. 2.5: Layout of a Czerny-Turner spectrometer as used in our SR-163i
model [85]

Page 45 Fig. 2.6: Optical layout of the OPO

Page 46 Fig. 2.7: Panther output with a surelite II10 pump

Page 47 Fig. 2.8: The exposure time of the PDA in normal synchronization mode

Page 49 Fig. 2.9: The exposure time of the PDA in external synchronization mode

142



Page 50 Fig. 2.10: Schematic of laser synchronization with the detector

Chapter 3

Page 53 Fig. 3.1: The four stages of LIBORS [100]

Page 56 Fig. 3.2: The temporal evolution of the photoabsorption spectrum of a stron-
tium plasma 1.15 mm from the target surface

Page 57 Fig. 3.3: Basic timing diagram for our experiments

Page 58 Fig. 3.4: Difference spectrum after interrogating the strontium plasma with
light of wavelength 421.6 nm, 0.7×108 W cm−2 460 ns after generation.

Page 59 Fig. 3.5: Fluorescence recorded on the spectrometer (331 - 355 nm, 200 ns gate
width), 50 ns after OPO irradiation, λ = 459.5 nm

Page 62 Fig. 3.6: The XUV signal showing the temporal evolution of the strontium
plasma after laser irradiation, λ = 460.7 nm, 3×108 W cm−2

Page 63 Fig. 3.7: The difference spectrum for ΔtXUV = 50 ns for one photon resonant
excitation (λ = 460.7 nm, 3×108 W cm−2)

Page 67 Fig. 3.8: Energy diagram of the relevant levels in Sr and Sr+ for the excitation
schemes used in this study

Page 68 Fig. 3.9: The difference fluorescence spectra from the laser irradiated stron-
tium plasma (460.7 nm) for the highest intensity, 3×108 W cm−2

Page 70 Fig. 3.10: The difference spectra obtained after laser excitation to the Sr 5s5p
1P1 resonance level for three different intensities

Page 71 Fig. 3.11: The difference spectra for λ = 460.7 nm, 0.7×10∗ W cm−2

Page 72 Fig. 3.12: The difference spectra for two-photon resonant absorption, λ =
459.5 nm, in Sr for three different intensities

Page 73 Fig. 3.13: The difference spectra for λ = 435.0 nm, 3×108 W cm−2

Page 74 Fig. 3.14: The fluorescence difference spectra for λ = 435.0 nm, 3×108 W cm−2

Page 75 Fig. 3.15: The difference spectrum for ΔtXUV = 50 ns for the highest intensity
for the three different resonant excitations

Page 75 Fig. 3.16: The fluorescence difference spectra for λ = 435.0 nm, 0.7×108 W cm−2

Page 76 Fig. 3.17: The difference spectra for λ = 470.0 nm, 3×108 W cm−2

143



Page 79 Fig. 3.18: Fractional number densities according to the CR model of the
charge states of strontium plotted with increasing electron temperature on
a logarithmic scale [113]

Page 80 Fig. 3.19 The temporal profile of the photoabsorption spectrum of Sr+ with
and without OPO irradiation, λ = 421.6 nm, 3×108 W cm−2

Page 81 Fig. 3.20: The difference spectrum of Sr+ after laser irradiation of a non-
resonant wavelength, λ = 425.0 nm, 15 mJ

Page 82 Fig. 3.21: Temporal plot of the ionization signal with intensity for one-photon
resonant excitation in Sr+, λ = 421.6 nm

Page 83 Fig. 3.22: Temporal plot of the fluorescence from the 5p, 6s and 5d levels in
Sr+ after OPO irradiation, λ = 421.6 nm, 3×108 W cm−2

Page 84 Fig. 3.23: The difference spectrum for λ = 421.6 nm and 418.97 nm, 15 ns after
laser irradiation of Sr+

Page 85 Fig. 3.24: The temporal evolution of fluorescence from the 5d, 6s and 5p levels
for λ = 418.97 nm, 22 mJ

Chapter 4

Page 90 Fig. 4.1: A schematic drawing of the undulator/Miyake-monochromator
beam line at ASTRID [129]

Page 91 Fig. 4.2: The calculated photon-energy resolution using optical path function
theory (OPFT) [129]

Page 92 Fig. 4.3: The noble-gas double ionization chamber used on the merged-beam
experiment [132]

Page 94 Fig. 4.4: Ion beam layout of the merged-beam set up at ASTRID showing the
original set up (top) and after the modification in 2002 (bottom) [129]

Page 98 Fig. 4.5: The experimental results of Lucatorto and McIlrath on Ba, Ba+ and
Ba2+ in the 4d excitation region [146]

Page 99 Fig. 4.6: Comparison between the absolute photoionization cross sections for
the isoelectronic xenon-like ions, I−, Xe, Cs+, Ba2+, La3+ and Ce4+ [154] and
references therein

Page 101 Fig. 4.7: The experimental absolute single-photoionization cross sections (a)
the 4s→5p Rydberg resonance of Rb+, (b) the 4s→5p Rydberg resonance of
Sr2+, and (c) the 4s→6p Rydberg resonance of Rb+

144



Page 103 Fig. 4.8: The experimental absolute photoionization cross section for Sr2+ in
the region of 4p→ ns, md excitations.

Page 103 Fig. 4.9: The experimental absolute photoionization cross section for Rb+ in
the region of 4p→ ns, md excitations

Page 106 Fig. 4.10: The experimental absolute photoionization cross section for (a) Rb+

and (b) Sr2+ in the region of 3d excitations

Page 108 Fig. 4.11: Grotrian diagrams for the decay of the 3d−1 excited state of Rb+

and Sr2+

Chapter 5

Page 112 Fig. 5.1: The 4p-innershell photoabsorption spectrum of Sr II recorded 1mm
from the target surface and 500 ns after plasma generation

Page 114 Fig. 5.2: Photoabsorption spectrum of Sr II (black) with the separately calcu-
lated spectra to show the importance of the 5p2 and 4d2 configurations for
the p5ds levels

Page 115 Fig. 5.3: Photoabsorption spectrum of Sr II (top) with the separately calcu-
lated ground state absorption (middle) and metastable spectrum from the
4p64d 2D3/2,5/2 states (bottom)

Page 118 Fig. 5.4: Photoabsorption spectrum of Sr II from 30.35 eV to 36.30 eV with the
(4p55s 1P )nd, ms 2P series converging on the 4p55s 1P1 and 4p55s 3P1 core at
36.24 eV and 35.13 eV respectively

Chapter 6

Page 126 Fig. 6.1: The observed (top) and calculated (bottom) 5d photoabsorption
spectrum of Pb III

Page 127 Fig. 6.2: The observed (top) and calculated (bottom) 5d photoabsorption
spectrum of Pb III for the higher mf, np levels ending on the 2D5/2 series limit

Page 128 Fig. 6.3: The Pb2+ photoabsorption spectrum in the energy range 45 - 50.2 eV

Page 129 Fig. 6.4: The observed (top) and calculated (bottom) 5d photoabsorption
spectrum of Bi IV

Page 131 Fig. 6.5: A two-dimensional Lu-Fano plot for the nf[ 5
2 ,

7
2 ] and the nf[ 3

2 ,
5
2 ]

Rydberg series in Bi IV

145



Page 132 Fig. 6.6: A two-dimensional Lu-Fano plot for the nf[ 5
2 ,

5
2 ] and the nf[ 5

2 ,
3
2 ]

Rydberg series in Bi IV

Page 133 Fig. 6.7: The observed 5d96s26p[5
2 ,

3
2 ] level at 28.29 eV and 5d96s26p[3

2 ,
1
2 ]

level at 29.48 eV recorded for Bi IV

146



A.2 List of Tables

Chapter 2

Page 44 Table 2.1: Laser specifications

Chapter 3

Page 60 Table 3.1: Spectrometer and ICCD settings for the fluorescence measurements

Page 67 Table 3.2: Calculated collisional excitation rates from the 5s5p 1P1 to excited
levels in Sr

Chapter 4

Page 102 Table 4.1: Measured profile parameters of 4s → np resonances of Rb+ and
Sr2+

Page 104 Table 4.2: Observed and calculated energies and gf -values for the 3d104s24p6

→ 3d104s24p5nd, ms transition array of Rb+

Page 105 Table 4.3: Observed and calculated energies and gf -values for the 3d104s24p6

→ 3d104s24p5nd, ms transition array of Sr2+

Chapter 5

Page 116 Table 5.1: A comparison between energy values and the corresponding label
for the 4p54d 5s configuration in both LS and jj coupling

Page 117 Table 5.2: Experimental and calculated series limits for the 4p-subshell of Sr II

Page 121 Table 5.3: Observed and calculated energies for the 4p65s → 4p55s nd, ms
transitions of Sr II

Page 122 Table 5.4: Observed and calculated energies for the 4p65s → 4p55s nd, ms
transitions of Sr II cont.

Page 123 Table 5.5: Observed and calculated energies for the 4p65s → 4p54d nd, ms
transitions of Sr II

Page 123 Table 5.6: Observed and calculated energies for the 4p54d2 configuration

Chapter 6

Page 130 Table 6.1: Hartree-Fock results for the minimization of the 5d96s26f[3
2 ,

5
2 ] con-

figuration (1P term in LS coupling

147



Page 132 Table 6.2: Comparison of experimental values for the 5d96s25f and 6f levels
from Ryabtsev [221] and this work

Page 134 Table 6.3: The 5d photoabsorption spectrum of Pb III

Page 135 Table 6.4: The 5d photoabsorption spectrum of Pb III cont.

Page 136 Table 6.5: The 5d photoabsorption spectrum of Bi IV

Page 137 Table 6.6: The 5d photoabsorption spectrum of Bi IV cont.

148



Bibliography

[1] D. J. Kennedy and S. T. Manson. Phys. Rev. A, 5:227, 1972.

[2] H. P. Kelly. Advances in Theoretical Physics. New York: Academic, 1968.

[3] P. L. Altick and E. Glassgold. Phys. Rev., 133:632, 1964.

[4] M. Ya. Amusia and N. A. Cherepkov. Case Stud. At. Phys, 5:47, 1975.

[5] K. A. Berrington, P. G. Burke, M. Le Dourneuf, W. D. Robb, K. T. Taylor, and
L. Vo Ky. Comp. Phys. Commun., 14:367, 1978.

[6] H. Beutler. Z. Phys., 93:177, 1934.

[7] R. P. Madden and K Codling. Phys. Rev. Lett., 10:516, 1963.

[8] G. Balloffet, J. Romand, and B. Vodar. Comptes Rendus de l’Academie des Sci-

ence, 252(26):4139, 1961.

[9] G. Balloffet-Mehlmann and J. M. Esteva. Astrophys. J., 157:945, 1969.

[10] A. Carillon, P. Jaegle, and P. Dhez. Phys. Rev. Lett., 25:140, 1970.

[11] J. T. Costello, E. T. Kennedy, J.-P. Mosnier, P. K. Carroll, and G. O’Sullivan.
Phys. Scr., T 34:77, 1991.

[12] P. K. Carroll and G. O’Sullivan. Phys. Rev. A, 25:275, 1982.

[13] I. C. Lyon, B. Peart, K. Dolder, and J. B. West. J. Phys. B, 20:1471, 1986.

[14] F. J. Rogers and C. A. Iglesias. Science, 263:50, 1994.

[15] The Opacity Project Team. The Opacity Project. Institute of Physics Publishing,
Briston, UK, 1995.

[16] D. Kilbane, F. Folkmann, J.-M. Bizau, C. Banahan, S. Scully, H. Kjeldsen,
P. van Kampen, M. W. D. Mansfield, J. T. Costello, and J. B. West. Phys. Rev.

A, 75:032711, 2007.

149



[17] F. J. Wuilleumier and M. Meyer. J. Phys. B: At. Mol. Opt. Phys., 39:R435, 2006.

[18] T. B. Lucatorto and T. J. McIlrath. Phys. Rev. Lett, 37:428, 1976.

[19] E. A. Hylleraas. Z. Phys., 54:126, 1929.

[20] C. L. Pekeris. Phys. Rev., 112:1649, 1958.

[21] Y. Accad, C. L. Pekeris, and B. Schiff. Phys. Rev. A, 4:516, 1971.

[22] D. R. Hartree. Proceedings of the Cambridge Philosophical Society, 24:426, 1928.

[23] V. Fock. Z. Phys., 61:126, 1930.

[24] J. C. Slater. Phys. Rev. A, 34:1293, 1929.

[25] T. Koopmans. Physica, 1:104, 1934.
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