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ABSTRACT 

 

Timothy Casey 

 

Optimising End-user QoE for DASH Enabled 

Video Streams over Bandwidth Constrained 

Links in Urban HetNets 
 

Mobile users in urban HetNet environments contend with reduced Quality of Experience 

(QoE) while streaming video due to fluctuations in available bandwidth. Adaptive Bit Rate 

technologies have been developed to deal with changes in wireless link conditions but they 

do not address the problem of streaming HD video over bandwidth constrained links. Service 

providers impose data-caps on pay-as-you-go accounts which is problematic since much of 

the downloaded data consists of video files and breaching the data-cap can result in degraded 

performance and high excess usage charges. 

 

User devices are typically dual-homed having both a cellular interface and a Wi-Fi interface 

although some devices may be equipped with additional interfaces such as Bluetooth Low 

Energy. Urban HetNets provide users with the opportunity to switch to a network that best 

suits their needs. Users seek to protect their data allowances by downloading as little data as 

possible over cellular networks by connecting to Wi-Fi whenever possible. However, under 

certain conditions it can be detrimental to the user’s QoE to attempt to connect to Wi-Fi APs 

as the connection periods might be so short that little or no data can be downloaded or the 

connection attempt might fail. In addition, mobile devices are constrained by their battery 

capacity and it is important that energy consumption be reduced where possible.  

 

This thesis presents a solution for managing video streaming in urban HetNets for mobile 

users, protecting their data-caps, optimising QoE and reducing energy consumption. The 

proposed solution consists of the following three novel components: 

  

a) the Scan-Or-Not-to-Scan (SONS) framework containing the SONS utility function  

b) MPEG-DASH-based Framework (MDF) which manages SD video streams  

c) Adaptive Interface Selection (AIS) which manages HD video streams over bandwidth 

constrained wireless links 

 

The proposed components were evaluated using modelling, simulation and hybrid test solu-

tions consisting of Linux Virtual Machines and Network Simulator 3 networks. The results 

showed that the proposed solution can reduce the amount of data transferred over cellular 

networks, maintain QoE of SD video streams by reducing the number of stalling events and 

enable streaming of HD video over bandwidth constrained links. 
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CHAPTER 1 INTRODUCTION 

 

This chapter documents the growth of video traffic on the Internet and introduces the chal-

lenges faced by urban commuters who wish to both protect their data allowances and main-

tain their QoE while streaming video. Following this, the problem statement for this thesis 

is outlined and the solution proposed here is presented. The novel contributions of the solu-

tion in this thesis are introduced, the thesis objectives are outlined and the thesis structure 

is detailed. 

1.1 Research Motivation 
 

Modern day commuters in urban areas have a presumption of being able to connect to the 

Internet whenever they want, wherever they are located. They carry sophisticated mobile 

devices such as smartphones or tablet computers and frequently have access to high capacity, 

low latency communication networks. During their daily commutes they connect to the 

World Wide Web for news, weather, social media and entertainment purposes. Much of the 

online content that they consume during their journeys consists of streamed video or other 

multi-media materials and they expect their Quality of Experience (QoE) while viewing this 

type of content to be high. 

However, reality frequently does not match their expectations. Mobile users wishing to enjoy 

a good QoE when consuming video content on the go face multiple challenges such as: 

 Uneven or patchy mobile broadband coverage  

 Fluctuations in available bandwidth 

 Data caps implemented by the service providers 

 Limited battery capacity 

Recent years have seen spectacular growth in the amount of data consumed by mobile users 

[1]. This growth has been driven by increased mobile device capabilities combined with 

improved cellular network coverage which enables users to view high definition (HD) video, 

play online games, and stay connected to the Internet almost anywhere at any time. 

Subscriber Quality of Experience (QoE) requirements and the user's expectation that they 
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can always be connected has driven mobile service providers to upgrade their networks to 

increase network speed, network capacity and network coverage area. 

In many developed countries effective mobile broadband is a reality, but availability can be 

uneven with coverage concentrated in areas having the highest population densities. For 

example, during the first 3 months of 2019 smartphone users in Germany could on average 

access the Internet over 4G networks approximately 82% of the time while in urban areas 

[2]. Mobile phone users in rural areas of Germany on the other hand could only connect to 

4G networks 73.5% of the time, these rural dwellers spent over a quarter of their time 

connected to 2G and 3G networks. 

The rapid adoption of powerful smartphones capable of displaying high definition video 

content has had a profound impact on both communication networks and the types of traffic 

that flow across them. Video content that requires high capacity networks for successful 

delivery has become the dominant traffic type and will continue to grow into the future. A 

current report from Cisco [1] estimates that almost 79% of the world’s mobile data traffic 

will be video by 2022 a nine-fold increase from 2017. It is also estimated that 69% of all 

data traffic originating on mobile networks will be offloaded to Wi-Fi networks by 2022. 

However, merely increasing raw network speeds does not guarantee that the end user will 

have a satisfactory QoE when consuming video content. Opensignal’s 2019 report [3] 

analysed the consumer’s mobile video experience in 69 countries worldwide. Measurements 

were taken from approximately 8 million devices over a period of 4 months using a dedicated 

mobile phone application. The report highlighted the fact that the relationship between 

network speed and end-user QoE is complicated. Analysis showed that when network speeds 

are relatively low QoE and connection speed are closely related but once network speeds 

increased above an average download speed of 15 Mbps the speed of the connection had 

little impact on the quality of the streamed video playback. For example, of the 69 countries 

examined South Korea had the fastest average connection speed but ranked 21 when it came 

to video experience.  

Clearly pure connection speed does not determine user QoE in countries having the fastest 

network speeds. Latency and consistency of connection speed are important; very high 

connection speeds are not necessary to stream video content over mobile networks, but a 

video stream requires consistency of connection in order to avoid stalling events and low 



22 

 

latency to avoid excessive delays in beginning playback. A network delivering 40 Mbps 

connection speeds one moment and a 3 Mbps connection the next will provide a less 

satisfactory overall experience when streaming video than a network capable of delivering 

a constant connection speed of 15 Mbps. It is extremely difficult to maintain consistent 

download speeds in mobile networks due to their shared capacity. Fluctuations in connection 

speed arise from frequent changes in the number of connected users and the demands that 

they place on the shared resource. For instance, smartphone users in cities in Australia [4] 

can experience a 15 Mbps reduction in download speeds over 4G networks depending on 

the time of day. 

In the context of end user video experience only 11 of the 69 countries surveyed in [3] 

achieved a rating of Very Good, none achieved a rating of Excellent, 55 achieved a rating of 

Fair or Good and 3 countries ranked as poor. These results mean that for most of the world 

the mobile video experience is in need of improvement. In many countries video load times 

are slow, stalling events are common to varying degrees and connections struggle with high 

definition (HD) video formats. 

The improvements in mobile device capabilities brought about by ever more powerful CPUs, 

graphics cards and high definition screens have taken place hand in hand with consumer 

demands for lighter and thinner physical devices. This trend towards lighter and thinner 

devices has resulted in lighter and thinner battery packs. The reduction in battery size 

coupled with the development of ever more power-hungry system components and 

applications has led to a situation in which users rarely see a full day’s device operation on 

a single battery charge. 

Many organisations and industry leaders forecast huge increases in the amount of network 

traffic due to the demand for and delivery of video and multi-media content. Cisco [1] 

predicts that the average smartphone user will generate 11 GB of data per month by 2022, 

however as of August 2018 the top 10% of users consumed 45 GB of data per month and 

46% of users generated more than 10 GB of data per month. It is also predicted that rapid 

and ubiquitous Internet of Things (IoT) development and deployment will help drive this 

increase in network traffic. 

The demand for video content has placed mobile networks under severe strain and in an 

attempt to control the amount of data consumed by user’s service providers impose ‘data 
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caps’. Data caps are limits placed on the amount of data that a subscriber can download over 

a cellular network during a specified time period. Breaching this cap can lead to very high 

excess usage charges and even throttling of the users down link capacity. Regardless of the 

reason for their existence data caps are commonplace and they exert a powerful influence on 

subscribers.  The imposition of data caps has a greater impact on users with lower incomes 

and young adults than many other users. This cohort of users is the most likely to use fixed 

price, monthly pay-as-you-go data plans that have the smallest data allowances.  Many users 

within this group are also likely to use their mobile device as the primary means of 

connecting to the Internet.  

A report from the Pew Research Centre [5] states that almost 37% of smartphone owning 

American adults “mostly” use a smartphone to access the Internet, a doubling of the number 

from 2013. The report also states that 58% of young adults, aged 18-29 years of age, are 

more likely to use their smartphone to go online, up from 41% in 2013. This growing trend 

towards smartphone-based Internet access is evident across all age groups and income 

brackets. A minority of Americas rely exclusively on their smartphones for Internet access 

with 17% of US adults reported as “smartphone-only Internet users”. This means that they 

report owning a smartphone but do not have a high-speed Internet connection at their place 

of residence. Lower income adults are most likely to be “smartphone-only Internet users” 

with almost 25% of this cohort having no other means of accessing the Internet. Obviously, 

these mobile users with appropriately equipped devices seek alternative ways to connect to 

the Internet to reduce the amount of data downloaded over their cellular connection and to 

protect their data cap. This is especially important in times of crisis and uncertainty such as 

the Covid-19 pandemic. In this scenario it is vital for users to conserve their data allowance 

so that they can access public health and safety information, use health related apps such as 

the Health Services Executive’s Covid-19 tracker app, access government guidelines, social 

services and reliable information online over cellular networks when Wi-Fi may not be 

available.  

A previous report by OpenSignal [6] revealed that in many countries around the world 

smartphone users spent a considerable amount of time connected to Wi-Fi Access Points 

(APs). Rather surprisingly the country whose citizens spent the largest proportion of their 

time connected to Wi-Fi APs was the Netherlands. Dutch mobile users spent approximately 

63.8% of their time connected to Wi-Fi. This was despite the Netherlands having some of 
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the world’s highest average speeds for 4G cellular networks. Clearly Wi-Fi remains an 

important wireless technology for mobile users regardless of the availability of high speed, 

high capacity cellular networks. 

In addition to voluntary connections to Wi-Fi networks initiated by end-users the mobile 

network service providers themselves also make frequent use of Wi-Fi. A common strategy 

adopted by service providers for relieving the strain on overburdened cellular networks is to 

offload data onto Wi-Fi networks. Cisco [1] predicts that by 2022 the amount of data 

offloaded from smartphones to Wi-Fi will be 59% of data traffic, up from 57% at the end of 

2017. Data offloading to Wi-Fi has increased despite the deployment of 4G networks having 

faster speeds and greater capacity than previous cellular networks. The growth in the amount 

of offloaded data is due to the 4G networks attracting users with high data usage devices 

which has also led to so-called “unlimited” 4G data plans having data caps.  It is expected 

that the 5G networks currently being deployed will also resort to data caps, data offloading 

and connection throttling to control the amount of data on the new networks. This strategy 

has the advantage of reducing service provider’s capital expenditure (CAPEX) and reducing 

energy costs (OPEX) as well as expanding coverage for subscribers. With the introduction 

of an increasing number of 5G networks over the coming years it is predicted that both data 

caps and connections speeds will be greater than ever. These increases in speed and capacity 

will be met by high usage applications such as Virtual Reality (VR) and Augmented Reality 

(AR) which will have increased data requirements. It is estimated that by 2022 71% of 5G 

data traffic will be offloaded to alternative networks [1]. 

Technology used in cellular networks and in all other wireless communications networks 

continually evolves in order to meet user requirements and demands. The demand for 

‘always on’ Internet connectivity and the rapid rise in the consumption of video content 

drove the development and deployment of 3G and 4G networks. The development of 4G 

(LTE and LTE-Advanced) heralded the arrival of what could be truly described as mobile 

broadband. These networks have the speed and capacity to meet both the current 

requirements and expectations of users. 

Early adapters of 4G technology saw tremendous gains in terms of download speeds and 

reductions in latency. However, as the adoption rates for LTE/LTE-Advanced have 

increased rapidly the benefits of the technology for new users has not been as marked. 
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Current users experience speeds and capacity at approximately 50% of the levels experience 

by the early adapters. 

 It has always been the case with new communication technologies that as the benefits of the 

technology (ease of use of the technology, increased speeds and capacity) becomes apparent 

to end users the adoption rates rise rapidly. All communication networks have finite capacity 

and sooner or later the system reaches its limits after which the original benefits reduce for 

adopters of the technology. Although 4G systems have yet to reach their limits it is inevitable 

that eventually they will do so after which more advanced and efficient systems will be 

developed and deployed. 

Social media sites such as Facebook see video delivery as a key component of their offerings 

and push video and graphic content towards their huge user base. Demand for video services 

over Facebook during the 2020 Pandemic [7] have sky-rocketed over a very short period of 

time.  The business model of many of the providers of so called ‘free’ services on the Internet 

is to harvest and sell user data to enable targeted advertisements and revenues have surged. 

It should be remembered that advertisements also consume a significant amount of 

bandwidth on both fixed and mobile networks. Delivery of advertising content has a negative 

impact on end user experience as it increases load times for web pages and consumes some 

portion of a user’s data plan that the user must pay for.  

With the ever increasing demand for network capacity and a rise in mobile data consumption 

comes an increase in energy consumption and capital expenditure for service providers. 5G 

is being touted as solution to the problem of how to meet the need for faster, higher capacity 

networks. In a simplistic sense the proposed 5G systems will build upon the foundation 

provided by current 4G systems. With regards to 5G not everything is certain, nevertheless, 

some already proven technologies such as cognitive radio (software defined radio), small 

cell deployment, co-operative systems, Self-Organising Networks (SONs) and green Multi-

mode RF seem to be solid candidate technologies for 5G components. 

Growth in mobile data traffic far exceeds growth in voice traffic and has done so since 2009 

and currently it is estimated that Voice over IP (VoIP) accounts for less than 0.5% of all 

traffic on mobile networks. In addition to rapidly increasing levels of all types of traffic but 

particularly video traffic, the communications networks of mobile service providers face yet 

another challenge. The predicted growth in the numbers of interconnected devices, in the 
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form of the Internet of Things (IoT), will result in end users being tracked, monitored and 

served by tens, if not hundreds of machines. There are of course wildly conflicting numbers 

of IoT devices forecast but there seems to be general agreement that the number will exceed 

6.4 billion excluding smartphones, tablets and computers [8]. In order to support human 

activities, regulate human habitats, enable smart cities, assist in transportation systems and 

inter-vehicle networks devices will need to communicate and cooperate with each other. 

Machine-to-machine (M2M) communications of this nature will require very stringent 

latency of less than 1 ms [8]. 

Any 5G system will be a heterogeneous wireless network or HetNet and users will face all 

the challenges currently faced by them in heterogeneous networks including efficient 

network selection, connection delay and UE energy conservation. The vision for 5G is that 

of a converged system consisting of multiple communicating technologies that support a 

wide and varied range of applications. These applications are expected to include multi-GB 

per second mobile Internet, vehicle-to-vehicle (V2V) networking, vehicle to infrastructure 

communications, Machine Type Communications (MTC), public safety applications, etc. 

Initial deployments of millimetre-wave, very high speed, short range 5G technologies are 

not without their problems [9]. Practical, real world tests have shown that the effective range 

of the technology varies with implementation but currently ranges from approximately 122m 

to 244m. The short range makes it difficult and expensive to achieve widespread coverage 

in urban areas, reports suggest that in order to achieve comprehensive coverage of an area it 

is necessary to install equipment every 160m. Because millimetre-wave 5G supports very 

high speeds it makes sense to deploy the technology in those areas of a city that attract the 

greatest number of users such as shopping malls, college campuses, sports arenas, etc. This 

suggests islands of 5G connectivity scattered through larger areas of 4G and 3G coverage, 

enabling UEs to fall back to 4G when they move out of 5G coverage. 

Additionally, over-heating is an issue with 1st generation 5G devices [10]. For smartphones 

thermal throttling is a fact of life, it is usually a result of intensive 3 D gaming or from a 

device being left in direct sunlight for a long period of time e.g. mounted on a vehicles 

dashboard or left on a windowsill. When a System on a Chip (SoC) generates a lot of heat 

that cannot be dissipated quickly enough the CPUs react by slowing down their operations 

and thereby generating less heat, for 1st generation 5G systems this is a problem for the 

modem. 4G LTE smartphones employ a single SoC that combines all the usual computer 
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components with the LTE modem in a single unit. The first generation 5G device design 

requires the same chip working in conjunction with a separate chip for the 5G modem and a 

module containing several chips for the 5G antennas. As a result, 5G components require 

more space than 4G and they also generate more heat. When the heat becomes excessive in 

a 5G device and cannot be dissipated quickly enough the 5G components are shut down and 

the device switches to 4G operation.  It is clear that despite the growing number of 5G system 

deployments that both Wi-Fi and 4G technologies will have an important role to play in 

communications for many years to come. 

1.2 Research Issues 
 

Despite the advances achieved in cellular network technologies such as LTE/LTE-Advanced 

and the wide-spread deployment of 4G networks Wi-Fi remains an important component of 

modern mobile communication eco-systems. Even in countries that have extensive 4G 

infrastructures users have been reported to spend more than 60% of their time connected to 

Wi-Fi access points (APs) [6]. Future 5G systems will be heterogeneous network systems 

having Wi-Fi as an essential component of these systems. 

Multi-homed, intelligent user equipment will leverage the characteristics of these HetNets 

to provide users with enhanced Quality of Experience (QoE) while making efficient use of 

network resources and conserving limited energy resources. However, HetNets are not 

without their problems having no centralized control, large differences in both 

speed/capacity and effective range of co-existing networks, as well as gaps in coverage. In 

urban environments the movement of large numbers of end-users from one coverage area to 

another can result in large, frequent fluctuations in available bandwidth. 

Fluctuating bandwidth can have a serious negative impact on user QoE when consuming 

video content. In an attempt to overcome the effects of fluctuating bandwidth on viewer 

satisfaction dynamic adaptive streaming over http (DASH) technologies have been 

developed. The media content for delivery to DASH enabled clients is broken into segments 

of varying bitrates with the bitrate of a requested segment being dependent on the current 

network conditions being experienced by the client. If the available bandwidth falls below 

the level required to stream the currently selected segment the client will request the next 

segment having a lower bitrate than the current segment. Conversely, if the amount of 

available bandwidth happens to increase then the client will request a segment having a 
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higher bitrate than the current segment. Sudden switches between segments of differing 

bitrates can impact on user QoE. In addition, stalling events caused by insufficient available 

bandwidth have significant impact on user QoE. 

The existence of multiple networks implies the need for network selection algorithms that 

will enable the UE to select the network most appropriate to the user’s needs. As well as 

selecting the most appropriate network to connect to it is also important for the algorithms 

to be able to decide not to connect to any available network if this is the best course of action 

to take.      

 Mobile users seeking to use Wi-Fi APs face two fundamental challenges: 

 The relatively short range of Wi-Fi itself 

 The amount of time required to detect and connect to an AP (the connection delay) 

 

The connection delays associated with Wi-Fi continue to be a major concern. A mobile user 

traveling through the coverage area of an AP has but a short period of time in which to 

establish a connection and transmit or receive data. Frequently, the dwell time or amount of 

time a mobile user remains within range of an AP is less than or equal to the connection 

delay. Any attempt to connect to the AP under these conditions results in reduced data 

transmissions and an increase in energy consumption.   

1.3 Problem Statement 
 

Owners of mobile devices such as smartphones who wish to enjoy high definition (HD) 

video content while on the move face many challenges. The simple fact that they are in 

motion is a significant contributor to many of the problems that they experience. Wireless 

communications have always, by their very nature, been unreliable subject as they are to 

frequent, unpredictable disruptions. A mobile user will experience fluctuations in the quality 

of their wireless connection as they pass from areas having good wireless conditions to areas 

having poor wireless conditions. The change from good to bad (and vice-versa) can be rapid, 

often only requiring a shift in position by the user of a few metres. The number of current 

connections to the Wi-Fi AP or mobile base-station and distance from the Point of 

Attachment (PoA) also have a large impact on the Quality of Experience of a mobile user. 
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Mobile devices and smartphones are often multi-homed having at least one cellular interface 

and one Wi-Fi interface. This basic configuration gives rise to the possibility, in a 

heterogeneous multi-network wireless environment, of using the strengths of one wireless 

technology to compensate for the weaknesses in another wireless technology. For example, 

the cellular interface can establish a connection having an effective range measured in 

kilometres which can be used to maintain a communications session when the Wi-Fi 

interface, having an effective range of only tens of metres, moves out of range of an access 

point (AP). 

In order to be able to use the strength of one wireless technology to compensate for the 

weakness in another wireless technology requires the mobile device to be able to first detect 

available networks and to then make a decision as to which one it wants to connect to. A 

great many network selection strategies have been proposed that employ various selection 

criteria such as signal strength but few if any take into consideration the rate of speed at 

which the user is travelling and none, to the best of our knowledge, employ the user’s data-

cap as an input to their decision making process. 

Portable devices rely entirely on their users for mobility, the user controls when movement 

occurs, where the device is moved to, the direction of travel and the speed at which the 

device is travelling. This makes user behaviour and in particular user speed, something to be 

taken into consideration when deciding at which point to begin the network detection process. 

The network detection process is costly for users of mobile devices in terms of energy 

consumption. Many devices such as smartphones automatically scan for available networks 

regardless of current conditions so that even when networks are detected it is not always 

possible to establish a useful connection. The usefulness of any mobile device is determined 

by the amount of energy it has stored in its battery and all current mobile devices are 

constrained in this way. Many users of mobile devices struggle to get a full day of usage 

from a single charge and obviously balancing energy conservation against providing useful 

services to the user is difficult but must always be considered. 

Energy consumption can be reduced by only initialising the network detection process when 

a realistic chance of establishing a useful connection exists. A challenge for mobile users in 

HetNets is deciding when, if ever, to begin the network detection and selection process to 

conserve energy whenever possible. 



30 

 

Fluctuations in available bandwidth are a common characteristic of wireless 

communications. These fluctuations can have a serious, detrimental impact on a user’s QoE 

when viewing streamed video content over a wireless communications link. Dynamic 

adaptive streaming techniques have been developed to address the issue of fluctuations in 

available bandwidth. However, the end users QoE can be negatively impacted on by events 

such as breaks in connectivity and stalling events in the video playback which can occur 

even when using adaptive streaming techniques.  

As previously stated, many users are constrained in the amount of data that they can 

download by the data caps imposed on them by their service provider. In order to protect 

their data allowance users will change their Point of Attachment (PoA) from a cellular 

network to Wi-Fi whenever possible. This can lead to a decrease in the user’s QoE due to 

increases in the number of stalling events and increased interference due to devices operation 

on the same frequency bands. The challenge for mobile users is how to maintain or increase 

their QoE while protecting their data cap. Methods used to maintain or increase QoE should 

seek to minimise the amount of data downloaded over a cellular network and limit the impact 

this may have on energy consumption where possible. 

1.4 Solution Overview 
 

This thesis introduces a novel de-centralised, user-centric system that enables mobile users 

to maintain or increase their QoE in heterogeneous, multi-network wireless environments, 

minimise the amount of data downloaded over cellular connections and conserve energy. 

The proposed solution models the process of making a decision as to when to begin the 

network selection process as a utility function.  

The system makes use of a scan or no scan solution that removes automatic Wi-Fi scanning 

for mobile devices and replaces it with a dynamic, adaptive Wi-Fi scanning model. Scans 

are only undertaken when there is a realistic expectation of a successful connection to Wi-

Fi being made. QoE is maintained and frequently improved by load balancing HD video 

content over multiple, heterogeneous wireless links using real-time playout buffer levels as 

an input into the decision making process. End user data-caps are protected by offloading as 

much of the video content as possible to the Wi-Fi links.  The solutions novel mechanisms 

are as follows: 
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 Scan-Or-Not-to-Scan (SONS) 

 MPEG-DASH based Framework (MDF) 

 Adaptive Interface Selection (AIS) 

1.5 Thesis Contributions 
 

1.5.1 Scan-Or-Not-to-Scan (SONS) - SONS is a novel framework that employs a utility 

function that assists a mobile system in deciding whether to run a network selection algo-

rithm when in the presence of multiple wireless networks. The decision to run or not to run 

a network selection algorithm provides an opportunity to save energy and maintain data 

transfer rates. Activating wireless interfaces and scanning for available networks in a delib-

erate manner as opposed to automatic scanning and interface activation can save energy. The 

number of unnecessary and potentially unsuccessful scans and connection attempts is re-

duced, the total amount of time that a user is disconnected is reduced by avoiding needless 

disruption of established connections and QoE for end-users of streamed video content is 

improved by reducing the number of handovers and changes in video bitrate. The SONS 

framework also contains the SONS utility function, a novel utility function that takes the 

users speed over the ground, remaining data-cap and AP coverage area as inputs and gener-

ates a utility score. This utility score is used by both the MPEG-DASH-based Framework 

(MDF) and Adaptive Interface Selection (AIS) in their operations. 

1.5.2 MPEG-DASH based Framework (MDF) a generic technology agnostic frame-

work that seeks to optimise the performance of MPEG-DASH enabled clients streaming SD 

video content in multi-network wireless environments. MDF employs the SONS mechanism 

to determine when conditions are suitable for a user to attempt to switch their point of at-

tachment from a cellular network to an alternative Wi-Fi network. Attempting to connect to 

alternative networks only when a reasonable possibility of establishing a useful connection 

exists reduces disruption to connectivity. MDF also matches the requested video segments 

with device capabilities (e.g. screen size) to avoid downloading segments of a higher defini-

tion than can be utilised and to protect the user’s data-cap. 

1.5.3 Adaptive Interface Selection (AIS) is a mechanism for streamed HD video deliv-

ery over bandwidth constrained links in wireless HetNets which improves end-user QoE by 

employing both Wi-Fi and cellular bandwidth resources simultaneously when necessary. In-
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itial video segments and associated files are downloaded via the mobile devices cellular in-

terface, then if Wi-Fi conditions permit downloading of segments is carried out over the Wi-

Fi interface and the cellular interface is disconnected. AIS monitors the level of the playout 

buffer of the DASH enabled client. When the Wi-Fi network conditions are unable to support 

HD video streaming, indicated by the playout buffer being depleted faster that it can be re-

plenished, the cellular interface is temporarily reactivated, and additional segments are 

downloaded over it. Both interfaces are used to download video segments simultaneously 

until the playout buffer has been replenished. If conditions are not conducive to Wi-Fi oper-

ations the Wi-Fi interface is shutdown to prevent unnecessary scanning operations being 

carried out and all video segment downloads occur via the cellular interface. 

This strategy greatly reduces the number of stalling events by boosting the overall bandwidth 

being used to stream the video content. Multiple stalling events in streamed video have been 

shown to negatively impact an end-user’s QoE, significantly reducing the number of stalling 

events improves QoE of the viewer. AIS also reduces energy consumption by disabling in-

terfaces when not required. It also reduces the amount of data downloaded over the cellular 

networks by offloading the streaming function to Wi-Fi where possible. 

In order to deal with the fluctuations in available bandwidth that mobile users experience, 

modern video streaming employs adaptive bitrate (ABR) algorithms. MPEG-DASH enabled 

clients adapt the bitrate of requested video segments to match as closely as possible the 

available bandwidth of the wireless link in use. If link conditions are poor or the link is 

congested, the ABR algorithm will select the lowest available bitrate supported by the video 

stream. This approach works well for standard video content since there is no restriction on 

using low bitrates.  

However, for users wishing to view High Definition (HD) content, there is a lower bound to 

the bitrate below which they cannot go if the content is to be considered HD. ABR algo-

rithms, forced to maintain HD bitrates over wireless links with constrained bandwidth, ex-

perience significant numbers of stalling events. High numbers of stalling events, particularly 

towards the end of a video, have a serious negative impact on end-user QoE. 

 

This work proposes AIS to address this issue. AIS leverages the multi-homed nature of mod-

ern mobile devices and the segmented nature of video content prepared for DASH-enabled 

clients to overcome the bandwidth constraints that hobble ABR algorithms in the context of 
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delivering HD video. AIS uses multiple wireless interfaces in parallel to download content 

to maintain the playout buffer level to prevent stalling events. By minimizing the number of 

stalling events and streaming at HD compatible bitrates end-user QoE is maintained. Down-

loading as little content as possible over mobile networks helps protect the end-user’s mobile 

data-cap. 

1.6 Thesis Objectives 
 

This thesis seeks to provide a system of integrated components designed to maximise a mo-

bile users’ QoE while watching DASH enabled video streams, minimise the amount of data 

downloaded over cellular network connections while streaming video and reduce the number 

of unnecessary Wi-Fi scanning and connection operations to minimise streaming disruption 

and conserve energy. These elements can operate as standalone components or be tightly 

integrated into a single, unified system. Such a system abstracts from the mobile user the 

decision making process around deciding when to attempt to connect to Wi-Fi APs and when 

not to, it also automatically determines if a video stream is SD or HD and invokes the ap-

propriate resolution specific sub-module to deal with it. 

This thesis sets out a number of specific objectives: 

1. To develop a process to decide when to initiate Wi-Fi scanning operations that takes 

into consideration a user’s remaining data-cap, AP coverage areas and the user’s 

speed over the ground 

2. Enable a mobile user to maximise Quality of Experience while streaming SD video 

3. Enable a mobile user to maximise Quality of Experience while streaming HD video 

4. Reduce the overall amount of data transferred over cellular connections 

5. Reduce energy consumption by deactivating wireless interfaces when possible 
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1.7 Structure of the Thesis 
 

The thesis has been structured in 7 chapters as follows: 

Chapter 1 Introduction – establishes the motivation for the research activity carried out, the 

problem statement is discussed and an overview of the proposed solution is presented. This 

chapter also details the contributions to the advancement of the state of the art. 

Chapter 2 Technical Background – discusses the technical background to the work related 

to wireless data communications including Wi-Fi and cellular communications with refer-

ence to 5G systems 

Chapter 3 presents the related works 

Chapter 4 introduces the novel Scan-Or-Not-to-Scan (SONS) framework. The SONS utility 

function is introduced and examples of use included. Simulation models and scenarios are 

presented, methodology is described and results are presented. 

Chapter 5 describes MDF, a generic technology agnostic framework that seeks to optimise 

the performance of MPEG-DASH enabled clients streaming Standard Definition (SD) video 

in urban HetNet environments. Simulation models and scenarios are presented, methodology 

is described and results are presented. 

Chapter 6 introduces Adaptive Interface Selection (AIS). AIS leverages the multi-homed 

nature of modern mobile devices and the segmented nature of video content prepared for 

DASH-enabled clients to overcome the bandwidth constraints that hobble ABR algorithms 

when streaming HD content. Simulation models and scenarios are presented, methodology 

is described and results are presented. 

Chapter 7 Concludes the thesis and presents possible directions for future work 
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CHAPTER 2 TECHNICAL BACKGROUND 

 

This chapter presents the technical background to the work of this thesis. It describes the 

major technological fields involved including IEEE 802.11 wireless communications, mobile 

phone networks, 4G and 5G communications systems, Quality of Service, Quality of Expe-

rience, Multimedia Streaming and adaptive streaming strategies.  

2.1 Wireless Communications Overview 
 

While there are a great many wireless technologies are in use today they have basic under-

lying system components in common that are always the same, a device capable of transmit-

ting an encoded signal, the transmission medium itself and a receiving station capable of 

capturing the wireless transmission and decoding it. Broadly speaking, every wireless tech-

nology offers the following benefits 

 Mobility - users of the technology are freed from the restrictions of being tethered to 

a single location. Users may move but the data that they depend on is typically stored 

at a fixed location. Enabling access to stored data from anywhere, at any time can 

lead to productivity gains. 

 Network deployment is simplified and takes less time - in many situations, in city 

centres or over bodies of water, building of physical infrastructure may be prohibi-

tively expensive, bureaucratically difficult or both. Wireless technologies reduce the 

need for wired infrastructure making them faster to deploy. 

 Flexibility - Having no physical points of connectivity means that users can come 

and go as they please with no need of technical assistance, user administration is 

automated and reduces the load on the network administrators. More importantly, the 

absence of physical connectivity means that users can connect to the network and 

maintain their connectivity even while in motion. 

 Cost - The cost of deploying wireless networks is quite often, but not always, con-

siderably less that their wired equivalent. In any event, if the service provider wants 

to target mobile users there is simply no alternative. 
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In addition to its many benefits wireless communications also has various drawbacks includ-

ing: 

 Planning issues – it is very difficult to ensure comprehensive coverage in all areas 

 Scarcity of suitable sites for infrastructure – many of the most suitable sites for wire-

less infrastructure in urban areas has already been occupied making expansion diffi-

cult 

 Reliability issues – blocking of signals, signal fading, multi-path propagation, and 

interference make wireless communications unstable. This is often as a result of a 

mobile user changing position 

 Security – Denial of Service (DOS) attacks, Man in the Middle attacks and many 

other types of attacks are difficult to prevent in wireless environments where the 

signals propagate in free space 

 Shared spectrum – the available bandwidth must be shared amongst all users and this 

can result in poor performance, as the number of users increased the share of band-

width per user decreases  

 Physical environment – the physical environment in which the wireless network is 

deployed may change at short notice impacting on network performance. For exam-

ple, the growth of vegetation such as leaves on trees can absorb wireless signals. The 

network operator may have little or no control over the physical environment itself 

 

2.2 Evolution of Mobile Telephony 
 

2.2.1 GSM  

 

In 1946 the first commercial, car-based telephony service, operated by AT&T, was approved 

for use by the US Federal Communications Commission (FCC). The following year, 1947, 

saw AT&T introduce the concept of radio frequency reuse or the cellular network system 

[11]. This is a concept that was to underpin all mobile communication systems that followed. 

For many years following after their 1946 introduction mobile telephony systems remained 

reliant on motor vehicles for their mobility due to the size, weight and energy requirements 

of the equipment. Despite the obvious limitations, similar systems were built in various 
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countries during the 1950's and 1960's but the number of users was low reaching a few thou-

sand at best. 

Initially, the early mobile communication systems were deployed by national monopolies 

and fixed-line service providers. It was only after mobile communications became interna-

tionalised that a surge in subscriber numbers and usage occurred. The analogue Nordic Mo-

bile Telephony (NMT) system, introduced in the Nordic countries in 1981, was the first 

international mobile communications system. Because NMT was an international, cross-

border system it was necessary to develop the ability for customers to 'roam' from a home 

network to another network. Enabling subscribers to obtain telephony services outside their 

home networks also provided an impetus for growth in the mobile phone market as well as 

attracting new entrants into the mobile communications business. 

Also in 1981 the analogue Advanced Mobile Phone Service (AMPS) was introduced in 

North America and various other analogue technologies were deployed in other countries. 

All of these early analogue systems had a number of short-comings in common, the equip-

ment itself remained unwieldy and power hungry and was typically carried in motor vehicles, 

'cross-talk' between customers frequently occurred and the voice quality of calls was incon-

sistent. 

2.2.2 GSM System Architecture 

 

The Global System for Mobile Communication (GSM) is a digital system developed to re-

place the original, first generation analogue communication systems. [3] Digital systems 

have certain advantages over analogue systems, voice traffic can be encrypted, digital sys-

tems make more efficient use of scarce radio spectrum resources and digital systems can 

provide data services such as SMS text messaging and video calls. The use of digital tech-

nologies also enables the use of efficient compression techniques and multiplexing of traffic. 

The first commercial GSM phone call was made by Radiolinja in Finland in 1991, initially 

GSM was used almost exclusively for voice communications but this was to quickly change 

following the sending of the first SMS text message in 1992. SMS messaging quickly gained 

popularity and continues to be a staple of inter-personal communications today. The basic 

components of a GSM system are presented in Figure 1. 
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Figure 1 Basic Components of a GSM System 

 

A subscriber has a Mobile Station (MS) that can communicate with a base station over the 

air. In a GSM system the base station is known as a Base Transceiver Station (BTS), the 

BTS has equipment for transmitting and receiving radio signals in addition to some equip-

ment for signal and protocol processing.  

In order to minimise BTS size, necessary control and protocol intelligence is maintained in 

the Base Station Controller (BSC). Each BSC will contain protocol functions to, among other 

things, allocate channels, manage channel setup and tear down and manage handovers. It is 

usual for a single BSC to control several BTS and the BSC may be connected to a BTS via 

a fixed, physical link or over a dedicated, point-to-point radio link. The radio access network 

consists of both the BTS and the BSC. 

2.2.3 Switching in a GSM network 

 

In GSM networks user traffic is routed through a switch, the Mobile Switching Centre (MSC) 

that carries out all of the functions that an equivalent switch in a fixed telephone network 

would. These functions include data forwarding, path search and service feature processing; 

in addition, the MSC must also take into consideration user mobility and the administration 

of radio resources. 
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Additional functionality is also required from the MSC to handle the registration of mobile 

user locations and to take care of the handover of a connection in the event that a mobile 

user changes from one cell to another. A GSM network may contain multiple MSCs with 

each MSC having responsibility for a particular section of the network, for example that 

portion of the network that covers a city. A dedicated Gateway MSC (GMSC) is used to 

handle calls terminating in or originating from a fixed telephone network.  

The Internetworking Function (IWF) takes care of inter-networking between a cellular net-

work and a fixed network. It maps the protocols used in the cellular network with the equiv-

alent fixed network protocols. Traffic to international telephone networks and to other mo-

bile networks is routed via the International Switching Centre (ISC) of the respective country. 

2.2.4 GSM Network Databases 

 

GSM networks contain several different databases, for example, the current location of a 

mobile user is held in the Home Location Register (HLR) and the Visited Location Register 

(VLR). The location data is stored to enable the network management and switching func-

tions to establish a call to the correct BTS. User profiles are also stored in these databases; 

the user profile is required for various administration tasks as well as for billing and charging 

activities. Network security functions make use of two other databases, security related data 

such as encryption keys and authorisation keys are stored in the Authentication Centre (AUC) 

while equipment related data is held in the Equipment Identity Register (EIR). 

The Operation and Maintenance Centre (OMC) centralises the organisation of network man-

agement. OMC functions include subscriber administration, terminal administration, nework 

configuration, network operations, charging data, performance monitoring and network 

maintenance. 

A GSM system may be divided into three subsystems, the Base Station Subsystem (BSS) 

which is concerned with the radio access network, the Network Switching Subsystem (NSS) 

which is concerned with the core network and the Operation and Maintenance Subsystem 

(OMSS) which is concerned with the management network. 

A hierarchical relationship exists between the Base Transceiver Station (BTS), the Base Sta-

tion Controller (BSC) and the Mobile Switching Centre (MSC). A GSM network is divided 

into one or more MSC groups; each MSC group is composed of at least one Location Area 
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(LA). A Location Area is made up of several cell groups and each cell group is assigned to 

a BSC. There is at least one BSC for each Location Area.  

2.2.5 General Packet Radio Services (GPRS) 

 

In the development of cellular networks towards the provision of mobile broadband GPRS 

was an important step. Efficient access to IP networks was enabled through the use of packet-

orientated transmission technology.  

GPRS was built upon the pre-existing GSM architecture which was extended through the 

use of two new GPRS nodes, the SGSN and the Gateway GPRS Support Node (GGSN) 

(Figure 2). Integration of GPRS into the GSM infrastructure required the development of a 

new category of nodes known as GSM Support Nodes (GSNs). The routing and delivery of 

data packets between mobile stations (MS) within the cellular network and external packet 

data networks (PDNs) was the responsibility of the new GSNs. 

Delivery of data packets within a particular service is carried out by the service area’s Serv-

ing GPRS Support Node (SGSN). The work of an SGSN also includes MS authentication 

and the attach/detach function, as well as logical link management and the routing and trans-

fer of data packets. A SGSN’s location register holds the location information and user pro-

files for all GPRS users registered with the SGSN.  

The interface between the internal cellular network and external packet data networks (PDNs) 

such as the Internet is provided by a Gateway GPRS Support Node (GGSN). A GGSN con-

verts GPRS packets received from a SGSN into the appropriate Packet Data Protocol (PDP) 

format, for example IP, and forwards the packets out to the destination external network. 

Data packets travelling into the cellular network from an external PDN pass through the 

GGSN. The GGSN converts the PDN address i.e. the destination IP address into the GSM 

address of the target device. Re-addressed data packets are then forwarded to the appropriate 

SGSN. 

In order to support this activity, the GGSN stores the current SGSN addresses and profiles 

of registered users in a location register. A GGSN can act as an interface to an external 

network for multiple SGSNs and conversely a SGSN can route its data packets to different 

GGSNs if available. 
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Figure 2 Basic GPRS Architecture 

 

GPRS has the ability to support Quality of Service (QoS) and for each PDP context in use 

an individual QoS profile can be generated that details service requirements such as latency, 

throughput and reliability. In order to use GPRS services a MS must first obtain an address 

appropriate to the external PDN to be contacted e.g. an IP address. A PDP context is then 

created, the context describes the session parameters such as QoS, GGSN to be used, PDP 

address, PDP type, etc. Dynamic address allocation systems such as DHCP are also used to 

support large numbers of mobile users. 

Once an active PDP context has been created for a mobile station data packets from the 

external network addresses to the MS can be routed to the relevant GGSN. Data packets are 

sent from the GGSN to the MS’s current SGSN which in turn forwards the data packets to 

the MS. 

The GPRS air interface is packet orientated and any MS with multi-slot capability can trans-

mit on multiple timeslots within a TDMA frame. There is also separate allocation of uplink 

and downlink with physical channels only being assigned for the duration of a transmission 

session. Radio resources are more efficiently utilised through the use of this flexible channel 

allocation strategy.  
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2.2.6 Predecessors to 3GPP Long-Term Evolution (LTE) 

 

LTE’s design was the result of collaboration between various regional and national stand-

ardisation bodies. This group of bodies is known as Third Generation Partnership Project 

(3GPP) and they were also responsible for the predecessor to LTE which was called the 

Universal Mobile Communications System (UMTS). The Universal Mobile Telecommuni-

cations System (UMTS) was an evolution of Global System for Mobile Communications 

(GSM) and the same network architecture is used by both UMTS and GSM.  

This architecture consists of three basic components, the core network, radio access network 

(RAN) and the mobile phone or user equipment (UE). Figure 3 depicts this common archi-

tecture and as can be seen the core network itself is divided into two domains, the circuit 

switched (CS) domain and the packet switched (PS) domain. The circuit switched domain 

behaves in a similar fashion to a traditional fixed-line telephone system. It is responsible for 

routing voice traffic through the geographical area in which the service provider responsible 

for the call operates. Telephone calls can be made to landlines because the circuit switched 

domain interfaces or communicates with the public switched telephone networks (PSTN) of 

other operators.  

The circuit switched domain also communicates with the circuit switched domains of rival 

network operators. This enables a customer of one mobile network provider to call a cus-

tomer of another mobile operator. Data streams (email, web pages, etc.) flow between the 

core networks packet switched domain to which a customer is connected and external packet 

data networks (PDNs). These packet data networks include networks such as the Internet. 

Traffic flows across the core network’s two domains in very different ways. In the circuit 

switched domain a procedure known as circuit switching is used. This procedure establishes 

a dedicated bi-directional connection for each telephone call to ensure a constant data rate 

and minimal delay. It is the same approach used by traditional telephony systems and while 

effective it is very inefficient. The established connection is allocated sufficient capacity to 

be able to deal with worst case scenario in which both parties speak simultaneously. Due to 

the fact that this situation rarely arises the connection is typically over-provisioned. In addi-

tion, this approach is not suited to data transfers which tend to be ‘bursty’ in nature i.e. 

rapidly varying in data rates.  
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The packet switched domain was created to address this issue and as a result it employs a 

different approach to transporting data. In the packet switched domain, data to be transported 

is first segmented into units known as packets. Each of these packets carries additional ad-

dressing information that identifies both the source of the data and the destination device to 

which it is being sent. Routers within the network read destination address of every packet 

that it receives and forwards each packet through the appropriate interface towards its final 

destination. Instead of reserving network resources for a single connection for some period 

of time the packet switching approach shares network resources amongst all users as neces-

sary. This makes more efficient use of network resources since there is no over-provisioning 

of a connection but in the event that too many devices try to send data simultaneously con-

gestion can occur on the network resulting in delays. Communications between a user’s mo-

bile phone and the core network are dealt with by the radio access network (RAN). 

 

Figure 3 Common GSM/UMTS Architecture 

 

In Figure 3 we can see two separate RANs, the GSM EDGE radio access network (GERAN) 

and the UMTS terrestrial radio access network (UTRAN). Although each of these RANs 

employs the different radio techniques of GSM and UMTS they can share a common core 

network between them. Officially a user’s mobile device is known as the user equipment 

(UE) but it is commonly referred to as a mobile. The user equipment connects to the RAN 

over the air interface (aka the radio interface). Downlink (DL) refers to the direction from 
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the network to the user equipment while the term uplink (UL) refers to the direction from 

the user equipment to the network. 

One of the most powerful features of mobile phones is that they can be used outside the 

coverage area of their service provider a situation referred to as roaming. The process of 

roaming is enabled through roaming agreements between network operators. A rival opera-

tor’s network is referred to as the visited network and the subscribers own network is referred 

to as their home network 

2.2.7 Radio Access Network (RAN) Architecture 

 

In the UMTS radio access network shown in Figure 4 below, the base station or Node B is 

the most significant component. A typical Node B will be equipped with one or more sets of 

antennas which are used to communicate with UEs in one or more sectors. In many cases, a 

Node B will employ a set of 3 antennas, with each antenna used to control a sector. Each 

sector spans an arc of 120 degrees and a mobile phone network can contain several thousand 

such base stations. 

The name ‘cellular network’ is derived from the units called ‘cells’ into which a mobile 

phone network might be divided. The term cell can be used in two different ways, in the 

USA the term refers to a group of sectors controlled by a single Node B and in a European 

context the term refers to the same thing as a sector. Cells are limited in both size and capac-

ity; they enable more efficient use to be made of available spectrum through frequency reuse. 

The size of a cell is the maximum range at which the UE can successfully transmit to and 

receive from the Node B. The capacity of a cell is the maximum combined data rate of all 

the UEs in the cell. 

Cell sizes themselves can vary greatly depending on their type. Macro cells have the greatest 

size with a cell size measured in kilometres and they provide wide-area coverage in both 

rural and urban areas. In the more densely populated urban areas micro cells with a size of 

several hundred meters might be deployed. Various techniques enable micro cells to have 

greater collective capacity than a single cell of an equivalent size to the collective. Pico cells 

having coverage areas measured in tens of meters are found in large indoor environments 

such as shopping malls and offices. Finally, femto cells are designed for use in domestic 

environments and have an effective range measured in meters.  
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Figure 4 UMTS Radio Access Network 

 

A vital function of the air interface is the separation of Node B transmissions from those of 

UEs in order to prevent them interfering with each other. In UMTS this can be achieved in 

one of two ways using either Frequency Division Multiplexing (FDM) or Time Division 

Multiplexing (TDM). In the case of Frequency Division Multiplexing the air interface 

achieves segregation between the UE and Node B transmissions by having the UE use one 

carrier frequency and the Node B use a different carrier frequency. With Time Division 

Multiplexing both the UE and the Node B transmit on the same carrier frequency but at 

different times. Another important function of the air interface is the separation of different 

Node Bs and UEs from each other. 

When a mobile user moves through the coverage area of a Node B it will eventually reach 

the edge of the cell and begin moving into the adjacent cell. At this point the UE must switch 

its point of connection to the base station of the cell it is entering. A UE that is engaged in 

an active communication session can switch its point of connection using a process known 

as a handover. A UE that is in standby mode can use a process known as cell reselection to 

ensure that it is ready to communicate should the need arise. UEs in UMTS networks can 

establish communications with the Node B in the new cell while maintaining its connection 

to the Node B in the previous cell. This is known as a soft handover or make before break. 
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Devices known as Radio Network Controllers (RNC) control groups of Node Bs and each 

RNC has two main tasks. They are responsible for passing user voice information and data 

packets between the core network and the Node Bs. The RNC is also responsible for con-

trolling the UEs radio communications by means of signalling messages that are transparent 

to the end user. For example, the RNC tells the UE when to hand over from one base station 

to another base station. Typical networks might contain some tens of RNCs with each RNC 

controlling hundreds of base stations. 

Overall a GSM RAN is of similar design to a UMTS RAN. In the GSM RAN a base station 

is referred to as a base transceiver station (BTS) and the controller is referred to as a base 

station controller (BSC). In the case where a UE supports both GSM and UMTS the network 

can hand it over between the two different RANs. The process of handing over between 

GSM and UMTS is known as an inter-system handover. 

 

 

Figure 5 Internal architecture of the GSM/UMTS core network 
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Media Gateways (MGWs) within the circuit switched domain (CS) (Figure 5) route voice 

calls within the network. The Mobile Switching Centre (MSC) servers are responsible for 

setting up, managing and tearing down calls through the use of signalling messages. A typ-

ical cellular network might contain a few such devices. 

Gateway GPRS support nodes (GGSNs) in the packet switched domain (PS) act as interfaces 

to external data networks and servers. Data packets are routed between base stations and the 

GGSNs by the Serving GPRS support nodes (SGSNs). SGSNs handle signalling messages 

that establish, manage and terminate data streams. Only a few such devices are deployed in 

a typical network.  

A central shared database named the home subscriber server hold information on all the 

networks subscribers. It combines the function of and replaces two earlier system compo-

nents, the home location register (HLR) and the authentication centre (AUuC). 

2.2.8 Long-Term Evolution (LTE) 

 

In the early years of mobile telephony voice was the dominant type of traffic on cellular 

networks. Data traffic on mobile networks remained low for a variety of reasons such as 

latency issues, network capacity, UE capabilities and the cost to end users. From approxi-

mately 2010 onwards the amount of data traffic carried on cellular networks began to in-

crease dramatically with part of the reason for this increase in data traffic being improve-

ments in network performance itself. However, many would argue that the most significant 

driver in data traffic increases was the introduction of smartphones such as the Apple iPhone 

(in 2007) which was quickly followed by Android based devices from 2008. 

 There were several ways in which smartphone adoption drove data consumption. These 

smartphones were more capable, had bigger and better screens and were designed to support 

third part application development. This resulted in the proliferation and use of mobile ap-

plications. Improvements in screen size and resolution coupled with more powerful CPUs 

enable the enjoyment of games and video. In addition, in a bid to drive data traffic volumes 

on their networks mobile operators had previously offered flat rate, unlimited data plans to 

subscribers. The outcome was a situation in which users were not initially motivated to con-

trol their data consumption. The early unlimited data plans for subscribers have been phased 

out in the intervening years. Modern flat rate data plans now come with a usage limit or data 
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cap. Exceeding this data cap can result in very high excess usage charges and as a conse-

quence many users now actively monitor their data usage. 

In approximately 2010 2G and 3G networks began to become congested and both latency 

and user dis-satisfaction increased. This situation highlighted the need for increased network 

capacity and performance. 

2.2.8.1 Mobile Telecommunication System Capacity 

 

The theoretical limit on the data rate achievable by any communication system can be cal-

culated using the following formula: 

C = Blog2(1 + SINR) 

Where SINR is the signal-to-interference plus noise ratio, B is the bandwidth of the commu-

nication system in Hz and C is the channel capacity in bits s-1. In theory it is possible for a 

communications system to transmit data from a sender to a receiver without any errors pro-

vided that the data rate is less than the channel capacity. In the context of cellular networks 

C is the maximum data handling capacity; it equals the combined data rate of all UEs in the 

cell. 

2.2.8.2 Strategies for Increasing System Capacity 

 

Essentially there are three main methods by which the capacity of a mobile communication 

system might be increased. Possibly the most important means by which overall system ca-

pacity can be increased is through the use of smaller cell sizes. For cellular networks channel 

capacity is the maximum data rate that a cell is capable of handling. Through a process of 

reducing cell sizes and deploying additional base stations the overall capacity of the system 

can be increased. 

Another method is to increase the amount of available bandwidth. The International Tele-

communications Union (ITU) and both regional and national regulators manage radio spec-

trum. The growth in the adoption and use of mobile telecommunications resulted in in-

creased allocation of spectrum for 2G and 3G systems. However, suitable radio spectrum is 

a finite resource which must be shared with diverse legacy systems such as military commu-

nications and radio astronomy. As with any finite resource there are limits to how much 

spectrum could be allocated to mobile communication systems. 
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The third and final method to increase a communication system’s capacity is to improve the 

technology used in the system. This strategy has several benefits, it enables more efficient 

use to be made of available spectrum, and it can make communications more robust. Long-

Term Evolution (LTE) was the next stage in the drive for improved cellular communication 

systems. 

2.2.8.3 Additional Motivations for LTE 

 

An additional motivation for the development of LTE was the need to reduce both Opera-

tional Expenditure (OPEX) and Capital Expenditure (CAPEX). In order to meet increasing 

demands for capacity operators of 2G and 3G networks need to deploy additional resources. 

They need to deploy and maintain two core networks, the circuit switched (CS) domain and 

the packet switched (PS) domain. Depending on congestion levels within the packet 

switched domain it is possible to transport voice traffic over the PS domain using Voice over 

IP (VoIP). By converging both voice and data traffic onto a single network, operators can 

reduce both CAPEX and OPEX. 

2.2.8.4 Reduce Latency for Data Applications 

 

Delays in the order of 100ms are possible for data applications in 3G networks during data 

transfers between network components and over the air interface. While voice applications 

can tolerate delays of 100ms other real time applications such as interactive gaming cannot. 

The desire to reduce latency (end-to-end delay) on the network is an important driver for 

LTE deployments. 

2.2.8.5 Reducing Network Complexity 

 

Over the years the complexity of GSM/UMTS communication system grew as a result of 

having to maintain backwards compatibility with legacy devices and the need to add new 

features. Building a new system from scratch enables the system designers to improve per-

formance and reduce complexity by not having to support legacy devices. 
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2.2.9 LTE High Level Architecture 

 

The aim in developing LTE was to create a communications system capable of remaining 

competitive over a timescale of ten years or more. This was to be achieved by providing the 

low latency and high data rates that were anticipated to be required by existing and future 

applications and users. 

 

 

Figure 6 GMS/UMTS and LTE architectures 

 

As can be seen from Figure 6 the evolved packet core (EPC) is a direct replacement for the 

GSM/UMTS packet switched domain. No equivalent replacement was added for the 

GSM/UMTS circuit switched domain (CS). From the beginning LTE was optimised for data 

traffic with voice traffic being handled by other techniques. Radio communications between 

the EPC and the UE are handled by the evolved UMTS terrestrial radio access network (E-

UTRAN) which was a direct replacement for the UTRAN. The internal operation of an LTE 

mobile device is very different from that of a UMTS mobile but it is still referred to as user 

equipment or UE.  
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Two 3GPP work items gave rise to the LTE architecture. These were system architecture 

evolution (SAE) that was concerned with the core network and Long Term Evolution (LTE) 

that was concerned with the RAN air interface and UE. Evolved Packet System (EPS) is the 

official name by which the whole system is known while LTE only refers to the evolution 

of the air interface. However, regardless of official usage LTE has become the name by 

which the system is now known. 

2.2.10 LTE Summary 

 

LTE, as originally used, is concerned with the UE, the air interface between the UE and the 

RAN itself. The specifications developed required LTE to be capable of delivering a peak 

data rate of 100Mbps on the downlink and 50Mbps on the uplink. The system that was even-

tually deployed exceeded these requirements having a peak data rate of 300Mbps on the 

downlink and 75Mbps on the uplink. It must be remembered that these data rates can only 

be achieved under ideal conditions and can never be achieved in real world environments. 

In comparison to LTE, UMTS W-CDMA has a peak data rate of 14.4Mbps on the downlink 

and 5.76Mbps on the uplink.  

For time-sensitive applications such as voice and real-time gaming latency is a very im-

portant issue and in the context of LTE there are two aspects of the issue to be considered. 

One is the time taken for data to travel between the UE and the fixed network, the other is 

the time required by the UE to transition from a low-power standby state to an active state. 

In the case of the time taken for data to travel from the UE to the core network the require-

ments were that the delay should be less than 5ms when there was no congestion on the air 

interface. In the case of transitioning from standby mode to active mode following a user 

initiated action the requirements state that the time taken should be less than 100ms. 

Bandwidth, coverage areas and mobility also had their own set of requirements. LTE is op-

timised for users travelling at speeds up to 15Kmh, will work with high performance at 

speeds up to 120Kmh and also supports speeds up to 350Kmh. A variety of bandwidths can 

be used with LTE ranging from 1.4 MHz up to a maximum of 20 MHz. LTE cell sizes were 

optimised at 5Km, would work at sizes up to 30Km but with degraded performance and 

would support cells having a maximum size of 100Km. 

Data packets within the evolved packet core (EPC) are routed using the Internet Protocol (IP) 

and devices using IPv4, IPv6 and dual stack IPv4/IPv6 implementations are supported. In 
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GSM/UMTS systems an IP based connection is only established on request and the connec-

tion is torn down when the session terminates. In contrast to this, in LTE the EPC establishes 

a basic IP connection for a device when it is powered on and connects to the network. This 

connection enables always-on connectivity with external networks and is only torn down 

when the device is powered off.  

2.3 The IEEE 802.11 Family of Standards 
 

In 1997 the Institute of Electrical and Electronics Engineers (IEEE) released the 802.11 

standard [13], its genesis lay in the 1985 decision by the FCC to allow unlicensed access to 

the ISM band of radio frequencies. 802 is the IEEE general designation for network stand-

ards and the "11" suffix refers to standards dealing with wireless local area networks. IEEE 

802.11 wireless LAN standards are a family of standards developed by group 11 of the IEEE 

LAN/MAN Standards Committee (IEEE802). 

The 1997 original version of the standard specified two raw data rates of 1 and 2 Megabits 

per second (Mb/s) to be transmitted in the unprotected Industrial Scientific Medical (ISM) 

band of frequencies at 2.4GHz. The standard also specified the same raw data rates for trans-

fer using infrared (IR) signals. 

The media access method specified by the standard was Carrier Sense Multiple Access with 

Collision Avoidance (CSMA/CA) which was identical to the Ethernet media access method. 

After error handling and correction were applied the practical channel capacity was limited 

to approximately 65% of the theoretical maximum limit. The original 802.11 standard was 

soon extended with the 802.11b amendment that helped to popularise the 802.11 standard. 

2.3.1 802.11b 

 

The 802.11b amendment [14] to the original IEEE 802.11 standard was ratified in 1999. The 

802.11b amendment increased the raw data transfer rate to a maximum theoretical rate of 11 

Mb/s. However, due to the overhead imposed by the CSMA/CA scheme employed the max-

imum practical throughput achievable is approximately 5.9 Mb/s for TCP and 7.1 Mb/s for 

UDP. As is the case with the original standard, the 802.11b amendment also operates in the 

unprotected ISM 2.4GHz band of frequencies and is adversely affected by interference.  
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Products that supported 802.11b were quickly brought to market, significant reductions in 

price combined with a marked improvement in throughput (in comparison to the original 1 

and 2 Mb/s of 802.11) saw the adoption of 802.11b as the definitive wireless standard of the 

period. 

Wireless network interface cards designed for 802.11b can operate at rates of up to 11Mb/s 

maximum, however, in the presence of interference or poor channel quality they can reduce 

the transfer rate to 5.5 Mb/s, 2 Mb/s and finally 1 Mb/s if circumstances require. At the lower 

rates they are less susceptible to interference and signal attenuation due to the use of less 

complex and more redundant methods of data encoding. 

2.3.2 802.11a 

 

Another amendment to the 802.11 standard, 802.11a [15], was ratified in 1999. Unlike the 

original 802.11 and the 802.11b amendment, both of which operate in the ISM 2.4GHz band 

of frequencies, 802.11a is designed to operate in the 5GHz frequency band. 802.11a employs 

the same core protocol as the original standard but uses 52 sub-carrier Orthogonal Frequency 

Division Multiplexing (OFDM) to achieve a raw maximum data rate of 54 Mb/s. In practice, 

a realistic rate of approximately 24 Mb/s is achievable. As is the case with 802.11b the data 

transfer rate can be reduced under adverse wireless conditions. The fall-back rates for 

802.11a are 48, 36, 34, 18, 12, 9 and finally 6 Mb/s. 802.11a equipment is not inter-operable 

with 802.11b equipment and vice-versa.  

The 2.4GHz ISM band of frequencies does not require a license for use and is therefore very 

heavily used by a multitude of devices ranging from microwave ovens to remote control toys, 

each of which is a potential source of interference. Since 802.11a utilises the more heavily 

regulated 5GHz band of frequencies 802.11a compatible devices have much less interference 

to deal with. However, the 5GHz carrier frequency restricts operation to near line of sight 

requiring the deployment of more APs than would be the case with 802.11b. In comparison 

to signals transmitted by 802.11b equipment, signals emanating from 802.11a equipment are 

less able to penetrate walls, foliage and other obstructions leading to reduced coverage and 

an increased number of blind-spots.   
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2.3.3 802.11g 

 

The 802.11g amendment [16] was ratified in June 2003, it utilises the same band of frequen-

cies as 802.11b, that is the ISM 2.4GHz band. Although 802.11g is capable of a maximum 

raw data rate of 54 Mb/s, in practice a throughput of 24.7 Mb/s is likely to be achieved. 

802.11g equipment and networks are fully backward compatible with 802.11b. A severe 

downside to this backwards compatibility is that in some older 802.11g networks the pres-

ence of a station using 802.11b can reduce the speed of the network to that of 802.11b. 

Because 802.11g devices operate in the ISM 2.4GHz band of frequencies they are subject to 

the same sources of interference as 802.11b devices. On the surface, taking into account a 

raw data rate of 54Mb/s, 802.11g devices and networks seem capable of delivering a much 

higher throughput than 802.11b but the actual results achieved were not as impressive as 

might be expected. This is due to multiple factors including interference from other devices 

and conflicts with 802.11b equipment (mentioned previously), limited channelization having 

only three non-overlapping channels and a higher data rate that is often more susceptible to 

interference than 802.11b. Often the data rates achieved by 802.11g are very close to those 

achieved by 802.11b. 

2.3.4 802.11n 

 

802.11n-2009 [17] improves on 802.11g by using various techniques such as MIMO and 

channel bonding. Multiple-input Multiple-output (MIMO) is used to increase the capacity of 

the radio link. MIMO uses multiple transmitters and receivers at both the AP and the station 

to increase the overall amount of data transmitted. The technology leverages multipath, a 

natural radio phenomenon, which occurs when a transmitted radio signals are bounced off 

multiple surfaces resulting in the transmitted signals reaching the destination antenna at 

slightly different times and on slightly different paths.  Previously, multipath was a source 

of interference that degraded radio performance, however, MIMO increases the data rate by 

enabling the antennas at the receiver to combine signals arriving at different times and on 

different paths. 802.11n operates in both the 2.4GHz and 5GHz frequency bands and pro-

vides a significant increase in the maximum net data rate from 54 Mbits/second to 600 

Mbits/second.  Channel widths have doubled from the 20MHz of 802.11g to 40MHz; the 

increase in channel width has been achieved through the use of channel bonding.  Channel 

bonding is a technique that allows separate channels to be combined into a larger single 
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logical channel. In 802.11n the two 20 MHz channels to be bonded into a single 40 MHz 

must be adjacent. Doubling the channel bandwidth enables twice the data throughput. 

2.3.5 802.11ac 

 

The 802.11ac 2013 amendment [18] defines modifications to the 802.11 physical and MAC 

layers which support a multi-station throughput of at least 1 Gbit/second and a maximum 

single link throughput of at least 500 Mbits/second. Some of the technologies implemented 

in 802.11ac are extensions of advances introduced in the preceding 802.11n amendment such 

as MIMO and channel bonding. 802.11ac uses a greater number of antennas, an increased 

number of spatial streams and wider RF channels. The new channel widths are 80MHz and 

160MHz in contrast to the 40MHz channel bandwidth see in 802.11n. The 80MHz channel 

width is mandatory, the 160MHz channel size is optional and again, channel bonding is em-

ployed in order to realise the required channel widths. A channel width of 80MHz is achieved 

through bonding two adjacent 40MHz channels. The 160MHz channels are defined as two 

80MHz channels that may or may not be contiguous. 802.11ac also introduced new mecha-

nisms such as MU-MIMO or Multi-user MIMO which enable the AP to transmit simultane-

ously to multiple stations. All previous 802.11 communication sessions had been either 

point-to-point (AP to station or station to AP) or broadcast (AP transmitting beacon frames). 

In 802.11ac the AP can transmit different streams to different stations simultaneously 

through the use of beam-forming. MU-MIMO does not of itself increase the amount of band-

width available to individual stations rather it increases the networks overall utilisation by 

enabling data transmissions to multiple stations at the same time. 

2.3.6 802.11ax  

 

The IEEE 802.11ax standard [19], also known as Wi-Fi 6, builds on the strengths of 802.11ac, 

and it couples the freedom and high speed of gigabit wireless with the predictability found 

in licensed radio such as LTE. It allows enterprises and service providers to support new and 

emerging applications on the same Wireless LAN (WLAN) infrastructure, while delivering 

a higher grade of service to older applications. IEEE 802.11ax access points support more 

clients in dense environments and it provides more predictable performance for advanced 

applications such as 4K video, Ultra HD, wireless office, and Internet of Things (IoT). Flex-

ible wake-up time scheduling lets client devices sleep much longer than is the case with 
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802.11ac, and wake up to less contention, extending the battery life of smart phones and 

other battery constrained devices. IEEE 802.11ax offers the following improvements: 

●      Denser modulation using 1024 Quadrature Amplitude Modulation (QAM), enabling a 

more-than-35-percent speed burst 

●      Orthogonal Frequency Division Multiple Access (OFDMA)-based scheduling to reduce 

overhead and latency 

●      Robust high-efficiency signalling for better operation at a significantly lower Received 

Signal Strength Indication (RSSI) 

In addition, 802.11ax is a dual-band 2.4-GHz and 5-GHz technology, thus enabling 2.4-

GHz-only clients to gain some of its benefits without modification. 802.11ax 2.4-GHz also 

supports significant increases in the range of Wi-Fi, adding standards-based sounding and 

beam forming. Importantly, 802.11a/g/11n/11ac monitoring and wireless intrusion protec-

tion systems (Wireless Intrusion Protection Switching (WIPS)) can continue to decode most 

management frames such as beacon and probe request/response frames, even when sent in 

the new 802.11ax packet format. IEEE 802.11ax has designed for maximum compatibility, 

coexisting efficiently with 802.11a/g/n/ac devices. Its new preamble (HE-SIG-A/B) follows 

the traditional 802.11a/g/n/ac preamble and extensions to request-to-send/clear- to-send 

(RTS/CTS) procedures for multiuser to help avoid collisions with older single-user mode 

users. 

2.3.7 802.11be 

 

A candidate for the next amendment of the IEEE 802.11 standard is IEEE 802.11be Ex-

tremely High Throughput (EHT) [20] which may be designated as Wi-Fi 7. 802.111be is 

expected to be built on 802.11ax and focuses on indoor and outdoor operations at both sta-

tionary and pedestrian speeds utilising the 2.4, 5 and 6 GHz frequency bands. The 802.11be 

amendment is being developed on an ongoing basis, with an initial draft expected by March 

2021, and a final version predicted for early 2024. The primary candidate features mentioned 

in the 802.11be Project Authorization Request (PAR) are:  

 320 MHz bandwidth and more efficient utilization of non-contiguous spectrum 

 Multi-band/multi-channel aggregation and operation 
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 16 spatial streams and Multiple Input Multiple Output (MIMO) protocols enhance-

ments 

 Multi-Access Point (AP) Coordination (e.g. coordinated and joint transmission), 

 Enhanced link adaptation and retransmission protocol (e.g. Hybrid Automatic Repeat 

Request (HARQ)) 

 If required, adaptation to regulatory rules specific to 6 GHz spectrum 

 Integrating Time-Sensitive Networking (TSN) extensions for low-latency real-time 

traffic (IEEE 802.11aa) 

In addition to the features mentioned in the PAR, there are many newly introduced features 

including the following examples:  

 Newly introduced 4096-QAM (4K-QAM) 

 Contiguous and non-contiguous 320/160+160 MHz and 240/160+80 MHz band-

width 

 Frame formats with improved forward-compatibility 

 Enhanced resource allocation in OFDMA 

 Support of direct links, managed by an access point 

It has been predicted that Wi-Fi 7 speeds will be four times that of Wi-Fi 6 at approximately 

30 Gbps with the first Wi-Fi 7 chipset likely be made available for testing in 2021. 

2.3.8 802.21 

 

IEEE 802.21 [21] is a standard that is concerned with developing algorithms to enable seam-

less handovers between networks of the same type (horizontal handovers) or between net-

works of different types (vertical handovers). It is the 802 standard for handover services 

and although it can be applied to either type of handover it is primarily aimed at vertical 

handovers.  

The standard aims to assist with handover initiation, network selection, and interface activa-

tion. Key benefits are described as enabling optimum network selection, providing seamless 

roaming to maintain connections and lower power operation for multi-radio devices. 802.21 

uses multiple services to optimise vertical handovers, the key services are Link Layer Trig-

gers (state change, predictive triggers and network initiated triggers), Network Information 

https://en.wikipedia.org/wiki/Time-Sensitive_Networking
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(available networks, neighbour maps and network services) and Handover Commands (cli-

ent initiated, network initiated and vertical handovers). 

 Link Layer Triggers or events used include link up or link down, link going down (predic-

tive) and changes to link parameters. Network initiated events may refer to load balancing 

or other network operator operations. The use of these triggers is intended to minimize con-

nectivity disruptions during link switching.  

 The Media Independent Information Service will rely on 802.21 Information Servers being 

deployed; the servers will hold a Global Network Map, a list of all available networks, neigh-

bour maps and information on higher layer services. This will enable information about all 

available networks to be obtained via a single radio e.g. a cellular radio used to indicate the 

presence of suitable Wi-Fi networks. A common format for information representation can 

be used across different networks. The Information Service can help with network discovery 

and selection leading to more effective handover decisions. 

IEEE 802.21 is concerned with facilitating handovers between networks and various cate-

gories of handovers are supported. These include  

 Terminal Controller Handovers in which the terminal makes use of some Media In-

dependent Handover (MIH) services 

 Terminal Initiated, Network Assisted Handovers in which the terminal makes use of 

the MIH Information Service 

 

Network Initiated and Network Controlled Handover in which the network makes use of 

MIH Event and Command Services in addition to Information Service knowledge to decide 

if a handover is required or desired, to decide the target network and to command the termi-

nal to undertake the handover.  

A mobile node will be able to detect whether or not an 802.11 network supports MIH func-

tions through information contained within the 802.11 Beacon frames. The new standard is 

designed for use with both existing and evolving network technologies.  
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2.3.9 802.11 Channel and Frequency Usage 

 

The ISM frequency bands (2.4GHz and 5GHz) are utilised by the 802.11 standards [22] as 

follows. The ISM 2.4GHz band is used by 802.11b, 802.11g and 802.11n-2.4, while the ISM 

5GHz band is used by 802.11a, 802.11ac and optionally 802.11n.   

Spectrum in each ISM band is divided into channels with each channel being assigned a 

centre frequency and spectral mask. The channel's spectral mask determines the effective 

bandwidth of the channel and the channels are overlapping. In the ISM 2.4GHz band there 

are 14 channels with the centre frequency of each channel being separated from its neigh-

bours by 5MHz. Channel 1 is centred on a frequency of 2.412 GHz, Channel 2 is centred on 

a frequency of 2.417GHz and so on. Not all channels are available for use in every country, 

depending on the country in which the technology is being deployed some channels might 

be restricted or unavailable. 

The spectral mask assigned to each channel requires the signal for the channel to be attenu-

ated by at least 30dB from its peak power at +/- 11MHz from the centre frequency and by -

50dB at +/- 22MHz from the centre frequency. This gives each channel an effective width 

of 22MHz. It is sometimes assumed that because the spectral mask only defines power output 

restrictions up to +/- 22MHz from the centre frequency that the channels energy does not 

extend beyond the +/- 22MHz limit. In reality, if a transmitter is sufficiently powerful the 

signal can have a negative, interfering impact beyond the boundary of the spectral mask. 

Although it is often stated that Channels 1, 6 and 11 do not overlap this is not strictly true. 

It would be more precise to say that given the separation of the channels the attenuation on 

one channel should be sufficient to present minimal interference with a signal on another 

channel. This depends, of course, on the transmitter power of device using the other channels.  
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2.4 IEEE 802.11 Network Overview 
 

The IEEE 802.11 [23] standard allows for interacting components that enables the building 

of a wireless local area network that can support mobile stations or nodes. The most basic 

element of this is the Basic Services Set (BSS). 

 

 

Figure 7 Basic Service Sets 

 

Figure 7 depicts two Basic Service Sets (BSSs), each of which contains two stations or nodes. 

In wireless networking it is important to realise that well defined coverage areas do not exist. 

Due to its nature, the propagation characteristics of the wireless environment are both dy-

namic and unpredictable. Large differences in signal strength can result from small changes 

in station position or direction of travel. These effects can also occur regardless of whether 

a station is mobile or stationary. This is due to the fact that other moving objects, large ve-

hicles for example, within the environment can have an impact on the propagation of signals 

between communicating stations. The oval shapes used to symbolise each BSS can be 

viewed as the coverage area of the Basic Service Set. Stations that are members of a BSS 

can communication with each other as long as they remain within the coverage area. If a 

mobile node moves out of its BSS it will not be able to communicate directly with the other 

members of the BSS. 
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2.5 802.11 Network Components 
 

Although multiple amendments to the original 802.11 standard [23] now exist they share 

common design features. Each infrastructure type network has four basic physical compo-

nents (Figure 8). 

 

Figure 8 802.11 Network Components 

 

Distribution System - the physical backbone network that carries data between Access 

Points (APs) or between an AP and the core network 

Access Points (AP) - APs provide a bridge between the wireless and wired portions of a 

network. Frames designed for transport over the wireless media cannot be transported over 

the wired portion of the network without modification. The distribution system is typically, 

but need not be, Ethernet based and the AP must convert traffic from one frame type to the 

other in order to enable the exchange of data. APs also perform many other functions but 

this bridging/conversion function is perhaps the most important 

Wireless Medium - in all 802.11 networks data is transferred over wireless medium, the 

frequencies employed depend on the version of 802.11 in use 
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Stations - stations are devices equipped with wireless network interface cards capable of 

sending and receiving data over the wireless medium. Typically, stations connecting to wire-

less networks are mobile/portable devices such as laptops, tablets, smart-phones or some 

other hand-held computer. However, there is no requirement for a station to be a portable 

device. In situations where the deployment of a wired network infrastructure is not feasible 

desktop computers, printers, scanners, servers, etc. may be connected through a wireless 

LAN with little or no mobility. 

2.6 Basic 802.11 Network Types 
 

The Basic Service Set (BSS) is the basis of an 802.11 wireless network [23] and the Basic 

Service Area (BSA), defined by the propagation characteristics of the transmission medium, 

is the space within which communications can take place [23]. Stations within the basic 

service area can communicate with each other. There are two types of basic service set (BSS) 

 Independent Basic Service Set (IBSS) (Figure 7) 

 Infrastructure Basic Service Set (Figure 10) 

 

2.6.1 Independent BSS (Ad-hoc) 

 

Stations in an IBSS or ad-hoc wireless network communicate directly with each other with-

out the services of an AP (Figure 9). In order to be able to communicate stations must be in 

range of each other. The smallest ad-hoc network possible consists of two stations. Typically, 

IBSS or ad-hoc networks are created for a specific purpose and have a relatively small num-

ber of members e.g. to support a meeting by enabling the exchange of documents. When the 

meeting ends the ad-hoc network is disbanded.  



63 

 

 

Figure 9 Ad-hoc Wi-Fi network 

 

2.6.2 Infrastructure Basic Service Set 

 

An infrastructure BSS differs from an IBSS in that the services of an AP are used. All com-

munications within the infrastructure BSS take place via the AP (Figure 10). If a station 

wishes to communicate with another station the frame is sent to the AP and the AP forwards 

it on to the target station. Replies from the target station are sent to the AP and then onto the 

originating station. No direct communication between stations takes place. In an infrastruc-

ture BSS the service area is defined by the distance from the AP at which a station can 

receive a transmission. 
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Figure 10 Infrastructure mode Wi-Fi network 

 

Multi-hop communications within an infrastructure BSS may appear to be sub-optimal but 

it does present certain advantages. The use of Access Points enables battery powered devices 

to employ energy conservation strategies while continuing to send and receive frames. Sta-

tions can shut-down their wireless interfaces to conserve energy and power up at predeter-

mined intervals to send data and receive frames buffered at the AP. This behaviour requires 

the AP to be aware of the energy saving scheme and to be prepared to buffer frames for the 

hibernating station. 

Although stations can only communicate with each other via the AP there is no restriction 

on how far apart the stations are as long as they remain in range of the AP. This increases 

the geographical spread of the stations considerably as the AP acts as a relay between stations. 

When operating within an infrastructure BSS stations must associate with an AP in order to 

gain access to network services. When the station associates with the AP it, in effect, joins 

that particular wireless network. The process of association is always initiated by the 'client' 

or station; an AP may allow or deny the association request based on the contents of the 

request. A wireless interface card belonging to a station may only associate with one AP at 

a time, but there is no restriction to the number of wireless interface cards per station. In 

reality, a station may be associated with multiple APs via multiple wireless interface cards. 
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There is no limit set by the 802.11 standard [23] with regard to the number of stations that 

might be associated with a single AP, however the practicalities of operating within shared 

spectrum do force limits on the number of stations that will be permitted to associate with 

an AP. 

2.7 Quality of Service (QoS) 
 

Broadly speaking Quality of Service (QoS) can be defined as a description or measurement 

of the overall performance of a service such as a telephone system or computer network and 

in particular the performance as seen by the system or network users [24]. In the context of 

the performance of a network service it can be assessed quantitatively using error rate, bit 

rate, availability, jitter, throughput, transmission delay, etc.  

The basic concepts of QoS in the context of a network can be illustrated through the follow-

ing example. Nodes on the network host various applications some of which exchange data 

with other applications running on other network nodes. Data is passed from the application 

layer to the lower layers before being put onto the network. In this context QoS refers to the 

ability of the network to handle the frames placed onto it so that the service requirements of 

the communicating applications are met. In order to be able to do so the network requires 

the following: 

 A fundamental traffic handling mechanism 

 The ability to identify different types of traffic to ensure that it should be considered 

by the traffic handling mechanism  

 The network must be able to control the traffic handling mechanisms 

 

The rate at which applications generate traffic varies greatly depending on the functions 

carried out by the application. Applications require the network to be able to handle their 

traffic at the rate at which it is being generated. All applications can tolerate some level of 

delay in the network and some level of variation in the delay itself. However, an application 

that uses VoIP will tolerate far less delay and jitter than an email application can. Some 

applications such as video streaming can tolerate some level of data loss while others such 

as file transfer programs cannot. These requirements can be represented by QoS parameters 

such as: 
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 Bandwidth – the rate at which an application’s traffic must be carried by the network 

 Latency - the amount of delay in traffic delivery tolerated by the application 

 Jitter – variation in latency 

 Loss – percentage of lost data an application can tolerate 

 

Since network resources are finite there will be occasions on which there will be insufficient 

network resources available to meet demand. When network resources are insufficient to 

meet current demand congestion occurs. Network devices may react to congestion in one of 

two ways: 

 Store excess packets in temporary buffers until the congestion subsides 

 Discard packets to reduce congestion 

 

As a result of these behaviours applications will experience either delays or data loss during 

periods of congestion. The traffic forwarding capacity of network interfaces and the availa-

bility of buffers for temporary storage are the resources required to provide QoS on a net-

work. Internal decision making mechanisms on network devices prioritise traffic to deter-

mine which packets get access to these resources. Network devices that support QoS do so 

by making intelligent decisions on which types of traffic to allocate resources to. When con-

gestion occurs a device might decide to queue traffic from a delay tolerant application in a 

local buffer and to immediately forward on traffic belonging to an application that cannot 

tolerate delays. In this case memory resources are allocated to the delay tolerant traffic and 

interface and capacity resources are allocated to the traffic that is less delay tolerant, of 

course the device also has the option to discard all traffic if necessary. 

In order to be able to prioritise traffic in this manner it is necessary to classify the traffic in 

some way and to associate each type of traffic with certain resources. Resource allocation 

can be achieved by separating traffic arriving at a device into separate queues based on traffic 

classification. An algorithm that handles queue-servicing determines the rate at which traffic 

from each queue is allowed onto the network. This determines the amount of network re-

sources allocated to each traffic class. The greater the amount of available resources allo-

cated to a particular class of traffic the better its QoS. End-to-end QoS depends on the con-

tributions made by each of the networks components on the path from source to destination.    
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2.8 Quality of Experience (QoE) 
 

Quality of Experience has been defined as “the degree of delight or annoyance of the user of 

an application or service. It results from his or her expectations with respect to the utility 

and/or enjoyment of the application or service in the light of the user’s personality and cur-

rent state” [25]. It has also been defined as “the overall acceptability of an application or 

service, as perceived subjectively by the end-user” [26].  

Quality of Experience can be extremely difficult to measure as a great many seemingly un-

related influence factors impact on it. For example, producers of multimedia content such as 

movies and video games create “experiences” and may attempt to influence the viewers/con-

sumers emotional state through the manipulation of images, the use of emotional story lines 

and the use of sounds and music to build atmosphere or tension. At the senders (the creators) 

end “meaning” is related with the creator’s intentions while at the “receivers” end the “mean-

ing” is drawn from experiencing and interpreting the content. It is very likely that the mean-

ing developed by the receiver will differ significantly from the meaning intended by the 

creator. According to the authors of [25] an Influence Factor (IF) is “any characteristic of a 

user, system, service, application or context whose actual state or setting may have influence 

on the Quality of Experience for the user”. They also insist that Influence Factors must not 

be regarded in isolation as they are often inter-related. 

Influence Factors (IF) are grouped by the authors into three categories: 

1) Human Influence Factors – which are “any variant or invariant property or charac-

teristic of a human user. The characteristic can describe the demographic and socio-

economic background of the user, their physical and mental constitution or the user’s 

emotional state”. Human IFs are complex and strongly inter-related 

2) System Influence Factors – the “properties and characteristics that determine the 

technically produced quality of an application or service”. They are related to media 

capture, coding, transmission, storage, rendering, reproduction/display and the com-

munication of information.  
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System IFs can be divided into four sub-groups: 

a) Content Related System IFs – content type and content reliability e.g. colour 

depth, texture, 2D/3D, etc. 

b) Media Related System IFs – media configuration factors e.g. resolution, sam-

pling rate, frame rate, media synchronisation, etc. 

c) Network Related System IFs – data transmission over the network, band-

width, delay, jitter, data loss, error rate, throughput 

d) Device Related System IFs – end systems or UE as well as network devices 

along the end-to-end communication path, device capabilities such as screen 

size, resolution, CPU, battery life time, audio, etc. 

3) Context Influence Factors – factors that “embrace any situational property to describe 

the user’s environment in terms of physical, temporal, social, economic task and tech-

nical characteristics” [33] 

2.8.1 Differences between QoS and QoE 

 

The differences between QoS and QoE can be reduced to a number of factors: 

1. Scope – telecommunications are typically the focus of QoS while QoE is applied to 

a wider domain. QoE can be applied to areas that do not involve communication 

systems, for example HD video played in a domestic setting 

2. Focus – QoS is focused on the performance aspects of physical communications sys-

tems. QoE on the other hand is focused on the end-user’s assessment of system per-

formance influenced by factors such as the user’s own expectations, the content and 

the context in which the media is consumed among many other factors 

3. Methods –QoS can be assessed in a reasonably straight-forward way using an ana-

lytical approach and empirical measurements. QoE assessment is far from straight-

forward and requires a multi-disciplinary and multi-methodology approach 

It must be remembered that QoE is, in a great many instances, very dependent on QoS and 

various components of a system can have a large impact on some aspects of QoE. [27]   
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2.9 Multimedia Streaming 
 

Video streaming methods can be broadly divided into two categories, adaptive and non-

adaptive streaming methods. Early streaming methods were non-adaptive in that they did 

not alter the bitrate of the content based on the current amount of bandwidth available to the 

client device. Video content was delivered using various transport protocols such as the 

Real-time Transport Protocol (RTP) [28] and the Real-time Streaming Protocol (RTSP) [29].  

RTP provides end-to-end network transport functions suitable for applications transmitting 

real-time data. These applications include audio and video delivered over unicast or mul-

ticast services if supported by the underlying network. The protocol is not concerned with 

either Quality of Service (QoS) or resource reservation in the network. Typically, RTP runs 

on top of UDP in order to make use of UDPs checksum and multiplexing services. RTP is 

not confined to using only UDP and can be used with any other suitable network or transport 

protocol. RTP has no mechanisms for ensuring timely delivery of packets and does not pro-

vide any QoS guarantees. There is no guarantee of packet delivery, no prevention of out-of-

order delivery and no assumption that the underlying network will deliver packets in se-

quence. RTP includes separate sequence numbers that enable the receiver to reconstruct the 

sender’s original packet sequence. The sequence numbers may also be used to identify a 

packets correct location within a stream without having to decode the packets in sequence. 

RTP consists of two closely linked components, namely: 

1. RTP itself which is used to carry data having real-time properties 

2. The RTP Control Protocol (RTCP) which monitors QoS and also conveys infor-

mation regarding participants in on-going sessions. RTCP also helps synchronise 

multiple streams. 

RTP can compensate for jitter through the use of buffers and by using sequence numbers can 

detect out of sequence packets both of which are common occurrences on IP networks. The 

protocol is used in conjunction with an associated profile and payload format. 

Real-time Streaming Protocol (RTSP) [29] is an application layer protocol developed to con-

trol real-time data deliveries. It establishes and controls either single or multiple time-syn-

chronised streams of continuous media such as audio and video. A presentation description 
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defines the set of streams to be controlled. There is no concept of an RTSP connection, a 

server maintains a session identified as being an RTSP session. The RTSP session is not tied 

to a transport layer connection such as TCP. In the course of an RTSP session an RTSP client 

can open and close multiple reliable connections to the RTSP server and request data. An 

RTSP client may also choose to use an unreliable, connectionless protocol such as UDP for 

data transport. RTSP controlled streams may use RTP but RTSP does not depend on the 

protocol. Although RTSP is similar in syntax and operation to HTTP/1.1 it differs in a num-

ber of important aspects. These differences include: 

 An RTSP server must by default retain state in almost all cases unlike HTTP 

 Both an RTSP server and client can issue requests 

 Data is typically carried out of band by a different protocol 

 RTSP is defined to use ISO 10646 rather than ISO 8859-1 

 

In the context of RTSP a presentation is a set of one or more media streams presented to the 

client as a complete media feed using a presentation description. The presentation descrip-

tion contains information on one or more media streams within the presentation such as in-

formation on the content, network addresses and the set of encodings in use. An RTSP URL 

may be used to identify each media stream and presentation.  

A presentation description file defines the overall presentation itself as well as the properties 

of the media which makes up the presentation. The presentation description file does not 

need to be stored on the media server and can be obtained by the client using a variety of 

means such as email or HTTP download. A description of the media streams that make up 

the presentation including language, encoding and other parameters that enable the client to 

select the most appropriate combination of media are contained within the presentation de-

scription file. The presentation description also identifies each media stream that is control-

lable by RTSP.  

These media streams are identified by means of RTSP URLs which point to the media server 

controlling that particular media stream. The RTSP URL is also used to name the media 

stream on the server. For the purpose of load sharing several media streams may be located 

on different servers, for example audio can be stored on one server and video content on 

another. The various transport modes supported by the server are also outlined in the de-

scription file.  
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In addition to the media parameters the destination address and port number to be used must 

also be determined and several modes of operation are supported by RTSP: 

 Unicast – a port number selected by the client and the source address of the RTSP 

request are used by the server to stream media to. 

 Multicast (server chooses the address) – the server decides on the multicast port num-

ber and address. This is typical for a live streaming event. 

 Multicast (client chooses the address) – if the server is to take part in an existing 

multicast event the multicast address, port number and encryption key are given by 

the conference description.  

2.10 Adaptive Bitrate Streaming 
 

Adaptive bitrate (ABR) [30] [31] [32] streaming is a method of streaming multimedia con-

tent over communications networks that takes into consideration fluctuations in the amount 

of available bandwidth. While protocols such as RTP and RTSP ran on top of TCP and UDP 

adaptive streaming technologies run almost exclusively over HTTP. The basic idea with 

adaptive streaming is that an adaptive bitrate enabled client monitors the available bandwidth 

and adjusts the requested media stream to match. This approach requires the source material 

to be provided in multiple different bitrates. The client application switches between the 

various available source material bit rates depending on the amount of bandwidth available 

on the link. Adaptive bitrate streaming can reduce the amount of buffering required, speedup 

the initial playback and provide good QoS for both high bandwidth and low bandwidth links. 

The adaptive bitrate streaming implementations currently in use encode the source content 

at multiple bitrates. Each version of the content is divided in segments of short duration and 

depending on the particular implementation the duration of the segments can vary but are 

typically between 2 seconds and 10 seconds in length. 

A client streaming application begins operations by first obtaining, usually by download, a 

manifest file. This manifest file contains details of the different available bitrates and the 

segment durations. The first segment requested by the client is typically a low bitrate seg-

ment, if the client determines during the download that the link capacity is greater than the 

segment bitrate it will request the next higher bitrate segments for subsequent downloads. A 

later reduction in available bandwidth would result in the client requesting segments at lower 
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bitrates, the client attempts to download the highest bitrate segment that the current band-

width will support. Requesting a low bitrate segment as the initial segment also reduces the 

amount of time the end user must wait until media playback begins. 

Adaptive bitrate streaming provides good end user experience as the client player will always 

attempt to select the highest bitrate media segment supported by the current available band-

width. Because adaptive bitrate streaming typically runs over HTTP there is little difficulty 

in traversing firewalls or NAT enabled devices. Since all operational logic is on the client 

side the requirement for persistent connections between server and client is reduced. No 

session state information for client’s needs to be held on the server which makes it less com-

plicated to scale. Adaptive bitrate systems based on HTTP have the potential to be more 

operationally complex than systems implemented using RTP and RTSP. This is due to the 

need to encode the source material at multiple bitrates and at multiple segment lengths, es-

sentially creating multiple copies of the same content on each server. Increased storage re-

quirements, the work of the encoding operations and the difficulty in maintaining consistent 

quality across all delivery systems are all factors that need to be considered. However, in 

practice the potential for additional complexity has been nullified by adaptive bitrate’s lower 

costs    and better scalability. Adaptive bitrate streaming technology runs over HTTP and 

can therefore make use of the same HTTP web server used to deliver most of the content on 

the Internet thereby greatly reducing deployment costs. 

Adaptive bitrate streaming has been implemented in MPEG-DASH, Adobe HTTP Dynamic 

Streaming, Apple HTTP Live Streaming, Microsoft Smooth Streaming and many others. 

However, at the time of writing MPEG-DASH [35] is the only HTTP adaptive bitrate tech-

nology that has been ratified as an international standard (ISO/IEC 23009-1:2012) in April 

2012. 

Despite all of their benefits ABR technologies are not without their limitations particularly 

in relationship to latency. For example, it is often the case that if you view a live action event 

such as a soccer match on both a traditional TV broadcast and an over-the-top (OTT) stream-

ing service you will observe the video stream being several seconds behind the TV broadcast. 

The delay or lag in the video stream can be as high as 18 seconds or more but is on average 

less than 10 seconds [34] and is frequently long enough for comments on the action to appear 

on social media before the action takes place on the video stream. This is not an ideal situa-

tion especially for sports fans and reduces their enjoyment of the event. 
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In the context of live ABR streaming we can define latency as the degree of delay between 

the time the camera captures the action and the time the action is viewed on the user’s screen. 

As is the case with non-live video streaming ABR technologies segment the content in seg-

ments of varying duration as part of the streaming process. Video stream latency is caused 

by many factors including: 

 Video encoding pipeline duration 

 Ingest and packaging operations 

 Transport protocol used and network propagation time 

 Content Delivery Network (CDN) 

 Segment length selected 

 Media player settings such as buffer level  

Although video latency is the result of many different factors the media player itself can be 

responsible for much of it. Latency in live video streams will never be eradicated but it can 

be significantly reduced with some effort. Scalable lower latency can be achieved over 

HTTP using standard DASH technology. 

2.10.1 Dynamic Adaptive Streaming over HTTP (DASH) 

 

Dynamic Adaptive Streaming over HTTP (DASH) [35], also known as MPEG-DASH is an 

ABR technique that enables the streaming of appropriately formatted content over the Inter-

net from standard HTTP servers. As is the case with other ABR strategies the video content 

to be served is broken into segments of various durations and bitrates, and in essence multi-

ple versions of the content are stored on the server. When a video prepared for MPEG-DASH 

distribution is requested a manifest file called a Media Presentation Description (MDF) file 

is first downloaded. The MPD file is an XML document that describes information regarding 

the available video segments, this information includes segment duration, segment bitrate, 

timing, etc.  

Based on the current link conditions the DASH enabled media player will select the video 

segment with the highest bitrate supported by the network connection in use. If the amount 

of available bandwidth reduces the bitrate of the requested segments is also reduced, con-

versely if the amount of available bandwidth increases the bitrate of the requested segments 
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also increases. This strategy enables the media player to adapt to fluctuations in available 

bandwidth and reduce the number of stalling or re-buffering events. 

MPEG-DASH is an international standard and should not be confused with a transport pro-

tocol — the transport protocol that MPEG-DASH uses is TCP. It uses the existing HTTP 

web server infrastructure that is used for delivery of essentially all World Wide Web content 

and is both audio/video codec agnostic. 

2.11 5th Generation Systems (5G)  
 

Many organisations and industry leaders forecast huge increases in the amount of network 

traffic due to the demand for and delivery of video and multi-media content. It is also pre-

dicted that rapid and ubiquitous Internet of Things (IoT) development and deployment will 

help drive the increase in network traffic. With an increase in demand for network capacity 

and with a rise in mobile data consumption comes an increase in energy consumption and 

capital expenditure for service providers. 5G is being touted as solution to the problem of 

how to meet the need for faster, higher capacity networks [36]. 

In a simplistic sense proposed 5G systems will build upon the foundation provided by current 

4G systems. 5G is an evolution that has been described as a “convergence of Internet services 

with legacy mobile networking standards leading to what is commonly referred to as the 

‘mobile Internet’ over Heterogeneous Networks (HetNets), with very high speed broadband. 

With regard to 5G nothing can be considered to be certain, indeed the very term 5G is con-

sidered by some to be nothing more than hype or marketing. Nevertheless, some already 

proven technologies such as cognitive radio (software defined radio), small cell deployment, 

co-operative systems, Self-Organising Networks (SONs) and green Multi-mode RF seem to 

be solid candidate technologies for 5G components. 

Mobile devices such as the smartphones and light weigh tablets that drive the continuously 

rising levels of mobile traffic have become ubiquitous. These devices and the media stream-

ing services that serve them enable the consumption of High Definition (HD) video almost 

anywhere and at any time. In addition, social media sights such as Facebook see video de-

livery as a key component of their offerings and push video and graphic content towards 

their huge user base.  
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This growing trend towards video as a primary component of Internet traffic will inevitably 

increase the demand for additional capacity on networks. It should also be remembered that 

advertisements consume a significant amount of bandwidth on both fixed and mobile net-

works. Delivery of advertising content also has a negative impact on end user experience as 

it increases load times for web pages and consumes some portion of a user’s data plan that 

the user must pay for.  

Growth in mobile data traffic far exceeds growth in voice traffic and has done so since 2009. 

Currently it is estimated that Voice over IP (VoIP) accounts for less than 0.5% of all traffic 

on mobile networks. In addition to rapidly increasing levels of traffic the communications 

networks of mobile service providers face yet another challenge. The predicted growth in 

the numbers of interconnected devices, in the form of the Internet of Things (IoT), will result 

in end users being tracked, monitored and served by tens, if not hundreds of machines.  

In order to support human activities, regulate human habitats, enable smart cities, assist in 

transportation systems and inter-vehicle networks devices will need to communicate and 

cooperate with each other. Machine-to-machine (M2M) communications of this nature will 

require very stringent latency of less than 1ms. 

The authors of [36] identify what they consider to be the key building blocks for 5G some 

of which are outlined in the following section. 

2.11.1 Evolution of existing Radio Access Technology (RATs) 

 

It is highly unlikely that 5G systems will employ a specific radio access technology, it is 

reasonable to assume that future systems will consist of further evolutions of existing RATs 

and novel systems. If this is to be the case then it would make economic sense to start ad-

dressing the forthcoming shortfall in network capacity by improving existing RATs in terms 

of spectrum efficiency (SE), energy efficiency (EE) and latency. It may also be necessary 

for service providers to advocate or support the notion of radio access network (RAN) shar-

ing controlled through some centralised mechanism. Current widely deployed RATs include 

Wi-Fi, 3G/4G and LTE/LTE-Advanced. 

 

 



76 

 

2.11.2 Hyper-Dense Small Cell Deployments 

 

Hyper-Dense Small Cell Deployment represents another approach to solving the coming 

capacity requirements while bringing additional energy efficiency to the system. This ap-

proach also known as a HetNet can assist in improving an area’s spectral efficiency (bits/sec-

ond/Hz/m2). Broadly speaking HetNets can be implemented in one of two ways that is Multi-

tier HetNet in which a cellular system is overlaid with small cells of the same technology i.e. 

micro, pico or femto cells. The second option is known as multi-RAT HetNet and consists 

of overlaying a cellular system with small cells of differing technologies i.e. Wi-Fi or Wi-

MAX. 

Qualcomm has demonstrated [37] that adding small cells can scale the capacity of a network 

in a linear fashion with the network capacity doubling each time the number of cells doubles. 

This approach is not without its drawbacks, reducing the size of the cells increases the inter-

cell interference and the associated required control signalling. In order to combat the in-

crease in inter-cell interference advanced inter-cell interference management techniques are 

necessary at the system level in conjunction with complementary interference cancelling 

methods at the user equipment (UE). 

Small cell deployment was the focus of LTE R-12 [38] in which the New Carrier Type (NCT) 

aka the Lean Carrier was implemented in order to enable the host macro-cell to assist small 

cells. This approach allows increase efficiency in the control plane for mobility management, 

resource allocation, synchronisation, etc. through the macro-layer while enabling a spectrally 

efficient and high capacity data plane through the small cells. In addition, reduced cell sizes 

can help improve energy efficiency by reducing the physical distance between the UE and 

the network edge which shrinks the power budget of the wireless links. 

2.11.3 Self-Organising-Network (SON) 

 

Networks having the ability to self-organise are considered to be a key component of 5G 

systems. The increase in the density of small cell networks means the need for self-organis-

ing networks gains momentum. It is predicted that large amounts of wireless traffic will be 

generated indoors and in order to be able to handle this volume of traffic very dense deploy-

ments of small cells will be necessary. In many cases these small cells will be installed and 

maintained by the end-users and will not be controlled by service providers. To enable this 
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scenario indoors, small cell devices will need to be simple to install (‘plug n play’ model) 

and be self-configuring. These small cell devices will also need to be self-organising in order 

to cooperate in an intelligent, co-operative manner with neighbouring small cell devices in 

order to minimise inter-cell interference. 

2.11.4 Machine Type Communications (MTC) 

 

Another aspect of 5G will be the need to facilitate inter-device communication. Machine 

Type Communications (MTC) describes a communication session in which one or both end-

points is a machine. This type of communication introduces two major challenges in that the 

number of devices will be extremely large and the latency on the communications links must 

be extremely low. Ericsson [39] forecasts that the number of connected devices on its future 

networks will exceed 16 billion stating that “anything that can benefit from being connected 

will be connected”. An increasing demand for real-time services and the ability to remotely 

control mobile devices and machines such as vehicles over the network will require ex-

tremely low latency rates for MTC. A latency rate of less than one millisecond, enabling the 

‘tactile Internet’ [40] will require a 20x improvement in latency from 4G to 5G.   

In order to achieve this low latency rate fibre to the home/premises is necessary while keep-

ing the physical distance of the wireless radio access link as short as possible.  

2.11.5 Development of Millimetre-wave Radio Access Technology 

 

Current RATs are approaching Shannon’s capacity limit and spectrum below 3GHz is in-

creasingly congested. In response to this situation research into exploiting cmWave and 

mmWave bands for mobile communications is being actively pursued. The use of mmWave 

for mobile communications faces a multitude of challenges including the fact that at these 

wave lengths path loss is relatively higher in comparison to sub 3GHz bands. Blocking of 

signals by moving people, objects and vehicles also presents a serious challenge. Higher 

penetration loses for mmWave signals means that indoor users may not be able to avail of 

RATs situated out of doors.  

In spite of its shortcomings the use of mmWave communications does present certain ad-

vantages. For example, mmWave bands provide a large amount of spectrum, at 60GHz there 
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is 9GHz of available unlicensed spectrum, in stark contrast to the global allocation of spec-

trum for all mobile communications of approximately 780MHz [36]. A second advantage is 

that mmWave communication enables the use of small antenna sizes with small separation 

distances between them. This permits multiple antennas to be placed in a small area, ideal 

for mobile devices. 

However, the use of mmWave bands for outdoor wireless communications faces serious 

obstacles. MmWave signals may be subject to significant levels of attenuation during peri-

ods of heavy rain due to the fact that raindrops are approximately the same size as the wave-

length (mm) leading to scattering. Foliage loss is high mmWaves limiting propagation dur-

ing certain times of the year in areas with extensive vegetation such as wooded parks and 

suburban neighbourhoods. Use of mmWaves for outdoor communications may require the 

support of a backup cellular system operating in legacy sub 3GHz bands [36]. 

2.11.6 Network Slicing 

Network slicing [41] is a technique that enables a network operator to create dedicated vir-

tual networks over a common network infrastructure that are tailored to provide the specific 

functionality required by a service or customer. This technique employs the same principles 

behind software defined networking (SDN) and network functions virtualisation (NFV) in 

fixed networks. It supports the creation of multiple virtual networks on a common shared 

physical infrastructure which can then be customised to meet the specific needs of applica-

tions, services, devices, customers or operators. In the context of 5G, a single physical net-

work will be sliced into multiple virtual networks that can support different radio access 

networks (RANs), or different service types running across a single RAN. Network slicing 

may be implemented in the RAN but it is expected to be implemented primarily to partition 

the core network. 

Each virtual network (network slice) consists of an independent set of logical network func-

tions that support the requirements of the particular use case. They are optimised to provide 

the resources and network topology for the specific service and traffic that will use the slice. 

Complete isolation between the slices insures that no slice can interfere with the traffic in 

another slice reducing the risks associated with introducing and running new services. This 

approach also helps improve security, in the event that a cyber-attack breaches one slice the 

attack is contained and cannot spread beyond that slice. Network slices are transparent to the 
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user and the user experience of the network slice will be the same as if it was a physically 

separate network. 

2.11.7 5G Service Based Architecture (SBA) 

5G Service-Based Architectures (SBA) [42] provide a modular framework from which com-

mon applications can be deployed using components of varying sources and suppliers.  The 

3GPP defines a Service-Based Architecture (SBA), whereby the control plane functionality 

and common data repositories of a 5G network are delivered by way of a set of intercon-

nected Network Functions (NFs), each with authorization to access each other’s services. 

Network Functions (NFs) are self-contained, independent and reusable and can take on the 

role of either a producer of services or a consumer of services. A Service Based Interface 

(SBI) is used to expose the functionality of each Network Function service. The SBA uses a 

centralized discovery mechanism that takes advantage of a NF Repository Function (NRF). 

Records of available NF instances and their supported services are held in the NRF. Other 

NF instances can subscribe and be notified of registrations from NF instances of a specified 

type. Service discovery is supported by the NRF through receiving Discovery Requests from 

NF instances and the NRF maintains a record of which NF instances support specific ser-

vices. The Unified Data Management (UDM) provides services to other SBA functions, such 

as the NEF. The UDM holds information in local memory, however, it may also be stateless, 

storing information externally within a Unified Data Repository (UDR). The UDM provides 

authentication credentials while also being employed by the Access and Mobility Manage-

ment Function (AMF) and the Session Management Function (SMF) to retrieve subscriber 

data and context.  

2.11.8 Redesigning Backhaul Links 

 

The improvements to Radio Access Network (RAN) technology necessary to reach the ca-

pacity levels and transmission speeds required for 5G cannot take place in isolation. For the 

system to operate at the required level backhaul links need to be re-engineered in order to be 

able to handle the massive increases in the amount of data traversing the networks. Failure 

to do so would result in the backhauls themselves becoming bottlenecks. The challenge be-

comes greater as the number of hyper-dense small cell deployments increase as each cell 

will require a backhaul link of some type.  To meet capacity demands and latency targets 
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fibre will be required for ‘last mile’ links to homes and businesses. Alternative communica-

tion mediums such as TV whitespace will also have an important part to play as reliable 

backhauls that don’t interfere with cells or RANs.  

2.11.9 Energy Efficiency 

 

Energy efficient design is necessary in all aspects of future communication systems from 

RAN and backhauls to end user equipment. Energy efficient design provides multiple bene-

fits, reducing the amount of energy required to transmit data can help reduce costs to end 

users even as data rates improve and the amount of data transmitted increases.   Improved 

battery capacity and longevity reduces e-waste and enables mobile users to remain connected 

for longer. Mobile operators can increase revenue by reducing OPEX through energy sav-

ings. Intelligent user equipment (UE) can provide the best possible quality of experience 

(QoE) while reducing energy consumption. In developing nations where the greatest growth 

in user numbers can be achieved electricity supplies outside the major urban areas can be 

very unreliable where they exist at all and charging mobile device can be relatively expen-

sive. In these cases, energy efficiency is of particular importance. 

2.11.10 Allocation of new Spectrum for 5G 

 

Wireless communications in the coming years will require the use of new spectrum. It is 

highly unlikely that the expected increase in data traffic can be met solely through improve-

ments in spectral efficiency and the deployment of hyper-dense small cell networks. Some 

telecom companies estimate that up to ten times more spectrum will be necessary to meet 

the demand for network capacity. 

2.11.11 Spectrum Sharing 

 

The allocation of new spectrum for wireless communications is a slow and painful process. 

In order to meet user needs efficient use of available spectrum is vital. Cognitive or software 

defined radio might be employed to exploit under-utilised spectrum such as TV whitespace. 

Radio Access Network (RAN) Virtualisation - Virtualisation of the RAN would allow shar-

ing of the wireless infrastructure among multiple operators. Network virtualisation needs to 

be pushed from the wired core i.e. switches and routers out to the edge of the network. Shar-

ing infrastructure among operators would help reduce both operational expenditure (OPEX) 
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and capital expenditure (CAPEX) for the operators concerned. RAN virtualisation would 

require some form of centralised control for operational intelligence and a convergence be-

tween wired and wireless components of the system. Access points containing multiple tech-

nologies and software defined networking would create an immensely flexible network. 

2.12 5G Architecture 
 

The vision for 5G (Figure 11) is that of a converged system consisting of multiple communi-

cating technologies that support a wide and varied range of applications. These applications 

are expected to include multi-GB per second mobile Internet, vehicle-to-vehicle (V2V) net-

working, vehicle to infrastructure communications, Machine Type Communications (MTC), 

public safety applications, etc. 

 

 

Figure 11 5G Architecture 
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CHAPTER 3 RELATED WORK 

 

In the previous chapter, existing standards for wireless communications, mobile telephony, 

multimedia streaming, QoS, QoE and adaptive bitrate streaming were introduced. This 

chapter presents the state-of-the-art research projects in fields related to the work of this 

thesis. In order to be in a position to address the problem outlined in Chapter 1, it is neces-

sary to show the state of current research solutions before presenting the novel solutions of 

this thesis.  

3.1 Introduction 
 

This chapter presents a review of the research in the following areas: wireless network de-

tection, wireless network selection, energy conservation in mobile devices, data offloading, 

mobility patterns and rates of speed in order to take advantage of the opportunities for mobile 

connectivity presented by heterogeneous wireless environments we must first detect availa-

ble networks within range of our mobile device. Network detection has been an active area 

of research for many years and network detection strategies have become ever more sophis-

ticated as the number and type of deployed networks has increased over time. 

3.2 Network Detection 
 

In order for a Wi-Fi enabled device to connect to a wireless network it must first find a 

suitable network or networks. This is achieved through a process known as scanning, scan-

ning activities can be classified as being either active or passive. In active scanning the UE 

transmits Probe Requests on the appropriate channels and then waits for Probe Responses 

from Wi-Fi access points within range. In the event that the UE does not receive a Probe 

Response within a predetermined period of time it moves to the next channel in the sequence, 

transmits a Probe Request and again waits for a Probe Response. If no Probe Responses are 

received on any of the available channels the UE cycles through the channels again and will 

continue to do so until either the battery dies or the user intervenes.    

In passive mode the UE simply listens on each channel for beacon frames that are transmitted 

by available APs at regular intervals, the beacon frames are typically sent every 100ms. Pas-

sive scans can take longer to complete than active scans since the UE must wait and listen 

for a beacon frame as opposed to actively probing for available APs. If the UE listens on a 
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channel shortly after a beacon frame has been sent and misses it the UE can potentially be 

waiting another 100ms before the next beacon frame is sent. Another possible issue for UEs 

engaged in passive scanning is that if they don’t wait for a long enough period of time on a 

channel they run the risk of switching channels before the next beacon frame is transmitted. 

Passive or active scanning for available wireless networks is the first step in the network 

discovery process and is therefore inevitable. The scanning process has been shown to be 

the most significant contributor to Wi-Fi connection delays and has been the focus of a great 

deal of research over the years. 

Mishra, Shin and Arbaugh in [43] describe their work in analysing the IEEE 802.11 MAC 

Layer handoff process. They divide the entire handoff delay into three separate sub-delays 

which they describe as: 

1) Probe delay – the period of time taken to send a Probe Request and either receive a 

Probe Response or have the relevant timers expire 

2) Authentication delay – the delay incurred during the exchange of authentication 

frames between the UE and the access point (AP) 

3) Association delay – the latency incurred during the exchange of association frames 

 

Experiments were conducted using an indoor wireless network with the aim of accurately 

measuring the handoff delay. Measurements were taken on two co-located wireless networks 

using standard APs from two different vendors. The wireless cards used by the UEs came 

from three different suppliers. The results obtained from the experiments showed that the 

most significant contributor to the handoff delay was the probe delay component. The probe 

delay was found to account for more than 90% of the overall handoff delay. This was re-

gardless of the combination of APs and wireless interfaces used in the experiments. The 

authors also observed that even in the number of frames exchanged between the UE and the 

AP handoff the probe phase accounted for 80% of the frames in all cases. It was also found 

to be the case that the hardware used in the experiments i.e. the various APs and wireless 

cards also affected the handoff delay. Large variations in delays were seen with each one of 

the multiple combinations of hardware used. Regardless of the variation in the overall length 

of the handoff delay the probe phase was always responsible for the greatest part of the delay.  
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Pi, et al [44] examine the issue of why establishing a connection to a Wi-Fi AP takes such a 

long time. The authors conducted measurement studies on 5 million mobile phone users in 

four cities associating with 7 million APs in 0.4 billion Wi-Fi sessions to better understand 

the Wi-Fi setup process in the real world. Data was captured using the popular “Wi-Fi Man-

ager” application on Android based smart phones. It showed that in urban areas as many as 

45% of mobile devices fail in establishing a Wi-Fi connection to an AP within range and 

that 15% of successful Wi-Fi connections take longer than 5 seconds to become established.  

The “Wi-Fi Connection Setup Cost” is defined by the authors as “the time span between the 

moment a user clicks on the SSID (service set identifier) name of the AP s/he wishes to 

connect to and the time his/her device obtains the IP address”. It is recognised that obtaining 

an IP address does not guarantee access to the Internet. Four sub-phases of the overall con-

nection process are identified: 

1) Scan – the purpose of the scan phase is the detection of APs within range of the UE 

2) Association – necessary in order to establish a connection the association process 

follows a set pattern of authentication request, authentication response, association 

request and association response. The four packets used are sent and received in se-

quence. When the UE has received the association response the MAC-Layer connec-

tion has been established. The authentication request/response component is a legacy 

feature of the older WEP standard. 

3) Authentication – a common feature in modern Wi-Fi environments, it consists of a 

four packet MAC-Layer handshake 

4) DHCP – the client UE interacts with a DHCP server to obtain an appropriate IP ad-

dress 

 

The time cost associated with each of the sub-phases identified was recorded using a modi-

fied version of the Wi-Fi Manager app. The modified application which was equipped with 

Wi-Fi association breakdown was deployed to 12, 472 selected devices which generated 

706,000 connection attempts. The data collected showed that 45% of Wi-Fi connection at-

tempts failed for a variety of reasons including but not confined to Timeouts (14%) and 

DHCP failure (9.4%). Approximately 15% of the connection attempts examined took longer 

than 5 seconds to complete with 5% taking longer than 10 seconds. For UEs experiencing 

large connection time events the scan sub-phase was found to be the main culprit. 
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The authors reported little difference in connection time patterns between Wi-Fi networks 

using the 2.5 GHz and 5 GHz frequency bands. There was also little difference in connection 

time costs for users roaming in enterprise wireless networks and connection time costs for 

users in their home networks.  

Pi, et al, propose a machine learning based AP selection algorithm that classifies candidate 

APs into one of two classes, FAST or SLOW. Technical features of the various AP models 

are used as inputs into the machine learning model. The selection algorithm actively avoids 

APs that have been classified as SLOW. Measurement tests that compared a baseline algo-

rithm which simply used signal strength as a selection criterion with the author’s algorithm 

were conducted. Evaluation of the results demonstrated that using the authors approach 

could reduce connection failures from 33% to 3.6% and 80% of connection costs could be 

reduced by 10X. 

In [45] Castignani ,et al, present the results of experiments on the discovery process in 802.11 

networks which focused on the length of time a UE must wait before receiving a response 

from an AP. The authors characterise the Wi-Fi discovery process using two metrics full 

scanning failure and full scanning latency. They define full scanning failure as the failure to 

discover any point of attachment on any available channel. Full scanning latency is the total 

amount of time taken to scan all available channels. Full scanning latency is represented as 

a function of MinCT, MaxCT and the probability of finding activity on a particular channel.  

MinChannelTime (MinCT) and MaxChannelTime (MaxCT) are two timers defined in the 

IEEE 802.11 standard. MinCT and MaxCT determine the amount of time that a UE must sit 

on a channel awaiting a Probe Response having sent a Probe Request on that channel. The 

MinCT timer defines the maximum amount of time a UE must wait for the first Probe Re-

sponse. If a response is not received at the UE within MinCT the channel is considered to be 

empty and the UE restarts the process on the next channel in the scanning sequence. On the 

other hand, if a Probe Response is received within the MinCT the UE remains on the channel 

until the MaxCT timer has expired in order to check for additional Probe Responses that may 

have been sent by other APs on that particular channel. 

The authors conducted a set of experiments in both a simulated environment and a physical 

test-bed. In the experiments they examine the impact of both MinCT and MaxCT on full 

scanning latency and full scanning failure. They developed two strategies for setting the 



86 

 

timer values during the experiments. Their first strategy was based on the use of fixed time 

periods for the timers, a similar approach to the one taken by some existing open source 

802.11 drivers such as MadWiFi and ath5k. The second strategy involved dynamically 

adapting MinCT and MaxCT values during the scanning process.  

Every Wi-Fi discovery process is unique due to the multiple possible combinations of AP 

deployments and user speed and movement patterns, as a result it is not feasible to determine 

a set of ‘best’ values for MinCT and MaxCT. Castignani, et al, aim to find a trade-off be-

tween a minimal full scanning latency and a minimal full scanning failure. The basic idea is 

to dynamically lower MinCT and MaxCT values when a point of attachment is discovered 

on a channel and to increase the MinCT and MaxCT values if not point of attachment is 

found. 

This approach enables the UE to reduce the amount of time spent on a channel once points 

of attachment have been discovered. In contrast a set of fixed MinCT and MaxCT times 

would cause the UE to spend the same amount of time on each channel regardless of the 

existence of any APs. By reducing the timer durations when candidate APs are discovered 

the overall, full scanning latency is reduced and a full scanning failure avoided. Increasing 

the timer durations when no candidate APs have been found introduces the danger of in-

creasing the full scanning latency but gives the UE more time on each channel to listen for 

possible Probe Responses. This reduces the chances of missing a Probe Response and there-

for reduces the risk of a full scanning failure.  

The authors tested their proposed methods using both simulations and real world test beds.  

They observed that the adaptive strategy gave a better balance between full scanning latency 

and full scanning failure than the fixed timer strategy. Results showed that in almost all 

proposed scenarios the adaptive strategy offered a better percentage of candidate APs, min-

imised the number of full scanning failures (max 2%) and kept a low and controlled full 

scanning latency of between 190ms and 434ms. 

The 802.11 family of standards subdivide their allocated frequency bands into smaller chan-

nels with the specific number of channels depending on geographic location. Subdividing 

the spectrum in this way presents two challenges: 

 There are multiple channels that must be scanned in search of points of attachment 

during each discovery phase leading to large scanning delays 
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 There are few non-overlapping channels (3 in 2.4 GHz and 8 in 5 GHz) 

A very simplistic way in which to reduce the overall scanning latency is to only scan a subset 

of all available channels instead of scanning all of the available channels. It is obvious that 

by scanning only half of the available channels would immediately result in a 50% reduction 

in overall scanning latency. One problem with this approach is that the UE runs the risk of 

never finding potentially available APs on the un-scanned channels. When taking the ap-

proach of only scanning a subset of the available channels the process for selecting the chan-

nels to include is of the utmost importance. 

Shins, et al, in [46] develop a handoff procedure to reduce the MAC-Layer handoff delay. 

Through experimentation they determined that the scanning delay portion of the discovery 

process was responsible for 90% of the total handoff latency. Their work focuses on reducing 

the overall scanning delay by using a selective scanning algorithm and by reducing the num-

ber of time the selective scanning algorithm itself is required. 

 The selective scanning algorithm works as follows: 

 When first invoked the algorithm sends Probe Requests all available channels and 

listens for Probe Responses 

 A channel mask is set by turning on the bits for all channels on which a Probe Re-

sponse was received. In addition, bits for channels 1,6 and 11 (non-overlapping chan-

nels) are also set as they are likely to be used by APs 

 Select the ‘best’ AP (the one having the strongest signal strength) and connect to it 

 The channel the UE is currently connected on is removed from the list of candidate 

channels by resetting the mask bit 

In the event that no APs are discovered using the current mask invert the mask bits and re-

scan the channels indicated as eligible by the mask. If it is the case that no APs are detected 

clear the channel mask and scan all the channels 

The authors state that using this algorithm reduced the handoff latency in the experiments to 

a value between 30% and 60% of the original handoff delay times. An AP cache was used 

to further reduce scanning latency; the cache held a list of neighbour or adjacent APs based 

on previously detected signal strength. If a handoff is required, the cache is checked for 

suitable APs to connect to. If the cache does not contain any previously detected APs the UE 

conducts a scan using the selective scanning algorithm, if a candidate AP is found in the 
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cache the UE attempts to connect to it. If the UE fails to establish a connection to the AP 

identified in the cache the selective scanning algorithm is invoked. The use of caching ena-

bled the authors, under controlled lab conditions, to reduce delays by over 90%. 

In [47] the authors employ a strategy of passive scanning as a means of reducing the overall 

scanning delay. They advocate that UEs should not, as is usual, wait for a disconnection 

event to occur or to suffer degraded performance before seeking a new point of attachment. 

In other words, UEs should be proactive and not merely reactive and should continuously 

monitor the performance of all APs operating on the UEs current channel and on all over-

lapping channels. By continuously monitoring beacon frames from APs and capturing long 

term trends in link quality the UE can make handover decisions before being forced to. Be-

cause the next point of attachment has already been selected scanning delay is greatly re-

duced. In the event that no AP is available on the current channel a full scan can be imple-

mented to find the next point of attachment. The authors propose that that UEs handoff to 

APs operating on the UEs current channel. This behaviour is based on the result of experi-

ments which demonstrated that in-band handoff is significantly shorter than scan based 

handoffs and result in low packet loss and delay variability. The authors acknowledge that 

choosing a point of attachment based on information regarding APs operating in the UEs 

current channel is not optimal. For example, an AP with far better signal strength character-

istics could well be operating on a nearby channel but might not be detected. However, the 

authors feel that for delay sensitive applications the longer delay incurred by out of band 

scanning is unacceptable. 

The 802.11’s standard active scanning algorithm is triggered by deterioration in the strength 

of the signal received from the AP to which the UE is currently attached. Proactive monitor-

ing of the metrics used to trigger scanning in UEs may also be used to prevent full scanning 

behaviour in 802.11. In [48] the authors suggest the use of higher than normal threshold 

values to be used in order to trigger the scanning process earlier than usual. The aim is to 

begin scanning while the UE is still attached to a usable AP and capable of transmitting and 

receiving data. However, Wi-Fi enable interfaces cannot send and receive data while en-

gaged in scanning operations. In order to circumvent this restriction, the authors propose 

subdividing the scanning or discovery phase into sub-phases. The objective is to enable the 

UE to alternate between sending or receiving data and scanning for new points of attachment. 

Data is sent and received in the intervals between the scanning sub-phases.  
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The authors discuss two versions of the scheme, one in which all available channels are 

scanned and a second version in which only a subset of the available channels are scanned. 

In the first approach, known as smooth handoff, there is actually no reduction in the overall 

amount of time required for the scanning phase. It is simply interleaved with other operations 

and because it does not occur in a single contiguous block of time the scanning delay is less 

apparent to the end user. The second approach, known as greedy smooth handoff, does re-

duce the overall scanning delay. It achieves this by only scanning a subset of the channels 

and in the event that a suitable AP is found it connects to the AP without scanning any of 

the other channels. If no suitable AP is found in the subset of channels the UE continues and 

scans all available channels. 

Both of these schemes require the UE to begin scanning operations earlier than is strictly 

necessary. In order to trigger this behaviour higher threshold values are used to force the UE 

into performing scans. This strategy can lead to an unnecessarily high frequency of scans 

and to combat this behaviour an adaptive algorithm is used to dynamically change the thresh-

old value used as a scanning trigger. For example, when a UE first begins to scan it employs 

a high threshold value. If the signal strength of the AP to which it is attached falls below this 

artificially high threshold it triggers scans for nearby APs. The UE scans all available chan-

nels but finds that all detected APs report signal strengths below the current high threshold 

value in use. In order to address this situation, the threshold value is dropped to a lower value 

and the channels are rescanned. When the UE finds an AP to which it can connect using the 

new, lower threshold value it does so. Following a successful connection to the new AP the 

threshold value is increased with the expectation that the next AP discovered will have a 

better signal quality. 

Early work by Velayos and Karlsson [49] focused on techniques to reduce handoff time in 

802.11b networks. They analysed the handoff process by dividing it into three sequential 

phases which they named detection phase, search phase and execution phase. The detection 

phase was the period of time during which it became apparent that a handoff to another AP 

would be required. The search phase was concerned with discovering alternative points of 

attachment within range. In the execution phase the actual handoff itself was performed. The 

duration of each of the three phases was measured and it became clear that the detection and 

search phases accounted for most of the handoff time. In fact, the execution phase was so 
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short that the authors state that “its reduction will not significantly decrease the total handoff 

time”. 

Velauos and Karlsson [49] point out that the need to handoff to another AP is detected at the 

link-layer after several non-acknowledged frames. The primary factor in determining the 

duration of the detection phase is the number of failed frames permitted before action is 

taken. It can vary between Wi-Fi card manufacturers because if a frame is not acknowledged 

the UE cannot determine the loss of the frame was due to a collision, congestion in the cell 

or simply the fact that the UE has moved out of range of the AP. A handoff can be initiated 

by either the AP or the UE and the subsequent actions taken will vary based on who initiated 

the handoff. In the case of the handoff being initiated by the network the detection phase is 

reduced to a single disassociation message sent by the AP. Handoffs initiated by the UE are 

by far the most common and in this case the detection phase includes the UE having to detect 

deteriorating radio link quality based on received signal strength reported by the physical 

layer or some number of failed frame transmissions. 

The authors focus their study on optimising the detection phase based on the number of 

failed frames. As previously stated, the main issue is how to determine the cause of the lost 

frames. From their measurements the authors observed that the UE would initially assume 

collisions as being the cause and would react by retransmitting the frames at lower bitrates. 

In the event that retransmissions remained unsuccessful radio fading is assumed and probe 

requests are sent to check the link. It was only after several unanswered Probe Requests that 

the AP was considered to be out of range and the search phase began. The authors decided 

on a different approach, one that required the UE to initiate the search phase as soon as 

collisions could be ruled out as the cause of lost frames. If temporary signal fading was the 

cause the AP selected following the search phase would likely be the current AP and a 

handoff would not be executed. The authors determined that three consecutive collisions, 

even in saturated cells, was a very rare event.  

Based on this observation they formulated their link layer detection algorithm as follows, “if 

a frame and its two consecutive retransmissions fail the UE can discard collision as the cause 

of failure and start the search phase, there is no need to explicitly probe the link”. The authors 

tested their detection algorithm under the same conditions as those used when taking their 

initial measurements and found it to be approximately 300 times shorter than the previous 

fastest measured detection phase. They also state that in order to achieve these results active 
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scanning must be performed. While they also suggest shortening the MinCT and MaxCT 

timers to reduce the overall scanning delays they do not suggest only scanning a subset of 

the available channels. 

Ramani and Savage in [50] describe SyncScan, a low cost technique for continuously track-

ing adjacent APs by synchronising short listening periods at the UE with periodic beacon 

frame transmissions from the APs. Using SyncScan the authors propose to replace the large 

transient overhead incurred by actively scanning for APs with a scheme involving a contin-

uous process of passively monitoring available channels for APs within range. The disrup-

tion to data transmissions caused by channel switching is minimised by synchronising the 

short UE listening periods with AP beacon frame transmissions.  

Wi-Fi APs transmit beacon frames at regular intervals, typically every 100ms, in order to 

alert potential clients to their existence and to synchronise state information with already 

associated client UEs. At the core of SyncScan [50] is a staggered schedule of periodic bea-

con frame transmissions across all available channels. For example, APs on channel 1 would 

transmit their beacon frames at time t or as close to it as possible. APs on channel 2 would 

transmit their beacon frames at t + d, APs on channel 3 would transmit their beacon frames 

at t + 2d and so on across all available channels. 

UEs associated with an AP on channel 1 could detect APs on channel 2 by switching to 

channel 2 d ms after receiving a beacon frame from the AP on channel 1. The UE can use 

this pattern of behaviour to locate all APs within range while minimising the amount of time 

that it is out of contact with its associated AP. When the need for a handover arises the 

overall delay is reduced to that of authentication and association. SyncScan also offers the 

opportunity to make better handoff decisions by continuously monitoring the signal strength 

of multiple APs rather than that of the AP to which it is currently connected. 

The authors acknowledge that SyncScan does introduce additional complexity; the synchro-

nisation of beacon frame transmission times and client listening periods requires accurate 

clocks. Over short time frames the authors claim that clock drift is negligible for commercial 

grade APs, over longer time frames clock synchronisation is required and the authors suggest 

the use of the Network Time Protocol (NTP). Synchronisation presents its own potential 

risks, for example multiple APs operating on the same channel run the risk of all transmitting 

their beacon frames at the same time leading to collisions and the loss of frames. To combat 
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this potential problem, the beacon generation time can be randomly varied over some small 

window e.g. 3ms. A client UE sitting on the channel for the entire window period could 

expect to receive most of the beacon frames on the channel.  

SyncScan has a hidden cost, although it removes the transient overhead associated with the 

irregular full scanning phase it introduces a smaller but regular overhead. When a client is 

listening on other channels it cannot send or receive data on its own channel. It may also 

miss transmitted frames while checking other channels leading to the possible need for 

missed frames to be retransmitted. 

Ramani and Savage state that the most obvious benefit of their scheme is the substantial 

reduction in handoff times from around 400ms to just a few milliseconds. Continuous scan-

ning can aid in the discovery of APs with better signal strength before the currently con-

nected APs signal strength degrades to a point below the threshold value. This approach 

enables handoffs to be made earlier avoiding the potential disruption caused by being forced 

to begin scanning operations due to a loss of connectivity. 

The authors of [51] introduce a strategy to reduce the handover delay by reducing scanning 

delay. Their approach relies on the idea that APs that are nearer to the UE should have higher 

signal strength. The authors propose the use of a Media Independent Information Server 

(MIIS) which stores the channel numbers that APs are using along with the co-ordinates at 

which each AP is sited. The UE requests the information from the MIIS and when a handoff 

is triggered the UE calculates its current location and then determines which of the APs is 

physically closest. The UE then sends a Probe Request on the channel used by its nearest 

AP. By only probing a single channel scanning delay is greatly reduced. In the event that 

this approach fails the UE can revert to standard scanning behaviour. The author’s strategy 

assumes that MIIS servers are available for use.  

Chang, et al., in [52] propose two enhancements to the active scanning mechanism in order 

to reduce overall scanning delay based on the IEEE 802.11ai standard. IEEE 802.11ai is a 

fast initial link setup (FILS) amendment intended to enable a UE to achieve secure link setup 

in less than 100ms. Within a FILS environment the authors seek to improve the effectiveness 

and reliability of the scanning process using their Enhanced Active Scanning Scheme 1 and 

Enhanced Active Scanning Scheme 2. 
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Enhanced Active Scanning Scheme 1 operates in the same way as active scanning with some 

enhancements aimed at reducing the number of transmitted management frames. The en-

hancements must be implemented at both the UE and the AP. Scheme 1 operates as follows, 

when an AP receives a Probe Request it will not send a Probe Response if: 

 An appropriate Probe Response is already queued in the transmission buffer waiting 

to be sent or transmission of a beacon frame is scheduled. 

 The AP itself is already in the ‘filter list’ included as part of the Probe Request. The 

filter list is a list of all APs from which the requesting UE has already received a 

response. 

Enhanced Active Scanning Scheme 2 operates in the same way as Scheme 1 with one addi-

tional enhancement. When an AP receives a Probe Request it will reply with a Probe Re-

sponse that contains information on all neighbour APs. When an AP receives a Probe Re-

sponse from another AP it will flush Probe Response messages from its own buffer. The 

authors tested their enhanced scanning schemes using simulations, results showed that the 

proposed enhanced scanning schemes are generally more efficient than existing schemes. 

There was also a significant reduction in the number of management frames transmitted. 

The 802.11 standard requires a Mobile Node (MN) to scan all the possible channels to dis-

cover available Access Points (AP's). In an attempt to reduce interference several channels 

will be empty and due to having to make a full scan the MN ends up wasting time scanning 

empty channels, which results in a high connection delay. This connection delay can be re-

duced by simply confining the scanning procedure to a limited set of channels, i.e. those 

currently being used by nearby access points (AP). In [53] the authors propose Intelligent 

Scan which uses the Media Independent Information Server (MIIS) to inform the MN of the 

channel configuration information of the network or the surrounding AP's. In the proposed 

scheme the MN acquires channel configuration information from MIIS server and then uses 

that information to scan a sub-set of channels being used by the surrounding access points. 

Only scanning a sub-set rather than scanning all possible channels results in reduced hand-

over delay. The authors define a parameter NET_CHANNEL_CONFIG which is passed in 

the query by the MN to the MIIS, so that the MIIS knows which information is being re-

quested by the MN.  

 



94 

 

3.3 Network Selection 
 

A mobile user operating in a heterogeneous multi-network environment equipped with a 

device capable of connecting to the various technologies deployed in the area must decide 

on which available network they wish to use. Network selection strategies consider many 

metrics when deciding which of the available wireless network is ‘best’ suited to the needs 

of a particular user. Many network selection strategies have been proposed over the years 

but they do not typically address the issues of mobile user speed. It has been demonstrated 

that the rate at which a mobile user is travelling has a significant impact on the amount of 

data they can transfer within a heterogeneous multi- network wireless environment. 

Network selection schemes for multi-homed mobile devices in heterogeneous multi-network 

wireless environments must also be as efficient as possible. Schemes that require the collec-

tion of and processing of multiple criteria will take longer to reach a decision that less com-

plicated schemes. Mobile users in environments in which technologies with limited ranges, 

such as Wi-Fi, are deployed will have less time to detect, analyse and connect to a network. 

Even at modest pedestrian speeds the window of opportunity for network detection and se-

lection is small.  

Over the years there has been a wide variety of approaches to developing network selection 

schemes based on various input metrics and decision making mechanisms. Regardless of the 

approach taken all network selection mechanisms can be classified as either network centric 

or user centric.  

In many ways the problem of network selection for network centric approaches is one of 

resource allocation. That is directing the end-user towards networks that have the greatest 

number of resources available at that particular moment. In the case of network centric so-

lutions some type of centralised control is required to amalgamate information on current 

network conditions, conduct analysis, reach a decision and recommend candidate networks 

to end users. This approach assumes that cooperation can be achieved between wireless net-

works and end user’s; it also incurs additional overhead costs from the transmission of in-

formation and coordination messages. Users are required to cooperate with the centralised 

controller and possibly with each other. However, computation, analysis and decision mak-
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ing take place within the network, this reduces the workload on user equipment at the ex-

pense of introducing latency. It also provides a network wide view of wireless conditions 

rather than a narrow localised one. 

3.3.1 Network Selection Strategies 

 

The authors of [54] describe a network centric decision making process used to determine 

‘candidate networks’ that can provide the best Quality of Service (QoS) to the end-user. The 

proposed system employs a mixture of compensatory and non-compensatory multi-attribute 

decision making (MADM) algorithms in selecting networks. Various factors that can impact 

on the selection of the ‘best’ network for the end-user are identified as inputs to the decision 

making process. The non-compensatory MADM is invoked first; its operation is simple and 

can be described as “the removal of network alternatives from the candidate list that are not 

suited to the scenario”. This approach reduces the number of possible candidate networks to 

be examined by the more sophisticated compensatory MADM which takes tuneable param-

eters as some of its inputs.  

The following steps are involved in a compensatory MADM algorithm 

1) Identify all alternatives and compensatory MADM attributes that impact on the de-

cision making process 

2) Assign a relative importance in the decision making process to each of the identified 

attributes 

3) Use a compensatory MADM algorithm to develop ranking for the alternative net-

works 

 

In this work the TOPSIS algorithm is employed as the compensatory MADM algorithm in 

order to arrive at the ‘best’ solution. The Technique for Order Preference by Similarity to 

Ideal Solution (TOPSIS) algorithm is based on the assumption that the solution arrived at is 

the ‘shortest distance’ from the ideal best solution but is the ‘longest distance’ from the worst 

possible solution. Data collection and all analysis take place on the network, only the net-

work rankings are transmitted to the client device. The client device selects the network to 

use based on the rankings received; this reduces the amount of work that needs to be done 

on the client and has advantages for underpowered devices. 
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In [55] Lee et al. proposed the implementation of their vertical handover decision making 

algorithm using multiple Vertical Handoff Decision Controllers (VHDC). VHDCs provide 

the vertical handoff decision function for areas covered by single or multiple Wi-Fi access 

points (APs) or cellular base stations (BS). The authors envisage the use of the Media Inde-

pendent Handover Function (MIHF) of IEEE 802.21 to facilitate message exchanges be-

tween access networks. These messages would carry information regarding prevailing link-

layer conditions, traffic loads, network capabilities, etc., with the AP MIHF containing user 

equipment (UE) battery life information. 

The network selection process is set in motion on receipt of a Link Layer Trigger (LLT) at 

the VHDC. LLTs regarding user equipment typically indicates one of the following condi-

tions: 

 While connected to an AP the RSS at the UE dropped below a pre-defined threshold 

value 

 While connected to a cellular BS the RSS at a particular AP exceeded some specified 

trigger level 

The basic concept is that if a UE can be supported in a location by either a BS or an AP then 

the UE is switched to the AP. 

Ting Bi, et al., proposed in [56] a reputation based network selection mechanism. The net-

work characteristics experienced by a mobile user vary depending on time and on user loca-

tion within the wireless network. For example, users located closer to the AP or BS will 

generally have a better connection than a user at the edge of the coverage area and users 

connecting to the network at a ‘quiet’ time of day will have experience better performance. 

User mobility within a heterogeneous wireless environment means that the user will fre-

quently require network selection and handover procedures in order to maintain satisfactory 

connectivity to the Internet. Due to the impact of user positioning on the level of performance 

experienced it is difficult to determine the best available network based on data supplied by 

a single user. 

The proposed Reputation-based Network Selection (RNS) solution addresses this issue 

through the use of the IEEE 802.21 MIH standard mechanism. RNS supports gathering data 

on network delivery characteristics from multiple users located throughout the wireless en-

vironment. Using a MIH Information Server the information supplied by the collaborating 
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UEs is aggregated and disseminated to users upon request. Having data from multiple loca-

tions within a wireless network enables better network selection decisions to be made. The 

RNS decision making process uses user location, signal strength and delay information as 

inputs. 

In order to be able to select an appropriate network to connect to a UE requires a list of 

candidate networks and their calculated quality ratings. IEEE 802.21 MIH provides a mech-

anism that supports gathering and exchanging information between candidate networks, the 

MIH Information Server and the UE. The Network Reputation Algorithm (NRA) computes 

a network reputation value based on data supplied by multiple users. The NRA is calculated 

at the level of the network sector and as a result it provides higher precision within that sector. 

An Overall Network Reputation Algorithm (ONRA) amalgamates the various sectoral rep-

utation values to generate an overall network reputation value. A Localisation Prediction 

Algorithm (LPA) employs user location information to estimate the user’s route and the 

user’s future positions relative to network coverage areas. Based on the NRA and the LPA 

the Network Selection Algorithm (NSA) determines the best candidate network for the user 

to connect to. 

The Access Network Discovery and Selection Function (ANDSF) [57] was first defined in 

3GPP Release 8 in 2008. ANDSF enables mobile operators to define how the Evolved Packet 

Core (EPC) of a cellular network can be accessed via non-3GPP networks.  

Three types of information that can be transmitted to UEs are defined: 

Inter-system Mobility Policy (ISMP) which specifies the network type to be connected to 

when only one wireless interface is to be used. In reality this will be either LTE or Wi-Fi 

Inter-system Routing Policy (ISRP) which in the event that multiple interfaces can be used 

simultaneously specifies which type of traffic should be sent over each network 

Discovery Information, a list of non-3Gpp networks that details the availability of non-

3GPP networks in a devices location 

Release 8 provides mobility policies to enable the operator to guide the UE in selecting the 

appropriate Access Point in a given location at a given time. However, Release 8 does not 

support simultaneous connections to multiple networks. As a result, the Inter-System Mo-

bility Policies (ISMP) was defined to be independent of the type of traffic being transmitted. 
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If a UE is connected to a Wi-Fi AP all traffic is sent over Wi-Fi and if the UE is connected 

to a base station all traffic is sent over the cellular network. 

Release 10 saw the implementation of Multi-Access PDN Connectivity (MAPCON), IP 

Flow Mobility (IFOM) and non-seamless Wi-Fi offloading. These techniques enable multi-

ple simultaneous connections to be established to multiple radio access technologies. In or-

der to accommodate these changes, the ANDSF framework was extended to include the In-

ter-System Routing Policy (ISRP). The ISRP enables operators to indicate preferred or for-

bidden radio access technologies depending on the type of traffic the UE is transmitting.  

An ISRP can be based on: 

 The Packet Data Network (PDN) identifier used by the UE for a particular connection 

 The destination IP address of traffic sent by the UE 

 The destination port of traffic sent by the UE 

 A combination of the previous three  

Service providers make network selection decisions for the UE based on the operator’s re-

quirements e.g. in order to reduce congestion on a particular network or to prioritise certain 

classes of traffic. 

Trestian, et al., in [58] propose a network selection algorithm which bases its decisions on 

the estimated energy consumption in a bid to be energy efficient while providing a satisfac-

tory level of service to the end user. The proposed solution selects the best “value” network 

capable of meeting the user’s needs based on the device type, application requirements, user 

preferences and prevailing network conditions. Results from testing showed that the pro-

posed solution achieved a good trade-off between energy consumption, monetary cost and 

network load while acting in the user’s best interests. 

3.4 Utility Functions 
 

Utility functions are well-known multi-criteria decision making methods. A utility function 

summarises the preferences of a consumer in terms of how utility they get from consuming 

the goods or services in the utility function. [59] Utility can be described as a measure of the 

value an individual derives from some good or service. For many years, utility functions 

were the domain of economists but they have long been used in various areas of network 

research, in particular the area of network selection. 
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Ormond et al. [60] introduce an intelligent utility- based strategy for network selection in 

multi-access network environments. They examine a number of utility functions which ex-

plore different user attitudes to risk for cash and delay preferences related to the application 

currently in use and demonstrate that risk takers willing to spend more money get better 

service. 

The authors of [61] propose a user centric intelligent solution for network selection in multi-

network environments. A utility function is used during the process of selecting inputs into 

a classic multiple attribute decision making system. The authors state that the proposed so-

lution achieves a well-balanced trade-off among user preferences, network conditions and 

service application to the benefit of both the end users and the Radio Access networks. 

Liang et al [62] propose a utility-based network selection scheme for use in integrated 

CDMA cellular/WLAN networks.  The proposed solution takes into account the network 

resource, QoS requirements of applications, user mobility, and vertical handoffs between 

networks. The goal of the proposed scheme is to guide users to select the most suitable access 

network, where the users' QoS requirements can be satisfied with the lowest cost to the user. 

Simulation results demonstrate the effectiveness of the proposed network selection scheme 

in integrated CDMA cellular/WLAN networks 

The authors of [63] focus on the Network Selection problem in integrated heterogeneous 

wireless environment consisting of various Radio Access Technologies (RATs). The prob-

lem is one of how to allocate terminals to most appropriate RATs by jointly examining both 

users and providers' preferences. They introduce a utility-based optimization function and 

formulate the terminal assignment problem as an optimization problem which is recognized 

as NP-hard. A Greedy heuristic is proposed which exploits a metric that measures the utility 

gained versus the capacity resource spent for each allocation. Testing is conducted to con-

firm its superior performance against three Bin-Packing heuristics.  

3.5 Energy Conservation 
 

Every mobile or portable device requires some form of energy supply. At present the most 

commonly used type of portable power supply takes the form of a rechargeable battery. Re-

search into alternative, more efficient portable power supplies is very active but it may take 
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many more years before they become commercially available. Batteries being used at pre-

sent are of finite capacity and this factor places a huge constraint on the operation of mobile 

devices.  

 The period of time during which a device can carry out useful work is determined by the 

energy reserves contained within the battery and the rate at which the energy reserves are 

being consumed. Energy consumption rates depend on the number and types of tasks being 

carried out by the device. The relationship between the energy reserves and the consumption 

rate is a very simple one, the higher the consumption rate the quicker the energy reserves are 

depleted.  

 This presents a very serious problem for users of mobile devices. Battery capacity has 

evolved very slowly in comparison to developments in other areas of computing and com-

munications. R.A Powers in [64] states that battery capacity had been doubling every 35 

years while in comparison, processor capabilities have been almost doubling every 18 

months. Batteries have been improving at approximately 5% per year and unfortunately do 

not follow Moore’s Law as have processors. The materials used in battery development are 

dangerous to store and work with, and development and testing of new batteries takes years 

instead of months and significant advances are difficult to achieve. Unlike CPUs badly de-

signed or manufactured batteries are liable to explode or catch fire with serious consequences 

which also slows down development. 

It is clear that the functionality and complexity of mobile devices has outstripped the capa-

bilities of the batteries that power them. The use of wireless network interfaces to enable 

network connectivity has only exacerbated this situation. In addition, the current trend to-

wards thinner, lighter devices restricts the size of the battery that can be used which further 

limits the battery capacity.  

Mobile devices are commonly equipped with multiple wireless adapters in order to enable 

them to take advantage of the connectivity opportunities offered by heterogeneous multi-

network wireless environments. In order to be able to take advantage of the opportunities 

available the interfaces must be activated and in this state they continuously consume energy 

reserves. 

A great deal of research has been conducted into the amount of energy consumed by the 

various components and subsystems that make up mobile devices and in particular 
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smartphones. Carroll and Heiser in [65] conducted a detailed analysis of the power consump-

tion of an early model smartphone. The amount of energy consumed by the devices main 

components under various conditions was measured and recorded. The author’s approach 

was to take the power measurements at the component level on real hardware. In the sus-

pended state, in which the device was on but not being actively used, the GSM subsystem 

was seen to dominate power consumption accounting for approximately 45% of the overall 

amount of power used. This is a direct result of the need for the device to remain connected 

to the network in order to be able to receive SMS messages or calls. In the suspended state 

the Wi-Fi interface consumed about 9% of the overall power used. 

In the idle state, in which the device is no longer suspended but no applications were in 

active use the display subsystems consumed the greatest amount of energy at 50% of overall 

consumption. The GSM subsystem remained a large consumer at 22% while the Wi-Fi in-

terface consumption remained steady at 9%.  

Both Wi-Fi and GPRS (provided by the GSM subsystem) were actively tested with the test 

consisting of downloading a file over HTTP using the wget utility a total of 10 times. Results 

showed that Wi-Fi provided a throughput of 660 KB/s and GPRS provided a throughput of 

3.8 KB/s. Power consumption during the tests was higher for Wi-Fi at 720 mW and 620 mW 

for GPRS. Moreover, there was also an increase in power consumption for both the CPU 

and RAM during the Wi-Fi test due to the greater amount of data that needed to be handled.  

Carroll and Heiser [65] also tested a wide range of components and activities such as email-

ing and power consumed by Wi-Fi. In the web browsing test GSM/GPRS consumed 2.5 

times the amount web browsing. During the email test GSM/GPRS consumed almost 3 times 

the amount of power consumed by Wi-Fi for the same activity. The authors analysed the 

results of their tests and one of their conclusions was that the most effective power manage-

ment approach on a mobile phone was to shutdown unused components.  

Perrucci, et al., in [66] conducted a survey of energy consumption of smartphone compo-

nents with a focus on radio communications. During testing the smartphone was controlled 

through the use of Python scripts. The device under test was equipped with several radio 

technologies including Bluetooth, Wi-Fi and cellular (UMTS). Energy consumption was 

measured using an energy profiler application and the results obtained were verified through 
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the use of a multimeter. The authors recorded and tabulated the amount of energy consumed 

during various activities.  

In the context of downloading data, the following results were recorded: 

 2G downloading at 700 KB/s consumed 500 mW 

 3G downloading at 1 Mbps consumed 1400 mW 

 Wi-Fi in infrastructure mode downloading at 4.5 Mbps consumed 1450 mW 

 Wi-Fi in ad-hoc mode receiving 1375 mW 

 Wi-Fi infrastructure mode idle consumed 58 mW 

 Wi-Fi ad-hoc mode idle consumed 979 mW 

 

From the results presented by the authors it is clear that the most energy efficient way in 

which to download data was to use Wi-Fi where available. Although it is more than 4 times 

faster than 3G resulting in far shorter download times it only consumes 50 mW more than 

3G. In the context of Wi-Fi having the interface in idle mode while using ad-hoc networking 

uses far more energy that idle in infrastructure mode. 

The authors also captured the energy cost per bit for downloading using various wireless 

technologies including HSDPA, GPRS, Wi-Fi and Bluetooth. In this series of tests Wi-Fi 

was seen to have the highest data download rate and the lowest energy cost per bit. Perrucci, 

et al., demonstrated that the wireless components of the device under test consumed the most 

energy and not the display or CPU. Energy can be saved by shutting down interfaces when 

not in use. 

In more recent work Tawalbeh, et al., [67] examined the energy consumption of various 

smartphone components using two different devices from two different manufacturers. En-

ergy consumption was measured on the devices under test using two different energy profil-

ing applications and the results compared. As might be expected the amount of energy con-

sumed by the display had shown a marked increase over the energy consumed by the screen 

of earlier smartphones. This increase is due to the increase in both screen size and resolution. 

Results of the measurements indicated that the 3G subsystem and the display were respon-

sible for consuming the greatest amount of power. The Wi-Fi interface was also seen to 

consume a considerable amount of power in both devices under test. Between them the 3G 

subsystem and the Wi-Fi interface were responsible for approximately 50% of all power 
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consumed. It is interesting to note that the percentage of the power consumed by the cellular 

subsystems and Wi-Fi has remained reasonably steady over the years regardless of the ad-

vances in manufacturing and design.  

 It has been clearly demonstrated that networking operations in mobile devices can account 

for a significant proportion of the total power consumed by the system. Kravets and Krishnan 

in [68] state that a wireless network interface card can be responsible for more than 50% of 

the total system power consumption of a hand-held devices and for up to 10% of the total 

system power consumption for high-quality laptops.  

 In order to reduce energy consumption in mobile devices equipped with wireless network-

ing technology Kravets and Krishnan advocate a software based approach. Their work pre-

sents “the design and implementation of an innovative transport layer protocol capable of 

significantly reducing the power usage of the communications device”. Power savings are 

achieved through the strategy of selectively suspending the communications process for 

short durations and shutting down the communications device.  

 During these suspension periods the protocol is responsible for buffering data intended for 

transmission, at the end of the suspension period the communications device is reactivated 

and any buffered data is sent. The protocol also determines when to reactivate the commu-

nications device. This solution was tested by the authors and was found to deliver power 

savings of 6%-9% in terms of total system power for laptops and up to 40% of total system 

power for hand-held devices.  However, a serious drawback to this strategy is that, in the 

case of a mobile device, there is no guarantee that a wireless link will be available when the 

period of suspension ends possibly resulting in incomplete data transfers.  

 The IEEE 802.11 standard [69] introduced its own energy conservation mechanism; called 

Power Save Mode (PSM). The 802.11 standard defines two modes of operation for wireless 

network interfaces, a wireless interface can be in active mode or sleep mode. In the sleep 

mode a wireless interface cannot send or receive data and only a subset of its components, 

e.g. the clock used to synchronise the wireless card with the Access Point, require a supply 

of power from the system. The active mode enables the wireless interface to send and receive 

data; in addition, the active mode is divided into three sub-states.  

 These sub-states are the transmit state, the receive state and the idle state, while in the idle 

state the wireless interface only monitors the channel. Regardless of the mode or sub-state 
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that the wireless interface may be in it continuously consumes power, with the difference 

between the nodes being the rate at which the power is consumed.  

 Work carried out by Chakraborty in [70] demonstrates that placing a wireless card in sleep 

mode whenever possible enables a dramatic reduction in power consumption to be achieved. 

The rate at which energy is consumed in the various modes or states is well illustrated by 

measurement work carried out in [71] by Shih, Bahl and Sinclair. Shih et al highlight the 

fact that Wi-Fi adapters can consume the equivalent of 50% or more of their transmit power 

levels while in the idle sub-state. Since wireless interfaces can spend a great deal of their 

operational time in the idle state, this situation can lead to significant energy consumption 

during which no useful work is being carried out. The focus of the work is on reducing 

energy consumption by the wireless interface.  

 The authors propose a refinement to the strategy described in [70], instead of simple putting 

the wireless into the sleep sub-state they propose shutting it down completely. Once shut 

down, it is necessary to have the capability to reactivate the wireless interface when required. 

The authors achieve this by implementing a second low-power channel that remains active 

when the primary wireless interface is shut down.  

Out-of-band control information is carried in this channel and it is used to maintain connec-

tivity and to reactivate the main interface when required. A practical implementation of this 

system was constructed and tested; the results obtained from the practical implementation 

showed that it was indeed capable of reducing energy consumption. However, this system 

requires additional network resources and increases complexity of the handheld device 

through the introduction of a secondary radio. 

 Some period of time is required for the wireless interface to make the transition from sleep 

to active mode and this transition time is in the order of milliseconds, as demonstrated by 

Krashinsky and Balakrishnan in [72]. Also during this transition period energy consumption 

by the wireless interface increases and it is considered to be almost equal to the energy con-

sumption of the active mode.  

 The 802.11 Power Save Mode (PSM) exploits the difference in power consumption that 

exists between the wireless interface operating modes. The strategy is to allow the mobile 

device to be in the active mode only for the time required for data transfer to take place. 

When the wireless interface switches to the idle sub-state, PSM puts it into sleep mode. The 
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Access Point within an 802.11 infrastructure wireless network is used to carry out this strat-

egy. When a mobile node within a Wi-Fi hotspot wishes to use PSM it informs the Access 

Point to which it is associated of its decision. All traffic within a Wi-Fi hotspot is routed 

through the Access Point, this enables the Access Point to buffer all data destined for a mo-

bile node using PSM while the mobile node is sleeping. At regular intervals, called a Beacon 

Interval and which are usually every 100 milliseconds, the Access Point broadcasts a special 

beacon frame that contains management information. One component of this information is 

a Traffic Indication Map (TIM) that indicates which mobile device, if any, has data buffered 

at the Access Point and every mobile device within the network is synchronised with the 

Access Point. The Access Point broadcasts beacon frames at regular intervals, with a typical 

default interval of 100 milliseconds between beacon frames. Any mobile node in sleeping 

mode wakes at the time the beacon frames are broadcast in order to check for any data in-

tended for it that may be buffered at the AP. If a mobile device using PSM is specified in the 

TIM it sends PS-Poll packets to the Access Point to retrieve its buffered data. A drawback 

to using PSM is the fact that a mobile node must send a PS-Poll for every frame of data 

buffered at the Access Point. This obviously creates a huge amount of additional traffic 

within a wireless network of limited capacity with the potential to degrade network perfor-

mance for other mobile nodes within the network.  

 The performance of the 802.11 Power Saving Mode was examined in depth by Anastasi et 

al through the development and use of an analytical model described in [73]. The authors 

validated their analytical model against the output from simulations. The motivation behind 

the work came from the observation that, although PSM had been analysed on previous oc-

casions, this analysis only dealt with specific applications. The impact of other factors, such 

as traffic types and the number of concurrent users within a hotspot, had not been considered.  

Anastasi et al state that they have focused on best-effort Internet applications, (Web browsers, 

email and file transfer), that do not have a real-time requirement. These applications, the 

authors claim, are the most commonly used application in Wi-Fi hotspots. The model 

demonstrates that Power Save Mode performance is dependent on key parameters including 

traffic profile, Internet throughput and MAC-protocol parameters. The impact on PSM of 

other users within a cell is highlighted by the authors. The tests carried out showed that as 
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the number of users increased the performance of PSM degraded. This degradation of per-

formance by PSM was graceful and the authors identified a critical point for the number of 

users (approximately 35 users) beyond which PSM was found to be ineffective.   

Flinn and Satyanarayanan in [74] use measurement and experimentation to demonstrate that 

the development of a collaborative relationship between the operating system and the appli-

cations could be used to reduce energy consumption so that it would be possible for a user 

to specify goals for battery life duration. The paper describes how energy consumption can 

be reduced through having applications modify their behaviour dynamically. It is claimed 

that an acceptable trade-off between energy consumption and application could be achieved. 

In order to achieve this state of affairs it is necessary to constantly monitor both energy 

reserves and the rate at which they are being depleted. The system also requires three tasks 

to be carried out at regular intervals, (1) Determine the remaining energy reserves, (2) Predict 

future energy demands, (3) Make a decision, (based on steps 1 and 2), on whether or not an 

application should change fidelity. The authors define changing fidelity to mean that a 

change is made to the way in which an application presents data.  Reducing fidelity can take 

various forms such as reducing the window size, changing to monochrome colour values 

and reducing audio quality e.g. using mono instead of stereo. This early work introduces the 

concept of applications and system components that support wireless operations also being 

significant consumers of energy. It showed that changes to the application behaviour could 

have a positive impact on power consumption. However, this strategy would be unacceptable 

to the majority of present day mobile device users. To these users of mobile devices, the 

multimedia capabilities of their devices are at least as important as the devices networking 

capabilities. They would not countenance the drastic reduction in media presentation quality 

this strategy would impose. If these reductions in quality were a result of decreasing power 

reserves, then the quality would not improve until the device battery was recharged. In fact, 

quality would be continuously degraded in line with reducing energy levels. It must be re-

membered however, that at the time this strategy was formulated user expectations were not 

as high as they are in the present day.         

 The IEEE 802.11 standard defines two basic wireless network structures; these are Base 

Station mode and Ad hoc mode. In Base Station mode every mobile node within the network 

must be in range of a Base Station or Access Point, all traffic within the network is routed 

through the Access Point and then on to the destination. As we have seen in [4] the role of 
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the Access Point can be exploited to gain reductions in energy consumption by the mobile 

nodes using PSM. In ad hoc wireless networks, on the other hand, no Access Point or Base 

Station is used. Instead, an informal peer-to-peer network structure evolves.  

 Feeney and Nilsson [75] investigate the energy consumption of a wireless interface operat-

ing in ad hoc mode. Mobile nodes operating in ad hoc mode communicate directly with other 

nodes sending point-to-point traffic; mobile nodes can join or leave the network at will. For 

communications to occur between two mobile nodes in an ad hoc network they must be in 

range of each other. Nodes operating in this environment must be ready to receive data at all 

times from neighbouring devices since no Access Point is available to buffer data. This 

means that wireless interfaces operating in ad hoc node cannot enter sleep mode to conserve 

energy and as a result they consume energy constantly. Even discarded packets have an en-

ergy cost associated with them in an ad hoc network.  

 A mobile node within an ad hoc environment expands energy sending and receiving data, 

such a device may also receive traffic from many other nodes in the environment. It is only 

by examining each packet received that a node can determine which packets are for it and 

which should be discarded. Since it is the case that most of the traffic received in this situa-

tion will not be for the receiving node, a great deal of unnecessary energy may be expanded.  

 Because the ad-hoc networking mode can result in a high rate of energy consumption with-

out any direct benefit to the mobile node it should be avoided where possible in order to 

conserve energy. In Wi-Fi only wireless environments a node that loses connectivity to an 

Access Point may attempt to establish a connection using ad hoc networking. However, in a 

heterogeneous, multi-network wireless environment a mobile node equipped with appropri-

ate wireless interfaces can avoid using ad hoc mode and establish a link using an alternative 

technology. 

Due to the constraint placed on mobile devices by battery capacity, careful consideration 

should be given as to how energy is consumed by a device. Wireless adapters consume en-

ergy during operation [76] and continue to do so even while in standby mode; the amount of 

energy consumed obviously rises with the number of active wireless interfaces. It has also 

been demonstrated that transferring data over a mobile phone network consumes more en-

ergy than transferring the same amount of data over Wi-Fi [77]. 



108 

 

A different approach is taken by the authors of [78] present a data driven strategy for tackling 

the problem of Wi-Fi being least power efficient in the idle state and causing highest energy 

overhead when scanning for networks. Bandara and Caldera focus on Wi-Fi usage from the 

user's perspective and model the Wi-Fi usage of mobile users based on their past usage to 

predict usage requirements. This approach enables intelligently switching on the Wi-Fi in-

terface only when the user context requires it, thereby reducing long periods of time in the 

idle state and significantly lessens the number of unnecessary network scans. The authors 

built their prediction model on trace data collected from the Rice-Livelab study, extracting 

temporal, application usage, operational state and location context data in order to do so. 

Their study includes a systematic feature engineering process followed by the deployment 

of machine learning algorithms on the target dataset. Sampling, Ensemble and Hybrid tech-

niques were used to mitigate the class imbalance problem of the prediction model. Evaluated 

metrics indicated that the decision tree based classification algorithms perform well with the 

available dataset and were suitable for working with mobile usage data, which are mostly 

conflated with noise and data imbalance.  

Deogun et al. in their paper [79], proposed a modified scanning algorithm to reduce the 

number of unnecessary scans. In their proposed scheme, the UE schedules its scanning op-

erations with assistance from the cellular network on the operator deployed WLAN network. 

They conducted simulations using NS-3 [143], with additional modules implemented for 

ANDSF and IEEE 802.11u for 3GPP-WLAN interworking. The results showed significant 

improvements in energy consumption along with better association time for the users. 

However, this approach relies on service provider controlled Wi-Fi networks when in reality 

Wi-Fi deployments are largely isolated, independent networks. Even if service provider Wi-

Fi networks are available this strategy fails as soon as the mobile user travels beyond the 

coverage areas of such networks. 

In the context of Wi-Fi based localization which has proven to be a compelling alternative 

to GPS for mobile devices the authors of [80] propose a novel scanning strategy. Instead of 

the energy inefficient full, all channel scans that are the norm the authors propose a novel, 

incremental approach that reduces the energy consumption of Wi-Fi localization by scanning 

just a few selected channels. This incremental scanning approach was evaluated on eight 

Android devices using traces from five test subjects. Results showed that, compared to full 

scans, incremental scanning can reduce the energy consumption between 20.64% and 
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57.79%. The modern smartphones included in the study all show an energy reduction of at 

least 40%. Only scanning a subset of the channels used by Wi-Fi presents the problem of 

how the user knows which channels will be in use to avoid missing active channels. 

Lim and Rhee in [81] propose an intelligent power management scheme which uses a rein-

forcement learning algorithm to optimize the sleep/awake period of a mobile station in var-

ious environments. By dynamically adjusting the Listen Intervals of mobile stations, their 

energy consumption can be optimized, while the trade-off between the energy consumption 

and the transmission delay is efficiently managed. The authors tested an implementation of 

their power management scheme in a simulated environment using NS-3 [132]. The simula-

tion results demonstrated that the proposed scheme could improve both power consumption 

and delay performance.  

Rattagan in [82] presents a monitoring method and power management policy for Wi-Fi 

when several background apps are utilizing the Wi-Fi interface for data transfers. Instead of 

tackling the energy consumption of Wi-Fi directly this approach modifies the behaviour of 

applications using the Wi-Fi interface. The proposed method can non-intrusively monitor 

the Wi-Fi usage of these background apps at the application framework level (API) in 

runtime without modification of the smartphone operating system. With the API-level mon-

itoring data, the author applied it to efficiently manage the Wi-Fi power consumed by spe-

cific applications. Experimental evaluation showed that by applying the proposed method to 

only one background app, the application which made most use of the Wi-Fi network, re-

sulted in an 8% improvement of the total energy consumption, compared with the default 

Wi-Fi power management policy 

All wireless networking operations consume energy and once the radio hardware has been 

activated, the actual amount of data transferred has little further impact on energy consump-

tion. Therefore, to make the best possible use of a wireless link it is important to send as 

much data as possible over the link since the energy cost associated with that network oper-

ation has already been incurred. For energy conservation, it is better to transmit data in large 

bursts and then not transmit anything allowing the interface to sleep, rather than transmitting 

little over longer periods of time and reducing the sleep periods. 
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3.6 Data Offloading 
 

The continued rise in the amount of video content being delivered over cellular networks has 

placed severe pressure on network resources. This is not a new phenomenon, as the capacity 

of any network grows the amount of traffic traversing the networks rises to match and then 

exceed capacity. Cellular networks are being touted as a means of enabling M2M commu-

nications between IoT devices, this coupled with the projected growth in the number of IoT 

devices that will want to communicate and transfer data this situation will only worsen into 

the future. 

Service providers are caught between a rock and a hard place, they need to increase revenue 

and develop new revenue streams by growing their customer base but in doing so they risk 

degrading the network performance enjoyed by early adapters. Dissatisfaction with the ser-

vice provided results in customer churn, service providers can address the reducing network 

performance by increasing their capital expenditure (CAPEX) through deploying new sys-

tems and upgrading existing ones. This has the knock-on effect of increasing operating ex-

penditure (OPEX) due to increased staffing and maintenance requirements. Even for those 

service providers willing to increase spending in order to improve their networks the process 

is not straight forward due to the mature nature of the market in developed countries. Addi-

tional spectrum is difficult and expensive to acquire, suitable sites for new cell towers are 

scarce and it is difficult to arrive at co-locating agreements with rival operators. Service 

providers are taking measures to reduce the load on their cellular networks by retreating from 

truly unlimited data plans, introducing and enforcing data caps and by offloading data from 

the cellular networks to alternative data transport systems such as Wi-Fi. Research into data 

offloading has been ongoing for many years. 

General strategies for data offloading from cellular networks include: 

 Indoor offloading to Femto cells and APs 

 Outdoor offloading to Wi-Fi 

 Ad-hoc peer to peer offloading 

 

From a temporal aspect offloading can be divided into delayed offloading and non-delayed 

offloading. Essentially the difference between delayed offloading and non-delayed offload-
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ing is the amount of latency in delivering the data that can be tolerated by the various appli-

cations. With non-delayed offloading there is no additional delay incurred by sending traffic 

over the secondary (assumes that we consider the cellular interface to be the primary). De-

layed offloading introduces additional delays due to the time required to move within range 

of an appropriate AP or transfer data through an opportunistic D2D contact. All data offload-

ing strategies depend completely on the mobility of the user; mobility enables an end user to 

move into range of an AP or other device to which it can offload data. However, for non-

delayed offloading mobility can create problems by moving a user out of range of an AP. 

Dimatteao, et al., in [83] propose an integrated architecture named the Metropolitan Ad-

vanced Delivery Network (MADNet). They employ a Delay Tolerant Network (DTN) ap-

proach that takes advantage of the fact that much of the data traffic sent over mobile networks 

is delay tolerant in nature. The proposed architecture is based on the idea of using the cellular 

network for signalling and a combination of cellular and alternative technologies such as 

Wi-Fi to carry data. Location services such as GPS, cell tower triangulation, etc. are em-

ployed to aid users in selecting a location for delivery. The authors tested MADNet using 

simulations and to promote realistic evaluation they modelled the behaviour of the simulated 

mobile nodes on a real data set of 500 taxi cabs in San Francisco that had been captured over 

a period of 30 days. They demonstrated that the deployment of several hundred Wi-Fi APs 

over a metropolitan area of approximately 314 square kilometres would enable 50% of delay 

tolerant data traffic to be offloaded from the cellular networks. 

Currently many AP deployments are un-coordinated and haphazard which results from many 

being setup by individuals and businesses without any planning or central control. In fact, 

the ability to cheaply, easily and quickly setup a wireless network using Wi-Fi has been the 

driving force behind the technology’s widespread adoption and popularity. However, if a 

service provider wants to be able to reliably offload data from their cellular network to an 

alternative network there needs to be some rational method applied to AP deployment. 

The problem of how to effectively deploy APs has been the focus of much research. Rista-

novic, et al., in [84] and Bulut and Szymanski in [85] developed Wi-Fi AP deployment al-

gorithms that are intended to facilitate offloading as much traffic from cellular networks as 

possible. Their approaches are similar and they propose heuristic solutions to the problem of 

finding the optimal AP deployment. The aim of the deployment algorithms is to place the 

APs in close proximity to the locations having the greatest number of users or mobile data 
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requests. Simulations were used to test the algorithms and the results showed that depending 

on the AP density reductions in the overall amount of data traffic on the cellular networks of 

between 20% and 70% were achievable. 

In order to gain an understanding of how much data might be offloaded from a 3G cellular 

network to Wi-Fi the authors of [86] conducted a quantitative survey. They recruited 97 

iPhone users from metropolitan areas of South Korea and had them install a custom appli-

cation named Delay Tolerant Application (DTAP). DTAP recorded the Wi-Fi connectivity 

statistics in the background for two and a half weeks periodically uploading the collected 

data to a server.  

Lee, et al. [86], examined data offloading from the point of view of both on-the-spot offload-

ing and delayed offloading. On-the-spot offloading uses Wi-Fi connectivity to transfer the 

file immediately and for as long as the connection lasts or until the file transfer completes. 

With delayed offloading each data transfer is associated with a deadline, if the data transfer 

is not completed to a Wi-Fi AP it is resumed whenever Wi-Fi connectivity is regained. In 

the event that the file transfer does not complete before the deadline expires the cellular 

network is used to finish the transfer. The authors note that both on-the-spot and delayed 

offloading reduce the load on cellular networks.  

From the data uploaded by the DTAP application the author’s found that mobile users were 

within coverage of a Wi-Fi AP approximately 70% of the time. They typically remained in 

Wi-Fi coverage areas for 2 hours at a time and after leaving the coverage area they returned 

to it after about 40 minutes.  

Building on the data received from the DTAP application the authors designed and ran trace-

driven simulations to measure the efficiency of both on-the-spot and delayed offloading. 

Some of the key findings from the simulations were that on-the-spot offloading could offload 

about 65% of the total cellular traffic load. On-the-spot offloading also delivered an energy 

saving of approximately 55% for data transfers. Because Wi-Fi connections had higher data 

transfer rates than the 3G data connections transmission times were greatly reduced with the 

reduction in transmission times translating directly into energy savings. 

In the case of delayed offloading the authors found that improvements over on-the-spot of-

floading only became substantial when long delays were introduced. Short delay deadlines 
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of 100 seconds showed little impact, in order for delayed transfers to achieve substantial 

gains the deadlines needed to last for several tens of seconds. 

Balasubramanian, et al., in [87] investigate whether or not access to Wi-Fi can be used to 

augment 3G cellular networks. A detailed study was carried out into 3G and Wi-Fi accessi-

bility for user traveling in vehicles. The study was conducted in three different cities, the 

authors found that across all three cities 3G availability was 87% and Wi-Fi availability was 

11%. Throughput achieved over Wi-Fi was lower than the throughput achieved over 3G and 

the packet loss in Wi-Fi was higher.  A system named Wiffler was developed that uses fast 

switching and delay tolerance to overcome poor Wi-Fi availability and performance. In the 

case of delay tolerant applications Wiffler uses a simple model of the environment to predict 

Wi-Fi availability. Data transfers are delayed based on the prediction of future Wi-Fi con-

nectivity but only if the delay will reduce the load on the 3G cellular network and the transfer 

can be completed within a set period of time known as the applications tolerance threshold. 

In the case of applications such as VoIP that are sensitive to delay Wiffler fast switches to 

3G if there is any delay on Wi-Fi. The authors implemented the Wiffler application and 

tested it on a vehicular testbed. Results from the tests showed that Wiffler could provide a 

significant reduction in data transfers over 3G. A reduction of 45% in traffic was achieved 

with a tolerance threshold of 60 seconds.  

Trestian, et al. in [87] propose a novel cellular network architecture using targeted infra-

structure upgrades. Selected locations known as Drop Zones are identified by an algorithm 

developed by the authors. The Drop Zones are the targets for the infrastructure upgrades and 

fall within the movement patterns of large numbers of users. The idea is that the mobile users 

delay data transfers until they enter the Drop Zones at which time they send/receive bulk 

data transfers. The authors highlight the fact that many users already exhibit this pattern of 

behaviour and suggest that the service providers further encourage delayed transfers through 

pricing incentives. The Drop Zone algorithm aims to reduce the number of APs required and 

the average data transfer delay. There is of course the danger that frequently the situation 

will arise in which multiple users arrive in a Drop Zone simultaneously and begin bulk data 

transfers overwhelming the system. 

Not all data offloading strategies employ APs, Device to Device (D2D) or Terminal to Ter-

minal (T2T) offload data transfers to other UEs. One use case is for a single device to down-

load content from a server and to then redistribute it to other devices within the group. D2D 
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communications can take place out of band using alternative technologies such as Bluetooth 

or Wi-Fi or in band using the same frequencies as those used for cellular transmissions. 

Regardless of whether the communications are in band or out of band the behaviour of the 

devices within the group are conceptually similar to that of an ad-hoc Wi-Fi network in that 

communications take place between nodes without the use of an AP or base-station.  

In comparison to standard data distribution in cellular networks D2D real-time offloading 

offers some advantages in terms of coverage, energy consumption and average throughput 

but at the cost on introducing complexity. Link quality can change rapidly if participating 

nodes change position making it difficult to guarantee QoS. If data transfers can be deferred, 

then delayed offloading is a far better choice for data distribution. 

Stiemerling and Kiesel in [88] focus on D2D media streaming in the context of high UE 

mobility. The basic idea proposed by the authors is that each video segment is downloaded 

once over the cellular connection and is the redistributed to the other group members through 

short range D2D communications. There has to be coordination between participating nodes 

to decide which node will provide the point of attachment to the cellular network. Having 

only a single point of attachment reduces the load on the cellular network itself. One node 

acts as a central controller who coordinates content retrieval between participating nodes. 

The authors conducted simulations to determine the minimum number of cooperating nodes 

required to meet throughput and reception delay targets. 

Cooperative data offloading faces a number of challenges including how to discover neigh-

bouring nodes, how to coordinate actions between nodes, ensuring service continuity, etc. 

Andreev, et al., in [89] propose a network driven approach to these issues in which an intel-

ligent network architecture assists connected users in both the content discovery and con-

nection establishment phases. The authors tested their proposal through simulations and 

demonstrated a 2.5 increase in throughput as well as offloading approximately 30% of data 

traffic. 

 

3.7 Patterns of Movement in Urban Environments 
 

In order to be able to build simulation scenarios that reflect the real world with a reasonable 

level of accuracy we must first understand user behaviours, specifically in the area of user 
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mobility. A mobile entity is one that can move from one location to another and in urban 

environment mobile entities are either pedestrians or passengers in a vehicle of some type. 

Regardless of whether a mobile entity is a pedestrian or a passenger in a vehicle they share 

some major common characteristics: 

 The entity can be either stationary or in motion 

 If an entity is in motion, then it must be moving in some direction that is constrained 

by the physical environment  

 The velocity at which the mobile node moves reflects human behaviour, crowding 

and environmental conditions in the case of pedestrians. In the case of passengers 

their speed is constrained both by local speed limits and traffic congestion levels  

 

In order to understand the behaviour of mobile entities we examine the characteristics of 

these entities under the following headings: 

 User velocity – both pedestrian and vehicular speeds in an urban environment 

 User behaviour while in motion – path selection, movement patterns 

 User behaviour in a deployed wireless network 

 

3.7.1 User velocity 

 

The speed at which vehicular traffic can travel through urban or city streets is determined by 

local speed limits and to a large extent, by the level of congestion. High congestion levels 

reduce traffic flow and therefore speed, while low levels of congestion allow an increased 

traffic flow resulting in higher speeds.  

In general, all vehicular traffic within an urban traffic system, with the obvious exception of 

emergency and police vehicles, moves at approximately the same speed. This is due to the 

reduced space available for overtaking slower vehicles or carrying out other manoeuvres 

intended to increase speed. Speed restrictions may also be imposed by the prevailing physi-

cal conditions of narrow streets and traffic management measures that may be in place. In 

many urban areas part of the traffic management plans has been the introduction of bus lanes 

and corridors which are laneways dedicate to the use of mass transit vehicles such as buses 

[90]. The idea is that by dedicating part of the roadway to buses only the average speed 
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achieved by public transport will increase and more people will be encouraged to use it. A 

reduction in available parking spaces is also used to force commuters and others out of their 

cars in a bid to reduce congestion and pollution.  Bus lane may also be used by taxis, cyclists 

and emergency vehicles including the police. 

Much of the work in the area of vehicular traffic speeds has been carried out with reference 

to public transportation and in particular to the speeds achieved by public buses.  This work 

spans decades but it remains relevant to present day conditions since congestion levels in 

many urban centres has been close to maximum for many years. Vucan and Vuchic [91] 

state that typical bus operating speeds in American cities in the 1980’s as being 15 to 20 

km/h during off-peak hours. During peak hours, when congestion levels were higher, re-

duced speeds of only 8 – 14 km/h were typical. According to figures from 2005 the average 

bus speed in comparable European cities, provided by the UK Commission for Integrated 

Transport in [92] and presented in Table 1 range between 13 km/h and 20 km/h with a mean 

operating speed of 16.5 km/h (4.58 m/s) for the major European cities considered.  

Table 1 Comparison of Average Operation Speeds 

City Average operating speed (km/hr) 

Rome 20 

Berlin 19 

Madrid  19 

Athens 18 

London 18 

Dublin 13 

 

It is difficult to see any improvements in traffic speeds in urban centres in the future, this 

view is supported by the case of the city of Dublin (Republic of Ireland), presented in a 2007 

report [93], commissioned by the Dublin Bus Authority. The report is a comprehensive re-

view of bus operations, congestion, speeds achieved and forecasted changes in Dublin and 

shows increased congestion leading to slower average bus speeds and that congestion is pre-

dicted to worsen in future years. In 2000 the average speed of the Dublin Bus fleet was 14.6 
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km/h, in 2003 it was 13.5 km/h and in 2005 it was 12.9 km/h, which was 36% slower than 

comparable cities. In his Opening Statement to the Joint Oireachtas Committee on Transport, 

Tourism and Sport, on the 5th of October 2016 Mr Ray Coyne ( CEO Bus Átha Cliath – 

Dublin Bus) stated that “Our network speed at peak times is the region of 14kmph, with 

substantial variances on all transport corridors” [94]. It is worth noting that there has been 

little or no improvement in the average operating speeds for public buses over a 26-year 

period.  

The study of pedestrian walking speeds in urban or city environments has been ongoing for 

several decades. In his important work in the early 1970’s Fruin [95] describes and quantifies 

the space people require to walk, queue, crowd and wait. He also discusses the space people 

need to access transportation systems, elevators and escalators as well as the number of peo-

ple that can walk on stairs and through corridors. In order to develop this information Fruin 

carried out a series of studies on the behaviour of pedestrians within transportation terminals. 

He carried out two important studies in New York City in 1971, at the Port Authority Bus 

Terminal and Pennsylvania Train Station, allowing him to observe pedestrian walking 

speeds under free-flowing conditions. He observed that the mean pedestrian walking speed 

to be approximately 1.35 m/s or 4.86 km/h.   

 In 1998 Young conducted a study of the walking speeds of passengers in various airport 

terminals [96]. The effect of automated pedestrian movement systems on pedestrian walking 

speeds was the focus of the study. Empirical observations, similar to those carried out by 

Fruin, were taken of pedestrian movements. Analysis of these observations revealed that, 

under free-flow conditions airport pedestrians behave in a manner similar to those in Fruin’s 

studies. Young’s work at two different sites provided information on free-flow walking 

speeds, the observed mean pedestrian speed was approximately 1.34 m/s or 4.82 km/h. The 

previous works studied pedestrian walking speeds in transportation terminals, which alt-

hough useful, does not provide an indicator of how pedestrians might behave in an urban 

area or city centre. It should be remembered that pedestrians in transport terminals might be 

encumbered with luggage and may be moving in at a different rate than normal in order to 

meet boarding times, etc.  

 It is necessary to examine the behaviour of pedestrians in a street setting in order to get a 

sense of how a pedestrian should behave in a simulated environment.  Much of the work in 

the area of pedestrian walking speeds deals with the amount of time required by a pedestrian 
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to cross a roadway. These studies are undertaken since it is necessary to allow the pedestrian 

enough time to safely cross but it is important not to delay traffic more than is necessary.  

The average pedestrian walking speed is used to determine the timer settings for crossing 

lights. Knoblauch, Pietrucha, and Nitzburg [97] compared the differences in walking speeds 

of older and younger pedestrians, both male and female. Unsurprisingly, it found that older 

pedestrians tended to walk at a slower rate than younger pedestrians. The team observed 

over 7000 pedestrians, of which 3,365 were 65 years or older. These observations showed 

among many other things that the average pedestrian walking speed for older pedestrians 

was approximately 1.22 m/s (4.39 km/h), and 1.51 m/s (5.53 km/h) for younger pedestrians.  

There were also observed differences in walking speed between males and females. This is 

a somewhat artificial walking environment since the pedestrian starts from a dead stop and 

moves a relatively short distance under a strict time constraint. In addition, the fear of being 

trapped in approaching traffic must have a motivating effect on the pedestrians. However, 

even in this situation the pedestrian walking speed is close to that observed by Fruin and 

Young in their studies. A similar rate of speed is presented in the Manual on Uniform Traffic 

Control Devices [98] which gives a guide pedestrian walking speed of 1.2 m/s (4.32 km/h). 

This guide is employed nationally in the United States in order to standardise the behaviour 

of traffic control devices in North America. 

 The authors of [99] provide a comprehensive study of the requirements and behaviour of 

pedestrians in an unconstrained urban walking environment. It provides a very clear insight 

into pedestrian behaviour in an urban setting. They found a very large spread in pedestrian 

walking speeds but the work shows an average pedestrian walking speed of approximately 

1.3 m/s (4.68 km/h converted from feet/s). This average value is very close to the walking 

speeds observed in other situations.  

For their 2013 study [100] Chandra and Bharti captured data related to pedestrian speeds 

using video cameras at 7 locations in 3 different cities in India. Walking and crossing speeds 

were analysed on the basis of gender and location type. The location types as described by 

the authors were restricted to “sidewalks, wide sidewalks, precincts and carriageways”. 

Analysis of the collected data demonstrated that overall Indian men walked at a slightly 

slower pace that reported by other researchers while female pedestrian speeds closer to pre-

viously observed results. Average walking speeds across both genders were 1.25 m/s (side-
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walk), 1.36 m/s (wide sidewalk), 0.97 m/s (precincts) and 1.23 m/s (carriageways). The pe-

destrian speeds observed in the Indian study are broadly in line with the results seen in many 

previous studies. It is therefore reasonable to say that, in an urban environment the average 

walking speed of a pedestrian is 1.3 m/s. 

3.7.2 Mobile entity behaviour 

 

In order to understand how mobile users, and pedestrians in particular, behave we must also 

understand how they navigate through their surroundings. Within an urban environment it is 

not possible to move in totally random patterns, physical objects such as buildings, fences, 

hoardings or conceptual and cultural barriers such as road markings force the pedestrian into 

constrained routes. It is always possible to ignore the logical barriers and enter a roadway 

but in this case pedestrians generally cross in the most direct route i.e. a straight line.  

Vehicular traffic is far more restricted in an urban area than pedestrians and the directions 

the traffic can move is tightly controlled. But not all urban spaces are as constrained as the 

streets; many urban areas and city centres have open areas such as squares or parks where 

pedestrians have greater freedom of movement, yet even here pedestrians do not move in 

totally random ways.  

The idea that pedestrians will travel in a straight line if possible is raised by the work of 

Golledge [101] who carried out a series of experiments in 1995 using both laboratory envi-

ronments and tests in a physical environment. In the physical tests 32 subjects were placed 

in an environment with which they were familiar during daylight hours, they were then given 

a destination to which they had to travel. The routes selected by the subjects were recorded 

by researchers and then plotted on maps of the area. These plotted paths revealed that the 

majority of the routes followed were as straight as was practical in the environment.  

 Later work by Ruth Conroy Dalton in [102] presents the results of an experiment in which 

route-choice decisions made by subjects at road junctions were recorded. The experiment 

was carried out in a simulated urban environment, the subjects navigated through the simu-

lated environment using a virtual reality headset. The group of subjects consisted of 30 mem-

bers (68% male, 32% female), with an average age of 28. An urban area of 650 x 650 metres 

was modelled, with this area containing objects that represented urban “block” structures in 

the shape of squares and triangles. Virtual streets ran between the shapes and intersected at 

junctions where the test subjects were required to make a decision.  
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All test subjects started from the same position within the simulated environment and were 

tasked with navigating to the opposite corner by the most direct route. The subjects were 

immersed in the virtual environment for a maximum of ten minutes and moved through it at 

a walking speed that approximated real world pedestrian walking speeds. During the exper-

iment the position of each subject was recorded ten times per second and the routes they 

followed were plotted onto a plan of the simulated environment.  The author observed that 

the subjects appeared to be selecting the straightest possible routes through the environment. 

This finding supports the hypotheses made by Hillier [103] in which he states that people 

tend to follow the longest line of sight that approximates their desired heading. They also 

reflect the results of the earlier field trials carried out by Golledge [101].  

Helbing, et al. in [104] show that although each pedestrian will have their own destination, 

aims or personal preferences, the dynamics of pedestrian crowds is surprisingly predictable. 

It is only at low crowd densities that pedestrians can move freely and as crowd density levels 

increase their behaviour is affected. 

Pedestrian behaviour is affected by repulsive interactions with other pedestrians which re-

sults in self-organising phenomena. Self-organisation of pedestrian crowds is seen in the 

development of separate lines of uniform walking direction in crowds of pedestrians moving 

in opposite directions. It is also observed in the oscillation of passing direction that occurs 

at bottlenecks such as doorways. 

3.7.3 Mobile entity behaviour in wireless environment 

 

Studies carried out into the behaviour of mobile users within deployed wireless networks 

provide a picture of the way in which users exploit the networks. They also show the move-

ment patterns of mobile users in a variety of settings. Tang and Baker in [105] analysed a 

seven-week trace of mobile user activity within a metropolitan-area wireless network in or-

der to investigate how such users take advantage of the wireless environment. The wireless 

network in question was deployed in the San Francisco Bay area and of a substantial size.  

 Among their findings they observed that users typically used the network during the day 

and evening and that the radios were most active during non-work hours. The authors also 

found that over 50% of the network users moved location and that the more locations a 

mobile user visited on a daily basis the closer together on average the locations were. From 
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these findings we see that almost half of the network users did not move location and of 

those that do move location do not move very far.  

Working in a campus environment Henderson, Kotz and Abyzov analyse a network trace for 

a mature wireless network for their work in [106]. They compare this trace with a trace that 

was taken soon after the network was deployed, a gap of approximately two years. This 

provides the authors with a unique opportunity to study the changes that have taken place in 

user behaviour.  

 A change in the type of applications being employed by users of the network was observed, 

as was a diversification of device types being used. The increased heterogeneity of devices 

manifested itself in a greater number of Mobile devices and VoIP enabled devices, reflecting 

an increased availability of such devices. The users of Mobile devices and VoIP enabled 

devices were found to have different mobility characteristics to laptop users. Also of interest 

was an observed increase in the amount of traffic per device, although the number of devices 

on the network had increased the amount of traffic per device had doubled in the two years 

between traces.  

 Henderson, Kotz and Abyzov [106] were interested in user mobility characteristics such as 

how often and how far a user moved during a session. It was not possible for the authors to 

directly measure physical mobility; they had to infer mobility from user roaming patterns. 

Roaming by a wireless interface between Access Points does not imply physical mobility, 

cards were seen to “ping pong”, associating and re-associating with several Access Points 

(APs) many times in succession.  

 Kotz and Essien in [107] define a “mobile session” as one where a card visits APs in more 

than one building; however, it was found that a stationary card may ping-pong between APs 

located in different buildings. The authors found that users spent almost all of their time in 

their home location. The home location definition was based on a modified version of the 

home location defined in [94]. In this case the home location is defined as the AP at which 

the user spent more than 50% of their time, with the modification that all additional APs 

within a 50 metre session diameter are included.     

Users of the network were found to be relatively immobile, 95.1% of all users had a home 

location and of this number 50% spent almost all their time (98.7% of connection time) 

connected to the network at their home location. These figures may be skewed due to the 
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fact that halls of residence were included but if overnight periods (12 am to 6 am) are re-

moved, the figures show that 50% of users spend 69.2% of their time associated with a single 

AP. The lack of mobility may be due to the use of laptops on the network; however, it is 

unlikely that laptops will be used by mobile users in urban areas due to their relatively large 

size. It is probable that the devices used by mobile users will be handheld devices. 

 In [108] McNett and Voelker analysed the mobility patterns of mobile device users in a 

campus-wide wireless network. A trace of wireless network activity that covered an eleven-

week period was used for the analysis, the trace contained data from approximately 275 users. 

The authors observed that mobile device users were almost twice as mobile as laptop users. 

In this study the authors define mobility as the number of different APs with which a device 

is associated. This makes it difficult to determine exactly how physically mobile users were 

since Henderson et al, in [106], shows clearly that roaming between APs does not imply 

mobility.  

McNett and Voelker do not give any indication of the distances travelled by network users 

or of the distances separating APs. From the paper [108] it seems that network users formed 

clusters within buildings such as halls of residence and libraries when associated with an AP. 

The authors found that the average pedestrian walking speed of network users was 1 m/s, 

which is 50% less that the average for younger pedestrians [97] and is very close to the 

observed average pedestrian walking speed of older pedestrians.  

 Schwab and Bunt in [109] analysed the trace of network usage for an 802.11b wireless 

network, the wireless network was deployed on a college campus and consisted of 476 APs 

spread over 161 buildings and structures. Although coverage of the grounds outside the 

buildings was not an aim of the network, the compact nature of the campus meant that a 

usable signal could be received in many outside locations.    

 The network activity was captured in the trace for a period of eleven weeks. A majority of 

the wireless enabled devices on the network were laptops and a total of 1706 unique MAC 

addresses were recorded. Analysis of the trace showed that few of the devices that connected 

to the network were very mobile, that is, the locations at which the mobile device connected 

to the network did not change very often. The average number of locations at which mobile 

devices connected to the network was five buildings and nine APs visited during the trace 

period. No single device was found to visit even half the network and 18% of all devices 
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only associated with an AP in a single building for the duration of the trace. It was clear from 

the analysis that most users limited their network activity to a few sites key to their daily 

routine.  The authors do not mention that roaming in a wireless network is not an indication 

of physical mobility. While the average of nine separate APs to which users associated may 

be inaccurate the physical separation of buildings means that their assumptions on user mo-

bility based on the buildings they visited must be accurate.  

A similar study was conducted in a business setting by Balazinska and Castro [110]. It was 

carried out to gain an understanding of the way in which the network was being exploited 

by the users of a corporate, wireless local area network. They observed that distinct differ-

ences existed in mobility levels among different users and that some of the differences were 

quite large. However, most network users were found to spend a large fraction of their time 

at one location.  

Over the years the capabilities of the devices carried by users have changed almost beyond 

recognition having powerful processors, various sensors and a multitude of applications. 

Although the characteristics of the devices may have changed the behaviour of the users with 

regard to mobility has changed little. Tossel, et al., in [111] studied the mobile web usage of 

24 students who were on average 19 years of age for a period of 1 year. Each student was 

supplied with an iPhone and unlimited data plans along with unlimited text messaging and 

450 phone minutes per month. The authors gathered data on various aspects of the subject’s 

behaviour including their locations, browsing habits, calls, etc. Each location was logged 

and was based on unique Cell IDs. It was found that the 24 participants frequently returned 

to the same locations to use their phones, the granularity of the location information was 

coarse as the users could have been using their phones anywhere within the identified cell. 

Never the less, there were a large number of visits to the user’s top three to five locations. 

This matches the behaviour observed by Henderson, Kotz and Abyzov [106] in a similar 

setting i.e. college campus using a different technology. This would indicate that human 

behaviours are consistent regardless of the technology available.  

In the world outside the college campus Yang, et al., [112] collected one week’s worth of 

continuous HTTP traffic from a cellular network between December 28th 2013 and January 

3rd 2014 within a large metropolitan area in mainland China. The authors studied user be-

haviour from three aspects 1) data usage, 2) mobility patterns and 3) application usage. They 
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used cell towers to define the user’s location which they extracted from the data trace. Alt-

hough the granularity of the location information was quite coarse it was adequate to map 

user’s daily movement patterns within the metropolitan area. Typically, within urban areas 

cell sizes are small to facilitate efficient frequency reuse and to boost the overall capacity of 

the system, small cell sizes would also improve the accuracy of the location data. On the 28th 

of December 2013 approximately 35% of the users tracked visited only one cell (these users 

can be considered to be stationary) and overall 90% of users visited less than 10 cells that 

day. The author’s point out that non-mobility does not mean that users do not move, it just 

means that they might not use the data service or that they go online from one location (cell) 

for example their place of work or study. Over the course of the week that was studied it was 

seen that 50% of the users visited less than 10 distinct cells and that 90% of users visit less 

than 10 cells in a day. The authors conclude that the range across which the users moved 

was very limited. No information is given as to whether the users commute to work or study 

or if they live a short distance away. This would obviously have an impact on the number of 

distinct cells visited.  

From the studies of pedestrian behaviour and rates of movement, urban transportation trends 

and the behaviour of mobile users in deployed wireless and cellular networks the following 

conclusions can be drawn: 

 Pedestrians exhibit an average walking speed of 1.3 metres per second in a variety 

of environments 

 Passengers in vehicular traffic in urban areas move at an average rate of 4.6 metres 

per second 

 Vehicular movements within a built environment cannot be random as they must 

follow streets  

 Pedestrian movement patterns are not random; they move in straight lines as much 

as possible 

 Crowds of pedestrians develop self-organising behaviour if crowd density is high 

enough and that the behaviour of large groups of pedestrians is not random 

Studies of user behaviour in wireless networks show that, in fact, most users are not very 

mobile at all. They move location and then remain motionless for various periods of time. 

Even when they do move location they do not move very far, favoured locations tend to be 

close together 
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3.8 Quality of Experience 
 

Quality of Experience (QoE) is a subjective metric and measuring it typically involves using 

panels of human assessors making it both a time consuming and expensive activity. In addi-

tion, the need to use human assessors makes it impossible to measure QoE in real-time   for 

video content streamed over a network. A great deal of research has been focused on the 

possibility of developing an objective way in which to measure QoE. Quality of Experience 

is difficult to measure using objective metrics since parameters used to define QoE can differ 

from service to service 

There is more to QoE than the quality of the video and audio components. According to the 

authors of [113] the parameters that affect QoE can be broadly divided into three groups; 

 The quality of the video and audio content at source 

 Quality of Service (QoS) in the context of content delivery over the network 

 End user perception including user expectations, context in which video is viewed, 

users emotional state, etc.  

Content quality is related to the type of codec used that is whether the codec is lossless or 

lossy. QoS parameters that have the greatest impact on the quality of streamed content are 

packet loss, jitter, delay and the amount of available bandwidth. The first two categories are 

reasonably easy to quantify but the third category is not. As previously stated a panel of 

human assessors is typically used to subjectively capture QoE using the Mean Opinion Score 

(MOS) system [114]. The Mean Opinion Score is well understood in the context of telecom-

munications having first been used to subjectively determine the quality of voice calls and 

later being applied to the evaluation of video content. MOS scores are expressed as values 

between 1 and 5 with the minimum threshold for acceptable quality corresponding to a MOS 

of 3.5. The MOS scale is a five-point scale where 1 = bad, 2 = poor, 3 = fair, 4 = good and 

5 = excellent.  

Various QoE measurement methodologies exist including; 

 No reference model - in this methodology there is no knowledge of the original media 

stream or source files. It attempts to predict QoE by monitoring QoS parameters in 

real-time 
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 Reduced reference model – this model has a limited knowledge of the original stream 

and attempts to combine this limited knowledge with some real-time measurements 

to predict QoE 

 Full reference model – this methodology assumes full access to the reference video, 

may also combine this knowledge with real-time measurements 

 For the best accuracy the full reference model should be used but this approach re-

quires control of both ends of the system. The no reference model is easier to adapt 

but may not always produce the most accurate results. 

 

3.8.1 QoE of Video 

 

For end users viewing video the most important factors relating to the quality of the video 

include viewing distance, brightness, resolution, contrast, sharpness, etc. It should be noted 

that fidelity and quality are not the same thing, fidelity relates to how closely the processed 

video matches the original source video. In the case of a low quality original video a high 

fidelity reproduction will still be low quality. The perceived quality will be affected by visual 

distortions such as jerky motion, aliasing, blockiness, blurring, staircase like slanted lines, 

etc. Another important perceptual factor for video containing audio is synchronisation be-

tween the video content and the audio content. Errors also occur during transmission of the 

multimedia content over the network. Packet loss, delay and jitter are the three most im-

portant influences on video quality. The visual impact of packet loss depends on the codec 

used and the type of information lost.  

Various methods for measuring video quality have been developed. Peak-Signal-to-Noise-

Ratio (PSNR) give the ratio in decibels (dB) between the signal power of the original signal 

versus the power of a reconstructed compressed signal. PSNR is a commonly used metric 

for video quality. However, Huynh-Thu and Ghanbari in [115] demonstrated that it does not 

accurately reflect QoE, despite this it continues to be a popular method for evaluating quality 

differences among videos. 

Pinson and Wolf in [116] introduce the Video Quality Metric (VQM), a software tool devel-

oped by the Institute for Telecommunication Science (ITS) for objectively measuring per-

ceived video quality. It is used to measure the perceptual impact of video impairments such 

as block distortion, colour distortion, blurring, etc., and it combines them into a single metric. 
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Early work by Khirman and Henriksen [117] examined the relationship between Quality of 

Service of a network and the Quality of Experience as seen by the end-user. When the au-

thors examined user satisfaction with HTTP services with a focus on web browsing they 

found that the user’s QoE was strongly influenced by the available bandwidth on the network 

and latency. 

 In [118] Mok, et al., conducted a series of subjective experiments to evaluate the relation-

ship between application QoS and QoE. They adopted both analytical and empirical ap-

proaches to the study of the correlation between network QoS and application QoS. The 

authors propose three application performance metrics (AMPs) to quantify the application 

QoS for HTTP streaming. The three metrics represent the temporal structure of video play-

back regardless of content. The three AMPs are; 

1) Initial buffering time – the period of time between the start of downloading and the 

start of content playback 

2) Mean buffering duration – the average duration of buffering events 

3) Re-buffering frequency   

From analysis of the results of their experiments the authors found that re-buffering was a 

major factor impacting on QoE. In tests high packet losses lead to lowered network through-

put which increased the re-buffering frequency and thus reducing QoE. 

Kim, et al., in [119] propose a QoE assessment model for video streaming services using 

QoS parameters. The authors identify delay, jitter, packet loss rate and available bandwidth 

as QoS parameters having the greatest impact on QoE. QoE related QoS parameters have 

differing levels of influence on QoE and should therefore be treated differently. The authors 

assign what they term Relative Importance Degree values to the QoS parameters identified 

earlier Packet Loss 58.9%, Jitter 15.1%, Delay 14.9% and Bandwidth 11.1%. 

Yoon, et al., in [120] propose a system for video and web QoE assessment in LTE networks. 

The system, QoE Analytics, estimates QoE metrics per UE in real-time by inspecting user 

plane data without any QoE input from the UE. HTTP Live Streaming protocol (HLS) was 

used for testing, HLS is an adaptive streaming protocol. In HLS streaming over TCP the 

perceived user quality was affected by start-up delays and frequent rebuffering. Despite hav-

ing sufficient bandwidth for the video bitrate in use stalling events and rebuffering can affect 

QoE, the stalling events and rebuffering occur due to network impairments such as delays 



128 

 

and packet loss. Results for testing showed that the QoS metrics reported by the QoE Ana-

lytics system were very close to the QoE metrics reported by the UEs. 

Sideris, et al., in [121] investigated how the duration of the video segments selected might 

affect a MPEG-DASH user’s QoE. The authors designed a set of experiments in which two 

MPEG-DASH users resided on the same access network and requested the same content. In 

each experimental round the users viewed the same content but using different segment du-

rations during which they were asked to rate their QoE. Following analysis of the results of 

the experiments the authors found a clear correlation between the segment duration and the 

users reported QoE level. Users utilising a longer segment duration achieved a higher QoE 

level than the one utilising the shorter segment duration. 

The authors of [122] propose a predictive packet drop technique to maintain a certain level 

of QoE based on predictive PSNR value without users' feedback. The proposed mechanism 

identifies packets as part of video frames and predicts the impact of their delay and loss on 

the resulting video performance. This reduces the need for client feedback and optimizes the 

resulting QoE of the delivered video. Based on this information, the proposed algorithm can 

prioritize the video frames (I-Frames, P-Frames or B-Frames) and decide whether to queue 

or drop them in scenarios where bandwidth is limited. This approach does not consider the 

impact on HD video content of dropping frames. 

Seufert et al. in their work [123] conduct a simulative performance evaluation of the impact 

of Wi-Fi offloading for a mobile end user of a HTTP adaptive video streaming (HAS) service 

depending on availability and range of the Wi-Fi hotspots. This is done in the context of the 

strategy to lessen the load on cellular networks in cities by offering users the opportunity to 

offload mobile connections to lower cost Wi-Fi networks. The simulations were based on 

connectivity measurements from a German city and evaluates the key performance indica-

tors for the QoE of HAS, i.e., initial delay, stalling, and quality adaptation. In addition, a 

smartphone energy model was applied to assess the energy consumption during the stream-

ing. The results indicated that Wi-Fi offloading of HAS connections to public Wi-Fi hotspots 

is not attractive for end users both in terms of QoE and energy consumption. However, it 

was shown that Wi-Fi offloading can be beneficial for end users in cases where high band-

widths can be received via Wi-Fi.  
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The authors of [124] address the challenges faced by users of mobile devices that are con-

nected to cellular networks. Connection quality may vary greatly over the course of a video 

and high QoE video streaming can be a challenge as the user data volume is metered and 

eventually limited. Prefetching videos is proposed as an approach to mitigate this issue. Here, 

videos that the user is likely to watch are prefetched or downloaded in advance on the user's 

smartphone, e.g., while he is connected to Wi-Fi. However, this approach can only be effi-

cient if only the videos that the user will watch are identified in advance. This constitutes a 

major estimation and prediction challenge. To address this challenge, the work presents three 

contributions: 1) a user study over multiple months that draws valuable insights on the user 

video request behaviour. 2) a novel privacy-preserving prefetching framework denoted 

vFetch that prefetches videos based on the user’s preferences. 3) a trace-based evaluation 

and parameter study that demonstrates vFetch's efficiency with a hit rate of ~50% for a 50 

GB cache. 

Park et al. in [125] examine the impact of Multipath TCP (MPTCP) on QoS and the end-

user’s QoE while streaming video over wireless links. Modern computing devices such as 

smartphones and tablets are multi-homed with Wi-Fi and 4G/LTE wireless interfaces and 

Multipath TCP (MPTCP) is a commonly proposed method of aggregating the bandwidth of 

these interfaces. However, the effect of MPTCP on the quality of experience of existing 

services, especially as a result of variances in bandwidth and latency among the individual 

paths over the wireless networks is not well-known. The authors explore the quality of ser-

vice (QoS) and quality of experience (QoE) of adaptive video streaming using MPTCP over 

wireless networks. They conduct systematic measurements over three mobile network oper-

ators, AT&T, Verizon Wireless (VzW), and T-Mobile, along with Wi-Fi. Based on extensive 

measurements, they demonstrate that MPTCP can improve the QoS and QoE of video 

streaming only if the network interfaces have the roughly similar bandwidth and latency. 

The studies also show that MPTCP can perform worse than TCP in case of extreme differ-

ences between the network interfaces 
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3.9 Adaptive Bit Rate Algorithms 
 

Adaptive bitrate (ABR) algorithms are used by modern video streaming clients to adapt the 

bitrate (i.e. quality) of the video being streamed to match as closely as possible the available 

bandwidth of the communications link. ABR algorithms make use of the MPEG-DASH 

standard first published in 2012 and revised in 2014 as MPEG-DASH ISO/IEC 23009-

1:2014 [126]. In the event of a reduction in available bandwidth the ABR algorithm will 

request content at a reduced bitrate (and therefore quality) in order to avoid stalling events. 

Conversely, when link conditions improve the ABR algorithm will request video at a higher 

bitrate (and quality). This adaptive approach increases user QoE levels in general, but when 

the switches in quality are performed repeatedly may result in reductions of QoE for the end 

user, which needs to be avoided. Many ABR algorithms have been proposed, common ABR 

strategies that employ MPEG-DASH include buffer-based algorithms, throughput based al-

gorithms and dynamic algorithms that include elements of both buffer and throughput ap-

proaches. Game theory based ABR strategies have also been developed. 

Buffer based algorithms such as BOLA [127] and BBA [128] use the current level of the 

playout buffer to select the bitrate of the next segment to download. The buffer level provides 

an indirect view of network throughput; a high buffer level indicates that network throughput 

is good while a low buffer level indicates that network throughput is poor.  This category of 

ABR selects high bitrate content on high buffer levels and low bitrate content on low buffer 

levels. BBA requires a relatively large buffer capacity to ensure stability during operations. 

BOLA also uses some throughput information to reduce oscillation between bitrates thereby 

enabling stable streaming at lower buffer capacities. Huanget al [129][139] demonstrated 

that buffer level was a good proxy for network throughput and had the benefit of being sim-

ple. 

ABR algorithms such as FESTIVE [130] and PANDA [131] rely on estimating the available 

throughput on the link and then selecting an appropriate bitrate based on the estimated value. 

[129] also demonstrated that accurate estimation of available bandwidth can be difficult. 

Hybrid ABR algorithms such as ELASTIC [132] and ABMA+ [133] use a mixture of buffer 

based and throughput based algorithms in an attempt improve user QoE. 

ELASTIC makes use of a feedback control system that tries to hold the buffer level at or 

close to a predefined level. It can, however, be slow to react to changes in throughput. 

ABMA+ starts with the aim of keeping the probability of re-buffering events occurring to a 
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minimum. It depends on complex estimation calculations that are computer offline ahead of 

time. The use of these offline computations makes the implementation of ABMA+ complex.  

The authors of [15] have developed three ABR algorithms BOLA-E that builds on the orig-

inal buffer based BOLA, DYNAMIC and a FAST SWITCHING algorithm. The FAST 

SWITCHING algorithm can replace already downloaded video segments with segments of 

a higher bitrate if link conditions improve. The three algorithms presented in [134] have been 

implemented in the official DASH IF Reference player [135] and are being used in produc-

tion environments. 

Bentaleb et al have adopted a completely different approach to DASH ABR strategies in 

[136]. They have developed a game theoretical ABR algorithm that they have named GTA. 

This algorithm aims to maintain a high playback bitrate, reduce start-up delay while mini-

mizing switches in bitrate and the occurrence of stalling events. 

The ultimate goal of ABR algorithms is to improve or maintain QoE for the end-user. Tim-

merer et al [137] identified what they considered to be the most important QoE factors im-

pacting DASH clients. These were the initial or start-up delay, stalling events, switches in 

quality and media throughput. The authors state that users experiencing stalling events report 

a very low QoE and that stalling events should be avoided at all costs even if this meant 

increasing the start-up delay. The position within the video stream at which a stalling event 

occurred had a significant impact on user QoE. Stalling events towards the end of the video 

have a higher impact on QoE than stalling events occurring at the beginning or middle of the 

stream. 
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Table 2 Summary Table Part 1 

 

 

 

Area Summary Implementation 
Network Detec-

tion 

Wi-Fi scanning delays shown to be most significant contributor to Wi-Fi connection delays. Handoff delay can be sepa-

rated into 3 sub-delays – Probe Delay, Authentication Delay & Association Delay. The Probe Delay accounts for more 

than 90% of overall delay and hardware selection can also affect delay. Little difference in connection time patterns be-

tween Wi-Fi networks using 2.4GHz and 5 GHz. Also little difference in connection time costs for users in enterprise Wi-

Fi networks and users in home Wi-Fi networks. Reduce scanning delay to reduce overall connection delay. A simple but 

effective scanning strategy is to only scan a sub-set of channels e.g. only scan channels 1,6, and 11 which are non-over-

lapping channels that are likely to be in use. 

Connection delay plays a 

vital role as an input to 

the SONS utility function 

(Chapter 4) as part of the 

total delay calculation 

Energy Conser-

vation 

All mobile devices are constrained by the capacity of their battery and all active hardware components consume energy. 

Networking operations in mobile devices can account for a significant proportion of total power consumed. Wi-Fi scanning 

operations consume energy even when no APs are detected. Full, all channel scans are energy inefficient. All wireless 
networking operations consume energy, once an interface has been activated the actual amount of data transferred over 

the interface has little impact on energy consumption. For energy conservation it is better to transfer as much data as 

possible over the activated link since the energy cost associated with the network operation has already been incurred. 

Energy consumption can be reduced by reducing the number of wireless scanning operations conducted. Energy can also 

be saved by shutting down wireless interfaces when not in use.  

Energy conservation 

through shutting down 

interfaces when not in 
use or reducing scans is 

handled in SONS( Chap-

ter 4), MDF (Chapter 5) 

and AIS (Chapter6) 

Data Offloading Growth of video traffic creates pressure on network resources, projected growth in IoT traffic is expected to worsen the 

situation. Mobile phone service providers offload data from to Wi-Fi in order to protect their cellular networks. Service 

providers impose data-caps on pay-as-you-go subscriber accounts to control the amount of data downloaded over their 

cellular networks. In order to protect their data-caps mobile users offload data transfers to Wi-Fi whenever possible 

Data offloading to Wi-Fi 

networks is an important 

goal of MDF (Chapter 5) 

and AIS (Chapter 6) 

Patterns of 

Movement in 

Urban Environ-

ments 

Pedestrian average walking speed is 1.3 metres per second in a variety of environments, passengers in vehicles in urban 

areas move at an average rate of 4.6 metres per second. Vehicular movements within built environments cannot be random 

as they must follow streets. Pedestrian movement patterns are not random; they walk is straight lines as much as possible. 

Crowds of pedestrians develop self-organising behaviour if crowd density is high enough and the behaviour of large groups 
of pedestrians is not random. Most mobile users are not in fact very mobile, they tend not to move far and favoured 

locations tend to be close together. 

User movement patterns 

and behaviours informed 

the NS3 simulations de-

scribed in Chapters 5 & 6   
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Table 3 Summary Table Part 2 

Area Summary Implementation 
Quality of Expe-
rience (QoE) 

QoE is a subjective metric typically measured using expensive panels of assessors. The need for human assessors make it 
impossible to measure QoE in real-time for streamed video content. User QoE is strongly influenced by available band-

width and latency. Key performance indicators for QoE are initial delay, number of stalling events and frequent changes 

in video quality. The number and duration of stalling events is important as is the location in the video stream at which the 

stalling event takes place. Stalling events towards the end of the video stream have a greater impact on user QoE than 

stalling events that occur at either the start of the video stream or in the middle of the stream. 

Optimising QoE is a pri-
mary objective of both 

MDF (Chapter 5) and 

AIS (Chapter 6) 

Adaptive Bit 

Rate Algorithms 

(ABR) 

ABR algorithms are used by steaming clients to adapt the bitrate of streamed video to match the available bandwidth of 

the communications link. In general, this adaptive approach increases user QoE but repeated switches in video quality 

reduces user QoE. Many ABR algorithms have been proposed including buffer based, throughput based and dynamic 

algorithms. Buffer based algorithms use the current playout buffer level to select the bitrate of the next segment to down-

load, buffer level provides an indirect view of link throughput. Throughput based algorithms rely on estimating throughput 

on the link but estimation of throughput can be difficult. Dynamic ABR algorithms use a mixture of buffer based and 

throughput based algorithms in a bid to improve QoE. All ABR algorithms use one interface at a time. 

AIS (Chapter 6) uses the 

playout buffer level as a 

metric to decide which 

action to take. 

Utility Func-
tions 

Utility functions are well known multi-criteria decision making methods. They summarise the preferences of the user in 
terms of how much utility the user gets from consuming goods or services or from selecting one network over another. 

Utility functions are frequently used in complex decision making scenarios. They take multiple, separate input criteria and 

produce a single value output that simplifies the decision making process. 

SONS  (Chapter 4) em-
ploys a novel utility 

function to determine 

when the user device 

should scan for available 

Wi-Fi APs. 
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CHAPTER 4 SCAN-OR-NOT-TO-SCAN (SONS) 

  

This chapter focuses on the Scan-Or-Not-to-Scan (SONS) framework.  The SONS framework 

is discussed in detail and the SONS utility function is described. Verification of SONS 

through modelling and simulations is described and the results presented and discussed. 

4.1 Motivation 
 

For many people around the world their mobile device is their only gateway to the data and 

services hosted on the Internet. This is not just the case in developing countries, a 2019 study 

by Pew Research [5] shows that 37% of adults in the USA mainly use their smartphones to 

access the Internet. In the 18 to 29-year-old age group 58% of people stated that their 

smartphones are their primary means of connecting to the Internet. Additionally, this cohort 

of younger mobile subscribers typically uses pre-paid, fixed data allowance plans and want 

to reduce the amount of data downloaded over cellular links whenever possible in order to 

protect their data-caps. For mobile users in urban HetNet environments the opportunity ex-

ists for them to change their point of attachment from one type of network to another in order 

to improve their connectivity, to improve download speeds or protect data-caps. Typically, 

in currently deployed wireless environments, this will involve switching the point of attach-

ment from a cellular network connection to a Wi-Fi AP and vice versa. To connect to the 

wireless network that best meets their needs a user must first detect available networks, then 

select the most suitable network. However, it may not always be in the best interest of the 

user to invoke a network detection and selection strategy in an attempt to improve connec-

tivity. Scanning for available Wi-Fi APs consumes energy and when there is no realistic 

chance of establishing a useful connection to a Wi-Fi network this is a waste of the already 

limited energy resources of mobile devices. Under certain conditions it may also be detri-

mental to the end user’s Quality of Experience (QoE) to switch networks, even when scan-

ning has detected an apparently ‘better’ network.  

When switching the Point of Attachment from a mobile phone network to a Wi-Fi AP the 

cellular connection can be maintained until the connection to the Wi-Fi AP has been estab-

lished. This ‘make-before-break’ strategy means that the node is rarely in a completely dis-

connected state for prolonged periods of time. However, when connectivity to the Wi-Fi AP 



135 

 

is lost due to the user moving out of range of the AP there is a period of time during which 

the node has no active data connections to any network. This disconnected state is a result 

of the unavoidable delay experienced in establishing a data connection to the mobile network 

and while in this state the node relies on the contents of the playout buffer to maintain video 

playback. In this situation the playout buffer can become depleted before a new data con-

nection is established leading to stalling events in the video playback. Stalling events, espe-

cially when they occur towards the end of the video, have a negative impact on user QoE. 

This becomes particularly problematic when the mobile node is travelling at a speed such 

that connections to Wi-Fi APs with durations of only a second or two are established. Auto-

matically connecting to Wi-Fi AP without regard to the prevailing circumstances will have 

the user’s device continuously establishing Wi-Fi connections over which little or no useful 

data can be transferred but which result in complete loss of connectivity on each occasion. 

In this context there is a need for a solution which determines when it is feasible to perform 

network detection scans and invoke network selection algorithms such as to achieve good 

QoE given finite device energy resources. 

This chapter presents the novel Scan-Or-Not-to-Scan (SONS) framework. The SONS frame-

work decides, based on device sensors and other inputs, when it is appropriate for the user 

to conduct network detection scans and execute network selection strategies and when it is 

not. The use of the SONS framework enables the user to conserve energy by shutting down 

unused interfaces and minimising the number of potentially unsuccessful scans for Wi-Fi 

APs. By reducing both the number of connection events in which little or no data can be 

received over Wi-Fi and the number of unnecessary handovers SONS helps maintain the 

mobile user multimedia QoE at high levels. SONS employs the user’s remaining data cap 

(RDC) as a significant input in its decision making process. To the best of our knowledge 

SONS is the first scan or no scan decision making process that considers the user’s data cap. 
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4.2 The SONS Framework 
 

The SONS framework is not a network detection mechanism, rather it seeks to reduce the 

number of unnecessary scanning operations by determining when successful scanning oper-

ations might be carried out and when they might fail. Other systems for reducing the number 

of scanning operations carried out by a node have been proposed such as iScan. The authors 

of [140] proposed iScan, a scheme that modifies the node’s Wi-Fi scanning behaviour based 

on network load and node speed over the ground. If the node is stationary iScan conducts 

scans based on the network load only. Unlike SONS iScan does not consider AP coverage 

area or the users remaining data-cap and does not prevent scanning when the node speed 

over the ground is too high to enable a useful connection to an AP to be established. 

Another approach to reducing the number of scans carried out by a node is proposed in [141]. 

Han et al. propose SplitScan which uses Bluetooth to exchange information regarding de-

tected Wi-Fi APs with nearby nodes in an attempt to reduce the need for scanning. However, 

this approach does not work if there are no adjacent nodes or the nodes in the vicinity are 

beyond range of the Bluetooth adapter. In addition, SplitScan does not take user speed over 

the ground or the users remaining data-cap into consideration. 

The SONS framework is designed to be generic and to work with any network detection and 

selection algorithm specified by the user. Figure 12 depicts a typical urban HetNet wireless 

environment in which SONS would operate, an environment where both cellular networks 

and Wi-Fi APs are deployed. The mobile phone networks provide coverage over relatively 

large geographic areas and independent Wi-Fi APs within the cellular coverage areas pro-

vide isolated, possibly non-overlapping islands of Wi-Fi connectivity. As the user travels 

through the urban environment they pass through both cellular and Wi-Fi coverage areas. 
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Figure 12 Urban HetNet containing 4G and Wi-Fi APs 

 

The SONS framework takes into consideration the fact that the speed at which a mobile node 

is travelling has a significant impact on whether or not a useful connection can be established 

to a Wi-Fi network. SONS uses the average speed at which the mobile node is travelling and 

the end-users remaining data-cap as inputs into its decision-making process. The end-user’s 

remaining data-cap (RDC) plays a vital role in the decision making process, the lower the 

user’s cellular RDC the more useful it is to the user to establish a connection to a Wi-Fi AP. 

It is important to bear in mind that SONS is not a network selection algorithm, but rather a 

decision-making mechanism for determining when to execute a network selection strategy. 

4.2.1 Mobile User Maximum Speed to Support a Useful Wi-Fi Connection 

 

When establishing a connection to a wireless network the user will invariably experience 

delays due to the scanning and connection processes. These delays can have a significant 

impact on the amount of time that the user device is connected to the network. The amount 

of time a mobile user remains in range of a Wi-Fi AP depends on the coverage area of the 

AP and the speed at which the mobile user is travelling. To establish a connection this dwell 

time, that is the amount of time spent within range of a Wi-Fi AP, must be greater than the 

inevitable scanning delay and connection delay combined. 
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 The dwell time is calculated using the formula: 

dwell time = 
𝑨𝑷𝑪

𝑺𝑴
 – (sd + cd) (4.1) 

where APC is the diameter of the Access Point coverage area in metres, SM is user speed in 

metres per second, sd is the scanning delay, cd (connection delay) is the time taken to estab-

lish a connection to an AP.   

Clearly if a mobile user is travelling at too high a speed then they will not remain in range 

of a Wi-Fi AP for a period of time sufficient to enable a useful connection to be established. 

In the context of SONS, the threshold speed is the speed at or below which a user must travel 

in order to be able to establish a useful connection to a Wi-Fi AP. To calculate a reasonable 

threshold speed, we require realistic Wi-Fi AP coverage areas and delay times. 

4.2.2 Wi-Fi Access Point Coverage Areas 

 

To develop a realistic understanding of real-world Wi-Fi deployments for use in the design 

of SONS, a survey of Wi-Fi APs was conducted in an area of Dublin city centre during late 

August 2015 (Figure 13). The survey was conducted using a Nexus 7 tablet and the Wigle 

[142] wardriving application which employed the tablet’s on-board GPS unit to map the 

locations of detected Wi-Fi APs. Many buildings in the survey area are old, solidly con-

structed with brick and stone structures and are typical of the type of buildings found in 

many urban environments. The solid nature of their construction results in walls that very 

effectively block radio signals, with a severe limiting effect on the coverage area of the de-

tected Wi-Fi APs. This blocking effect is even more pronounced with higher frequency sys-

tems such as 5GHz Wi-Fi and 5G cellular networks. 

The O’Connell Street area of Dublin city, which lies on the north side of the river Liffey, 

was selected for the survey as it contained a good mixture of transport links such as bus and 

tram lines, coffee shops, businesses, etc. It is also one of the main thoroughfares of the city 

and has a large number of pedestrians at all times of the day. The survey area was restricted 

to the east side of O’Connell street between 53.350386 degrees N, 06.260354 degrees W and 

53.349817 degrees N, 06.260067 degrees W, a distance of approximately 80 metres.   These 

positions correspond to the junction of O’Connell Street and Cathedral Street at the northern 
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end of the survey area and the junction of O’Connell Street and Earl Street North at the 

southern end of the survey area outlined in red in Figure 13. 

 

 

Figure 13 Wi-Fi AP Survey Area 

 

An initial scan of the survey revealed a potential problem, namely a very large number of 

Wi-APs that appeared to be positioned on the roadway and footpaths as indicated by blue 

marks in Figure 14.  



140 

 

 

Figure 14 Results of initial scan of survey area 

 

Closer examination of the initial scan results (Figure 15) revealed that some of the reported 

Wi-Fi APs were in fact mobile devices. It is assumed that these devices had been operating 

as mobile broadband hotspots and that users forgot to turnoff this functionality when in mo-

tion.  
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Figure 15 Detailed View of Initial Scan Results 

Other reported APs were office equipment such as printers and it was obvious that the posi-

tioning information was inaccurate. It appears that the inaccuracies in GPS positioning were 

as a result of partial blocking of the GPS signals by the surrounding built environment (Fig-

ure 16). To calculate its position a GPS-enabled device measures its range or distance from 

multiple GPS satellites. If the device has a very accurate clock it requires signals from 3 GPS 

satellites to calculate an accurate position. A device that does not have an accurate clock will 

require signals from 4 satellites to calculate an accurate position. GPS-enabled smartphones 

are typically accurate to within a 4.9 metre radius under open skies. The GPS satellites broad-

cast their signals in space with a certain level of accuracy but what the receiver gets depends 

on multiple, additional factors including receiver design features and quality, atmospheric 

conditions, satellite geometry and signal blocking.  

Many factors can degrade GPS positioning accuracy, including: 

 Satellite signals being blocked by buildings and other infrastructure such as bridges   

 Signals being reflected off buildings and walls (“multipath”) 
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 Poorly designed GPS hardware 

 

 

 

Figure 16 GPS – Impediments to GPS signal reception 

 

Often the GPS hardware is operating correctly and the problem lies with the mapping soft-

ware. Some of these issues include: 

 Incorrectly drawn maps 

 Missing roads, buildings, etc. 

 Incorrectly estimated street addresses 

 Mislabelled businesses and other objects of interest 

  

It was assumed that the confused results of the initial scan were the result of a combination 

of issues involving the GPS positioning systems, possibly due to multipath and signal block-

ing effects, and the mapping software. A selection strategy was required to winnow out in-

appropriate APs from the multitude returned by the initial scanning operations. Many of the 

SSIDs seen in the scanning results contained information that identified businesses in the 

area and it was decided that only APs that could be mapped to the physical location of a 

business in the area would be selected. 
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Figure 17 Wi-Fi APs selected during the survey 

 

Using this strategy 20 SSIDs that could be mapped to physical location were selected and 

the process of estimating the coverage areas of the associated APs was begun. The procedure 

for estimating the approximate diameter of each of the coverage areas was as follows; for 

APs 1 to 10 shown in Figure 17 the mobile device used in the survey was moved from north 

to south parallel to the block of buildings housing the Wi-Fi APs. When an AP was first 

detected the position was noted and this position was considered to mark the northern edge 

of the coverage area. This procedure was repeated for APs 1 to 10 but moving from south to 

north, when an AP was detected the position was recorded and this marked the southern 

boundary of the APs coverage area. The same strategy was employed for APs 11 to 15 on 

Earl Street North and APs 16 to 20 on Cathedral Street. Having discovered the approximate 

boundaries for the selected APs a diameter for each coverage area was calculated, the results 

are presented in Table 4. 
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Table 4 Estimated Diameters of AP coverage areas 

Estimated Coverage Area of Survey Access Points 

AP Number 
Est.  Diameter (metres) & 

Direction of Travel 
Start Position End Position 

1 20m   N  S 
53.350473 N 

6.260140 W 

53.350273 N 

6.260140 W 

2 40m   N  S 
53.350534N 

6.260121 W 

53.350130N 

6.260119 W 

3 30m   N  S 
53.350450N 

6.260100 W 

53.350150N 

6.260080 W 

4 45m   N  S 
53.350469N 

6.260070 W 

53.350029N 

6.260060 W 

5 35m   N  S 
53.350407N 

6.260045 W 

53.349947N 

6.260030 W 

6 40m   N  S 
53.350322N 

6.260022 W 

53.349922N 

6.260017 W 

7 20m   N  S 
53.350183N 

6.260009 W 

53.349983N 

6.260007 W 

8 80m   N  S 
53.350430N 

6.259971 W 

53.349630N 

6.259962 W 

9 50m   N  S 
53.350204N 

6.259954 W 

53.349700N 

6.259950W 

10 60m   N  S 
53.350245N 

6.259933 W 

53.349645N 

6.259929 W 

11 40m   E  W 
53.349953N 

6.260175W 

53.349953N 

6.259615W 

12 25m   E  W 
53.349972N 

6.260010W 

53.349972N 

6.259610W 

13 35m   E  W 
53.349981N 

6.259984W 

53.349981N 

6.259484W 

14 20m   E  W 
53.349999N 

6.2599775W 

53.349999N 

6.2599500W 

15 40m   E  W 
53.350024N 

6.2599813W 

53.350024N 

6.2599253W 

16 45m   E  W 
53.350375N 

6.260450W 

53.350375N 

6.259750W 

17 40m   E  W 
53.350392N 

6.260247W 

53.350392N 

6.259687W 

18 35m   E  W 
53.350411N 

6.260110W 

53.350411N 

6.259620W 

19 13m   E  W 
53.350427N 

6.259853W 

53.350427N 

6.259653W 

20 45m   E  W 
53.350451N 

6.259943W 

53.350451N 

6.259313W 

Mean APC 37.9 metres   

SD 14.859   
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The largest AP coverage area observed during the survey had a diameter of approximately 

80 m and the smallest was approximately 13 m in diameter with many diameters clustered 

around 35 to 45 metres. As each AP was an independent, standalone device there was no 

standardised distribution of coverage area sizes. Even in scenario in which all the APs were 

part of the same organisation each coverage area size would vary due to device placement 

within a building, the size and internal layout of each building and the thickness of external 

and internal walls.  

In this context it was decided to determine the mean coverage area diameter and standard 

deviation for the surveyed APs and an average coverage area diameter of 37.9 metres with 

a standard deviation of 14.859 was calculated.  

The Empirical Rule (68-95-97.5 Rule) states that 68.27% of results will fall within the mean 

plus or minus one standard deviation. This rule in conjunction with the APC mean and stand-

ard deviation informs the SONS-related research in terms of setting default values for 

APCmin and APCmax which are defined as follows: 

APCmax = µ + 1 standard deviation (4.2) 

APCmin = µ - 1 standard deviation (4.3) 

APCmax = 37.9 + 14.859 

APCmax = 52.759 

APCmax = 53m 

 

APCmin = 37.9 - 14.859 

APCmax = 23.041 

APCmin = 23m 

Because the Standard Deviation was quite large in relation to the mean AP Coverage area it 

was decided to use 1 SD in calculating both APCmax and APCmin. An initial calculation of 

APCmin using 2 SDs resulted in an APCmin value of approximately 8.2m which was com-

pletely unrealistic and the decision was taken to only use 1 SD in the calculations of APCmax 

and APCmin.  
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During operations SONS will use the APCmax and APCmin values calculated above as its 

default values. Over time SONS builds a historical record of AP coverage areas which are 

mapped to the AP’s geological location for future use. In the absence of this historical data 

SONS reverts to the APCmax and APCmin default values. 

4.2.3 Threshold Speed 

 

Threshold Speed(TS) is the maximum speed at which a mobile node can establish a useful 

connection to a detected AP. In order to calculate the Threshold Speed, we require the AP 

coverage area diameter and the total delay(td). For the purpose of calculating user Threshold 

Speed, we assume an AP coverage area diameter equivalent to the mean AP coverage area 

diameter plus one standard deviation based on the results from the Wi-Fi survey (Table 4). 

Table 5 presents the results of tests for scanning delay and Wi-Fi connection delay observed 

at various locations using both a smartphone and a laptop computer  

The average duration of the observed Wi-Fi scans was 3.59 seconds with a standard devia-

tion of 0.464344, similar to the scan delays reported in [106], and an average delay in con-

necting to an AP of approximately 4.498 seconds (standard deviation 0.286813) was expe-

rienced. Both the scanning delay and the connection delay were measured manually using 

an electronic stop watch. 

Table 5 Wi-Fi Scanning, Connection and Page Load Delay Times 

Location  Device 

Type 

Scanning 

Delay  

(seconds) 

Connection 

Delay 

(seconds) 

Bus [onboard] Smartphone 3.6 4.8 

Train [onboard] Smartphone 3.8 4.7 

Train [onboard] Laptop 3.9 4.6 

Coffee Shop Laptop 3.6 3.98 

Coffee Shop Smartphone 3.2 4.1 

College Reception 

Area 

Laptop 3.6 4.3 

College Reception 

Area 

Smartphone 3.3 4.8 

Bus Stop Smartphone 4.0 4.7 

Train Station Smartphone 3.3 4.5 

 Mean 3.59 4.498 

 Std Dev 0.264344 0.286813 
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We define the maximum total delay (tdmax) and the minimum total delay (tdmin) as follows: 

Td(max) = (msd + 2 SDs) + (mcd + 2 SDs) (4.4) 

Where td is total delay, msd is mean scan delay, mcd is mean connection delay and SD is 

Standard Deviation, as the Standard Deviation is quite small in relation to the mean Scanning 

and Connection delays it was decided to use 2 SDs in calculating td(max).  

The Threshold Speed (TS) is calculated using the mean AP coverage area diameter plus 1 

standard deviation and the maximum total delay td(max). We first calculate td(max): 

td(max) = (msd + 2 SDs) + (mcd + 2 SDs)  

msd = 3.59, msd SD = 0.264344 

mcd = 4.498, mcd SD = 0.286813 

td(max) = (3.59 + (2 * 0.264344)) + (4.498 + (2 * 0.286813))  

td(max) = 4.1187 + 5.072 

td(max) = 9.19 seconds 

Threshold Speed is the maximum speed at which a mobile node can travel and continue to 

detect a Wi-Fi AP, connect to the detected AP and download a webpage.  

The Threshold Speed (TS) is calculated as follows: 

TS = AP Coverage Area Diameter / maximum total delay 

TS = (mean APC + 1 SD) / td(max) (4.6) 

From Table 1 we get a mean APC coverage area diameter of 37.9 metres and a SD of 14.859 

TS = (37.9 + 14.859) / 9.19 

TS = 52.76 / 9.19 

TS = 5.74 metres per second 

Therefore, a mobile node traversing a heterogeneous wireless network would need to be 

moving at a speed of approximately 6 metres per second or less in order to make a useful 

connection to a Wi-Fi AP. In light of this a value of 6 metres per second was selected as the 

default threshold speed for the SONS framework. 
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4.3 SONS Utility Function  
 

A novel SONS utility function is introduced to indicate the mobile user’s preference regard-

ing attempting to scan for alternative wireless networks. This utility function simplifies the 

assessment of complex situations that involve uncertainty or risk and enables us to formalise 

the decision making process. Cardinal Utility is the assignment of a numerical value to utility, 

and models that incorporate cardinal utility use the theoretical unit of utility, the util, in the 

same way that any other measurable quantity is used. In this work utility is expressed simply 

as a number and the output from the SONS utility function, the utility score, is used to decide 

whether or not to activate the Wi-Fi interface and begin scanning operations. Because the 

user speed, AP’s coverage area, total connection delay and the amount of data remaining in 

the user’s data allowance have a significant impact on the decision making process, SONS 

includes these parameters in its utility value calculation.  

 

 

Figure 18 APCmin and APCmax 

 

Without loss of generality we assume the coverage area of a Wi-Fi AP to be a circle with 

diameter APC. The AP’s coverage area is defined as APC (diameter), users speed in me-

tres/second is defined as SM, combined connection delay is defined as td.   
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The user’s maximum daily data allowance in MB is calculated by dividing the total data 

allowance by the number of days in the billing period and the result is defined as RDCmax.   

The user’s remaining data-cap is defined as RDC and it is the remaining number of MB of 

allowance from the current date until the end of the billing period divided by the number of 

days remaining in the billing period. On day one of the billing period RDCmax will be equal 

to RDC, RDCmax will remain constant throughout the billing period but RDC will reduce in 

value over the billing period as the user consumes their data allowance. The data reserve 

limit set by the user is referred to as RDCmin. When initialised, SONS calculates the maxi-

mum and minimum utility scores smax and smin and any subsequent utility scores will be 

evaluated to see if they fall between these upper and lower boundaries.  

The SONS utility function is presented in (4.7) and lower bound and upper bound utilities 

are calculated with formulas (4.8) and (4.9). 

s =   (
𝑨𝑷𝑪

𝑺𝑴
 – td) * 

𝟏

𝑹𝑫𝑪 
   (4.7) 

smin = (
𝑨𝑷𝑪𝒎𝒊𝒏

𝑺𝑴𝒎𝒂𝒙
 – td max) * 

𝟏

𝑹𝑫𝑪 𝒎𝒂𝒙
   (4.8) 

smax =  (
𝑨𝑷𝑪𝒎𝒂𝒙

𝑺𝑴𝒎𝒊𝒏
 – td min) * 

𝟏

𝑹𝑫𝑪 𝒎𝒊𝒏
   (4.9) 

SMmin is 1 for all speeds less than 1 since a mobile node at rest will have a speed of 0mps and we cannot divide by zero 

U(s) = {
𝟏, 𝒔𝐦𝐢𝐧 <  𝒔 ≤ 𝒔𝐦𝐚𝐱

𝟎, 𝒐𝒕𝒉𝒆𝒓𝒘𝒊𝒔𝒆
  (4.10) 

Output of the SONS utility function, the utility score U(s), is a dimensionless quantity and 

is expressed as a whole number either 1 or 0.  
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4.4 SONS Illustrative Example 
 

 

Figure 19 Bob’s Commute 

 

Bob is an urban commuter who travels between home and work by bus and on foot (Figure 

19). Each workday Bob leaves home on foot and walks to the nearest bus-stop (Position 1). 

When Bob reaches the bus-stop he usually has to wait for the bus to arrive and he passes the 

time by watching some video clips on his smartphone. Bob’s smartphone is a multi-homed 

device equipped with an interface for connecting to mobile cellular networks and an IEEE 

802.11 interface for connecting to Wi-Fi APs. In this scenario the device has automatically 

established a connection to Bob’s mobile phone provider’s network and the Wi-Fi interface 

is de-activated.   

Bob wants to protect his cellular data-cap and reduce energy consumption but he is also 

prepared to use his mobile data allowance whenever necessary to ensure that he can enjoy 

his videos with as few stalling events as possible. In order to achieve this objective, Bob has 

installed the SONS framework on his device.  
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The SONS framework on Bob’s smartphone runs in the background as a service and moni-

tors user speed, data-cap, battery level and the MPD-Cache directory.   

Each time Bob’s smartphone wakes from sleep mode SONS calculates his maximum Re-

maining Data Cap (RDCmax), this is done by dividing Bob’s data allowance for the billing 

period by the number of days in the billing period. For a user with a 50GB data allowance 

(50GB = 51200MB) and a 28-day billing period the RDCmax on day 1 of the billing period 

is: 

RDCmax = Total Data Cap / Days in Billing Period  

RDCmax = 51200 MB / 28   = 1892 MB 

SONS then generates the lower bound utility value which is calculated using the lower bound 

formula (4.8). 

Default values for various inputs such as delay, AP coverage area, etc. are employed by 

SONS for its calculations in the absence of real world information, particularly during start-

up and when the device exits sleep mode. The default values are presented in Table 6 below. 

Table 6 Default Values for Use in SONS Utility Score Calculations 

Default Values Used in SONS Utility Functions 

Metric Mean Std. Dev Formula Used Default Value 

tdmax 3.59 

4.498 

 

0.264344 

0.286813 

 

5.4 9.2 sec 

tdmin 3.59 

4.498 

 

0.264344 

0.286813 

 

5.5 7 sec 

APC(max) 37.9m 14.859 5.2 53m 

APC(min) 37.9m 14.859 5.3 23m 

SMmax NA NA 5.6 6 mps 

 

In order to determine the maximum total delay tdmax, SONS monitors the delay for each 

streaming session and records the longest total delay.  
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In the event that there is not any entry associated with tdmax , typically at system start-up, a 

default value of 9 seconds is used (Table 6). APCmin is the smallest diameter of Wi-Fi AP 

coverage areas for recently detected Wi-Fi APs. In the event that there has been no recent 

detection of APs a default value of 23m is employed (Table 6). A default value for SMmax 

of 6 metres per second, the maximum user speed over the ground at which a useful connec-

tion to a Wi-Fi AP can be established, is used (Table 6). 

The lower bound utility value (4.8) in this example is calculated as 

smin = (23/6 – 9) * 1/1892 = -0.00273079  

SONS then generates the upper bound utility value which is calculated using formula (4.9). 

The RDC(min) value is set by the user and represents the portion of their data allowance that 

the user wishes to reserve to ensure that they have mobile data available for essential services 

such as maps/navigation, online searches, WhatsApp, etc. Bob has decided to reserve 1000 

MB for essential services. The td(min) value is the minimum total delay, again SONS tracks 

the total delay for each streaming session and records the shortest total delay in a text file. 

In the event that the td(min) file is empty a default value of 7 seconds is used (Table 6). 

APC(max) is the largest Wi-Fi AP coverage area diameter in metres that has been detected, 

the default value is 53 metres (Table 6). The SM(min) value is the minimum user speed over 

the ground, for user speeds of less than 1 metre per second the default value is 1 metre per 

second.  

The upper bound utility value (4.9) in this example is calculated as follows: 

smax = (53/1 – 7) * 1/1000 = 0.0046  

SONS now calculates Bob’s utility score using formula (4.7). 

Since Bob is stopped at a bus stop SM = 1 metre per second (note SM = 1 mps for all values 

less than 1), APC = 80m, td = 8 seconds and RDC = 1600 since we assume that some portion 

of the daily data allowance has already been consumed by various activities. 

s = (80/1 – 8) * 1/1600 = 0.045  

The overall utility is computed as in (4.10) and since -0.00273079 < 0.045 ≤ 0.046: 

U(s) = 1  
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An overall utility score of U(s) = 1 in this example implies the Wi-Fi interface can be acti-

vated and a user specified network detection and selection algorithm implemented.  

When Bob selects a video that he wishes to view the video’s MPD is downloaded to a tem-

porary directory named MPD-Cache. The MPD-Cache directory is empty by default and 

SONS checks the directory size once per second. When SONS detects that the folder size 

has changed it assumes that a manifest file has been downloaded and it invokes the Resolu-

tion Discovery Module (RDM) which is described in Chapter 5. 

4.5 SONS Principle, Architecture and Algorithm 
 

For the mobile user wishing to connect to Wi-Fi networks, time is of the essence since the 

window of opportunity for making decisions regarding network selection may be very short. 

Complex algorithms require more time to execute than do simple algorithms. Consequently, 

a very simple decision-making process in which there are only four inputs that enables de-

cisions to be made quickly is considered. 

Modern urban HetNets provide commuters, equipped with multi-homed devices, with an 

opportunity to be always “best connected”. These multi-homed devices are typically 

equipped with both a cellular interface and a Wi-Fi interface. For the user, being best con-

nected means connecting to the network that best meets their current needs and in order to 

do so the user must be able to detect wireless networks in their proximity, determine which 

network is the “best” according to some selection process and connect to it. Typically, on 

initialisation a mobile user’s device will first establish a connection to the cellular network 

of their mobile phone service provider. If the user wishes to change their point of attachment 

to another network, they must scan for available Wi-Fi networks and the Wi-Fi scanning 

process may be started manually by the user or an application may be running automatic 

scans in the background. Automatic scanning for Wi-Fi APs is problematic since the scans 

may continue to be conducted even when there is no reasonable chance of connecting to 

detected APs due to the user’s speed over the ground, thus consuming energy resources for 

no real gain. User initiated scanning operations require the user to manually enable the Wi-

Fi interface to begin scanning, again without regard to the chances of successfully connect-

ing to a detected network. SONS abstracts from the user the decision making process around 

when to scan for available Wi-Fi networks, removes the need to manually initiate scans and 
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it also ensures that automatic scanning only occurs when there is a realistic prospect of a 

useful connection to Wi-Fi being established. 

The architecture of the SONS framework consists of two main components, a Movement 

Analysis Unit (MAU), the Decision-Making Unit (DMU) and several other modules. A 

block diagram presented in Figure 20 shows the relationship between the GPS/accelerometer 

inputs, MAU, DMU, MPD-Cache Monitor, Bus/Train sub-module and the user defined net-

work selection algorithm.  

4.5.1 Movement Analysis Unit (MAU) 

 

The Movement Analysis Unit (MAU) takes input from the mobile device’s on-board accel-

erometer and GPS unit to calculate the user’s average speed over the ground on continuous 

basis. Mobile device on-board GPS units typically receive updates once per second and 

based on this update cycle the MAU samples the user speed once per second. The average 

speed is calculated once every 10 samples, calculating average speed approximately every 

10 seconds allow large fluctuations in speed to be dampened.   When the average speed has 

been calculated and converted to metres per second (mps) the DMU is called and the average 

speed is passed to it.  

4.5.2 Decision Making Unit (DMU) 

 

The decision-making process takes place within the DMU (Figure 20); we present the deci-

sion making logic in Figure 21, the decision process flowchart and we present the pseudo 

code for the decision-making process in Algorithm 1. 

The user’s average speed as calculated by the MAU, the subscriber’s Remaining Data Cap 

(RDC) and the current battery level act as inputs into the Decision-Making Unit (DMU) for 

use in calculating the utility scores (5.7, 5.8, 5.9, 5.10). When the DMU has calculated a 

utility score it sets a “freshness” countdown timer to 5, this countdown timer is decremented 

by 1 every second until the next utility score calculation. If an external module such as MDF 

(Chapter 5) or AIS (Chapter 6) requests the latest utility score the remaining “freshness” 

countdown timer value is passed to it as well as the utility score. The user can set reserve 

values for both the battery level and RDC and if either of these reserve values are reached 

the DMU will not calculate the utility scores. The DMU also contains 2 sub-modules, the 

MPD-Cache Monitor (MCM) and the Bus/Train sub-module (4.5.2).  
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4.5.3 MPD-Cache Monitor (MCM)  

 

Recall that the MPD-Cache directory is a temporary holding area for downloaded manifest 

files or MPDs associated with video content prepared for use with DASH enabled media 

player. The MPD-Cache Monitor checks this directory once per second for changes in di-

rectory size, since this directory is empty by default a change in size indicates the presence 

of a downloaded MPD file. When a change in directory size is detected the MCM decreases 

the check interval and rechecks the directory size every 0.5 seconds and compares the current 

directory size with the previous directory size. The download is considered to be completed 

if the file size does not change for a period equal to 4 rechecks or 2 seconds. When the file 

has completed downloading the Resolution Discovery Module (RDM) is initialised. The 

RDM is responsible for analysing the MPD to determine the resolution of the target video 

and for invoking either MDF (described in Chapter 5) or AIS (described in Chapter 6) as 

appropriate. 

4.5.4 Resolution Discovery Module (RDM) 

 

When the user selects a video to stream the associated MPD file is downloaded to a tempo-

rary holding directory named MPD-Cache. SONS monitors this directory for downloaded 

MPDs by checking the directory size once per second. This directory is empty by default 

and when SONS detects a change in the directory size it is assumed that an MPD file has 

been downloaded and the Resolution Discovery Module(RDM) is initialised. 

The MPD file is an XML document and the RDM processes the file to determine the asso-

ciated video’s maximum resolution by examining the “height” attribute in the MPDs “Rep-

resentation” tag. If the maximum value of the height attribute in the file is less than 720p 

Standard Definition (SD) video is assumed and MDF (Chapter 5) is initialised. On the other 

hand, if the maximum value of the height attribute is greater than or equal to 720p a high 

definition (HD) video stream is assumed and the AIS module (Chapter 6) is initialised. 

4.5.5 Pedestrian Mode 

 

Commuters in urban environments move from location to location under their own power 

by walking or cycling, by some mechanical means such as bus or train or by some combina-

tion of all these forms of transportation. SONS recognises this through its use of two modes 
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of operation, pedestrian mode and bus/train mode. Pedestrian mode is the default mode for 

SONS and is used when a mobile user is travelling at 5 metres per second (the Threshold 

Speed) or less and bus/train mode is selected when the user is travelling at speeds in excess 

of 5 metres per second. The pedestrian mode encompasses all commuter travel behaviours 

at low speeds and while at rest. Bus/train mode addresses those situations in which the com-

muter might be travelling at speeds in excess of 5 metres per second as indicated by the user 

device’s on-board systems. 

4.5.6 Bus-Train Mode 

 

In certain circumstances, it is possible that a mobile user may travel at a relatively high speed 

and be capable of establishing a connection to a Wi-Fi AP. For example, many public 

transport systems provide free on-board Wi-Fi for passengers. In this scenario the mobile 

user is potentially travelling at a high speed yet always remains within the coverage area of 

the on-board Wi-Fi AP and therefore the Wi-Fi interface should be enabled to facilitate net-

work detection and selection.  

The Bus/Train sub-module is a component of the DMU and is activated when the mobile 

user is found to be travelling at speeds above the threshold value of 5 metres per second. 

When the Bus/Train sub-module is invoked it activates the Wi-Fi interface and initiates a 

scan for available Wi-Fi APs. The results of the scan are stored in memory and the Wi-Fi 

interface is disabled. A 60 second Countdown Timer is started and when it expires the Wi-

Fi interface is re-activated and a second scan takes place. The result of the second scan is 

compared with the stored results from the first scan. If a Wi-Fi AP is seen in the results from 

both scans the user is considered to be stationary in relation to the AP and the DMU calls 

the appropriate network selection algorithm.  If the same AP is not seen in both scan results 

the stored result from the first scan is replaced with the result of the second scan. A timer 

with a duration of 60 seconds is started and when the timer expires the Retry Counter is 

checked, if the Retry Counter is greater than 0 the Wi-Fi interface is activated and the Retry 

Counter is decremented by 1. A scan is carried out and the results are again compared with 

the result held in memory. The process repeats itself until the Retry Counter reaches 0 at 

which point the Wi-Fi interface is de-activated. In this scenario SONS concludes that no on-

board Wi-Fi networks are available and that it is a waste of resources to continue to scan for 

them.  
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A default Countdown Timer value of 60 seconds is selected since a vehicle travelling at a 

speed above the Threshold Speed of 5 mps will have moved beyond the coverage area of a 

Wi-Fi AP in 60 seconds. Recall that APCmax is 53 m, a vehicle moving at 5 metres per 

second for 60 seconds will have travelled 300 meters, far outside the average coverage area. 

A Retry Counter default value of 4 is selected for use since we require at least 2 scans to 

confirm the presence of an onboard Wi-Fi AP. Wi-Fi scans are not guaranteed to detect an 

AP on each scan therefore conducting a total of 4 scans is a reasonable compromise between 

reliability and conducting an excessive number of scans. If an on-board Wi-Fi AP is detected 

a user speed of 1 metre per second is passed to the DMU and is used in the calculation of the 

utility score. 
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Figure 20 SONS System Component Block Diagram 

 

The decision-making process takes place within the DMU (Figure 20); we present the deci-

sion making logic in Figure 21, the decision process flowchart and we present the pseudo 

code for the decision-making process in Algorithm 1. 

The SONS MAU samples the user’s speed over ground once per second and calculates the 

average speed every 10 samples or every 10 seconds. When the average speed has been 
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calculated the MAU writes the value to a text file for use by the DMU. The DMU checks 

the speed file every 10 seconds to retrieve the latest average speed and if the speed is greater 

than the Threshold Speed of 5 metres per second the Bus/Train module in activated. If the 

Bus/Train module determines that the device is within range of an on-board Wi-Fi AP it 

returns a user speed of 1 metre per second to the DMU for use in the utility score calculations. 

When the speed value retrieved by the DMU is less than the Threshold Speed the DMU 

ignores the Bus/Train module and calculates the current utility score using the available val-

ues (4.10). If the DMU calculates a utility score of 1 it activates the Wi-Fi interface and 

invokes the users preferred network detection and selection algorithm. 

The MCM operates within the DMU and monitors the MPD-Cache directory, when it detects 

the presence of a downloaded MPD file it activates the Resolution Discovery Module (RDM). 

RDM’s role is to analyse the MPD file and to determine whether the target video content is 

Standard Definition (SD) or High Definition (HD). If the MPD refers to SD content RDM 

invokes MDF (Chapter 5), on the other hand if RDM determines that the MPD file refers to 

HD video content it invokes AIS (Chapter 6). 

 



160 

 

 

Figure 21 SONS Decision Making Process Flowchart 

 

 

 

 

 

 



161 

 

Algorithm 1 SONS Scan or No-Scan Algorithm 

INPUT: 

Remaining Data-Cap (RDC); 

User speed over ground; 

Battery Level; 

PROCEDURE: 

 SONS Movement Analysis Unit (MAU) 

 Input: 

  User speed over ground; 

 Procedure: 

  Calculate average user speed over ground 

  Convert average user speed to metres per second  

 Output: 

  Metres Per Second; 

 SONS Decision Making Unit (DMU) 

 Input: 

  APC or default APC value; 

  Metres Per Second; 

  RDC; 

  Battery Level; 

 Procedure: 

 Decision Making 

  if Battery Level <= Reserve Battery Level then shutdown SONS 

  if RDC Level <= Reserve RDC Level then shutdown SONS  
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  if Metres Per Second > threshold value then invoke Bus/Train Mode 

  else: 

  Calculate Smin and Smax  according to (4.8) and (4.9) 

  Calculate current utility score based on (4.10) 

  if U(s) = 0 then return to MAU 

  elseif U(s) = 1 then  

invoke user defined network detection & selection algorithm 

 Output: 

  U(s); 

 BUS/TRAIN Mode 

 Input: 

  Metres Per Second 

 Procedure: 

 Decision Making 

  if number of retry attempts = 0 then get MAU input 

  else: 

  activate Wi-Fi interface 

  scan for Wi-Fi APs 

  if on-board Wi-Fi AP detected then  

invoke user defined network detection and selection algorithm 

  else: 

  de-activate Wi-Fi interface 

  wait for pause timer to expire 

  if pause timer expires then check number of retry attempts 
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  if number of retry attempts > 0 then  

  activate Wi-Fi interface 

  scan for Wi-Fi APs 

  if on-board Wi-Fi AP detected then  

invoke user defined network detection and selection algorithm 

  elseif number of retry attempts = 0 then get MAU input 

OUTPUT:  

 U(s) 

 

Note: The MAU has its own procedure because it runs continuously monitoring the user’s 

speed over the ground. The MAU monitors the user speed once per second as this is a typical 

update frequency for phone GPS modules and it records the observed speed. Every 5 samples 

the MAU calculates an average speed and converts the speed to metres per second. 
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4.6 Modelling and Simulations Overview 
 

The behaviour of the SONS framework was modelled using the utility function described in 

section 4.3 and two simulation scenarios which will be discussed in sections 4.6.4 and 4.6.5. 

Simulations were conducted to evaluate SONS and demonstrate its benefits. A two-part ap-

proach was taken as follows:  

Part I Utility Score Generation – Part I was concerned with generating a set of utility 

scores using the SONS utility function for various Wi-Fi AP coverage area diameters and 

for various user speeds. The utility scores are used to indicate when conditions are suitable 

for attempting to establish useful connections to Wi-Fi APs for mobile users. 

Part II NS-3 Simulation – Part II was concerned with constructing a realistic simulation 

model informed by the real world survey results (Table 4), the Wi-Fi delay factors presented 

previously in Table 5, observed data transfer rates for Wi-Fi (Table 8) and the cellular net-

work performance metrics discussed in Section 4.6.1 (Table 6 and Table 7). The NS-3 [143] 

simulation model was used to test the veracity of the SONS utility scores. 

4.6.1 Cellular Network Connection Delay 

 

The amount of time needed to establish a useful connection to a Wi-Fi AP using both a 

laptop and a smartphone at various locations has been examined in Section 4.2.3 Table 5. 

This section examines the delays experienced in establishing a data connection to a 4G mo-

bile phone network located in the Republic of Ireland for use in the NS-3 [143] simulations. 

The cellular network of Three Ireland(Hutchison) Limited was selected for use in this work. 

The company is a telecommunications and internet service provider who operate 3G and 

4G/LTE mobile phone services throughout the Republic of Ireland [144]. They launched 

their first Irish 4G/LTE network in Dublin City in January 2014. Information on the down-

load and upload link speed, connection type, ping times and jitter were gathered using the 

Speedtest application by Ookla [145]. The Speedtest application is available for various plat-

forms and enables the results of multiple speed-tests to be stored for later examination. Both 

cellular and Wi-Fi connections can be tested using the application. 

The data transfer rates for the Three Ireland mobile phone network are presented in Table 6 

and the percentage of time that 4G connections were available is also shown. When 4G ser-

vice is not available the network falls back to providing 3G services. The results in Table 6 
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were obtained using the Ookla Speed Test application [145] at various locations in Dublin 

City. Table 8 presents the examples of the delays experienced while connecting to the data 

services provided by Three Ireland Ltd, these connection delays were observed while ob-

taining the results shown in Table 6. Connections were established to various public Wi-Fi 

networks in Dublin City centre and the download speeds were measured using a connection 

speed measurement tool [145]. The Wi-Fi speed-test results are shown in Table 8 and the 

delays experienced in establishing connections to the various Wi-Fi APs were presented pre-

viously in Table 5. These results inform the Wi-Fi characteristics used in the NS-3 simula-

tions. 

Table 7 Three Ireland 4G/LTE Network Performance 

Three Ireland 4G/LTE Data Network Performance  

Type Download (Mbps) Upload (Mbps) Ping (ms) Jitter (ms) 

3G 1.88 0.86 41 8 

3G 1.34 0.22 47 1 

LTE 4.77 2.77 36 3 

LTE 6.28 5.98 39 2 

LTE 2.67 0.67 21 28 

LTE 3.61 1.15 31 7 

LTE 1.87 0.86 38 8 

LTE 2.69 1.53 31 8 

LTE 2.57 1.95 28 6 

3G 4.83 0.07 39 11 

LTE 3.20 1.64 45 7 

LTE 2.34 1.51 35 7 

3G 3.49 1.51 40 46 

LTE 2.16 0.87 31 15 

3G 3.23 2.72 31 15 

LTE 1.70 1.86 31 15 

LTE 2.41 3.73 27 2 

Mean 3.002353 1.758824 34.76471 11.11765 

Std. Dev 1.2256 1.394725 6.575618 10.81329 

LTE/4G Availability (%) 70% 

 

 

Table 8 4G Connection Delays 

Connection Delays to 3 Ireland 4G Data Network [in seconds] 

Inside 7.69 7.28  7.13  6.91  7.11  

Outside 7.48  7.28  10.6  7.17  7.35 
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Table 9 Observed Download/Upload Rates at Public Wi-Fi APs 

Dublin City Centre Wi-Fi Performance 

Type Download (Mbps) Upload (Mbps) Ping (ms) Jitter (ms) 

802.11n 8.2 3.2 17 6 

802.11n 9.4 4.6 39 11 

802.11n 7.6 3.12 22 9 

802.11n 5.4 3.4 46 4 

802.11n 6.8 4.5 29 19 

802.11n 4.3 2.1 28 27 

802.11n 8.7 2.9 34 16 

802.11n 5.4 1.6 41 12 

802.11n 4.6 4.3 27 9 

802.11n 3.5 2.8 31 7 

802.11n 7.3 3.5 40 23 

802.11n 8.1 2.1 29 17 

802.11n 6.3 3.0 37 39 

802.11n 10.2 2.4 46 10 

802.11n 7.6 3.6 28 44 

802.11n 9.5 4.4 33 26 

802.11n 8.9 1.2 25 42 

Mean 7.165 3.1 32.47 18.88 

Std. Dev 1.92 0.98 7.9 12.43 
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4.6.2 Simulation Exercise Overview 

The simulation exercises described in this section were carried out to validate SONS’s utility 

function. A set of utility scores were generated for the two different simulation environments 

described here (Table 9, Table 11). Recall that SONS first generates an upper and lower 

bound for the utility score and any subsequent utility scores that lie within the upper and 

lower bound indicate that a useful Wi-Fi connection might be established. 

The simulation software selected for use in this work was NS-3 Network Simulator [143], a 

discrete-event network simulator that is intended primarily for research and educational use. 

Although many other network simulation packages such as OMNET++ [146] and NetSim 

[147] are also available NS-3 was selected as it is free software, licensed under the GNU 

GPLv2 license, and is publicly available for research and development use. It is also updated 

on a regular basis with new stable versions being released every three months, these releases 

include new models which are developed, documented, validated and maintained by a large 

and engaged community. Open validation of the models by third parties is actively encour-

aged to ensure that the models are of high quality. There is also extensive documentation for 

the software with many examples and tutorials. 

The results presented in this section were generated using a series of NS-3 [143] simulations 

informed by the following data: 

 Real world AP coverage areas (Table 4) 

 Real world Wi-Fi scanning and connection delays (Table 5) 

 Observed 4G/LTE Download speeds (Table 7) 

 Measured 4G/LTE connection delays (Table 8) 

 Wi-Fi download speeds (Table 9) 

 

The simulations performed were concerned with models of the real-world data rates for Wi-

Fi and LTE. In the simulations the average observed Wi-Fi AP coverage area (Table 4) 

formed the basis for the node layout for the NS-3 simulations. The observed Wi-Fi download 

speeds (Table 9) and Wi-Fi scanning and connection establishment delays (Table 5) were 

used to determine the number of data packets received from each network AP at the mobile 

node.   
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The simulation environment consisted of three nodes representing Wi-Fi APs with non-over-

lapping coverage areas and a single node that represented the LTE network. During each 

simulation the mobile node travelled in a straight line through the coverage areas of the APs 

between the 3 Wi-Fi APs and the LTE eNodeB.  (Figure 22) 

Two simulation environments were created; in the first simulation environment the diameter 

of the Wi-Fi APs coverage area was 40m (Figure 22) and the coverage pattern of the LTE 

network was replicated by permitting omni-directional connectivity to the node representing 

the LTE network. In the second simulation environment (Figure 23) the 3 Wi-Fi APs had 

coverage areas with a diameter of 80m. The NS-3 simulation parameters used are presented 

in Table 10. 

Table 10 NS-3 Simulation Parameters 

NS-3 Simulation Parameters 

Parameter Value 

eNodeB Configuration 1 eNodeB, single cell, UL Bandwidth 5 

Mbps, DL Bandwidth 5 Mbps 

 

Wi-Fi AP Configuration 3 APs, 1 data source per AP, DL Bandwidth 

11 Mbps 

 

UE Configuration 1 UE, speed 0 – 10 metres per second, 3 data 

sinks (1 per AP), 1 LTE interface 

All NS3 Helper classes e.g. Wi-Fi, routing Default values used 
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4.6.3 Assumptions 

 

For the purposes of the NS-3 simulations, the following assumptions were made: 

 The mobile node can connect to any detected Wi-Fi AP 

 Connections to either the Wi-Fi APs or the LTE network are never refused 

 Connection delays were constant 

 Once a connection is established the average data transfer rate for that connection 

remains constant, Wi-Fi at a rate of 11 Mbps (mean plus 2 standard deviations Table 

9) and LTE at a rate of 5 Mbps (mean plus 2 standard deviations Table 7).  

 When not in use, a wireless interface is shut down 

 When an interface is brought back up there is no delay in beginning operations apart 

from an appropriate connection delay (including scanning delay Table 5, Table 8) 

 It is assumed that the mobile node passes through the widest part of an APs coverage 

area 

 

4.6.4 Simulation Environment 1 

 

In the NS-3 Simulation Environment 1 a mobile node moves along a straight line route at a 

constant speed during each simulation run (Figure 22). Four different communication strat-

egies were modelled: 

 A mobile node using LTE only 

 A mobile node using Wi-Fi only 

 A mobile node using a combination of LTE and Wi-Fi without SONS being imple-

mented 

 A mobile node using a combination of LTE and Wi-Fi with SONS implemented 

 

For each of the four communication strategies listed above the mobile node travelled the 

route a total of 6 times, each time at a different speed.  Three independent, non-overlapping 

802.11 networks exist within the simulation environment and each Wi-Fi AP has a coverage 

area 40 m in diameter. The simulations were run over a fixed length route and as the speed 

of the mobile node over ground increased the duration of the simulations decreased. In each 
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simulation the mobile nodes starting position was approximately 30 metres from the centre 

of the coverage area to the left of Access Point A. 

For the LTE only simulation the mobile node established a connection to the LTE network 

when the simulation began and maintained this connection for the duration of the simulation 

ignoring the Wi-Fi APs completely. In the second simulation the mobile node only con-

nected to Wi-Fi APs and did not connect to the LTE network at any time during the simula-

tion. During the third simulation the mobile node establishes a connection to the LTE net-

work when the simulation begins and scans for Wi-Fi APs whenever it is not connected to 

one. When the mobile node changes position and moves within range of a Wi-Fi AP it begins 

the process of establishing a connection to the AP. SONS is not implemented in this simu-

lation and the node attempts to connect to detected Wi-Fi APs regardless of how fast it is 

moving. While the connection to the AP is being established the mobile node retains its 

connection to the cellular network and if a connection to an AP is established the connection 

to the cellular network is dropped. As the mobile node moves out of range of a Wi-Fi AP it 

experiences a delay of 7 seconds before the LTE connection is established. In the fourth 

simulation SONS is implemented, the mobile node uses both LTE and Wi-Fi to establish 

connections but on establishes connections to Wi-Fi when conditions are suitable. During 

this set of simulations, the mobile node only scans for Wi-Fi APs when the utility score is 

between smin (4.8) and smax (4.9) and it is not connected to a Wi-Fi AP, thus simulating the 

functionality provided by the SONS framework. If conditions do not support Wi-Fi commu-

nications the node employs LTE only.  

Note: As the mobile node moves along a straight line path from left to right through the 

simulation area it is assumed to pass through the widest part of each of the three APs. In 

Figure 22 the node’s path is shown as being slightly off centre, this is to facilitate the text 

placement within the AP coverage area. 
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Figure 22 Scenario 1 Simulation Environment, APC 40m 

 

4.6.5 Simulation Environment 2 

 

The four communication strategies simulated in Simulation Environment 1 are also investi-

gated in Simulation Environment 2. In the Simulation Environment 2 simulations the mobile 

node again moves from left to right along a straight line route through the AP coverage areas 

in the NS-3 environment travelling at a constant speed during each simulation run. Wi-Fi 

APs in this environment have coverage areas 80 m in diameter and the mobile node travels 

the route a total of ten times, each time at a different speed. Again in this set of simulations 

when SONS is implemented the mobile node only scans for Wi-Fi APs when the utility score 

is between smin (4.8) and smax (4.9) and the mobile node is not already connected to a Wi-Fi 

AP. 
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Figure 23 Simulation Environment 2, APC 80m 

 

In each of the simulations conducted the mobile node moved from the left hand side of the 

simulated environment to the right hand side without stopping. When the mobile node 

reached the left hand edge of a Wi-Fi AP’s coverage area a delay of 8 seconds was imple-

mented before data was received at the mobile node from the AP. A delay of 8 seconds was 

selected as a reasonable compromise between tdmin (7 seconds) and tdmax (9 seconds). 

During the delay period the connection to the 4G network, if one existed, was maintained. 

Once a connection to the Wi-Fi AP was established the 4G data connection was shut down 

to conserve energy. When the right hand side of the AP’s coverage area was reached the 

transfer of data between the AP and the mobile node was halted immediately.  

Following this loss of connectivity to the Wi-Fi AP a 7 second delay in establishing a con-

nection to the 4G network was introduced. This 7 second delay replicates the real-world 

delay observed during the establishment of a connection to a 4G data network. During the 

delay caused by the ‘break before make’ handover from Wi-Fi to cellular no data is trans-

ferred between the server and the mobile node. In the event that another Wi-Fi AP was de-

tected and could be connected to before the 4G link was established the new Wi-Fi link was 

established and the 4G connection attempt aborted.  
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4.6.6 Result Analysis 

 

Table 11 presents the pre-calculated utility scores for Simulation Environment 1 for the var-

ious speeds and RDC levels used in the simulations with the AP coverage area set at a diam-

eter of 40 metres. As the speed of the mobile node over the ground increases the utility score 

decreases indicating a reduction in the utility to the user of attempting a connection to a Wi-

Fi AP. However, we can also see that as the user’s data-cap reduces the attractiveness (utility) 

of connecting to a Wi-Fi AP increases regardless of the mobile node’s speed. For example, 

at a speed of 2 metres per second and an RDC of 1800 (full data allowance) the utility score 

is 0.0066667 but at the same speed (2 metres per second) with the reserve RDC level of 100 

the utility score has increased to 0.2057143. As the mobile user’s speed approaches 5 metres 

per second the utility score becomes very low and at 5 metres per second the utility score is 

0. A utility score of 0 indicates that no useful connection can be established to a Wi-Fi AP 

and therefore no user defined network detection and selection algorithm should be invoked.  

Table 11 Calculated Utility Scores for APC of 40m 

 

The purpose of the NS-3 simulations described in this section is to test whether or not the 

SONS utility scores are a reliable indicator of when a mobile user should attempt to connect 

to Wi-Fi APs in their proximity. From Table 11 we see that the lower bound utility score is 

0.00244 and the upper bound is 0.46, utility scores falling between these bounds should 

indicate that conditions are such that a connection to Wi-Fi should be attempted. It is im-

portant to note that a utility score greater than the lower bound value is no guarantee that a 

connection to an AP can be established or that if such a connection is made that a useful 
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amount of data can be transferred. On the other hand, a utility score that is less than the lower 

bound but greater than zero does not indicate that a connection to a Wi-Fi AP could not be 

made rather it indicates a low level of utility for the user in connecting to an AP. For example, 

at a speed of 4 metres per second and with an RDC of 1800 the utility score is 0.001111 util, 

this low utility score is a result of the user enjoying a full data allowance and having no 

current need to protect it. It is only when the utility score is zero that conditions are such that 

attempting to connect to a Wi-Fi AP is futile.
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Figure 24 Utility Scores for APC 40m RDC 800 Delay 8 sec 

 

 

Figure 25 Total Data Received at Node Wi-Fi Only RDC 800
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If we examine the case where the user’s RDC is 800 we see that the utility scores for speeds 

up to 4 metres per second are greater that the lower bound value and indicate that a useful 

connection to Wi-Fi APs might be made. Figure 24 presents a plot of the calculated utility 

scores including the lower bound which is indicated by a horizontal red line. At speeds up 

to 4 metres per second the plotted utility scores are at or above the lower bound while at 

speeds in excess of 4 metres per second the utility scores fall below the lower bound value.  

Figure 25 presents a graph of the total amount of data received at the mobile node using Wi-

Fi only. In this set of simulations, a very simple handover decision process is implemented.  

The mobile node travels a straight line path from the left hand side of the simulation area to 

the right hand side passing through the centre of the Wi-Fi APs coverage areas. When the 

node reaches the left hand side of an AP coverage area it begins the connection establishment 

process, and as soon as it reaches the right hand side of the coverage area the Wi-Fi connec-

tion is dropped. The mobile node automatically connects to each AP as it encounters them 

and signal strength is not considered for the purpose of this work.  As the node speed over 

the ground increases the overall amount of data received decreases, this is due to the reduc-

tion in the amount of time that the mobile node remained in range of the AP. However, a 

comparison between Figure 24 and Figure 25 clearly shows that when the utility score was 

0 (Figure 24, Table 9) the amount of data received using Wi-Fi only was 0 (Figure 25).
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Figure 26 Total Data Received at Mobile Node LTE/Wi-Fi vs SONS APC 40m RDC 800 

 

 

Figure 27 Total Data Received APC 40 RDC 800 LTE/Wi-Fi vs SONS
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Figures 26 and 27 present the total amount of data received at the mobile node while em-

ploying LTE/Wi-Fi without implementing SONS and the total amount of data received when 

implementing SONS. The figures show that both strategies result in the mobile node receiv-

ing the same amount of data at low speeds (up to approximately 3 metres per hour) but that 

at higher speeds a greater amount of data is received when SONS is implemented. This is 

due to the reduction in the total amount of time the mobile node is disconnected from the 

cellular network during the hand over from Wi-Fi to the cellular network. At the lower 

speeds the total disconnection period was 14 seconds for each strategy, however at the higher 

speeds implementing SONS resulted in no periods of disconnection while not implementing 

SONS resulted in being disconnected for a total of 14 seconds. When SONS was imple-

mented the utility scores calculated at speeds greater than 4 metres per second were zero, as 

a result no attempts were made to establish connections to the Wi-Fi APs and therefore no 

handovers from Wi-Fi to cellular occurred.  

Table 12 Total Amount of Data Transferred APC 40m and RDC of 800 

APC 40 m & RDC 800 

Speed 

(mps) 

LTE/Wi-Fi 

No SONS  

(MB) 

Percentage 

of time dis-

connected 

(%) 

LTE/Wi-Fi 

SONS 

 (MB) 

Percentage of 

time discon-

nected (%) 

Utility Score  

1.4 118 11% 118 11% 0.025714 

2 74.5 15.6% 74.5 15.6% 0.015 

3 40.74 22.3% 40.47 23.3% 0.006667 

4 23.88 31% 23.88 31% 0.0025 

5 13.75 39% 22.5 0% 0 

6 10 46.7% 18.75 0% 0 

 

Table 12 presents the total amount of data received by the mobile node when using a com-

bination of LTE and Wi-Fi connections both with and without implementing SONS. While 

the SONS utility score was greater than the calculated lower bound of 0.00244 and less than 

the upper bound of 0.46 the total amount of data received at the mobile node was the same 
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whether or not SONS was implemented. This is a result of the patterns of connecting and 

disconnecting to and from Wi-Fi APs and the cellular network being the same in both use 

cases. However, when the utility score was equal to zero a greater amount of data was re-

ceived at the mobile node when SONS was implemented due to a reduction in the amount 

of time the node was in a disconnected state. For example, at a speed over the ground of 5 

metres per second the node which did not implement SONS experienced a disconnected state 

39% of the time whereas the node which implemented SONS was never in a disconnected 

state (Table 11). Again at a speed of 6 metres per second over the ground the node which 

did not implement SONS was disconnected 46.7% of the time while the node that did im-

plement SONS was never in a disconnected state. 

Table 13 Calculated Utility Scores for APC of 80m  

 

Table 13 presents the pre-calculated utility scores for Simulation Environment 2 for the var-

ious speeds and RDC levels used in the simulations with the AP coverage area set at a diam-

eter of 80 metres. Again, as the speed of the mobile node over the ground increases the utility 

score decreases indicating a reduction in the utility of attempting a connection to a Wi-Fi 

AP. However, we can also see that as the user’s data-cap reduces the attractiveness (utility) 

of connecting to a Wi-Fi AP increases for any particular speed. For example, at a speed of 2 

metres per second and an RDC of 1800 (approximately full data allowance) the utility score 

is 0.0169133 but at the same speed with the reserve RDC level of 100 the utility score has 

increased to 0.32. As the mobile user’s speed approaches 10 metres per second the utility 

score becomes very low and at 10 mps the utility score is 0. A utility score of 0 indicates that 



180 

 

no useful connection can be established to a Wi-Fi AP and therefore no user defined network 

detection and selection algorithm should be invoked. 

Table 14 Total Data Transfer APC 80 m, RDC 800  

APC 80m & RDC 800 

Speed 

(mps) 

LTE/Wi-Fi 

No SONS  

(MB) 

Percentage of 

time discon-

nected (%) 

LTE/Wi-Fi 

SONS  

(MB) 

Percentage of 

time discon-

nected (%) 

Utility Score  

1.4 235.7 5.32% 235.7 5.32% 0.061429 

2 157 9.33% 157 9.33% 0.04 

3 95.75 14% 95.75 14% 0.023333 

4 65.15 18.67% 65.15 18.67% 0.015 

5 46.75 23.3% 46.75 23.3% 0.01 

6 40.72 28% 40.72 28% 0.006667 

7 25.76 32.66% 25.76 32.66% 0.004286 

8 19.19 37.3% 19.19 37.3% 0.0025 

9 14.12 42% 21 0% 0.001111 

10 9.38 46.7% 18.75 0% 0 

 

Table 14 presents the amount of data received at the mobile node using a combination of 

LTE and Wi-Fi connections with SONS being both implemented and not implemented. Also 

shown is the percentage of time that the mobile node was in a disconnected state for various 

utility scores when the user’s RDC was at 800 and the APs had a coverage area 80 metres in 

diameter.  

The total amount of data received at the mobile node and the amount of time that the node 

was in a disconnected state were the same regardless of whether or not SONS was imple-

mented for speeds under 9 metres per second. At speeds under 9 metres per second the cal-

culated utility score was greater than the pre-calculated lower bound utility score of 0.00244 

and connections to Wi-Fi APs were established as was the case in which SONS was not 

implemented. When the mobile node was travelling at 9 metres per second the utility score 

was less than the lower bound and in the case in which SONS was implemented no connec-
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tions to Wi-Fi APs were attempted and as a result there were no disconnections during hand-

overs from Wi-Fi to LTE. This resulted in 50% more data being received at the mobile node 

than during the equivalent simulation in which SONS was not implemented. The same be-

haviour is seen when SONS is implemented and the mobile node is travelling at 10 metres 

per second. A utility score of zero is calculated, no connections to Wi-Fi are made and no 

disconnections were experienced. In this case there was an increase in the total amount of 

data received at the mobile node from 9.38 MB to 18.75MB. 

When SONS was not implemented and the mobile node was moving at a speed of 10 metres 

per second the mobile node connected to available Wi-Fi APs. However, there was no trans-

fer of data as the dwell time was equal to the connection delay of 8 seconds, by the time a 

connection was established the mobile node was already leaving the APs coverage area. This 

situation resulted in the mobile node being disconnected from the cellular network for 46.7% 

of the simulations duration.  

SONS determines on behalf of the user when conditions are such that attempts to connected 

to detected Wi-Fi APs might be successful. It does not directly protect the user’s data-cap 

but activates, when the time is appropriate, mechanisms such as MDF and AIS that have the 

capacity to do so. By invoking MDF or AIS to offload data whenever possible from the 

user’s cellular connection to an available Wi-Fi connection SONS indirectly protects the 

user’s data-cap.  
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4.7 Energy Consumption by Wi-Fi Scanning Operations 
 

All networking operations consume some amount of energy and Table 15 presents the esti-

mated energy consumption for Wi-Fi scanning operations during the Simulation Environ-

ment 1 operations.  

Table 15 Energy Consumption Per Wi-Fi Scan (mWatts) APC 40m 

Energy Consumption per Wi-Fi Scan (mWatts) APC 40 

Node  

Speed 

Number of 

Scans 

(No-

SONS) 

Scan 

Energy 

(150mW per 

scan) 

Number of 

Scans 

(SONS) 

Scan 

Energy 

(150mW 

per scan) 

Energy  

Saving 

(mW) 

SONS 

Utility 

Score  

1.4mps 14 2100 14 2100 0 0.025714 

2mps 11 1650 11 1650 0 0.015 

3mps 10 1500 10 1500 0 0.006667 

4mps 9 1350 9 1350 0 0.0025 

5mps 8 1200 0 0 1200 0 

6mps 6 900 0 0 900 0 

 

In simulations in which SONS was not implemented the mobile node scanned for Wi-Fi 

networks whenever it was not connected to an AP. When the SONS framework is imple-

mented, there is a significant reduction in scanning activity since the node will only scan for 

Wi-Fi networks when the SONS utility score falls between the upper and lower bounds. This 

leads to a reduction in energy consumption, for mobile devices in the simulations in which 

SONS was implemented this can result in a saving of 10,800mW per hour assuming a scan-

ning frequency of 5 seconds. 

4.8 Conclusions 
 

Ubiquitous wireless networks and multi-homed mobile devices make it possible for a mobile 

user to be always “best connected” and to consume multimedia content on-the-go. Opportu-

nities may exist to seek out and connect to a ‘better’ network than the current connection, 

but this behaviour consumes energy and mobile users constrained by dependence on a bat-

tery must protect their battery resources where possible. It has also been demonstrated that 
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it is not always appropriate to engage in network detection and selection since, under certain 

circumstances, this can reduce the total amount of data transferred. Additionally, initiating 

wireless operations when they are of no benefit, results in the unnecessary consumption of 

energy for no gain.  

This section presents the SONS framework which abstracts from the user the decision of 

whether or not to carryout network detection and selection operations. Implementing the 

SONS framework has clear benefits for the end-user as follows: 

 It removes from the user the need to make decisions on when to invoke Wi-Fi detec-

tion and selection algorithms 

 If SONS returns a utility score of 0 no attempt is made to connect to a detected Wi-

Fi AP thereby reducing the number of disruptions to data transfer operations due to 

handoffs 

 The amount of time lost to connection delays during handovers from Wi-Fi to cellu-

lar networks is reduced 

 The reduction in scanning activities reduces the amount of energy consumed, not 

activating Wi-Fi interfaces unless there is a reasonable chance of establishing a use-

ful connection also helps conserve energy (Table 15) 

Testing performed demonstrates that SONS-driven management of network discovery oper-

ations can help improve data transfers, reduce energy consumption and protect the user ex-

perience by reducing the number of unnecessary handovers. 

The improvement in the amount of data received at the mobile node depends on the AP 

coverage area and the speed at which the mobile node is traveling. For example, in Simula-

tion Environment 1 the APs had a coverage area 40 metres in diameter and the mobile node 

travelled at various speeds ranging from 1.4 metres per second to 6 metres per second. In 

these simulations a mixture of LTE and Wi-Fi connections were used and the results from 

simulation runs in which SONS was not implemented were compared with the results from 

simulation runs in which SONS was implemented. At a mobile speed of 5 metres per second 

there was an increase of 63.6% in the amount of data received from 13.15 MB (SONS not 

implemented) to 22.5 MB (SONS implemented). When the mobile node was traveling at 6 

metres per second the increase in total amount of data received at the mobile node was 87.5% 

from 10 MB (SONS not implemented) to 18.75 MB (SONS implemented).  
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In Simulation Environment 2 the AP coverage areas had a diameter of 80 metres, when the 

mobile node was travelling at 9 metres per second there was an increase of 48.7% in the 

amount of data received at the node up from a total of 14.12 MB (SONS not implemented) 

to 21 MB (SONS implemented). At a node speed of 10 metres per second the increase was 

99.6% from 9.38 MB (SONS not implemented) up to 18.75 MB (SONS implemented).  

Energy consumption is decreased by shutting down interfaces when they are not in use. In 

the simulations carried out when SONS was not implemented the mobile node activated the 

Wi-Fi interface for scanning operations whenever the mobile node was not connected to an 

AP leading to unnecessary energy consumption. When SONS was implemented a SONS 

utility score of zero indicated that establishing a connection to a Wi-Fi AP was not feasible, 

in this case the Wi-Fi interface was disabled and scanning operations were curtailed. By not 

activating the Wi-Fi interface when the utility score was zero a total of 1200 mWatts in 

energy was saved over the course of the simulation when the node was moving at 5 metres 

per second and 900 mWatts was saved at a speed of 6 metres per second. 

The number of handovers was also reduced when SONS was implemented, for each Wi-Fi 

AP emulated in the simulated environment a handover was required when the node moved 

into range of the AP and also when it moved out of range of the AP.  

SONS fulfils Thesis Objective 1 introduced in Chapter 1, Section 1.6 and reproduced below: 

1. To develop a process to decide when to initiate Wi-Fi scanning operations that takes 

into consideration a user’s remaining data-cap, AP coverage areas and the user’s 

speed over the ground 

The SONS utility function determines, based on user speed over the ground, the user’s re-

maining data-cap and the AP coverage area when it appropriate to attempt to connect to a 

Wi-Fi AP and when it is not. Output from the utility function, the utility score, was verified 

through modelling and simulation.  
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CHAPTER 5 MPEG-DASH-BASED FRAMEWORK (MDF) 

 

In the previous chapter, the SONS framework and its utility function were introduced. This 

chapter presents MDF which is initialised by SONS when a SD video stream is detected. 

MDF is described in detail and its operation verified through a series of simulations. The 

results of the simulations are presented and discussed. 

5.1 Motivation 
 

Subscribers who use prepaid mobile network data plans with limited data allowances wish 

to protect the data-cap imposed on them by their mobile network provider. In order to do so 

they will switch their point of attachment from their cellular network connection to alterna-

tive wireless networks such as Wi-Fi whenever possible. However, mobile users who stream 

video content also wish to achieve the best Quality of Experience (QoE) that the prevailing 

conditions permit. Mobile users frequently stream Standard Definition (SD) video content 

originally recorded on devices such as smartphones, tablets, etc. that is not of the highest 

quality. In this context maintaining or improving end user QoE is achieved through reducing 

stalling events to a minimum since picture quality itself might be compromised. This chapter 

introduces an innovative MPEG-DASH-based Framework (MDF) for improving end-user 

video experience in heterogeneous multi-network wireless environments by reducing the 

number of stalling events. The SONS framework (Chapter 4) determines when a device 

should invoke user specified network detection and selection algorithms and also initialises 

MDF when appropriate.   

Unlike MDF, other schemes which seek to enhance QoE for mobile users do not differentiate 

between SD and HD video streams and as a result apply complicated solutions to SD video 

streams that do not require them. Zhang et al. in [148] propose a scheme for enhancing QoE 

that uses an environment-aware QoE model. The proposed scheme targets the provision of 

differentiated HTTP Adaptive Streaming (HAS) services under different environments and 

the improvement of the QoE associated with HAS for mobile users.  
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5.2 Overview 
 

This section describes MDF, a generic technology agnostic framework that seeks to optimise 

the performance of MPEG-DASH enabled clients streaming Standard Definition (SD) video 

in urban HetNet environments. MDF employs the SONS mechanism described in Chapter 4 

to determine when conditions are suitable for a user to attempt to switch their point of at-

tachment from a cellular network to an alternative Wi-Fi networks. Attempting to connect 

to alternative networks only when a reasonable possibility of establishing a useful connec-

tion exists reduces disruption to connectivity and also improves QoE by reducing stalling 

events. MDF also matches the requested video segments with both connection type and de-

vice capabilities (e.g. screen size) to avoid downloading segments of a higher definition than 

can be utilised and to protect the user’s data-cap. The data-cap is protected by downloading 

as little data over the cellular connection as is practicable. 

Figure 28 illustrates the major architectural components of MDF, its interaction with the 

Scan-or-Not-to-Scan (SONS) module described in Chapter 4. The main components of MDF 

are the Manifest Manager (MM) used to process the MPD file, the Decision Implementation 

Unit (DIU) that downloads video segments as directed by the Decision Making Unit (DMU), 

the Screen component that determines the devices screen size, a Buffer Monitor that checks 

the playout buffer level and the Interface Monitor that tracks the states of the wireless inter-

faces.  
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Figure 28 MDF Block Level Architecture 

 

On initialisation MDF carries out the following three actions: 

1. MDF’s Decision Making Unit (DMU) polls the SONS framework for the current 

utility score s and the freshness countdown timer value 

2. The DMU requests the devices screen size from the Screen component 

3. The DMU instructs the Manifest Manager to process the MPD file currently held in 

the MPD-Cache directory  

 

1) DMU polls SONS for the current utility score - When SONS calculates the utility 

score a “freshness” timer is set to 5 seconds and is decremented by 1 for every second 

that elapses, and when the timer reaches 0 the utility score is recalculated. The fresh-

ness timer value indicates the period of time in seconds until the next utility score is 

calculated. MDF takes the freshness counter value and uses it to synchronise its util-

ity score requests with the utility value calculations in order to ensure that it has the 

most recent utility score. To reduce the initial delay if the freshness timer value is 

greater than 3 MDF uses the current utility score and sets its update time to match 
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the freshness timer. If the freshness timer value is less than 3 MDF sets its update 

timer to match the freshness value and waits until the utility score is updated. 

  

2) In addition to requesting the utility value from SONS MDF also requests the devices 

screen size from the Screen sub-module, the returned screen size will be used to de-

termine the maximum segment bitrate that MDF will request. The resolution of the 

requested segments will match as closely as possible the reported device screen res-

olution. 

 

3) Once the DMU has decided on the video segment bitrate to use based on screen size 

the information is passed to the Manifest Manager which processes the MPD file in 

the MPD-Cache directory to generate a list of required video segments. Video seg-

ments identified in the MPD as having a two second duration are selected for use. 

The segment duration of 2 seconds was chosen as a good compromise between en-

coding efficiency and flexibility based on the work of [31]. In the event that segments 

of 2 second duration are not available those segments having a duration as close to 2 

seconds as possible are selected. The segment list is then returned to the DMU and 

the MPD file is deleted from the MPD-Cache directory.  

 

The DMU polls the Buffer Monitor to check on the amount of data that is currently being 

held in the playout buffer. MDF seeks to maintain a stable playout buffer level whenever 

possible to reduce the possibility of stalling events occurring and the buffer level to be main-

tained depends on the connection type currently in use. DMU aims to keep the playout buffer 

as full as possible when connected to Wi-Fi and as low as possible when connected to cel-

lular.  

When the SONS utility score is 1 the users preferred network detection and selection algo-

rithms are invoked. If a connection to a Wi-Fi AP is successfully established the playout 

buffer level is changed to a target level of 8 seconds before the cellular data connection is 

dropped. The time taken to establish a data connection to a cellular network has been shown 

to be 8 seconds and in order to be able to bridge the connection delay to cellular the playout 

buffer level should be maintained at a level of at least 8 seconds.  If the level of the playout 
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buffer is less than that required, the DMU will alert the DIU to download multiple segments 

from the list to bring the buffer up to the necessary level. 

A SONS utility score of 0 indicates that attempting to establish connections to Wi-Fi is not 

feasible. In this case, since there will be no hard handover from Wi-Fi to cellular the DMU 

will attempt to maintain a playout buffer level equivalent to the duration of the selected 

segments, which by default is 2 seconds. Previous work [128] has shown that when the play-

out buffer level drops below 1 second stalling events occur more frequently; maintaining a 

buffer level of 2 seconds assists in reducing the number of stalling events. As there will be 

no periods of time during which the node will be disconnected due to “break before make” 

handovers from Wi-Fi to cellular there is no requirement to be able to bridge gaps in con-

nectivity which removes the need for a full playout buffer. The user also wishes to download 

as little as possible over the cellular link and maintaining low buffer levels in anticipation of 

establishing a Wi-Fi connection at a later time aids in this objective. 

The DMU uses the Interface Monitor to check the status of the device’s wireless interfaces. 

If the Wi-Fi interface changes status from active to shut-down the DMU will alter its playout 

buffer level requirements from high to low. If, on the other hand, the Wi-Fi interface changes 

state to up then the DMU will respond by changing the buffer level requirement from low to 

high. This strategy is adopted to manage scenarios in which the Wi-Fi network is available 

but the Wi-Fi interface on the device becomes unavailable through malfunctioning or 

through manual user intervention. 
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Figure 29 MDF Instruction Sequence 

 

Identifying the screen size of the device on which the DASH client is running is important 

since it makes no sense to request a high bit rate segment to display on a small sized screen. 

[149] demonstrated that end users are satisfied with low bit rate segments on smartphones 

due to the small screen size. Requesting lower bit rate segments makes downloads faster, 

reduces the load on the access networks and helps reduce the amount of space needed for 

buffering. It also helps protect the end user’s data caps by minimizing the total amount of 

data downloaded when a user is connected to a cellular network. 
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The aims of MDF are as follows: 

1) Reduce the amount of data downloaded over a cellular connection to protect end user 

data-cap 

2) Reduce the number of stalling events during video streaming to maintain or improve 

end-user QoE 

3) When connected to Wi-Fi networks maintain a playout buffer level greater than 8 

seconds to bridge loss of connectivity due to handovers from Wi-Fi to cellular net-

works and when connected to cellular networks maintain a buffer level equivalent to 

the selected segment duration e.g. 2 seconds 

 

5.3 Testing the MDF Framework 
 

The MDF test environment consisted of a Lenovo ThinkPad laptop equipped with an Intel 

i7 processor, 16GB of RAM and an SSD drive running Debian 9 GNU/Linux. MDF’s con-

cepts were tested using the NS-3 [143] simulation package and Linux LXC containers [150]. 

Two Debian based LXC containers were created as well as a set of tap/bridge devices to 

enable the external containers to send traffic to and from the NS-3 network simulation. One 

of the Debian containers ran a modified version of VLC [151] and acted as a streaming server 

while the other container hosted a VLC client (see Figure 30). The server hosted a copy of 

the EnvivioDash3 video content hosted at [152]. The duration of each simulation was 193 

seconds, a period of time equal to the playing time of the video content.  

Note: Quality of Experience is a subject metric typically measured using panels of human 

assessors which are expensive to convene and this need for human assessors makes it im-

possible to measure QoE in real-time for streamed video content. It has been demonstrated 

that the number of stalling events that occur during the streaming of a video is closely related 

to the users QoE. In this work the number of stalling events is used as a metric for measuring 

QoE, a high number of stalling events indicates a low QoE while a lower number of stalling 

events indicates a higher QoE. 
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Figure 30 Overview of the test environment 

 

 

Figure 31 NS-3 Internal Network Structure 

The following four scenarios were investigated using the test environment described previ-

ously: 

1. User in a stationary position (0 metres per second) 

2. Mobile user travelling at 1.4 metres per second, the average pedestrian speed in an 

urban environment 

3. Mobile user travelling at 5 metres per second, the average speed of public transport 

in urban centres 

4. Mobile user travelling at 10 metres per second, the legal speed limit in Dublin City 

Centre 

 

For each of the 4 scenarios under investigation the simulations were conducted in two parts 

and the results compared. In Part 1 of each simulation the mobile host operated without MDF 

and in Part 2 of the simulation MDF’s behaviours were implemented. During Part 1 of a 

simulation the mobile user would always attempt to connect to alternative networks when 
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and if such a network was detected. In Part 2 of each simulation the mobile user would 

attempt to connect to an alternative network only if the SONS module (Chapter 4) deemed 

that a useful connection could be established.  

For the purposes of the MDF simulations the following assumptions were made: 

 The user equipment (UE) is assumed to be a smartphone 

 Initially the UE has an established connection to the cellular network 

 The mobile node would establish a connection to a Wi-Fi AP as soon as it was in 

range 

 Connection attempts to both Wi-Fi and cellular networks were never refused 

 Connection delays were constant, Wi-Fi had an 8 second delay, LTE had a 7 second 

delay 

 No data traffic was dropped and a different constant bit rate (CBR) was employed 

for both Wi-Fi and cellular links, Wi-Fi 11 Mbps, LTE 5 Mbps 

 Wireless interfaces were deactivated when connections were dropped 

 It is assumed that a mobile node travels through the widest part of an APs coverage 

area 

 

The simulated wireless HetNet environment consisted of 3 Wi-Fi APs and an LTE eNodeB 

as shown in Figure 16 below. The coverage area of each of the APs was 80 metres in diam-

eter and the coverage areas were non-overlapping. The simulation environment parameters 

are presented in Table 16. 
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Table 16 NS-3 Simulation Environment Parameters 

NS-3 Simulation Parameters 

Parameter Value 

eNodeB Configuration 1 eNodeB, single cell, UL Throughput 5 

Mbps, DL Throughput 5 Mbps 

Wi-Fi AP Configuration 3 APs, 1 data source per AP, DL Through-

put 11 Mbps 

UE Configuration 1 UE, speed 0 – 10 metres per second, 3 data 

sinks (1 per AP), 1 LTE interface 

All NS3 helpers e.g. wifiHelper, etc. Defaults used 

 

 

Figure 32 MDF simulation environment 
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Scenario 1 Part 1: In Scenario 1 Part 1 the mobile node was in a stationary position, ap-

proximately 10 metres to the left of the centre of Wi-Fi AP A’s coverage area. The coverage 

areas of the Wi-Fi APs were 80 metres in diameter and initially, the mobile node established 

a connection to the cellular network’s eNodeB. The cellular connection was maintained for 

the duration of an 8 second connection delay while a new connection was established to the 

Wi-Fi AP.  In this simulated scenario there was a single handover from cellular to Wi-Fi 

without any loss of connectivity due to the “make before break” nature of the handover. 

When the connection to the AP was completed the cellular connection was dropped. As the 

node remained stationary for the duration of the simulation and remained within the cover-

age area of the AP there were no further handovers. The simulation had a duration of 193 

seconds equivalent to the duration of the video content used [152]. MDF was not imple-

mented. 

Scenario 1 Part 2: In Scenario 1 Part 2 the mobile node remained in a stationary position 

approximately 10 metres to the left of the centre of Wi-Fi AP A’s coverage area. The cover-

age area of the AP was 80 metres in diameter. Initially, the mobile node established a con-

nection to the cellular network’s eNodeB and the cellular connection was maintained during 

the 8 second connection delay while a new connection was established to AP A. Again in 

this simulation there was a single handover from cellular to Wi-Fi without any loss of con-

nectivity due to the “make before break” nature of the handover. When the connection to the 

AP was completed the LTE connection was dropped. As the node remained stationary for 

the duration of the simulation and remained within the coverage area of the AP there were 

no further handovers. The simulation had a duration of 193 seconds equivalent to the dura-

tion of the video content used [152]. MDF was implemented during the simulation. 

Scenario 2 Part 1: In Scenario 2 Part 1 the mobile node travelled a straight line path through 

the coverage areas of the 3 Wi-Fi APs at a constant speed of 1.4 metres per second, the 

average pedestrian speed in an urban environment. On start-up and before the mobile node 

began its journey from a position 50 metres to the left of the centre of AP A’s coverage area 

the mobile node established a connection to the LTE network. The mobile node connected 

to the Wi-Fi APs whenever it came in range of one and once a connection was made to an 

AP the cellular connection was dropped. All handovers from cellular to Wi-Fi were “make 

before break” with no loss of connectivity but each connection to an AP experienced an 8 

second connection delay during which the mobile node maintained its LTE connection. In 
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contrast, all handovers from Wi-Fi to cellular were “break before make” during which the 

mobile node experienced a 7 second total loss of connectivity for each handover completed. 

The simulation finished with the end of the video content, a period of 193 seconds during 

which MDF was not implemented. 

Scenario 2 Part 2: In Part 2 of Scenario 2 the mobile node again travelled a straight line 

path through the coverage areas of the 3 Wi-Fi APs at a speed of 1.4 metres per second. 

When the simulation started the mobile node established a connection to the LTE network 

before it began its journey from a position 50 metres to the left of the centre of AP A’s 

coverage area. All handovers from cellular to Wi-Fi were “make before break” with no loss 

of connectivity but a connection delay of 8 seconds was experienced by the node and once 

the connection to the AP was made the LTE connection was dropped. As soon as the mobile 

node reached the edge of an APs coverage area it lost connectivity to the AP and all hando-

vers from Wi-Fi to cellular were “break before make”. Each of these handovers incurred a 7 

second total loss of connectivity for each one that took place. MDF was implemented in this 

simulation and the simulation finished with the end of the video content, a duration of 193 

seconds. 

Scenario 3 Part 1: When the simulation began the mobile node established a connection to 

the cellular network and then proceeded to travel a straight line path through the coverage 

areas of the 3 Wi-Fi APs at a speed of 5 metres per second. The node started its journey from 

a position 50 metres to the left of the centre AP A’s coverage area. Whenever the mobile 

node came within range of an AP it attempted to establish a connection to the AP. All hand-

overs from cellular to Wi-Fi were “make before break” during which the node maintained 

its LTE connection while establishing a connection to the AP which resulted in no loss of 

connectivity. The “make before break” handovers had a duration of 8 seconds, equivalent to 

the Wi-Fi connection delay presented in Chapter 4 Section 4.2.3. If the node was successful 

in connecting to the AP, the LTE connection was dropped and when the node reached the 

right-hand edge of the APs coverage area the Wi-Fi connection was lost. All handovers from 

Wi-Fi to cellular were “break before make” and incurred a 7 second loss of connectivity for 

each handover that occurred. The duration of the simulation was 193 seconds and MDF was 

not implemented during the simulation. 

Scenario 3 Part 2: The mobile node travelled a straight line path through the coverage areas 

of the 3 Wi-Fi APs at a speed of 5 metres per second. It started its journey from a position 
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50 metres to the left of the centre of AP A’s coverage area having first established a connec-

tion to the cellular network. When the mobile node reached the left-hand edge of an AP’s 

coverage area it attempted to establish a connection to the AP. All handovers from cellular 

to Wi-Fi were “make before break” during which the node maintained its LTE connection 

while attempting to establish a connection to the AP. The “make before break” handovers 

took 8 seconds to complete during which there was no loss of connectivity. As soon as the 

mobile node reached the right-hand side of the AP’s coverage area the connection to the AP 

was lost. The node then began the process of re-connecting with the cellular network, how-

ever, all handovers from Wi-Fi to cellular were “break before make” and incurred a 7 second 

loss of connectivity for each hand over that occurred. The duration of the simulation was 

193 seconds and MDF was implemented by the mobile node. 

Scenario 4 Part 1: Having established a connection to the cellular network the mobile node 

travelled a straight line path through the coverage areas of the 3 Wi-Fi APs at a speed of 10 

metres per second.  As was the case in the previous simulations it started its journey from a 

position 50 metres to the left of the centre of AP A’s coverage area. When the mobile node 

reached the left-hand side of an AP’s coverage area it attempted to establish a connection to 

the AP. All handovers from cellular to Wi-Fi were “make before break” during which the 

mobile node maintained its LTE connection while connecting to the AP, this strategy re-

sulted in no loss of connectivity. When the mobile node reached the right-hand side of the 

AP’s coverage area it lost the connection to the AP at which time it started the process of re-

connecting to the cellular network. A total loss of connectivity for a period of 7 seconds was 

experienced by the mobile node during the re-establishment of its LTE connection. The du-

ration of the simulation was 193 seconds and MDF was not implemented.  

Scenario 4 Part 2: On initialisation the mobile node established a connection to the cellular 

network before traveling a straight line path through the coverage areas of the 3 Wi-Fi APs 

at a speed of 10 metres per second.  The node started its journey from a position 50 metres 

to the left of the centre of AP A’s coverage area. As soon as the node reached the left-hand 

side of an AP’s coverage area it began the process of establishing a connection to the AP. 

All handovers from cellular to Wi-Fi were “make before break” with a duration of 8 seconds 

during which the node maintained its LTE connection while attempting to connect to the AP 

with no loss of connectivity. If the node established a connection to the Wi-Fi AP, the LTE 

connection was dropped. When the node arrived at the right-hand edge of the AP’s coverage 
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area the Wi-Fi connection was dropped and the node attempted to re-establish the cellular 

connection.  However, all handovers from Wi-Fi to cellular were “break before make” and 

incurred a 7 second loss of connectivity for each hand over that occurred. The duration of 

the simulation was 193 seconds and MDF was implemented.  



199 

 

Table 17 MDF Scenario Summary Table 

 

Scenario ID  Node Speed 

Over Ground 

MDF Imple-

mented 

AP Cover-

age Area 

Diameter 

Initial 

Conn 

Type 

Node Start Position Mobile 

Node 

Travel 

Pattern 

Number 

of Wi-Fi 

APs 

Number of 

eNodeBs 

Simulation 

Duration 

Scenario 1 Part 1 0 metres per sec NO 80 metres cellular 10 m to left of the centre of 

AP A’s coverage area 

Straight 

line left 

to right 

3 1 193 seconds 

Scenario 1 Part 2 0 metres per sec YES 80 metres cellular 10 m to left of the centre of 

AP A’s coverage area 

Straight 

line left 

to right 

3 1 193 seconds 

Scenario 2 Part 1 1.4 metres per 

sec 

NO 80 metres cellular 50 m to left of the centre of 

AP A’s coverage area 

Straight 

line left 
to right 

3 1 193 seconds 

Scenario 2 Part 2 1.4 metres per 

sec 

YES 80 metres cellular 50 m to left of the centre of 

AP A’s coverage area 

Straight 

line left 

to right 

3 1 193 seconds 

Scenario 3 Part 1 5 metres per sec NO 80 metres cellular 50 m to left of the centre of 

AP A’s coverage area 

Straight 

line left 

to right 

3 1 193 seconds 

Scenario 3 Part 2 5 metres per sec YES 80 metres cellular 50 m to left of the centre of 

AP A’s coverage area 

Straight 

line left 

to right 

3 1 193 seconds 

Scenario 4 Part 1 10 metres per 

sec 

NO 80 metres cellular 50 m to left of the centre of 

AP A’s coverage area 

Straight 

line left 

to right 

3 1 193 seconds 

Scenario 4 Part 2 10 metres per 

sec 

YES 80 metres cellular 50 m to left of the centre of 

AP A’s coverage area 

Straight 

line left 

to right 

3 1 193 seconds 
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5.4 Results 
 

In the following section graphs representing the playout buffer levels for each simulation are 

presented. For example, Figure 33 presents the playout buffer level for a simulation in which 

MDF was not implemented and it can be seen that the buffer level varies frequently and 

rapidly. When MDF was not implemented the DASH enabled client reverted to its default 

behaviour of downloading segments having the highest bitrate possible based on the client’s 

estimation of the link capacity. The reason why the effective media throughput, as repre-

sented by the playout buffer levels, does not improve when increasing the segment size is 

that the available bandwidth in the simulation fluctuates over time. When larger segments 

are used the client is not able to adjust as quickly and flexibly as would be possible with 

shorter segments and therefore the buffer levels deteriorate for longer segment lengths. Fig-

ure 34 presents the playout buffer for a simulation in which MDF was implemented and it 

can be seen that in these simulations the buffer levels were more consistent. This was a result 

of the client not seeking to download the segments having the highest bitrates but down-

loaded smaller segments.   

Some of the fluctuations in buffer levels cannot be explained by the behaviour of the DASH 

enabled client, for example, in Figure 36 we see two drops in buffer levels not associated 

with handover activity. It is not clear as to the cause of these events but we speculate that 

they arise form processing bottle necks in the simulations caused by the use of external Linux 

containers mapped onto the NS3 simulated network via tap-bridge devices. 

5.4.1 Scenario 1 Part 1 Mobile Node in Stationary Position MDF Not Implemented 

 

Figure 33 presents the playout buffer level in seconds over the course of the simulation for 

a stationary node which has not implemented MDF (Scenario 1 Part 1). When MDF is not 

implemented the DASH enabled media player reverts to its default behaviour of requesting 

the video segments based on available link capacity. In this scenario the DASH enabled 

player requests video segments having the highest bit rate without regard to the device screen 

size. Downloading larger files than required takes longer and during the download process 

the buffer levels drop as the existing buffer contents are consumed. 
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In heterogeneous networks users may experience delays in establishing connections to wire-

less networks when they change their point of attachment from one network to another. They 

may also face periods of time during which they are completely disconnected and rely on 

the contents of the playout buffer to maintain their video playback. The red horizontal line 

in Figure 33 represents a desired buffer level of 8 seconds, if the buffer level falls below this 

8 second mark the mobile node may be unable to bridge gaps in connectivity due to hando-

vers from Wi-Fi to cellular networks. This can result in depletion of the playout buffer and 

the occurrence of stalling events which have a negative impact on end-user Quality of Ex-

perience (QoE). It is apparent from Figure 33 that on multiple occasions during the simula-

tion run the buffer level fell below the 8 second mark. Two stalling events were also observed 

at the 45 second and 189 second points of the simulation when the buffer level fell to zero.  

 

Figure 33 Stationary user MDF not implemented 

 

5.4.2 Scenario 1 Part 2 Mobile Node in Stationary Position with MDF Imple-

mented 

 

Figure 34 presents the playout buffer levels in seconds for a stationary node which has im-

plemented MDF, the segment sizes requested for downloading were based on a smartphone 

screen resolution and a segment duration of 2 seconds. Segments were not requested based 

on available bandwidth and severe fluctuations in buffer levels was avoided. Apart from a 

period of 9 seconds at the start of the video the playout buffer level remained above the 8 

second mark (indicated by the red horizontal line) for the duration of the simulation run and 

no stalling events were observed. Maintaining a playout buffer level of at least 8 seconds is 

important for stationary nodes since there is no guarantee that they will remain in the same 

location for the duration of the video. Changing position has the potential to cause a hando-

ver from the Wi-Fi AP to the cellular network which will result in a break in connectivity 

due to the delay in establishing a cellular data connection. If the buffer level is less than 8 
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seconds when this event occurs there is a risk that the playout buffer will become depleted 

before the data connection is re-established and stalling events will occur.  

 

Figure 34 Stationary user MDF implemented 

 

5.4.3 Scenario 2 Part 1 Mobile Node Moving at 1.4 metres per second MDF Not 

Implemented 

 

The playout buffer levels in seconds over the course of the simulation for a mobile node 

travelling at 1.4 metres per second while not implementing MDF are presented in Figure 48. 

The node requested segments based on available bandwidth and not screen size leading to 

larger than necessary segments being downloaded. The graph shows wide fluctuations in 

buffer levels similar to those in Scenario 1 Part 1.  It is clear from the graph that for the 

majority of the simulation the buffer level was below 8 seconds. In addition, there were 4 

stalling events at 117 seconds, 68 seconds, 86 seconds and 117 seconds where the playout 

buffer level fell to zero. 

 

Figure 35 Mobile user travelling at 1.4 mps MDF not implemented 
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5.4.4 Scenario 2 Part 2 Mobile Node Moving at 1.4 metres per second MDF Im-

plemented 

 

Figure 36 shows the playout buffer levels for a mobile node travelling at 1.4 metres per 

second which has implemented MDF. Segment requests were based on a smartphone screen 

size and a duration of 2 seconds. Buffer levels were stabilised with no stalling events being 

observed and for the majority of the simulation the buffer level was above the 8 second mark. 

However, the buffer level fell below 8 seconds on two separate occasions centred around the 

68 second and 142 second points in the simulation which match handovers between Wi-Fi 

and cellular networks.  

 

Figure 36 Mobile user travelling at 1.4 mps MDF implemented 

 

5.4.5 Scenario 3 Part 1 Mobile Node Moving at 5 metres per second MDF Not 

Implemented 

 

The playout buffer levels for a mobile node which has not implemented MDF travelling at 

5 metres per second are presented in Figure 37. The segment selection strategy was the 

DASH enabled media player default and segments were selected based on available band-

width.  Five stalling events were observed at the 22 second, 70 second, 79 second and 125 

second points during the simulation run. In addition, for the majority of the simulations du-

ration the buffer level was below 8 seconds. 

 

Figure 37 Mobile user travelling at 5 mps MDF not implemented 
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5.4.5 Scenario 3 Part 1 Mobile Node Moving at 5 metres per second MDF Imple-

mented 

 

Figure 38 presents the playout buffer levels for a mobile node which had implemented MDF 

travelling at 5 metres per second. The segment selection strategy was to select segments 

having a duration of 2 seconds and a resolution that reflected a smartphone screen size. No 

stalling events were observed during the simulation and the buffer level remained above 8 

seconds for approximately 96% of the simulation duration time. The buffer level fell below 

the 8 second mark on two occasions centred around the 24 second and 66 second points in 

the simulation which matches handovers between Wi-Fi and cellular networks.  

 

Figure 38 Mobile user travelling at 5 mps MDF implemented 

 

5.4.6 Scenario 4 Part 1 Mobile Node Moving at 10 metres per second MDF Not Imple-

mented 

The playout buffer levels for a mobile node which had not implemented MDF and was trav-

elling at 10 metres per second are presented in Figure 39. The default segment selection 

strategy of selecting segments based on available bandwidth was employed.  For the majority 

of the simulation run time the buffer level was below the 8 second mark. Three stalling 

events were also observed, occurring at the 54 second, 61 second and 74 second points in 

the simulation.  

 

Figure 39 Mobile user travelling at 10 mps MDF not implemented 
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5.4.6 Scenario 4 Part 1 Mobile Node Moving at 10 metres per second MDF Im-

plemented 

 

Figure 40 presents the playout buffer levels for a mobile node travelling at 10 metres per 

second which had implemented MDF. The segment selection strategy was to select segments 

of 2 seconds duration with a resolution appropriate for a smartphones screen size. The buffer 

level remained above the 8 second mark for the majority of the simulation apart from a brief 

period of time during the initial stage of the streaming operation. No stalling events were 

observed during the simulation. 

 

Figure 40 Mobile user travelling at 10 mps MDF implemented 
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5.5 Periods of Connectivity as a Percentage of Simulation Duration 
 

The percentage of the simulation time during which the mobile node was connected to either 

a cellular or Wi-Fi network or was in a completely disconnected state are shown in Table 18. 

Also shown is the percentage of the simulation during which the playout buffer was less than 

8 seconds and the MDF implementation status for each simulation.  

Table 18 MDF Status & Percentage  of Sim Time Buffer Level < Than 8 seconds 

Node Speed MDF Status Wi-Fi % of 

Time 

LTE % of 

Time 

% of Time 

Discon-

nected 

% of Time 

Buffer < 8 

secs 

0 mps OFF 91.2% 8.8% 0% 69.4% 

0 mps ON 91.2% 8.8% 0% 5.2% 

1.4 mps OFF 61.65% 30.6% 7.25% 76.7% 

1.4 mps ON 61.65% 30.6% 7.25% 12.4% 

5 mps OFF 12.5% 76.6% 10.9% 67.8% 

5 mps ON 12.5% 76.6% 10.9% 5.7% 

10 mps OFF 0% 92.75% 7.25% 70.5% 

10 mps ON 0% 100% 0% 0% 
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5.6 Data Transfers 
 

Table 19 presents the total amount of video content received by the client in Megabytes (MB) 

with a breakdown of the amount of video content downloaded over Wi-Fi and cellular con-

nections. Also shown is the reduction in the amount of data downloaded over the cellular 

connection when MDF is implemented. 

Table 19 Data Downloads and MDF Status 

Node 

Speed  

MDF 

Status 

Total 

Download 

(MB) 

 Wi-Fi 

Down-

load 

(MB) 

 LTE 

Down-

load 

(MB) 

Reduction 

in LTE 

Data  MDF 

(MB) 

Reduction 

in LTE 

Data MDF 

(%) 

0 mps OFF 123 112.2 10.8 NA NA 

0 mps ON 27 24.6 2.4 8.4 77.8% 

1.4 mps OFF 96 64.3 31.7 NA NA 

1.4 mps ON 30 20.1 9.9 21.8 68.8% 

5 mps OFF 96 13.44 82.56 NA NA 

5 mps ON 26 3.64 22.36 60.2 73% 

10 mps OFF 58 0 58 NA NA 

10 mps ON 19 0 19 39 67.2% 

 

5.7 Analysis 

 

5.7.1 MDF not implemented by mobile node 

 

Part 1 of each simulation begins with the mobile user having an established connection to 

the cellular network prior to attempting to establish a connection to alternative Wi-Fi net-

works. In every simulation in which MDF was not implemented by the client the playout 

buffer level fell below the 8 second mark (Figures 33, 35, 37, 39) on multiple occasions. 

When the node was stationary the buffer level was below 8 seconds 69.4% of the time, at a 

speed of 1.4 metres per second the buffer level was less than 8 seconds 76.7% of the time, 

at 5 metres per second the buffer level was less than 8 seconds 67.8% of the time and at a 

speed of 10 metres per second the buffer level was less than 8 seconds 70.5% of the time. In 
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addition, stalling events occurred when the buffer level fell to zero and the playout buffer 

was depleted. The client downloaded segments based on available bandwidth and not the 

device screen size resulting in excessive amounts of data being requested over cellular and 

Wi-Fi links.  

5.7.2 MDF implemented by mobile node 

 

In Part 2 of each of the simulations the mobile node implemented MDF and the stationary 

node implementing MDF saw the greatest benefits from switching from an existing cellular 

connection to an alternative Wi-Fi network when one was available. The initial handover 

from cellular to Wi-Fi was made using a “make before break” strategy which resulted in no  

loss of connectivity (Figure 33). The stationary user was able to achieve a 77.8% reduction 

in the amount of data downloaded over a cellular network (Table 19). The percentage of 

simulation time during which the buffer level was below 8 seconds was reduced from 69.4% 

of the time to 5.2% of the time.  

A mobile user travelling at 1.4 metres per second with MDF implemented had a playout 

buffer level of less than 8 seconds 12.4% of the time. In comparison, the same user who did 

not implement MDF had a buffer level of less than 8 seconds 76.7% of the time. No stalling 

events were experienced and a reduction of 68.8% in the amount of data down loaded over 

the cellular connection was achieved. 

At a speed of 5 metres per second a mobile user employing MDF experienced a buffer level 

of less than 8 seconds 5.7% of the time. In contrast to this a mobile user travelling at 5 mps 

without implementing MDF had a buffer level of less than 8 seconds 67.8% of the time. 

Additionally, no stalling events were observed and there was a 73% reduction in the amount 

of data downloaded over the cellular connection. 

When the mobile user was travelling at 10 metres per second with MDF implemented the 

playout buffer levels never fell below the 8 second mark and no stalling events were ob-

served. Although all data was downloaded over a cellular connection a reduction of 67.2% 

in the total was achieved in comparison to the total amount of data downloaded when MDF 

was not implemented. This reduction in total data downloaded was achieved by reducing the 

video segment resolution to match the device screen size as closely as possible. The use of 

a smartphone is assumed. 
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5.8 Conclusions 
 

This section introduces an innovative MPEG-DASH-based Framework (MDF) for improv-

ing end-user video streaming experience in heterogeneous multi-network wireless environ-

ments. These improvements include improved end-user QoE through a reduction in the num-

ber of stalling events that occur, the capacity to ‘bridge’ gaps in connectivity due to hard 

handovers from Wi-Fi to cellular networks and protecting user data-caps through reducing 

the overall amount of data downloaded over a cellular connection. The results of the simu-

lations clearly demonstrate that implementation of MDF is beneficial to the user. MDF aims 

to maintain the client’s playout buffer levels above 8 seconds, the average delay experienced 

when attempting to connect to a Wi-Fi AP. This approach reduces the number of stalling 

events due to loss of connectivity during handovers from Wi-Fi to cellular networks by en-

suring that the buffer contains enough content to maintain the video play back until a new 

connection can be established. 

Maintaining playout buffer levels greater than 8 seconds is only required when connected to 

Wi-Fi networks in order to be prepared for handovers. While connected to a Wi-Fi AP the 

client can maximise their playback time by pre-loading video segments to the buffer without 

effecting their mobile provider imposed data-cap. When connected to a cellular network and 

conditions such as speed over ground make connecting to a Wi-Fi network non-viable the 

DASH enabled client reverts to its default behaviour when requesting video segments. It 

does not seek to maintain a buffer level greater than 8 seconds since no hard handovers will 

take place in this situation. However, MDF does attempt to match the devices screen size as 

closely as possible to available video segment resolutions to avoid downloading segments 

with resolutions too large for the device’s screen. This approach reduces the amount of data 

downloaded over the cellular link. MDF fulfils Thesis Objectives 2 and 3 introduced in 

Chapter 1, Section 1.6 and reproduced below: 

2 Enable a mobile user to maximise Quality of Experience while streaming SD video 

4 Reduce the overall amount of data transferred over cellular connections 

MDF helps maintain QoE by reducing the number of stalling events during a SD video 

streaming session in a heterogeneous wireless environment. It reduces the amount of data 

transferred over a cellular connection by streaming content over Wi-Fi where possible and 

by matching video segment resolution as closely as possible to device screen size. 
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CHAPTER 6 ADAPTIVE INTERFACE SELECTION (AIS) 

In the previous chapter, the MDF module for managing SD video streams was introduced. 

This chapter presents AIS which is initialised by SONS when a HD video stream is detected. 

AIS is described in detail and its operation verified through a series of simulations. The 

results of the simulations are presented and discussed. 

6.1 Motivation 
 

Modern video streaming employs adaptive bitrate (ABR) algorithms to deal with the fluctu-

ations in available bandwidth experienced by mobile users in wireless environments. MPEG-

DASH enabled clients adapt the bitrate of requested video segments to match as closely as 

possible the available bandwidth of the wireless link in use. If link conditions are poor or the 

link is congested, the ABR algorithm will select the lowest available bitrate supported by 

the video stream. This approach works well for standard video content since there is no re-

striction on using low bitrates.  

However, for users wishing to view High Definition (HD) content, there is a lower bound to 

the bitrate below which they cannot go if the content is to be considered HD. ABR algorithms, 

forced to maintain HD bitrates over wireless links with constrained bandwidth, experience 

significant numbers of stalling events. High numbers of stalling events, particularly towards 

the end of a video, have a serious negative impact on end-user QoE. 

This section introduces Adaptive Interface Selection (AIS) to address this issue. AIS lever-

ages the multi-homed nature of modern mobile devices and the segmented nature of video 

content prepared for DASH-enabled clients to overcome the bandwidth constraints that hob-

ble ABR algorithms when streaming HD content. When necessary AIS uses multiple wire-

less interfaces in parallel to download content to maintain the playout buffer level to prevent 

stalling events. By minimizing the number of stalling events and streaming at HD compatible 

bitrates end-user QoE is maintained. AIS also seeks to download those video segments that 

are of the lowest HD compatible resolution. This strategy aids in maintaining buffer levels 

and downloading as little content as possible over mobile networks helps protect the end-

user’s mobile data-cap. If AIS is employing both the cellular interface and the Wi-Fi inter-

face in parallel it will attempt to down load the video segment need next over the cellular 

interface and pre-load a second segment for later user over the Wi-Fi interface. 
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Other solutions that seek to protect the user’s data-cap have also been developed including 

[153]. Koch et al. propose prefetching complete videos while the user is connected to alter-

native networks such as Wi-Fi or wired broadband. This strategy does protect the user’s 

data-cap but is not very flexible and unlike AIS does not permit protecting the data allowance 

during spontaneous streaming of video content. It also gives rise to serious estimation and 

prediction challenges that are difficult to overcome. There have also been QoE optimisation 

schemes aimed at streaming ultra-HD video over 5G networks such as [154]. Unlike AIS 

these schemes are not concerned with reducing the amount of data downloaded over the 

cellular network and completely ignore the fact the mobile device is multi-homed. 

6.2 Introduction 
 

Successful delivery of High Definition (HD) video content to mobile users in heterogeneous, 

multi-network wireless environment is challenging. Due to its high bitrate HD video requires 

reliable, high capacity communication links. However, communications in wireless net-

works are characterized by unreliable communication links and rapidly changing levels of 

available bandwidth. End-user satisfaction with a video streaming service is closely tied to 

user quality of experience (QoE).  

The end-user’s QoE is influenced by many factors including the initial delay in playing the 

selected video, the number and duration of any interruptions to the video playback (stalling 

events), the location of any stalling events within the video itself (start, middle or end of 

video), and drastic shifts in the quality of the video [155], [156]. The amount of bandwidth 

available and fluctuations in the bandwidth have a direct, powerful effect on the QoE of the 

viewer [157]. In particular, consumers of HD video will experience a dramatic reduction in 

QoE if the content being viewed suddenly switches from HD to a low bitrate representation 

due to a reduction in available bandwidth [158]. 

Dynamic Adaptive Streaming over HTTP (DASH) is an example of an adaptive streaming 

strategy that has been introduced to address the challenges posed by large fluctuations in 

available bandwidth. DASH operates by segmenting the content to be delivered into chunks 

of various durations e.g. 2 seconds, 4 seconds, 6 seconds, 10 seconds and encoding each 

chunk at various bit rates. This process results in multiple copies of the content being stored 

on the HTTP server. 
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Figure 41 DASH enabled video streaming over single link 

 

DASH enabled clients deal with fluctuations in the available bandwidth by dynamically 

adapting the bitrate of the content being requested to match as closely as possible the avail-

able bandwidth of the wireless link. An example of the DASH-based adaptive delivery pro-

cess is illustrated in Figure 41. If the amount of available bandwidth increases the bitrate of 

the requested segments increases and if there is a reduction in the available bandwidth there 

is a reduction in the bitrate of the video segments being requested. However, in the case of 

HD video content there is a lower bound to the video bitrate below which the DASH enabled 

client cannot go if the content is to be viewed as HD video. The HD lower bound for video 

is typically stated as 720p (1280p x 720p) requiring a minimum link capacity of 2.5 Mbps. 

In this context, the challenge is to maintain QoE for the end-user employing a DASH-ena-

bled media player when the lowest acceptable bitrate for HD video is greater than the cur-

rently available bandwidth of a link over any single network. One possible solution is to 

employ an approach that uses multiple wireless links simultaneously in order to support high 

bitrate content delivery such as that of HD video. This section introduces Adaptive Interface 

Selection (AIS), a client-side interface controller and content requesting system that seeks 

to maintain QoE for mobile consumers of HD video content in bandwidth constrained wire-

less environments. 

AIS leverages both the multi-homed nature of mobile devices and the segmented nature of 

video content created for delivery using DASH enabled servers and clients. It activates and 

de-activates the wireless interfaces in response to changes in network conditions download-

ing video segments over multiple interfaces where appropriate to maintain playout buffer 

levels to reduce stalling events and switches in bitrate. 
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The proposed system protects the end-user’s data-cap on mobile networks by downloading 

content over Wi-Fi where feasible and restricting segment bitrates, reduces energy consump-

tion by restricting unnecessary Wi-Fi scanning operations and maintains QoE by reducing 

stalling events and bitrate switches. AIS is invoked by the SONS Resolution Discovery Mod-

ule described in Chapter 4 when the RDM determines that the MPD file for a HD video 

stream has been downloaded to the MPD-Cache directory (Chapter 4, Section 4.5).  

6.3 Adaptive Interface Selection (AIS) Overview 
 

Modern smart-phones and other portable devices such as tablets are equipped with multiple 

wireless interfaces by default, these typically consist of a Wi-Fi interface and an interface 

for connecting to mobile networks. Users of cellular data plans are constrained by monthly 

download limits known as data-caps and breaching these data-caps can result in excessive 

charges per MB of data over the limit and possible throttling of the connection. 

Under normal usage conditions the various interfaces of a device are used in isolation, as 

illustrated in Figure 42. However, using multiple interfaces simultaneously would enable the 

user to increase the overall bandwidth share available to them and support higher bitrate 

streaming such as that of HD video.  

 

Figure 42 MPEG-DASH segment transfer over a single Wi-Fi link 

 

Instead of constantly adjusting the bitrate of the content to match the available bandwidth, 

we increase the available bandwidth to match the bitrate required for the target HD content, 

which is restricted to the video segments having the lowest HD compatible resolution (Fig-

ure 44). This is achieved by activating both interfaces simultaneously and load balancing the 

segment transfers over both links (Figure 43, Figure 44) when necessary. Load balancing is 

a well-known technique for the simultaneous transfer of data across multiple resources such 

as physical or wireless interfaces.  
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Figure 43 MPEG-DASH segment transfer over multiple links 

 

 

Figure 44 Single Channel with Variable Bitrate Segments vs Dual Channel with Fixed Bitrate Seg-

ments 
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The aim of load balancing is to maximise throughput and to reduce overloading any single 

link or interface. Load balancing can also increase reliability and availability through redun-

dancy by using multiple components instead of a single component. For mobile devices load 

balancing comes at an increased cost in terms of energy consumption and should be used 

cautiously. 

The segmented nature of the content on a DASH server in conjunction with the multi-homed 

capabilities of modern mobile device provide the basis of a solution to the problem of how 

to stream fixed bitrate video content over bandwidth constrained links. Typically, mobile 

users of smart devices will connect to Wi-Fi where available in order to reduce the amount 

of data they download over their cellular connection and then disconnect their cellular data 

connection. They do so to take advantage of often faster connection speeds, reduce their 

energy consumption and protect their data-cap.  Normally a DASH enabled client must de-

termine the throughput of the wireless link currently in use in order to be able to request 

segments having a bitrate that can be accommodated on the link. Monitoring the level of the 

playout buffer as demonstrated by [129], [139], [159] provides a simple means of inferring 

the capacity of the link without having to calculate the actual throughput. 

If the level of the playout buffer falls too low, then the video playback begins to experience 

stalling events which are detrimental to the QoE of the viewer. Stalling events indicate that 

the link capacity is insufficient to support the current segment bitrate. If the client device is 

connected to a Wi-Fi AP, the AIS system re-activates the cellular link and begins download-

ing the next segment in the sequence as indicated by the MPD (manifest) over the cellular 

network. The playout buffer levels are increased rapidly by having alternating segments 

downloaded over both the Wi-Fi link and the cellular link until the playout buffer level has 

stabilized. When the playout buffer has regained a level at which the risk of stalling events 

occurring has been reduced to near zero, the cellular link is de-activated and the buffer con-

tinues to be monitored. A new temporary higher trigger level is implemented (e.g. activating 

the secondary interface when the buffer level is 10 seconds rather than 2 seconds), so that 

the standby interface can be activated sooner if necessary when the buffer level drops too 

low again.   
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6.4 AIS System Architecture and Operation 
 

The Adaptive Interface Selection (AIS) system architecture consists of the following mod-

ules (Figure 45): 

 SONS Interface (SI) 

 Buffer Monitor (Bmon) 

 Segment Selection Module (SSM) 

 Interface Controller (IC) 

 Prefetch  

The SONS Interface (SI) polls the SONS module (Chapter 4) for the latest utility score to 

determine whether or not conditions are such that a useful connection could be established 

to a Wi-Fi AP, in addition, the SI also requests the “freshness” timer value from SONS. 

When SONS calculates the utility score a “freshness” timer is set to a value of 5 seconds and 

is decremented by 1 for every second that elapses, and when the timer reaches 0 the utility 

score is recalculated. The freshness timer value indicates the period of time in seconds until 

the next utility score is calculated. AIS takes the freshness counter value and uses it to syn-

chronise its utility score requests with the utility value calculations in order to ensure that it 

has the most recent utility score. To reduce the initial delay, if the freshness timer value is 

greater than 3 AIS uses the current utility score and sets its update time to match the freshness 

timer. If the freshness timer value is less than 3 AIS sets its update timer to match the fresh-

ness value and waits until the utility score is updated. 

The retrieved utility score is passed to the Interface Controller (IC). If a utility score of 1 is 

returned by SONS then conditions are suitable for attempting to connect to Wi-Fi, and a 

returned value of zero indicates that conditions are not suitable for connecting to Wi-Fi APs. 

On receipt of a SONS utility score of 1 the Interface Controller (IC) checks the status of the 

Wi-Fi interface, if the interface has already been activated the IC ignores it otherwise the IC 

activates the interface. 

Buffer Monitor (Bmon) is responsible for monitoring the level of the DASH enabled client’s 

playout buffer. It requests actions from either the Segment Selection Module (SSM) or the 

Interface Controller (IC) based on the observed buffer level. On system initialization the 

Bmon alerts the Interface Controller (IC) to activate the cellular data connection if it is not 
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in an active state. The Bmon then checks the playout buffer level and if the buffer is empty 

the Bmon sends a request to the SSM to begin downloading the required video content. 

When the playout buffer has been populated and play back begins the Bmon requests that 

the SI requests the current utility score and freshness value from SONS. SONS invoke the 

user defined network detection and selection algorithm if it calculates a utility score of 1. If 

a suitable Wi-Fi network is found and a connection is established the next video segments 

in the sequence are downloaded over the Wi-Fi link and the cellular connection is suspended.  

 

 

Figure 45 AIS Block diagram of system components 

 

The Bmon continues to monitor the playout buffer and if the buffer level drops below 30 

seconds the Bmon alerts the IC to enable the cellular connection in parallel with the Wi-Fi 

interface. Segments are then downloaded over both connections until the buffer level has 

reached satisfactory levels once again. In the event that the IC detects that the Wi-Fi interface 

has lost connectivity with the AP the IC automatically deactivates the Wi-Fi interface and 

continues downloading video segments over the cellular interface. When the Wi-Fi interface 

is de-activated the Bmon sets the target playout buffer level to 2 seconds in order to reduce 

the amount of data downloaded over the cellular link in anticipation of re-establishing a 

connection to a Wi-Fi network in the near future. Since there will be no hard handovers from 

Wi-Fi to cellular there is also no need to maintain a buffer level sufficient to enable the loss 

of connectivity due to a hard handover to be bridged. 

The Segment Selection Module (SSM) is responsible for selecting the video segments to 

download and it uses a segment list generated during the initial stage of operations as part 

of the process. The Interface Controller interacts with the SSM and keeps it informed as to 
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the currently active interfaces. This information is used by the SSM to decide in which order 

the video segments will be downloaded. At the start of operations, the appropriate manifest 

file (mpd file) and header files are identified and a list of suitable video segments is generated. 

The list consists of segments having a resolution of 720p, the minimum HD resolution em-

ployed by multiple streaming services such as YouTube [160], Netflix [161], etc. If segments 

having a resolution of 720p are not available segments having the lowest HD resolution 

greater than 720p are selected. The initial video segments that meet the HD video require-

ments are identified and these video segments, the mpd (manifest) file and the header file 

are marked for downloading to Prefetch using the cellular network.  

If the Wi-Fi interface is identified as the primary interface with the cellular data connection 

deactivated, the SSM requests segments from the front of the list. However, when the cellular 

interface is identified as the primary interface due to congestion on the Wi-Fi link the SSM 

requests segments from both the front and the back of the list simultaneously. 

Segments from the front of the list are downloaded over the cellular connection (current 

highest capacity link) as they are required immediately. Segments from the back of the list 

are downloaded over the congested Wi-Fi link as they will not be required until later and 

there is more time available to retrieve them. The Interface Controller (IC) is responsible for 

activating and de-activating the wireless interfaces in response to messages from the SI and 

the Bmon.  The IC must determine, based on input from the SI, whether or not a useful 

connection to an Access Point (AP) might be established since multiple short lived connec-

tions have a negative impact on both data transfer rates and energy consumption [162]. 
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6.5 Test and Simulation Environment 
 

6.5.1 AIS Testing Strategy 

 

The testing of the AIS concepts was conducted in two stages as follows: 

 Stage 1 examined the feasibility of using multiple communication links to maintain 

the playout buffer level and reduce stalling events using a physical testbed 

 Stage 2 examined segment selection and interface activation performance 

 Note: During Stage 1 of testing no attempts were made to manage segment selection and 

downloading, the DASH enabled clients default segment retrieval strategies were accepted 

for use. 

6.5.2 Stage 1 Testing 

 

The physical test device employed for Stage 1 was a Lenovo ThinkPad laptop equipped with 

an Intel i7 processor, 16GB of RAM and an SSD drive running Debian 8 GNU/Linux.   

 

 

Figure 46 AIS Stage 1 Test Environment 

 

The video content used in Stage 1 testing was the DASH Industry Forum [163] Spring 4Ktest 

Stream which was viewed with the browser based DASH IF Reference Client 2.4.1 [164]. 

The content was streamed from online the server over a 30 Mbps link supplied by a cable 

network operator connected via an on-premises Cisco EPC2425 wireless router. The dis-

tance between the test device and the wireless router was approximately 15 metres. The 

physical test bed is illustrated in Figure 46.   
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During testing a 15 metre CAT 5 Ethernet link was used to simulate the cellular network 

data connection and an onboard 802.11g adapter provided the Wi-Fi connectivity. The link 

speed for the emulated cellular connection was based on a speed of 6 Mbps (Chapter 4, 

Section 5.9.2, mean + 2 STD), this was the average cellular connection speed experienced 

by users in an Irish context. Wi-Fi connectivity speeds varied between 4.4 Mbps and 1.8 

Mbps, reflecting the lower range of speeds experienced in real world usage of publically 

available Wi-Fi (Chapter 4, Section 5.9.2, mean – 2 STD). Link speeds were manipulated to 

produce the desired test speeds using the WonderShaper bandwidth throttling utility [165] 

available on the Linux platform.  

In all test scenarios the test device remained stationary and the following assumptions were 

made: 

 All links, Wi-Fi or emulated cellular, would be instantly available when required 

 Cellular link speed was a constant 6 Mbps 

 Wi-Fi link speeds varied between 4.4 Mbps and 1.8 Mbps 

 Once a particular Wi-Fi link speed was selected it remained constant for the specified 

time periods  

The proposed use of multiple interfaces to download video segments was emulated through 

the use of Linux interface bonding software [166]. The ifenslave utility was employed for 

this purpose and its round-robin load balancing mode selected. In this mode the higher ca-

pacity link, if it exists, is restricted to the speed of the lower capacity link.  

 Testing was conducted in two phases and the results compared. In Phase 1 the client device 

streamed a video formatted for MPEG DASH from the online media server without modi-

fying its behaviour using a single wireless interface. During Phase 2 the client implemented 

the AIS interface selection strategy and employed one or both wireless interfaces as neces-

sary depending on the playout buffer state.  
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6.5.3 Stage 1 Test Scenarios  

 

The following scenarios were investigated and the results recorded for comparison. 

Stage 1 Test Scenario 1: A single cellular connection was emulated using a 15 metre CAT 

5 Ethernet cable, the speed of the link was restricted to a maximum rate of 6 Mbps using the 

WonderShaper bandwidth throttling utility. The DASH IF Spring 4K test Stream was 

streamed and viewed using the DASH IF Reference Client 2.4.1 in a Firefox browser. AIS 

was not implemented. 

Stage 1 Test Scenario 2: The DASH IF Spring 4K test Stream was streamed over a Wi-Fi 

connection, the wireless link was throttled to 4.4 Mbps (mean – 2 STD), a link speed in-

formed by 5.9.2. The content was viewed using the DASH IF Reference Client 2.4.1 in a 

Firefox browser. AIS was not implemented. 

Stage 1 Test Scenario 3:  The DASH IF Spring 4K test Stream was streamed over a Wi-Fi 

connection, the wireless link was throttled to 2.8 Mbps which reflected the frequent reduc-

tions in Wi-Fi speed experienced during real world streaming (Chapter 4, Section 4.9.2). The 

video content was viewed using the DASH IF Reference Client 2.4.1 in a Firefox browser. 

AIS was not implemented. 

Stage 1 Test Scenario 4: The DASH IF Spring 4K test Stream was streamed over a Wi-Fi 

connection, the wireless link was further throttled to 1.8 Mbps to reflect the frequent reduc-

tions in Wi-Fi speed experienced during real world streaming (Chapter 4, Section 4.9.2). The 

video content was viewed using the DASH IF Reference Client 2.4.1 in a Firefox browser. 

AIS was not implemented. 

Stage 1 Test Scenario 5: In this test both the emulated cellular network connection and the 

throttled Wi-Fi connection were employed. The emulated cellular connection was throttled 

at 6 Mbps and the Wi-Fi connection was throttled at 2.8 Mbps. The value of 2.8 Mbps was 

selected as a reasonable representative value for degraded Wi-Fi connectivity based on prac-

tical observations (Chapter 4, Section 4.9.2). The streaming of the content was initiated over 

the emulated cellular connection and after a period of 20 seconds the restricted Wi-Fi link 

was activated and the emulated cellular connection was shut-down. No further interventions 

were carried out. 
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Stage 1 Test Scenario 6: Both the emulated cellular connection and the restricted Wi-Fi link 

were used in this test. Streaming of the video content was initiated over the emulated cellular 

link and after a period of 20 seconds the Wi-Fi interface was activated and the emulated 

cellular connection was deactivated. In this test AIS was implemented and whenever the Wi-

Fi link was unable to maintain the video stream on its own the emulated cellular interface 

was reactivated. 

6.5.4 Stage 1 Test Results 

 

Table 20 presents the results of the various test scenarios described above. In Test 1 an em-

ulated cellular link with a restricted maximum bandwidth of 6 Mbps was used to stream 

content from the DASH Industry Forum website. Based on the available bandwidth of the 

link the DASH-enabled client selected segments having a bit rate of 4.873 Mbps, the average 

observed level of the playout buffer was greater than 16 seconds. No stalling events were 

observed during playback and the actual duration of the video content matched the stated 

duration of 2 min 45 sec. 

In Test 2 a Wi-Fi connection, restricted to 4.4 Mbps was used to stream from the DASH IF 

website. The segment bitrate selected by the DASH-enabled client in this case was 2.859 

Mbps, the reduction in segment bitrate being due to the reduction in link capacity. The av-

erage observed level of the playout buffer was 7 seconds, and no stalling events occurred 

during video playback.  Again the actual duration of the video playback matched the stated 

duration of 2 minutes 45 seconds. 

The purpose of Test 1 and Test 2 was to determine the number of stalling events during the 

video stream under optimal conditions i.e. maximum link capacity specific to the test, sta-

tionary device and non-shared network capacity. 
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Table 20 Stage 1 Stalling Events and Bitrates 
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Figure 47 Stage 1 Playout Buffer Level in Seconds for Cellular-Wi-Fi Test with No Intervention 

 

 

Figure 48 Stage 1 Playout Buffer Size in Seconds for Cellular-Wi-Fi Test with Intervention 
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Figure 49 Number of Stalling Events per Test 

                    

 Test 3 and Test 4 were concerned with examining the number of stalling events that might 

occur if the Wi-Fi connection was operating at sub-optimal speeds. In Test 3 the Wi-Fi link 

was restricted to a speed of 2.8 Mbps and in Test 4 the Wi-Fi link speed was further reduced 

to 1.8 Mbps. As can be seen from Table 20 under these conditions a large number of stalling 

events occurred during which the video stream was almost unwatchable. The primary dif-

ference between the two sets of stalling events is that each individual stalling events ob-

served during Test 3 were of far shorter duration than individual stalling events observed 

during Test 4 due to the higher wireless link speed of Test 3.  

Test 5 examined the case in which both the emulated cellular connection and the restricted 

Wi-Fi connection were employed. The emulated cellular link speed was maintained at 6 

Mbps and the Wi-Fi link was restricted to 2.8 Mbps. In this test the initial connection to the 

media server was via the emulated cellular link. When the connection was established and 

the video content had begun streaming the Wi-Fi link was activated and the emulated cellular 

link was disabled.  No other interventions were carried out and as expected the video stream 

began experiencing stalling events shortly after switching to the Wi-Fi link. As was the case 

with Test 3 and Test 4 the observed number of stalling events was high. 
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Test 6 examined the case in which both the emulated cellular connection and the restricted 

Wi-Fi connection were employed. The emulated cellular link speed was maintained at 6 

Mbps and the Wi-Fi link was restricted to 2.8 Mbps. However, in this instance AIS was 

implemented and interventions were carried out as required. The initial streaming of the 

video content was established over the emulated cellular connection and when the video 

streaming commenced the Wi-Fi link was initialized and the emulated cellular link disabled. 

However, in this test when the level of the playout buffer approached 2 seconds the emulated 

cellular interface was re-activated. As can be seen from Table 20 there was a significant 

reduction in the number of stalling events that occurred. Stalling events, although greatly 

reduced in number, did occur and had a far longer duration than had been observed in pre-

vious tests. The stalling event in Test 6, which occurred at approximately 25 second into the 

simulation, lasted for 5 seconds and no other stalling events were observed for the remainder 

of the test. It was not immediately clear what caused the single stalling event in Test 6 and 

we investigated the matter by repeating the test (designated Test 6B) with an increased target 

buffer level of 10 seconds. No stalling events of any duration occurred during Test 6B and 

with no new evidence coming to light as to the cause of the stalling event in Test 6 it remains 

undetermined. The occurrence of a single stalling event does not impact on the effectiveness 

of AIS since one of the aims of AIS is to reduce the number of stalling events experienced 

by the user and clearly the number of stalling events has been reduced.  

6.5.5 Stage 1 Analysis 

 

The results of Test 1 and Test 2, presented in Table 20 and illustrated in Figure 49, show that 

under optimal conditions (single user, bandwidth not shared) no stalling events occur and no 

delays were experienced during video playback. 

Results from Test 3 and Test 4, presented in Table 20 and detailed in Figure 49, show that 

in the test environment a single user employing only Wi-Fi with reduced capacity will ex-

perience stalling events. In addition to multiple stalling events, the time required to stream 

the video content will be significantly increased due to retransmission of packets and greater 

amount of time is required to fill the playout buffer. The increase in the amount of time taken 

to stream the entire video also results in an increase in energy consumption. 

In Test 5 both the emulated cellular link (6 Mbps) and the Wi-Fi connection (2.8 Mbps) were 

used. The video stream was initialized using the emulated cellular link and when the video 
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stream had been established the test device activated the Wi-Fi interface and de-activated 

the emulated cellular interface. The emulated cellular interface then remained inactive for 

the remainder of the test. A high number of stalling events were observed during this test 

and the amount of time taken to complete streaming increased by 32 seconds from 2 minutes 

45 seconds to 3 minutes 17 seconds. 

 For Test 6 the emulated cellular connection was used to initialise the video streaming ses-

sion, and once the streaming session was established the Wi-Fi interface was activated and 

the emulated cellular interface was deactivated. In contrast to Test 5 AIS was implemented 

and the emulated cellular interface was reactivated when the deliberately reduced capacity 

of the Wi-Fi link proved inadequate to maintain an uninterrupted video stream. A single 

stalling event occurred during the streaming of the video, this stalling event lasted for 5 

seconds and was of significantly longer duration than previously observed stalling events. 

Figure 47 depicts the level of the playout buffer in seconds for the DASH-enabled client 

over the duration of the video streaming session in Test 5. Playout buffer level readings were 

taken every second in addition to a count of the stalling events. During the first 26 seconds 

of the test in which the emulated cellular connection was established the playout buffer size 

was in excess of 1 second and no stalling events occurred. When the Wi-Fi interface was 

activated and the emulated cellular interface deactivated the playout buffer began to deplete 

faster that it was being replenished resulting in the buffer size continually falling below 1 

second. During this period of the test multiple stalling events were observed and the number 

and frequency of the stalling events was such as to make the video stream all but unwatcha-

ble. 

Figure 48 depicts the playout buffer levels in seconds for Test 6 with the buffer size being 

recorded once a second for the duration of the test. During the initial phase of the test the 

emulated cellular connection was used exclusively and the buffer level remained above 1 

second with no stalling events occurring. Following activation of the Wi-Fi interface and the 

deactivation of the emulated cellular connection the buffer level fell below 1 second. The 

cellular interface was reactivated to support the Wi-Fi interface during which time a single 

stalling event of approximately four or five seconds occurred. The remainder of the stream-

ing session completed without any further stalling events.  
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6.5.6 Testing Stage 2 

 

 The Stage 2 test environment was deployed on a Lenovo ThinkPad laptop equipped with an 

Intel i7 processor and 16GB of RAM running the Debian 9 Linux [167] operating system. 

Two Oracle VM Virtualbox [168] Debian virtual machines (VMs) were installed. One VM 

contained a modified version of the DASH Industry Federation JavaScript Reference Player 

[169]. The second VM had an Apache web server installed to host the media files. 

 

Figure 50 Stage 2 Combined VM and NS-3 Testing Environment 

Figure 50 depicts the components of the Linux VM/NS-3 simulation environment. Two 

Linux VMs, the left hand VM containing the DASH enabled client and the right hand side 

VM containing the DASH content server, connect to the NS-3 simulated network through 

TAP devices implemented in software. These TAP software devices enable external entities 

to establish a connection to an NS-3 environment and send data traffic across the NS-3 vir-

tual links. The TAP 2 interface on the DASH client VM is connected to the TAP 4 interface 

on the server VM by a CBR link that emulates a cellular connection. On the client VM the 

TAP 1 interface provides a connection to a TAP interface attached to a node on the NS-3 

network that emulates a Wi-Fi AP. The internal NS-3 network that TAP1 and TAP 3 connect 

to is a mixture of wireless and fixed line links. 

 The DASH enabled player, which is written in JavaScript and runs inside a browser, re-

quested content from the Apache server running on the second VM. A mixed wireless/fixed 

Network Simulator 3 simulated network provided connectivity between the DASH player 

and the server (Figure 50).  

Media Source Extensions (MSE) [170] as implemented by the browser are responsible for 

rendering the video content. Media Source Extensions is a W3C specification, it enables 

JavaScript to send byte streams to media codecs within a web browser that supports HTML5 
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video and audio. MSE also supports the implementation of client-side pre-fetching and buff-

ering entirely in JavaScript. The video streaming session begins when the player loads the 

manifest file, known as the Media Presentation Description (MPD), which among other in-

formation such as segment location, describes the video segment characteristics. This de-

scription includes video length, segment length and encoded bitrate. 

6.5.7 Comparative Solutions 

 

The proposed AIS system was evaluated against the three ABR algorithms included by de-

fault in the DASH IF Reference player, these ABR algorithms are outlined in the following 

section. 

The default ABR strategies are BOLA-E [171], DYNAMIC [172] and THROUGHPUT 

[173]. The performance of AIS was evaluated against the default ABR strategies in terms of 

the total number of stalling events and average buffer levels during playback. NS-3 links 

were loaded during testing with a constant bitrate traffic to model network congestion for 

mobile users. The video used for testing was EnvivioDASH3 from [37] which contained 

multiple HD bitrate segments with a total duration of 194 seconds.  The video depicts a 

variety of characters in elaborate makeup and costumes. Segment bitrates ranged from a 

minimum 2 Mbps (3220x180) to a maximum 5.3 Mbps (1920x1080). Each of the ABR al-

gorithms was evaluated using this video content.  

The BOLA-E strategy selects the bitrate for requested video segments based on the current 

playout buffer level, with higher bitrate segments requested for higher buffer levels [155]. 

The THROUGHPUT strategy chooses the bitrate for requested video segments based on the 

recent throughput history [172]. The DYNAMIC strategy switches smoothly between 

BOLA-E and THROUGHPUT in real time, in order to exploit the strengths of both [173].  
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6.5.8 Stage 2 Test Scenarios 

 

The four ABR strategies, BOLA-E, THROUGHPUT, DYNAMIC and AIS were each tested 

in the following three simulation scenarios. 

Stage 2 Test Scenario 1 examined streaming HD content from the Linux VM Apache server 

over the NS-3 network to the Linux VM DASH enabled client with no additional load placed 

on the NS-3 network. This simulation scenario was run a total of four times with one of the 

four ABR strategies being employed each time. 

Stage 2 Test Scenario 2 examined streaming HD content from the Linux VM Apache server 

over the NS-3 network to the Linux VM DASH enabled client with a Constant Bitrate (CBR) 

load of approximately 30 Mb per second imposed on the NS-3 network. This simulation 

scenario was run a total of four times with one of the four ABR strategies being examined 

each time. 

Stage 2 Test Scenario 3 considered streaming HD content from the Linux VM Apache 

server over the NS-3 network to the Linux VM DASH enabled client with a CBR load of 

40Mbps imposed on the NS-3 network. This simulation scenario was run a total of four times 

with one of the four ABR strategies being examined each time. 

6.5.9 Stage 2 Video Content Selection 

 

The video content selected for streaming in each of the three scenarios was EnvivioDASH3 

[37], the first video segment of this stream meeting the HD criteria of 1280x720 pixels had 

a bit rate of 2.85 Mbps [173]. This bitrate was selected as the default bitrate for all tests. 

ABR algorithms were not permitted to reduce the bitrate of the stream in response to changes 

in link conditions. This was to reflect the assumption that the user wished to view the content 

in HD only. 
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6.5.10 Stage 2 Results 

 

Test results for the Stage 2 simulations are presented in Table 21 The table shows the ABR 

algorithm used, the average buffer level in seconds for each test, network load, percentage 

of traffic on both Wi-Fi and cellular links, the bitrate of the streamed content and the total 

number of stalling events.  

For the first set of tests no additional load was imposed on the network and all ABR algo-

rithms produced very similar results. A load was introduced onto the network gradually and 

the results recorded and no significant changes in output were observed until the additional 

CBR load on the network approached 30 Mbps. 

When the imposed network load approached 30 Mbps the number of stalling events experi-

enced by the default ABR algorithms in the reference player increased rapidly (Figure 51). 

The DYNAMIC ABR experienced 24 stalling events during 194 seconds of video playback, 

BOLA_E experienced 28 as did the THROUGHPUT ABR algorithm. The proposed solution, 

AIS experienced no stalling events but did load balance across two interfaces with 63% of 

the video segments being streamed over the primary interface (cellular) and 37% over the 

secondary Wi-Fi interface.  
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Table 21 Simulation results for All AIS Scenarios 

 

 

 

Figure 51 Number of stalling events for each ABR at 30% CBR load on network 
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Figure 52 Average buffer levels in seconds events with 30% CBR load on network 
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The average playout buffer levels when a 30 Mbps CBR load is placed on the network are 

shown in Figure 52. The three default ABR buffer levels dropped from almost 18 seconds 

for no additional network load to just under 2 seconds during the 30 Mbps loading. The 

average playout buffer level for AIS has dropped from just over 18 seconds with no network 

load to 10 seconds with the network load imposed. Figure 52 also shows a distinctive rise in 

the AIS playout buffer levels towards the end of the video streaming session. Recall that on 

initialisation AIS creates a list of video segments to be downloaded during the streaming 

session. In the event that the Wi-Fi link is not sufficient to maintain buffer levels the cellular 

link is used to download segments from the front of the list as they will be required imme-

diately and the slower Wi-Fi link is used to download segments from the back of the list. 

This strategy of downloading the video segments from the front and end of the segment list 

in parallel results in high playout buffer levels towards the end of the stream. The impact of 

this strategy is that no stalling events occur at the end of the session during which they would 

have the greatest negative impact on QoE. 

Figure 53 depicts the number of stalling events experienced when a 40 Mbps CBR load is 

placed on the NS-3 network with only two ABRs represented: DYNAMIC and AIS.  At this 

load level both the BOLA-E and the THROUGHPUT ABRs had so many stalling events 

that they were unwatchable. Of the three default ABRs examined the DYNAMIC ABR per-

formed best but did experienced 135 stalling events during video playback.  

 

Figure 53 Number of stalling events with 40% CBR load on network 
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AIS performed in much the same way as it did with a 30 Mbps load on the network. It 

experienced two stalling events during the test and received 65.3% of video segments over 

the primary cellular link and 34.7% over the secondary Wi-Fi link. Figure 54 depicts the 

average buffer levels for both DYNAMIC and AIS, again we can see a rapid increase in the 

playout buffer levels towards the end of the session for AIS as previously described. 

ABR schemes are designed to operate with whichever interface is in use be it a Wi-Fi or 

cellular interface. Performance of the ABR scheme suffers if the link in use suffers from 

network latency, ABR schemes do not have the functionality to control wireless interface s 

or switch between active interface at will. AIS, on the other hand is designed to use multiple 

interfaces if available and can reduce the impact of latency on one link by load balancing on 

another link with lower latency.  In general, ABR schemes seek to maximise QoE by re-

questing the segments with the highest bitrate that it estimates the link in use can support, 

this approach worsens the impact of latency by taking longer to download segments. In an 

effort to reduce the amount of data downloaded over cellular networks AIS requests the 

segments having the minimum bitrate that satisfies the requirements for HD video thereby 

reducing load on the links. 
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Figure 54 Average buffer levels in seconds with 40% CBR load on network 
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6.6 Conclusions 
 

Many ABR algorithms have been developed to deal with the problem of fluctuating band-

width in wireless networks in order to improve end-user QoE. This is achieved by varying 

the bitrate of requested video segments in response to changes in available bandwidth in 

order to avoid stalling events in the video playback. When the available bandwidth drops the 

ABR algorithm will request lower bitrate and therefore lower quality segments in response 

to the reduction in bandwidth. In the case of HD video, however, there is a lower bound to 

the bitrate below which the requested segments cannot fall if they are to be considered high 

definition.  

Standard ABR strategies such BOLA-E, THROUGHPUT and DYNAMIC are successful at 

matching the size of the video segments that they request to the bandwidth available but fail 

at maintaining a HD video stream under fluctuating bandwidth conditions. This is due to the 

fact they have no control over the initialization and use of available wireless interfaces, they 

are restricted to using the current wireless interface in operation. 

The proposed solution, AIS, makes use of the multi-homed nature of modern mobile devices 

and the segmented nature of video content formatted for use by DASH enabled clients to 

address the problem. AIS enables the streaming of HD video using multiple links by adapt-

ing the selection of the interfaces to match the required bitrate rather than adapt the bitrate 

to match the available bandwidth. AIS reduces stalling events, especially in the latter half of 

the streaming session where stalling events would have the greatest impact on QoE while 

also helping to protect the user’s cellular network data-cap. The overall amount of data 

downloaded over the cellular interface is reduced by offloading data transfers to Wi-Fi when-

ever possible. 

This proposed approach is not without its drawbacks: the use of multiple interfaces has a 

detrimental impact on energy consumption and in energy constrained devices this is not to 

be taken lightly. However, everything in mobile communications is a compromise, in this 

case the trade-off is between a reduction in stalling events during the streaming of video 

content in heterogeneous wireless environments with its consequent reduction in user QoE 

and an increase in energy consumption. The increase in energy consumption is due to the 

need for multiple wireless interfaces to be active simultaneously. Although not quantified in 

our tests, the additional time required to stream the test video content with its attendant need 
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for retransmission (Stage 1: Test Scenario 3, Test Scenario 4 and Test Scenario 5) would 

also result in increased energy consumption. The proposed strategy clearly demonstrates that 

it is possible to maintain video quality while reducing stalling events through the use of a 

solution which is easily deployable using existing components without the need for any al-

terations to equipment, servers or protocols. 

AIS fulfils Thesis Objectives 3 and 4 introduced in Chapter 1, Section 1.6 and reproduced 

below: 

3 Enable a mobile user to maximise Quality of Experience while streaming HD video 

4 Reduce the overall amount of data transferred over cellular connections 

AIS maintains QoE by reducing the number of stalling events, enabling the streaming of HD 

video over bandwidth constrained links and removing changes in bitrates between video 

segments. It also reduces the amount of data transferred over cellular links by reducing seg-

ment sizes to the lowest resolution that meets the requirements of HD video. Further reduc-

tions in the amount of data received at the mobile node are achieved by downloading as 

much data as possible over Wi-Fi. 
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7 CONCLUSIONS 

 

7.1 Overview 
 

Many urban dwellers rely solely on mobile devices such as smartphones to access data and 

services on the Internet. These devices are frequently equipped with multiple wireless inter-

faces that enable the user to take advantage of the opportunities presented by the heteroge-

neous, multi-network wireless environments in which they operate. Pay-as-you-go subscrip-

tions with mobile service providers that have fixed data allowances are a very popular option 

amongst users and these fixed data allowances or data-caps are usually valid for the duration 

of the pay-as-you-go subscription which is typically 28 days. If the subscriber exceeds their 

data cap before the end of the 28-day subscription period, they face very high excess data 

charges or disconnection from data services. This is problematic for these users as much of 

the content they access is video which has the potential to rapidly consume a subscriber’s 

data-cap. As network speeds and capacity grow through the deployment of systems such as 

5G the situation will worsen for users. Data-caps will remain but the rate at which they are 

depleted will increase through downloading SD and HD video content at grater speeds. This 

will motivate users to seek ways to reduce the amount of data downloaded over cellular 

networks in a bid to protect their data allowance. Although users want to protect their data-

caps they are also interested in maintain their QoE while viewing video content on their 

mobile devices, one important challenge is how to maintain or enhance the users QoE while 

protecting their data-cap. 

7.2 Contributions 
 

It is within this context that this thesis presents a system to address these issues by proposing 

three major, integrated mechanisms:   

(1) Scan-Or-Not-to-Scan (SONS) 

The novel Scan-Or-Not-to-Scan (SONS) framework decides, based on user remaining 

data-cap and device sensors when it is appropriate for the user to conduct network de-

tection scans and execute network selection strategies and when it is not. The use of the 

SONS framework enables the user to conserve energy by shutting down unused inter-

faces and minimising the number of unnecessary scans for Wi-Fi APs. By reducing both 
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the number of connection events in which little or no data can be received over Wi-Fi 

and the number of unnecessary handovers SONS helps maintain the mobile user multi-

media QoE at high levels. SONS employers the user’s remaining data cap (RDC) as a 

significant input in its decision making process. The SONS utility score determines when 

the device’s Wi-Fi interface should be activated and SONS Resolution Discovery Mod-

ule decides how the video stream is to be treated.  To the best of our knowledge SONS 

is the first scan or no scan decision making process that considers the user’s data cap. 

(2) MDF 

The MPEG-DASH-based Framework (MDF), is a novel technology agnostic framework 

that seeks to optimise the performance of MPEG-DASH enabled clients streaming 

Standard Definition (SD) video in urban HetNet environments. MDF employs the SONS 

mechanism to determine when conditions are suitable for a user to attempt to switch their 

point of attachment from a cellular network to an alternative Wi-Fi networks. Attempting 

to connect to alternative networks only when a reasonable possibility of establishing a 

useful connection exists reduces disruption to connectivity and also improves QoE by 

reducing stalling events. MDF also matches the requested video segments with both con-

nection type and device capabilities (e.g. screen size) to avoid downloading segments of 

a higher definition than can be utilised, this helps to protect the user’s data-cap. The data-

cap is also protected by downloading as little data over the cellular connection as is prac-

ticable.  

(3) Adaptive-Interface-Selection (AIS) 

Adaptive Interface Selection (AIS) addresses the issue of how to download fixed bitrate 

video segments over bandwidth constrained links. AIS leverages the multi-homed nature 

of modern mobile devices and the segmented nature of video content prepared for 

DASH-enabled clients to overcome the bandwidth constraints that hobble ABR algo-

rithms when streaming HD content. When necessary AIS uses multiple wireless inter-

faces in parallel to download content to maintain the playout buffer level to prevent 

stalling events. By minimizing the number of stalling events and streaming video content 

at HD compatible bitrates end-user QoE is maintained. AIS also seeks to download those 

video segments that are of the lowest HD compatible resolution. This strategy aids in 
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maintaining playout buffer levels and downloading as little content as possible over mo-

bile networks helps protect the end-user’s mobile data-cap. 

7.3 An Illustrative Example of an Integrated System 
 

Figure 55 presents an example of a system in which SONS, MDF and AIS are integrated. It 

shows, at a high level the relationship between the system components, the DASH enabled 

client and the wireless interfaces and it provides an overview of the communication flows 

between them. The MPD-Cache directory is not show here for clarity.  

 

 

Figure 55 Integrated System 

 

Figure 56 presents a typical travel HetNet environment through which an urban commuter 

might travel to work or college. Bob, our commuter wants to view video content on his 

smartphone during his commute to work and on his journey Bob will move through a HetNet 

comprised of mobile phone networks and individual, autonomous Wi-Fi networks. These 

independent networks are essentially islands of Wi-Fi connectivity within the cellular 

network coverage areas. The rate at which Bob travels varies greatly and depends on his 

mode of transport and the prevailing traffic conditions and occasionally Bob will stop to 

have a coffee or some food. Like a great many other young commuters Bob has a pay-as-

you-go account with his service provider and the account has a fixed data allowance for each 

billing period. Bob wants to maximise his enjoyment of the video content that he streams to 

his device while protecting his account’s data-cap. He protects his data allowance by 



242 

 

downloading as little data as possible over mobile networks to avoid depleting his allowance 

before the end of the billing period. Due to the constrains imposed by the limited capacity 

of his device’s battery he also wishes to conserve energy whenever possible. 

As he moves through the wireless HetNet Bob will have many potential opportunities to 

offload his data transfers from cellular to Wi-Fi. However, as a result of the natural changes 

in Bob’s speed, direction of travel and the variations in signal strength and coverage of the 

wireless networks offloading data successfully is very challenging. The difficulties for users 

such as Bob are deciding on when to scan for available networks, deciding on the most 

appropriate level of video quality to stream in order to maximise QoE and deciding on when, 

if ever, to switch their point of attachment to an alternative network. 

 

 

 

Figure 56 Bob’s Commute 
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7.3.1 Illustrative Example 

 

Figure 7-2 depicts various locations along Bob’s route and they will be used as reference 

points during the description how the integrated system might operate as follows: 

Position 1: Bob arrives at the bus stop and has to wait for the bus to arrive, to pass the time 

while he waits Bob decides to watch some videos. His device is currently connected to the 

cellular network of his mobile phone provider and several Wi-Fi networks are available at 

his location but initially the Wi-Fi interface is disabled to conserve energy. He selects a video 

stream for viewing and begins streaming the video using a DASH enabled client over his 

cellular connection.  

It has been demonstrated in Chapter 4 that automatic scanning for and connecting to Wi-Fi 

networks by mobile devices can be detrimental to the user’s energy consumption and data 

transfer rates. An automated scanning decision mechanism, SONS, is proposed. SONS runs 

in the background as a service on Bob’s device. SONS uses multiple inputs such as the user’s 

speed over the ground and remaining data-cap to decide when conditions are suitable for 

scanning for nearby Wi-Fi networks. 

When SONS determines that conditions are such that a useful connection to a Wi-Fi network 

could be established by calculating a utility score equal to 1, it activates the Wi-Fi interface 

and invokes Bob’s network detection and selection algorithm of choice. If one or more 

potential candidate Wi-Fi networks are detected Bob’s preferred network selection algorithm 

chooses a Wi-Fi AP to connect to. When the connection has been established to a Wi-Fi 

Access Point (AP) the cellular data link is disconnected. The SONS MPD-Cache Monitor 

(MCM) checks the MPD-Cache directory for downloaded MPD or manifest files, when an 

MPD file is detected the MCM processes the file to determine if the target video is SD or 

HD. While the MPD file is beings processed the initial video segments are downloaded into 

the play-out buffer over which ever interface is active. 

If the processed MPD file shows that the target video is in SD the MDF module is initialised 

to handle the video stream management. On the other hand, if the requested video stream is 

in HD the MCM module passes control of the stream to the AIS component of the system. 

In this scenario Bob starts watching his chosen video which is a Standard Definition (SD) 

stream and after a short period of time his bus arrives. 
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Position 2: Bob pauses the video and boards the bus to continue his journey. The SONS 

module detects that Bob is travelling at a speed greater that the speed at which a useful Wi-

Fi connection can be maintained and re-establishes a data connection over the cellular 

network to stream the video. The Wi-Fi interface is de-activated, video segments are 

downloaded over the cellular interface and SONS enters ‘Bus/Train Mode’. 

Many urban public transport systems have on-board Wi-Fi networks that provide Internet 

access to passengers and the SONS ‘Bus/Train Mode’ addresses this scenario. When in 

Bus/Train Mode SONS re-activates the UE’s Wi-Fi interface after a period of time equal to 

60 seconds and scans for available Wi-Fi APs. A duration of 60 seconds was selected as the 

vehicle is assumed to have passed beyond the coverage area of the AP to which Bob had 

been connected in this time. This strategy will avoid the problem of establishing a connection 

to the original AP while seated on the bus only to lose the connection when the bus departs 

from the stop. When the scan has been completed SONS stores the details of any detected 

APs and shuts down the Wi-Fi interface in order to avoid automatic scanning and to conserve 

energy. After a period of 90 seconds SONS reactivates the Wi-Fi interface and scans for 

available APs, on completion of the scan SONS compares the SSIDs of any detected APs 

with the SSIDs of any APs recorded during the previous Bus/Train Mode scanning operation. 

If an SSID is detected in both scan results it is considered to be an on-board AP and an 

attempt is made to establish a connection to it. When a connection to the on-board Wi-Fi 

network is established the cellular connection is closed. All subsequent video segments are 

streamed over the Wi-Fi interface while the connection is stable. 

Point 3: The bus enters rush hour traffic and slows down, Bob decides to begin watching a 

newly released feature film in HD. When the videos MPD file is downloaded SONS checks 

the file and determines that HD video content is to be downloaded and switches management 

of the stream from the MDF module to the AIS module.  

AIS manages the new video stream and downloads the segments with the lowest bitrate that 

qualify as HD. The proposed system monitors the play-out buffer level as a proxy for 

throughput on the wireless link [129], [139]. AIS can download the video content over the 

cellular connection only, the Wi-Fi interface only or it can download segments over both 

interfaces simultaneously depending on the available networks. The primary aim of the AIS 

module is to maintain a HD video stream for the user while protecting the user’s data cap as 

much as possible. The amount of data downloaded over the cellular connection is minimised 



245 

 

by only selecting the segments with the lowest bitrate that still meet the requirements for HD 

video. Using Wi-Fi when available to either replace the cellular connection or supplement it 

helps to further protect the data cap.  This illustrative example shows how the various 

components might work together to optimise Bob’s QoE by reducing stalling events and 

sudden switches in video quality, protect Bob’s data-cap by offloading data transfers to Wi-

Fi whenever possible and selecting the smallest segments that meet his requirements and 

conserves energy by shutting down wireless interfaces that are not in use.      

7.4 Thesis Objectives 
 

Of the thesis objectives proposed in Chapter 1, Section 1.6, all except Objective 5 have 

been fully achieved. While full completion of Objective 5 has been elusive the initial 

calculations regarding the Wi-Fi interface have been completed in Chapter 5, Section 5.9 

Fulfilment of the 5 thesis objectives proposed in Chapter 1, Section 1.6 are considered 

below. Recall that this thesis set out a number of specific objectives as follows: 

1. To develop a decision making process that takes into consideration a user’s re-

maining data-cap 

2. Enable a mobile user to maximise Quality of Experience while streaming SD 

video 

3. Enable a mobile user to maximise Quality of Experience while streaming HD 

video 

4. Reduce the overall amount of data transferred over cellular connections 

5. Reduce energy consumption by deactivating wireless interfaces when possible 

 

1.  The novel SONS utility function described in Chapter 4 employs the users remaining 

data-cap (RDC) as an input into its calculation of a utility score for use in triggering user 

defined network detection and selection algorithms. Development of the SONS utility 

function achieves Objective 1. 

2. MDF (Chapter 5) reduces the number of stalling thus maximising QoE in the context 

of streaming SD video content and meets Objective 2. 

3.AIS (Chapter 76 achieves Objective 3 by never permitting the DASH enabled client to 

access video segments that do not meet HD video requirements with regard to resolution 
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i.e. segments must be at least 720p. Minimises stalling events by managing playout 

buffer levels.  

4.  AIS (Chapter 6) and MDF (Chapter 5) help protect the user’s data-cap by attempting 

to match requested segment bitrate to device screen size and by minimising where pos-

sible data downloads over cellular links thereby meeting Objective 4.  

5. Both AIS and MDF help reduce energy consumption by shutting down wireless inter-

faces when not in use thereby meeting Objective 5. 

 

7.5 Future Work 
 

The work presented in this thesis is primarily focused on proposing the SONS, MDF and 

AIS concepts as viable solutions in aiding urban commuters to maintain QoE and to protect 

their data-caps while streaming DASH enabled video content. This work is presented in the 

context of commuters moving through urban heterogeneous, multi-network wireless envi-

ronments. However, SONS, MDF and AIS are of a heuristic design based primarily on mod-

elling and simulation in software of wireless technologies. To move further towards the goal 

of maintaining QoE while protecting the subscriber’s data-cap real world implementation 

and testing of the components is required in the near future.  This would enable perceptual 

testing to take place with the results of the tests being compared with the results of the sim-

ulations conducted during the course of this work. Additionally, the impact of wide spread 

adoption by urban commuters of these components on other HetNet users should also be 

examined.  

An interesting research direction would be the use of Machine Learning to predict wireless 

conditions for commuters. Commuters in urban areas travel the same routes, at the same 

times and at approximately the same speeds every working day. Consistency in behaviour 

provides an opportunity to gather data on wireless conditions along the commuter’s route at 

regular positions throughout the year. This would allow a model to be built that could 

determine when to connect to a particular network and when to avoid doing so. The use of 

an online database would enable other commuters to build their own models without the 

need to conduct extensive scanning operations themselves. 
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