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Abstract
Co-authored by a Computer Scientist and a Digital Humanist, this article examines the challenges faced by cultural herit-
age institutions in the digital age, which have led to the closure of the vast majority of born-digital archival collections. It 
focuses particularly on cultural organizations such as libraries, museums and archives, used by historians, literary scholars 
and other Humanities scholars. Most born-digital records held by cultural organizations are inaccessible due to privacy, 
copyright, commercial and technical issues. Even when born-digital data are publicly available (as in the case of web 
archives), users often need to physically travel to repositories such as the British Library or the Bibliothèque Nationale de 
France to consult web pages. Provided with enough sample data from which to learn and train their models, AI, and more 
specifically machine learning algorithms, offer the opportunity to improve and ease the access to digital archives by learn-
ing to perform complex human tasks. These vary from providing intelligent support for searching the archives to automate 
tedious and time-consuming tasks.  In this article, we focus on sensitivity review as a practical solution to unlock digital 
archives that would allow archival institutions to make non-sensitive information available. This promise to make archives 
more accessible does not come free of warnings for potential pitfalls and risks: inherent errors, "black box" approaches that 
make the algorithm inscrutable, and risks related to bias, fake, or partial information. Our central argument is that AI can 
deliver its promise to make digital archival collections more accessible, but it also creates new challenges - particularly in 
terms of ethics. In the conclusion, we insist on the importance of fairness, accountability and transparency in the process of 
making digital archives more accessible.
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1 Introduction

Co-authored by a Computer Scientist and a Digital Human-
ist, this article examines the challenges faced by cultural 
heritage institutions in the digital age, which have led to the 
closure of the vast majority of born-digital archival collec-
tions. It focuses particularly on cultural organizations such 
as libraries, museums and archives, used by historians, liter-
ary scholars and other Humanities scholars. Most born-dig-
ital records held by cultural organizations are inaccessible 

due to privacy, copyright, commercial and technical issues. 
Even when born-digital data are publicly available (as in the 
case of web archives), users often need to physically travel to 
repositories such as the British Library or the Bibliothèque 
Nationale de France to consult web pages. Provided with 
enough sample data from which to learn and train their mod-
els, AI, and more specifically Machine Learning algorithms, 
offer the opportunity to improve and ease the access to digi-
tal archives by learning to perform complex human tasks. 
These vary from providing intelligent support for searching 
the archives to automate tedious and time-consuming tasks.

In particular, we focus on sensitivity review as a practical 
solution to unlock digital archives. The conclusion insists on 
the importance of fairness, accountability and transparency 
in the process of making digital archives more accessible.

How can we make born-digital data more accessible? 
And what is the role of Artificial Intelligence in unlocking 
“dark” archives closed to users? The golden age of bulky 
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paper archives is behind us. Emails have replaced letters, 
PDFs and Word documents have replaced paper reports, and 
online encyclopaedias have replaced heavy paper volumes. 
Because “born-digital” archives are natively supported on 
digital media, they seem at first sight cheaper to maintain 
and easier to access. However, the relentless growth of inter-
net, which has expanded to include the web of context first, 
with semantic web and contextualised content, and the web 
of things lately, encompassing all the content generated by a 
myriad of small "smart" devices, is resulting in the massive 
generation of born-digital data.

Archives used to be the prerogative of institutions and 
companies that had the resources and time to dedicate to 
them. Traditionally, public archival institutions collected 
government and administrative records. The National 
Archives of France, for example, were created in the 1790s 
to collect the archives of central institutions suppressed by 
the French Revolution, as well as the archives of ecclesiasti-
cal establishments of the diocese of Paris. Ministry archives 
were added to this list in the nineteenth century. It was not 
until the post-Second World War that new fields of collec-
tion developed: business archives, but also personal and fam-
ily archives. With the feminist and cultural-culture move-
ments of the 1960s and 1970s in France and other Western 
countries, personal archives became more diverse, expand-
ing their scope from a narrow focus on white “great men” 
towards women and minorities (Dumont-Johnson 1975; 
Quinn 1977; Mason and Zanish-Belcher 2007).

With the popularization of personal computers in the 
1980s and mobile devices at the turn of the twenty-first cen-
tury, individuals started producing a tremendous amount of 
data. Archives have become more “personal,” either because 
they capture portions of an individual’s life, or because they 
hold personal information. Tech companies such as Google 
and Facebook have become experts at using these personal 
data to analyze our habits and predict our future behavior. 
For Zuboff (2019), Google and Facebook are the archetypes 
of “surveillance capitalists,” at the center of an economic 
system that “unilaterally claims human experience as free 
raw material for translation into behavioral data” (2019). 
According to Zuboff, our data are fueling an economic 
machine that has little concern for the privacy of individuals.

As non-profit organizations, libraries and archives have 
very different concerns from tech companies. The vast 
majority of the born-digital records held by cultural organi-
zations are inaccessible due to privacy, copyright, commer-
cial and technical issues. Even when born-digital data are 
publicly available (as in the case of web archives), users 
often need to physically travel to repositories such as the 
British Library or the Bibliothèque Nationale de France 
to consult web pages. Users who seek access to their per-
sonal data held by Google, Facebook and other companies 
often face multiple obstacles—including a lack of response 

following data access requests (Verborgh 2019). It is difficult 
to know what firms collect about their users, and what they 
do with these data. Locked behind walls, born-digital data 
have become “dark” for the vast majority of users.

In this digital world, it is increasingly important to re-
think and redesign the way we access information. Artificial 
intelligence offers the promise to make born-digital archives 
more accessible—for example by identifying sensitive infor-
mation, which would allow archival institutions to make non-
sensitive information available; or by flagging documents as 
relevant to a particular search query. Artificial intelligence 
(AI) is a large concept designating the creation of intelligent 
machines that can simulate human thinking capability and 
behaviour. AI encompasses a variety of approaches, but it is 
with machine learning, a sub-branch of AI concerned with 
learning from data without being programmed directly, that 
AI has become a mainstream technology with the prom-
ise of revolutionising multiple sectors. So much so, that the 
two terms are often used interchangeably. In the context of 
digital archives, this technology can lead to learning from 
existing corpora and annotated datasets to automatise and 
simplify daunting tasks, like the manual review of sensi-
tive or copyright material, or providing support to users in 
searching and making sense of these archives. However, 
the opaque mechanisms through which these learning algo-
rithms train their models must be subject to scrutiny, other-
wise, pitfalls in the data from where they learn can be easily 
translated into wrong decisions and skewed representation 
of the reality.

This promise to make archives more accessible does 
not come free of warnings for potential pitfalls and risks. 
First, there are inherent errors that lurk behind many algo-
rithms. For example, ePADD (an open-source software to 
manage email archives) is not always effective at detecting 
sensitive terms. Working in the archival emails of the poet 
Wendy Cope, Callum McKean (Lead Curator, Contempo-
rary Archives and Manuscripts, British Library) noticed 
that ePADD flagged “mushroom” in Cope’s shopping 
list.1 The lexicon classes “mushroom” as a drug, leading 
to false positives. Second, entrusting artificial intelligence 
to make decisions in complex situations can lead to ethi-
cal and social problems.2 Due to the “black box” nature of 
AI, it is difficult to understand why the machine makes the 
decisions it makes. Moreover, the data used to train AI sys-
tems may contain biases—for example, since White men 

1 Interview with Callum McKean, 28 May 2021, as part of the 
AURA project (www. aura- netwo rk. net).
2 The scholarship on AI and ethics is extensive. It is useful to start 
with the definition of ethics as encompassing five principles (trans-
parency, justice and fairness, non-maleficence, responsibility and 
privacy) (Jobin et al. 2019). See also Hagendorff 2020; Coeckelbergh 
2020; Véliz 2020.

http://www.aura-network.net
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are over-represented at the most senior levels of government 
and other sectors, documents by women or ethnic minorities 
could be flagged as less important. Risks of biased, fake, or 
partial information are intertwined with AI.

In this article co-authored by a Computer Scientist and a 
Digital Humanist, our central argument is that AI can deliver 
its promise to make digital archival collections more accessi-
ble, but it also creates new challenges—particularly in terms 
of ethics. “Explainable AI” (which allows human users to 
comprehend the results created by machine learning algo-
rithms) is becoming essential to understand how the machine 
came to particular decisions. To address these new chal-
lenges, collaborations between archivists, Digital Human-
ists and Computer scientists are essential. Indeed, the major 
challenges of our time—from global warming to social 
inequalities—cannot be solved within single disciplines. 
The same applies to the challenge of inaccessible data. The 
UK/Irish network AURA (Archives in the UK/ Republic of 
Ireland and AI) and the UK/US network AEOLIAN (AI for 
Cultural Organizations) bring together Humanities scholars, 
Computer scientists, archivists, librarians and museum pro-
fessionals.3 Other initiatives—such as AI for LAMs—adopt 
a more specialized approach targeted to staff in Libraries, 
Archives and Museums.4 These activities show that there 
is a tremendous appetite for exchanges on the topic of AI 
applied to digital archives, but also for specific case stud-
ies. Whereas AI has become mainstream in a wide range of 
sectors, it is still at the experimental stage in libraries and 
archival institutions, and there is “a lack of compelling case 
studies” (Rolan et al. 2019).

This article starts with an overview of the challenges 
faced by archival institutions in the digital age, which have 
led to the closure of the vast majority of born-digital collec-
tions. We focus particularly on cultural organizations such 
as libraries, museums and archives, used by historians, lit-
erary scholars and other Humanities scholars. What would 
access to born-digital materials in these archives look like? 
And what would it look like to use Artificial Intelligence in 
archives? In particular, we focus on sensitivity review as a 
practical solution to unlock digital archives. In the conclu-
sion, we insist on the importance of fairness, accountability 
and transparency in the process of making digital archives 
more accessible.

2  Privacy and data protection

“Dark” archives refer to collections that are closed to users 
for a wide range of reasons. Privacy concerns and the need 
to comply with data protection laws often lead to the clo-
sure of entire born-digital collections, or to highly restrictive 
measures that drastically decrease the number of potential 
users (Jaillant 2019; Baron and Payne 2017). In Europe, 
the 2018 General Data Protection Regulation gives to data 
subjects the right to obtain “the erasure of personal data 
concerning him or her without undue delay”—a right lim-
ited by “archiving purposes in the public interest” (Art. 17 
GDPR). In practice, many archival institutions prefer to 
close entire collections rather than appeal to the public inter-
est. Likewise, the 2018 Data Protection Act, which applies 
the GDPR’s standards in the UK and replaces previous data 
protection legislation, has often been interpreted in a very 
restrictive manner. Getting access to born-digital data in 
British archives is often impossible—especially for collec-
tions centered on living people.

For example, literary scholars and other users interested 
in the archive of the British poet Wendy Cope (born in 
1945) are still unable to access any information on the Brit-
ish Library (BL) catalogue “Explore Archives and Manu-
scripts.” Yet, the BL acquired the Cope archive a decade 
ago, in 2011. The hybrid archive, encompassing material in 
both paper and electronic form, comprises 15 large storage 
boxes as well as Word files. The collection also included a 
large number of emails, initially estimated at around 40,000 
(Flood 2011; Some Sort of Record 2011). As Rachel Foss 
(Head of Contemporary Archives and Manuscripts at the 
British Library) points out:

It was quite a complex process to capture the emails 
given how they were created and held by the depositor, 
in multiple folders, some duplicates and invisible files 
etc. This was several years before we began to work 
with [the open access software] ePADD and without 
being able to use a processing tool such as this, it’s a 
bit of guess. As it turned out, there were some errors in 
double-counting across folders. The number of emails 
in the collection is 25,556.5

At the request of the British Library, Wendy Cope was 
encouraged to weed out her email collection to help with 
appraisal (the selection of records for permanent preserva-
tion). In a 2019 presentation, Callum McKean said that the 
British Library had asked Cope to “sort through the content 
she’d like to pass to us and dispose of everything she didn’t 

3 See www. aura- netwo rk. net and www. aeoli an- netwo rk. net, accessed 
16 April 2021.
4 See https:// sites. google. com/ view/ ai4lam, accessed 16 April 2021.

5 Email to author, 22 April 2021. For more information about 
ePADD, see https:// libra ry. stanf ord. edu/ proje cts/ epadd, accessed 26 
April 2021; and Schneider et al. 2019.

http://www.aura-network.net
http://www.aeolian-network.net
https://sites.google.com/view/ai4lam
https://library.stanford.edu/projects/epadd
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want to pass to us.” He added: “Cope actually found the 
process quite tedious and arduous, and as expected there 
would still be significant Data Protection challenges with 
such a vast and personal archive.”6

The BL has done extensive work to preserve this archive 
and to try to make it more accessible, with limited suc-
cess so far. In  Pledge and Dickens (2018) article, Jonathan 
Pledge and Eleanor Dickens (who work as curators in the 
contemporary archives department) explained the BL’s plans 
to make selected born-digital records available in reading 
rooms. Callum McKean also pointed out that the overall 
plan of the British Library was to give access to emails, but 
on a highly restricted basis. Researchers would be “granted 
access to text files only in PDF/A, one file at a time, in a way 
analogous to the way paper material is made available.”7 To 
this day, however, the Wendy Cope archive is inaccessible 
to users.

The lack of discoverability of the Wendy Cope collection 
(with no Finding Aid publicly available on the catalogue) 
means that very few users will know that the British Library 
holds this archive. No information is provided about the esti-
mated date when the archive will be made available. Will 
the collection cease to be “dark” in the near future? And if 
so, what will be the conditions of access? Users do not cur-
rently have the option to download and analyze data from the 
archive. The policy to provide deliverable units (one digital 
file at a time) is reminiscent of Terry Cook’s warning that 
“paper minds” cannot deal with “electronic realities” (Cook 
1994). In other words, the processes used to give access to 
paper archives are also applied to born-digital files. This has 
an impact on research methods: for example, close reading 
can be used to analyze individual archival emails, but quan-
titative methodologies could be applied if researchers had 
access to larger amounts of data.

Requiring users to travel to reading rooms is still another 
constraint on access, as the closure of cultural organisations 
during the COVID-19 pandemic has shown. Even when 
libraries and archives are open, requiring users to consult 
documents onsite excludes people who cannot travel for 
health reasons, family responsibilities and lack of funding. 
Again, the process adopted here is that of the paper archive: 
only a small portion of paper collections have been digitized 
due to many reasons (including lack of funding, fragility of 
documents, and the size of collections) and it is common 
practice to ask users to travel onsite. In the rare cases when 
emails and born-digital records are available, users also need 

to travel onsite. For example, Yale University’s Beinecke 
Library gives onsite access to selected electronic files from 
the archival collection of the British writer Peter Ackroyd. 
Yet, these documents could be shared online—for example 
as part of a secure online system accessible to registered 
patrons.

Archival collections often close entire collections due to 
data protection concerns. To give just an example, the email 
archive of the British novelist Ian McEwan at the Harry 
Ransom Center in Austin, Texas is not currently available 
to researchers. But are these institutions mostly concerned 
about the rights of data subjects to privacy? Or are they 
worried about their own reputation and the potential risk of 
a lawsuit? Comparing their practices with that of tech giants 
such as Google is illuminating. Google has been repeatedly 
fined for data protection breaches, including a record €100 m 
fine in 2020 for GDPR violation in France.8 So far, these 
repeated fines have had little impact on Google’s determi-
nation to gather as much data as possible about users, and 
to monetize these data. While the GDPR supports “data 
minimization” and the principle that personal data shall be 
“adequate, relevant and limited to what is necessary in rela-
tion to the purposes for which they are processed” (Art. 5), 
Google’s business model relies on data maximization pur-
porting to serve the public interest to be informed.

Archival repositories too rely on data maximization since 
their core function is to collect, organize, preserve, and make 
accessible cultural heritage materials to both the academic 
research community as well as the public. But they adopt a 
much more risk-adverse position than Google.9 In the bal-
ance between data subjects rights and public interest, they 
privilege rights to privacy (and their own interest in avoid-
ing reputational and legal challenges). In contrast, Google 
privileges the public interest and freedom of information 
(and their own commercial interests). We argue that these 
two radically opposed attitudes are equally wrong-headed. 
Google—a company that has largely replaced archives and 
libraries’ traditional function to provide search and access to 
information—has too often ignored individuals’ legitimate 
right to privacy. And archival institutions have neglected 
users’ legitimate right to access information. Archives and 
libraries have a role to play in challenging powerful tech 
giants, but they cannot play this role if they do not fully 
embrace open data respectful of privacy. Making data more 
open does not mean that everything has to be accessible—it 

8 Délibération SAN-2020–012 (2020), https:// www. legif rance. gouv. 
fr/ cnil/ id/ CNILT EXT00 00426 35706, accessed 16 April 2021.
9 Ryan Cordell has argued that this cautious and slow approach in 
relation to data allows libraries to avoid “destructive ideologies of 
technological implementation,” focusing on “building rather than 
breaking” (Cordell 2020).

6 C McKean, Processing E-mail at the British Library, presentation, 
workshop Born-Digital Archive and Digital Forensic—Where are 
We Now?, 15 March 2019, School of Advanced Study, University of 
London.
7 Id.

https://www.legifrance.gouv.fr/cnil/id/CNILTEXT000042635706
https://www.legifrance.gouv.fr/cnil/id/CNILTEXT000042635706
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is legitimate to close down parts of collections that are par-
ticularly sensitive. As discussed later in this paper, AI can be 
a useful support to the cumbersome task of manually identi-
fying sensitive content, yet it is still prone to error. Broader 
is the definition of sensitive information, which includes 
legal agreements, classified or privileged communications, 
and confidential or ethical information (Woods and Lee 
2015). Hence, the requirement to open datasets and make 
them searchable contrasts with the necessity to preserve 
individual rights to privacy and, more generally, for reasons 
connected to national security and international relations. 
But closing entire collections for an indeterminate period of 
time is not ethical, since archives in publicly funded organi-
zations are meant to be open to the public. It also marginal-
izes archival institutions at a historical moment when tech 
companies exercise huge control over our digital memory by 
holding vast amounts of personal data (think of all the photo 
files that Facebook has gathered, for example).10

3  Copyright

In addition to data protection laws, cultural organisations 
need to comply with copyright legislation which also has an 
impact on accessibility. In the UK, publishers are required 
to deposit electronic copies of their publications in legal 
deposit libraries such as the British Library, but access 
to these works is severely restricted by the Legal Deposit 
Libraries (Non-Print Works) Regulations 2013. Access is 
onsite, and only one reader can access the same electronic 
publication at the same time. Copyright also explains why 
web archives often need to be consulted onsite, since librar-
ies and archives are not always able to trace copyright hold-
ers to obtain permissions to share the materials more widely.

To access French web archives, users need to obtain a 
reader’s pass and use the reading rooms at the Bibliothèque 
Nationale de France (BNF) to access web pages that were 
once publicly available. Getting a reader’s pass can be an 
intimidating process, especially for those who do not belong 
to specific categories (academics, postgraduate students, 
journalists and LAM professionals). A personal interview 
with a BNF staff member is required, to make sure that the 
applicant is doing research and has a legitimate reason to 
come to the BNF. This restricts access to a minority of users: 
those who can travel to Paris, can express themselves confi-
dently in French, and can provide required justifications. To 
make web archives more accessible, the BNF allows distant 
access to its own collections from a few legal deposit librar-
ies outside Paris. But provincial users still need to travel 
onsite to look at these documents.

Researchers are often unable to use computational meth-
ods to analyze born-digital records locked within libraries 
and archives. As Jane Winters puts it, there is a “background 
of increased expectation” (Winters 2017) from users who 
expect open access to data. This is true of ordinary users, 
but also of more specialized researchers who want to use 
materials for text and data mining (TDM). In a 2020 pres-
entation entitled “No Text, no text mining,” Beatrice Alex 
gave examples of difficulties that scholars face to get access 
to data.11 This includes (1) data which are part of a large 
collection, and it would be too laborious to get permission 
from individual copyright holders, and (2) data which are 
in copyright and the owner is not willing to share. It should 
be noted that getting authorizations from copyright holders 
is not always necessary. Since 2014, the UK has provided a 
copyright exception for TDM for non-commercial research, 
enabling research on copyrighted material (Intellectual 
Property Office 2014). If a researcher has the right to read 
a copyrighted document under the terms of the licensing 
agreement with the content provider, they also have the right 
to copy the work for the purpose of non-commercial TDM. 
However, the law still makes it impossible to do TDM on 
non-print materials, for example born-digital records in legal 
deposit libraries such as the British Library or the National 
Library of Scotland (Gooding et al. 2019). As Sarah Ames 
and Stuart Lewis put it, this restrictive legislation leaves 
“challenges for libraries as they seek to make collections 
available at scale” (Ames and Lewis 2020).

Cultural institutions routinely reject requests to use com-
putational methods on copyrighted twentieth-century mate-
rials because the owner is not willing to share or cannot 
be contacted.12 As Melissa Terras argues, “copyright has 
created a digital dark age where the most powerful tools 
for cultural analysis are blind between 1910 and the rise of 
social media.” Terras adds that libraries and archives are 
often too risk-adverse:

I think the blanket “no” should be replaced by risk 
assessment, because this should be about institutions 
understanding their capacity for risk. They should ask 
“what’s the worst thing that can happen?” I’ve read 
that only seven libraries have been taken to court in the 
UK. And if they’re more worried about reputational 
risk than the benefit they might bring to their audience, 
there is a problem. Because is it really copyright—
the right of the author—that you’re worried about? 
(Mackinlay 2021)

10 See Ovenden 2020.

11 B Alex, No Text, No Text Mining, AURA workshop 1, November 
2020, online, https:// www. aura- netwo rk. net/ 2020/ 12/ 21/ works hop-1- 
bea- alex/, accessed 16 April 2021.
12 Id.

https://www.aura-network.net/2020/12/21/workshop-1-bea-alex/
https://www.aura-network.net/2020/12/21/workshop-1-bea-alex/
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In short, copyright can be used as an excuse to close 
entire collections—instead of doing a risk assessment to 
evaluate the risks of legal issues with copyright holders 
(which are typically very low).

Since access to twentieth-century materials is so compli-
cated, it often makes sense for Digital Humanists to focus 
on data in the public domain, especially nineteenth-century 
collections that were mass-printed and have a standardized 
form. For example, living with machines (a major project 
funded by the UK Arts and Humanities Research Council) 
uses nineteenth-century materials including newspapers, 
census records, maps and other sources, to understand the 
impact of the Industrial Revolution. The multi-disciplinary 
project team is developing new methods in data science13 
to allow researchers to study these collections on a massive 
scale (Living with Machines 2020).

Among other sources, living with machines relies on digi-
tized and online map collections provided by the National 
Library of Scotland (NLS), an institution that has done 
pioneering work in publishing data openly and in reusable 
format. The NLS’s new digital scholarship service focuses 
on providing digitized collections as datasets, metadata 
collections, audiovisual material, map and spatial data, and 
organisation data. “Digitised print collections are only part 
of a much bigger landscape within which digital scholarship 
operates” (Ames and Lewis 2020). These data are openly 
accessible via an online platform, the Data Foundry.14

4  What would access to born‑digital 
materials in archives look like?

The National Library of Scotland offers a good model for 
providing access to digitized materials as datasets, as well as 
born-digital materials—a model that could be replicated in 
other institutions. Let us take the example of the Edinburgh 
Ladies’ Debating Society dataset, which is part of the digi-
tized collections. The collection includes a total of sixteen 
volumes of two Edinburgh journals, The Attempt (1865–74) 
and its successor The Ladies’ Edinburgh Magazine 
(1875–80). These publications were produced by a leading 
Edinburgh women’s club, which existed from 1865 to 1935. 
At a time when women were often confined to the private 
sphere, the Debating Society offered an opportunity to share 
opinions on education, suffrage, health and welfare. The 
magazines contain articles about women’s access to higher 
education and salaried work, women’s suffrage and rights, 

religion, as well as literary criticism, fiction and poetry. The 
NLS received copies of the journals in 1936, shortly after 
the Debating Society was dissolved. The manuscript minutes 
of the society were also gifted to the Library.15

The dataset includes a total of 6354 xml files at page 
level and 6354 image files, with METS metadata files at item 
level.16 These metadata files feature contextual information 
including the date when the item was digitized, the technical 
material used to capture the images, and the method used for 
transcriptions—which were generated from Optical Charac-
ter Recognition (OCR) performed by the National Library of 
Scotland. In total, the collection includes 259,829 lines and 
2,654,641 words. Users have the option to download eve-
rything or just a sample of the dataset for initial evaluation.

Most of the other resources available on the Data Foundry 
website share the same characteristics as the Edinburgh 
Ladies’ Debating Society dataset. They were produced as 
part of the mass digitization programme underway at the 
NLS. Indeed, the Library’s strategic aim is to have one 
third of its total collections available in digital form by 
2025 (National Library of Scotland 2015). Moreover, these 
resources are a response to the “collections as data” move-
ment which has encouraged cultural heritage organizations 
to present collections in machine-readable formats. These 
collections originated in paper, and do not present any issues 
with privacy/ data protection and copyright. Not surpris-
ingly, materials from the nineteenth century and earlier 
are over-represented, while born-digital records are under-
represented. At the time of writing (April 2021), there are 
no email collections or web archives on the Data Foundry 
website. Among the few born-digital records available are 
organisational data such as transactions over £25,000 and 
government procurement information, available in CSV 
files.

The quasi-invisibility of born-digital records on the Data 
Foundry platform contrasts sharply with the exponential 
rise in these records at the National Library of Scotland. In 
2020, the NLS reported that over 5.2 million e-journals and 
e-books had been deposited via non-print legal deposit into 
shared infrastructure (Ames and Lewis 2020). As in the case 
of web archives, copyright is a major obstacle on the road to 
publish data openly. With “dark” archives closed to research-
ers on the one side, and openly accessible platforms on the 
other side, the current situation is extremely polarized.

Perhaps it is time to imagine more nuanced models that 
would provide access to selected users who fulfil certain 
conditions. Special Collections libraries routinely ask 

15 https:// data. nls. uk/ data/ digit ised- colle ctions/ edinb urgh- ladies- 
debat ing- socie ty/, accessed 19 April 2021.
16 METS stands for “Metadata Encoding and Transmission Stand-
ard” (developed by the US Library of Congress).

13 Data science extracts useful insights from data. It is an interdisci-
plinary field that merges computer science, statistics and other disci-
plines.
14 https:// data. nls. uk/, accessed 16 April 2021.

https://data.nls.uk/data/digitised-collections/edinburgh-ladies-debating-society/
https://data.nls.uk/data/digitised-collections/edinburgh-ladies-debating-society/
https://data.nls.uk/
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researchers to provide their ID before getting access to 
(print) archival records in reading rooms. Other documents 
are sometimes required—including letters of introduction or 
recommendation (for example to access very valuable manu-
scripts at the British Library),17 and signed agreements to 
comply with the library’s internal rules and with the overall 
legal framework. Before researchers use their digital cam-
eras to copy materials, they often need to sign a form to con-
firm that they are familiar with copyright and data protection 
laws. These measures are in place to protect the collections 
and to avoid legal concerns. For instance, if a user decides 
to post copies of confidential or sensitive archival materials 
on social media, the library would be able to show that the 
responsibility lies with the user not with them. Libraries 
need to show that they take their responsibility as custodians 
of manuscripts and archives very seriously.

Why not adopt a similar access system for born-digital 
records, especially records that are particularly sensitive, 
instead of closing entire collections? Users would provide 
their ID and relevant credentials, as well as sign necessary 
forms, before getting access to a secure online system to 
consult email records and other born-digital documents. 
Ideally, libraries would loan data to researchers for a few 
days or weeks, with the function to access masses of data 
instead of having to consult individual items. As in the case 
of ebooks that libraries loan via protected systems such 
as Acrobat Digital Editions, born-digital records could be 
consulted within a secure online system. Researchers would 
bring their tools to the system, instead of downloading data 
on their own computers. This approach is currently not taken 
due to the perceived cost of technical infrastructure to build 
a secure access system. It would also require a change of 
processes which, as we have seen, are still focused on paper 
rather than digital.

Providing access behind a secure online system is a 
middle-of-the-road model that will not satisfy everyone. 
On the side of the open access movement, some will argue 
that less problematic records such as web archives should be 
made freely available, not locked behind walls. The National 
Library of Ireland already makes selected archival websites 
freely available. To protect itself against possible claims 
from copyright holders and data subjects, the NLI states: 
“It is the responsibility of the site owner to comply with the 
Data Protection and Copyright Legislation. The National 
Library archives these materials in the public interest and 
we make them available for the purposes of research and 
private study.”18 On the side of a more restrictive approach 
to access, there will be concerns that no online system will 

be robust enough to make sensitive born-digital records 
available. Even if users cannot download data on their 
own systems, they would still be able to take screenshots 
of records. Some of these pictures could then be circulated 
on the web and social media. The cost of building a secure 
online system will also be an issue, especially for smaller 
institutions that already struggle to preserve their born-dig-
ital collections.

One way of answering these concerns is to point out that 
providing limited access is better than providing no access 
at all (Jaillant 2020). The open access movement has played 
an invaluable role in pushing for more availability and trans-
parency, but it has also scared many cultural organizations 
that fear they lack appropriate resources and risk-manage-
ment models to open up their collections. Positions on both 
sides of the open-versus-closed border are so entrenched 
that dark archives are arguably becoming darker and darker. 
Even practices that were widely accepted for print collec-
tions (such as providing an approximate date when a collec-
tion will be made publicly available) are not the norm for 
born-digital collections. It is time to design a new approach.

For institutions which cannot afford to build an online 
system to provide access to born-digital records, other solu-
tions could be envisaged, such as participation in a con-
sortium bringing together libraries and archives (on the 
model of the HathiTrust, a partnership of academic and 
research institutions that offers a collection of millions of 
titles digitized from libraries around the world).19 Building 
a born-digital consortium would be a welcome step towards 
more accessible collections. It would also show that cul-
tural organizations can get together to build a platform for 
the public good, instead of letting private companies such 
as Google dominate the digital environment. Back in 2004, 
Google Books started digitizing lots of books and, in the 
case of works already in the public domain, imposed its own 
download policies and other contractual limitations. Four 
years later, HaithiTrust was created as a not-for-profit con-
sortium designed to make digitized content accessible to 
the widest number of users. HaithiTrust focuses mostly on 
digitized content, and on partner institutions in the United 
States. This focus on digital materials that originated in pub-
lished paper form explains why HaithiTrust is more con-
cerned about copyright than privacy and data protection (a 
central concern in the case of unpublished materials). Its 
activities are conducted in light of US Copyright Law and 
with the guidance of the University of Michigan’s Office of 
the General Counsel.20 There is space for a not-for-profit 
consortium focusing on born-digital content, and on a global 
community of cultural institutions.

17 See https:// www. bl. uk/ help/ access- manus cripts- and- archi ves, 
accessed 26 April 2021.
18 https:// www. nli. ie/ en/ web_ archi ve. aspx, accessed 26 April 2021.

19 https:// www. hathi trust. org/, accessed 26 April 2021.
20 https:// www. hathi trust. org/ copyr ight, accessed 23 July 2021.

https://www.bl.uk/help/access-manuscripts-and-archives
https://www.nli.ie/en/web_archive.aspx
https://www.hathitrust.org/
https://www.hathitrust.org/copyright
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How would such a born-digital consortium work in prac-
tice? As in the case of HaithiTrust, members would share 
the costs of operating services and programs.21 Institutions 
would have the option to share selected born-digital collec-
tions via aggregators, i.e. organizations that gather data and 
make them available within the main consortium website. 
This publishing model is inspired by Europeana, a leading 
EU-funded website that offers access to millions of digitized 
cultural heritage items from around 4000 institutions across 
Europe.22 Users would either be able to log in to the central 
consortium system as guests or as members of partner insti-
tutions. Guests would have the opportunity to:

_search across the entire collection;
_read, view and download content that is “full view”;
_search within content that is “limited access”;
_access content that does not have restrictions, such as 

works available on the Internet Archive/Wayback Machine 
which contains 475 billion web pages and other born-digital 
content.23

Those who log in via a partner institution would have 
access to a wider range of options including creating, sav-
ing and sharing collections on specific themes; and getting 
access to “limited access” content that cannot be made 
openly accessible on the web (such as email collections). A 
pilot project would need to be developed first, to explore the 
best ways to make content available. For archival emails, it 
might make sense to give access to text files only in a format 
such as PDF/A. This format is not ideal since it does not pre-
serve all the characteristics of emails (for example the fact 
that emails are often threaded rather than independent texts). 
Yet, even a small step in the direction of greater access to 
born-digital archives would be a great improvement on the 
current situation characterized by lack of discoverability and 
accessibility.

5  What would it look like to use Artificial 
Intelligence in archives?

Artificial Intelligence can also be used to find relevant 
content. Law firms engaged in litigation now routinely use 
“eDiscovery” tools, relying on AI to make search more 
effective than traditional keyword search. In addition to 
finding supporting evidence which is used to prove or dis-
prove a case, eDiscovery can also reveal if evidence has been 
destroyed or is missing. The global eDiscovery market size 
is expected to grow from USD 9.3 billion in 2020 to USD 

12.9 billion by 2025.24 These tools are based on predictive 
coding, a form of ML that learns from a subset of documents 
selected by lawyers and attorneys, and then applies what it 
has learned to a much larger set of documents. Indeed, the 
algorithms developed on the selection of the documents can 
then be applied to a huge dataset, making the review pro-
cess quicker, cheaper, and less complex. Using eDiscovery 
software does not require advanced technical skills, which 
explains the popularity of these tools.

Similar tools could be used by scholars to identify rel-
evant content, but relying on commercial off-the-shelf soft-
ware can be problematic. In his report on Machine Learning 
and Libraries, Ryan Cordell notes that he has “avoided much 
discussion of vendor-supplied ML tools, primary because 
[he does] not, in general, believe they meet the standards 
of openness, explainability, and adaptability that best prac-
tices encourage.” Likewise, Abigail Potter at the Library of 
Congress is quoted as saying that “there is a mismatch in 
what is being offered, i.e., full solutions or black box tools, 
and the needs in cultural heritage for transparency, assess-
ment, auditing and perhaps reprocessing of data” (Cordell 
2020). Like archivists who need to participate in the process 
of assisted review of archival documents, scholars need to 
engage with ML to understand how and why the machine 
has selected certain documents within a large dataset.

Engaging with machine learning does not necessarily 
require advanced training in computer science. Let us go 
back to the example of the Data Foundry, a website that is 
accessible to all users—including those without previous 
programming experience. It offers not only datasets, but 
also various tools to analyze collections. In the case of the 
Edinburgh Ladies’ Debating Society dataset, Lucy Havens 
at the National Library of Scotland created a practical guide 
to explore the collection using text and data mining, as well 
as Natural Language Processing (NLP) with the program-
ming language Python.25 NLP is a branch of AI concerned 
with giving machines the ability to understand text and spo-
ken words in much the same way humans can. Examples of 
NLP tasks include speech recognition, sentiment analysis 
and named entity recognition which identifies words and 
phrases as useful entities (such as locations or first names). 
Havens used named entity recognition to automatically iden-
tify male and female names. She then visualized her dataset, 
to show the number of occurrences of the name “Mary” over 
time. The step-by-step approach makes it possible for users 
with even limited technical knowledge to understand how to 
apply NLP to library collections. Havens also gives advice 

25 https:// data. nls. uk/ wp- conte nt/ uploa ds/ 2020/ 10/ Explo ring_ Ladies_ 
Edinb urgh_ Debat ing_ Socie ty. html, accessed 3 May 2021.

21 https:// www. hathi trust. org/ Cost, accessed 23 July 2021.
22 See https:// pro. europ eana. eu/ share- your- data/ proce ss and https:// 
pro. europ eana. eu/ about- us/ missi on, accessed 23 July 2021.
23 https:// archi ve. org/ about/, accessed 3 May 2021.

24 https:// www. marke tsand marke ts. com/ Market- Repor ts/e- disco very- 
market- 11881 863. html, accessed 3 May 2021.

https://data.nls.uk/wp-content/uploads/2020/10/Exploring_Ladies_Edinburgh_Debating_Society.html
https://data.nls.uk/wp-content/uploads/2020/10/Exploring_Ladies_Edinburgh_Debating_Society.html
https://www.hathitrust.org/Cost
https://pro.europeana.eu/share-your-data/process
https://pro.europeana.eu/about-us/mission
https://pro.europeana.eu/about-us/mission
https://archive.org/about/
https://www.marketsandmarkets.com/Market-Reports/e-discovery-market-11881863.html
https://www.marketsandmarkets.com/Market-Reports/e-discovery-market-11881863.html
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for further training using the Library Carpentry website and 
a NLP book openly accessible with a Creative Commons 
license (Alex and Llewellyn 2020; Bird et al. 2019). While 
the Edinburgh Ladies’ Debating Society dataset used in this 
example is out-of-copyright and does not present any issue 
with data protection and privacy, other collections can be 
much more complicated to analyze. For example, the lan-
guage used in emails often relies on shared understanding 
between the correspondents. This kind of gossipy, informal 
language makes it difficult for the machine to identify rele-
vant words or phrases—making it necessary to have a human 
fact checker at the end of the process.

6  Artificial Intelligence and sensitivity 
review

As we have seen, the issue of sensitive and confidential 
materials is one of the key reasons why so many born-digital 
collections are unfindable and inaccessible. Artificial Intel-
ligence and Machine Learning can be used to review huge 
numbers of digital files, and identify problematic materials. 
In a 2020 presentation, Steve Rigden, Digital Archivist at 
the National Library of Scotland, talked about the role of 
AI in identifying sensitive materials in digital collections at 
the NLS. He insisted on the role of archivists in reviewing 
data and making final decisions. Indeed, archivists need to 
identify datasets; identify the most effective algorithms to 
apply; test and refine the models for testing data, to give the 
machine what it needs to learn; and further refine and retest. 
Archivists do not have to be proficient in technical aspects of 
AI, Rigden argued, but they do have to have the interest to 
engage with the development of such tools as advocates, as 
advisers and as testers. In other words, they need to actively 
participate in this process of “assisted review” of archival 
documents.26

The capability to process and automatically classify big 
data presents one of the biggest opportunities for the use of 
AI for born-digital archives. The growing awareness and 
legal implication resulting from the implementation of dif-
ferent Data Protection Acts (from the European GDPR to the 
UK Data Protection Act 2018) clashes with the more than 
100 worldwide different implementations of the freedom of 

information laws and acts, which instead are designed to 
ensure access to government documents. Hence, to unlock 
born-digital archives means first of all, being able to cor-
rectly identify and classify sensitive and personally identify-
ing information (PII).

PII refers to any information that can uniquely identify 
an individual, from names, phone and security numbers, 
to birth and medical data. PII involves classified and legal 
information as well as data resulting from research experi-
ments. The definition of PII can be elusive, to include even 
information that cannot be directly ascribed to an individual, 
such as search logs and IP addresses, since it can still lead to 
the identification of individuals if appropriately mined. For 
example, Sweeney (2002) demonstrated how it is possible to 
re-identify individuals by cross-linking datasets, even when 
previously anonymized, simply looking at common attrib-
utes such as ZIP codes, birth of date and gender.

Typical information retrieval systems, such as web search 
engines, are processors of information: in an attempt to opti-
mize both precision and recall, they follow the policy that if 
something is available then it is also findable (Olteanu et al. 
2021). The right balance between openness and protection 
can be reached by revising this approach to data processing 
and consumption. Protect-and-search and search-and-protect 
are two possible paradigms to solve this problem. However, 
as Olteanu et al. (2021) point out, we want to preserve sensi-
tive information not only from human sight, but also from 
the search engine. Hence, a new perspective on the problem 
can favor new architectures that embed both relevance and 
sensitivity.

Irrespective of the paradigm of choice, we consider two 
areas of intervention when facing sensitivity in accessing 
born-digital archives: the identification and quantification 
of sensitive information.

6.1  Identify

First, the need to identify what is sensitive. This task can 
be broad, as general text classification, or very specific, to 
surgically pinpoint portions of texts that could disclose sen-
sitive or personal information. Text classification is a classi-
cal and explored area of machine learning (Sebastiani 2002) 
where a set of characterizing features extracted from the 
documents are used to predict the classes, or categories, of 
a document. This is a typical problem of supervised learn-
ing, where a model is trained by looking at a pre-annotated 
collection of documents tagged with the correct classes. 
Training a model usually means learning a mapping func-
tion between the input (features representing the documents) 
and the output (classes). The function can be a simple linear 
combination of feature weights or a complex model, as the 
ones captured by deep neural networks, with multiple nested 
layers of activation functions and thousands of parameters. 

26 S Rigden, Sensitivity Review and Access to Digital Materials at 
the National Library of Scotland, AURA workshop 1, November 
2020, online, https:// www. aura- netwo rk. net/ 2020/ 12/ 21/ works hop-
1- steve- rigden- sensi tivity- review- and- access- to- digit al- mater ials- at- 
the- natio nal- libra ry- of- scotl and/. See also R Oliva, Understanding 
Sensitivity: A First Step Towards Automating Sensitivity Review, 
ARCHIVES, ACCESS AND AI conference, January 2021, online, 
https:// www. poetr ysurv ival. com/ prese ntati on- slides- archi ves- access- 
and- ai- confe rence/, accessed 3 May 2021.

https://www.aura-network.net/2020/12/21/workshop-1-steve-rigden-sensitivity-review-and-access-to-digital-materials-at-the-national-library-of-scotland/
https://www.aura-network.net/2020/12/21/workshop-1-steve-rigden-sensitivity-review-and-access-to-digital-materials-at-the-national-library-of-scotland/
https://www.aura-network.net/2020/12/21/workshop-1-steve-rigden-sensitivity-review-and-access-to-digital-materials-at-the-national-library-of-scotland/
https://www.poetrysurvival.com/presentation-slides-archives-access-and-ai-conference/
https://www.poetrysurvival.com/presentation-slides-archives-access-and-ai-conference/


 AI & SOCIETY

1 3

One crucial aspect of this class of algorithms is defining 
the set of features that adequately capture the correlation 
between input and output. In text classification, features are 
usually extracted directly from the text in form of keywords, 
i.e. the single terms constituting the text.

However, as McDonald et al. (2020) note, sensitivity 
review is not a topic-oriented task where keywords are use-
ful to identify the topic of a document, but rather a who said 
what about whom task, where is the relationships between 
terms and entities in the discourse, in addition to the single 
keywords, to disclose sensitive information.

Therefore, this set of very basic features is often enriched 
with more sophisticated ones coming from Natural Language 
Processing and Information Extraction pipelines. Syntactic 
information, (such as Part-of-Speech (POS) tags), structural 
information (such as headings of sections and tables) and 
whole sequences of words (also referred to as n-grams) are 
often employed to capture composite sensitivity, which can 
result from the combination of multiple types of sensitivity. 
Moreover, to overcome the ambiguity of language, where 
polysemy and synonymy result in topic drifting and mis-
match, and at the same time capture contextual semantic 
information, word embedding features coming from distri-
butional semantic models can replace or be juxtaposed with 
simple keywords. McDonald et al. (2020) combined all of 
these (terms, POS n-grams, and word embeddings) into a 
SVM classifier for categorizing a collection of 3,801 gov-
ernment documents as either sensitive or not-sensitive. The 
authors showed that the inclusion of the semantic features 
(word embeddings) increases the accuracy of the classifier 
by 9.99% with respect to baseline approaches.

Classification is not always binary (sensitive vs. non-
sensitive) and sometimes a graded notion of sensitiv-
ity adheres better to the underlying task. In an empirical 
research aimed to provide a “more robust theory of official 
secrecy that can both account for variation in classification 
practices and inform more effective regulation”, Souza et al. 
(2016) worked with approximately one million diplomatic 
cables from the 1970s classified as “secret,” “confidential,” 
“limited official use,” or “unclassified.” The authors noticed 
that “top secret” documents, although limited in quantity, 
were not included in the collection. Document text was 
processed with standard tokenization and normalization 
techniques. However, additional information reflecting the 
structure of the documents and the originating fields of the 
features (sender/recipient, subject, body, etc.) were embed-
ded in the representation. The authors experimented with 
some standard classification algorithms built on weighted 
feature vectors. Observations from the outcomes led to the 
conclusion that dates were of limited use for this classifi-
cation task, while words in the body field were the most 
valuable to discriminate sensitive information. Overall, the 
best performance was achieved when all the features vectors 

worked in combination. Working with these graded sensitiv-
ity classes led also to another finding. Considering secret 
and confidential documents, the classifier achieved notable 
improvements. However, the “limited official use category” 
led to less clear-cut results, reflecting the nature of these 
documents, so broad even to elude a formal definition.

Another approach to sensitivity is through the redaction 
of sensitive/personal information (Woods and Lee 2015). 
For this purpose, digital forensics tools can be utilised to 
select candidates for automatic reduction. Part of an open-
source effort to the automatic redaction of sensitive docu-
ments, BitCurator offers a bulk extractor functionality that 
lexically analyzes text looking for sensitive features, such as 
email addresses, phone numbers, and other PII.

Although extensive research has been conducted in the 
area of privacy-preserving data publishing, much of this 
work was directed towards relational and statistical data, 
textual data remains a relatively unexplored area (Fung et al. 
2010). Focusing specifically on this type of data, Sánchez 
and Batet (2016) propose an algorithm for document saniti-
zation that mimics human judgment in assessing the docu-
ment sensitivity. The assessment quantifies the risk that a set 
of terms poses to disclose sensitive information by means 
of inference over a knowledge base that captures sensi-
tive information. As the authors point out, the identifica-
tion of the appropriate knowledge base is crucial to strike 
the right balance between domain specificity and model 
generalisation.

6.2  Quantify

Notwithstanding the impressive results in accuracy, AI algo-
rithms for sensitivity review, either in the form of classifi-
cation or redaction, are not exempt from failure. In many 
classification tasks, this may not represent a problem. How-
ever, due to legal requirements and the potential severe con-
sequences arising from inadvertently leaking sensitive and 
private information, a greater care must be taken in sensitiv-
ity classification.

Information retrieval has a long history of evaluation 
that led to the definition of paradigms and metrics aiming 
at quantifying the capabilities of these systems in retrieving 
relevant information. Metrics of retrieval goodness are usu-
ally expressed in terms of precision and recall. However, 
sensitivity requires other types of considerations, outside the 
mere topical relevance of documents, that balance the need 
to access information with the risks involved by disclos-
ing information sensitive in nature, up to the evaluation of 
impact of worst case scenarios (Olteanu et al. 2021).

Reaching perfect accuracy is impossible. There is an 
underlying misconception that human annotations provide 
a gold standard and an upper bound to what AI algorithms 
can achieve. However, this idea is challenged by the actual 
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quantity of information that annotators can actually review, 
combined with presentation and cognitive bias that can result 
in suboptimal sensitivity classification. A symbiotic coop-
eration human/machine could be the preferred approach, 
where human scrutiny is not replaced by their algorithmic 
counterpart, but boosted. McDonald et al. (2020b) investi-
gate the impact on human sensitivity reviews when assisted 
by automatic classification algorithms. They analyzed the 
effect of accuracy and prediction confidence levels on (1) 
the number of documents that human judge and (2) the time 
they spend to formulate the judgment. The authors’ findings 
highlighted the value of digital assisted sensitivity review on 
both speed and quantity. First, sensitive documents required 
a longer time for being analyzed compared to non-sensi-
tive documents. Second, the reviewer accuracy and speed 
increased considerably when provided with automatic pre-
diction (+ 37.9 and + 72.2%, respectively). Third, the clas-
sification confidence levels impacted the reviewer–classifier 
agreement: when both agreed, this results in quicker deci-
sion while disagreement results in longer overhead for the 
reviewer.

An alternative approach is to incorporate the humans’ 
reviews inside the training cycle, hence thinking about ML 
solutions not as one-shot products, but as living digital assis-
tants that learn side-by-side human reviewers. This adaptabil-
ity suits particularly well those situations where the sensitivity 
types are not known a priori (McDonald et al. 2020a). An 
implementation of this Technology Assisted Review (TAR) 
is achieved by adopting active learning strategies. The start-
ing point is a seed set obtained by manually annotating a pool 
of documents satisfying a given query. This seed is used to 
initially train the algorithm. After this initial stage, the system 
engages in an iterative process where new predictions are gen-
erated for a new set of unlabeled documents, which are then 
submitted to the human reviewers who generate new manual 
labels. The original training set is hence expanded with these 
new training examples, and a new cycle of training begins. 
This approach has the competitive advantage of reducing the 
number of labelled documents required to achieve the same 
classification performances (McDonald et al. 2020a), charac-
teristics particularly appealing when these technologies are to 
be deployed on new collections.

Overall, these results suggest that the technology is here 
to stay. Even if “there is no completely automated solution” 
and “human input is still required at all stages”, The National 
Archives (2016) highlights the importance of technology-
assisted reviews as a way “to understand, value and prioritize 
born-digital records, as well as reducing the volume needing 
to be manually reviewed”.

7  Conclusion

This paper has argued that AI can deliver its promise to make 
digital archives more accessible, but it also creates ethical chal-
lenges. While the latest achievement obtained by AI in natural 
language processing, computer vision, machine translation, 
and the likes, would have not been possible without the inges-
tion of huge datasets from which training and learning these 
models, there are undeniable risks generated by this blind 
supply of data. The most notable example is the bias in the 
representation of concepts, from which relations like “man 
is a computer programmer as woman is a homemaker” can 
reinforce stereotypical views represented in the data (Boluk-
basi et al. 2016). In addition, misrepresentation of minority 
and social views can lead to problematic inference and even-
tually decision-making processes. Jo and Gebru (2020) take 
inspiration precisely from archives and libraries, as domains 
with a well-established language and procedures for collect-
ing data that challenges historical and representation bias. 
The risk of adopting a blind approach to AI can defeat this 
purpose. Instead, a framework of AI governance informed by 
well-developed language and procedures of consent, power, 
inclusivity, transparency, and ethics and privacy, inspired by 
consolidated practices among archivists as well in social sci-
ence, historians and anthropologists, should drive the adoption 
of AI. Unlocking digital archives requires cross-disciplinary 
collaborations, but also close attention to ethical principles.

Acknowledgements The research conducted in this publication was 
jointly funded by the Arts and Humanities Research Council Grant 
number AH/V002341/1. This research was conducted with the financial 
support of the Irish Research Council under Grant Agreement No. IRC/
V002341/1 at the ADAPT SFI Research Centre at Dublin City Univer-
sity. The ADAPT SFI Centre for Digital Media Technology is funded 
by Science Foundation Ireland through the SFI Research Centres Pro-
gramme and is co-funded under the European Regional Development 
Fund (ERDF) through Grant # 13/RC/2106_P2.

Funding Open Access funding provided by the IReL Consortium.

Open Access This article is licensed under a Creative Commons Attri-
bution 4.0 International License, which permits use, sharing, adapta-
tion, distribution and reproduction in any medium or format, as long 
as you give appropriate credit to the original author(s) and the source, 
provide a link to the Creative Commons licence, and indicate if changes 
were made. The images or other third party material in this article are 
included in the article's Creative Commons licence, unless indicated 
otherwise in a credit line to the material. If material is not included in 
the article's Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will 
need to obtain permission directly from the copyright holder. To view a 
copy of this licence, visit http:// creat iveco mmons. org/ licen ses/ by/4. 0/.

http://creativecommons.org/licenses/by/4.0/


 AI & SOCIETY

1 3

References

Alex B, Llewellyn C (2020) Library carpentry: text and data mining. 
Centre for Data, Culture and Society. University of Edinburgh. 
http:// libra rycar pentry. org/ lc- tdm/. Accessed 3 May 2021

Ames S, Lewis S (2020) Disrupting the library: digital scholarship and 
Big Data at the National Library of Scotland. Big Data Soc 7:1–7. 
https:// doi. org/ 10. 1177/ 20539 51720 970576

Baron JR, Payne N (2017) Dark archives and E-democracy: strate-
gies for overcoming access barriers to the public record archives 
of the future. Presented at the 2017 conference for E-democracy 
and open government (CeDEM), pp 3–11. https:// doi. org/ 10. 1109/ 
CeDEM. 2017. 27

Bird S, Klein E, Loper E (2019) Natural language processing with 
python—analyzing text with the natural language toolkit, O'Reilly 
Media. https:// www. nltk. org/ book/. Accessed 3 May 2021

Bolukbasi T, Chang K-W, Zou J et al (2016) Man is to computer pro-
grammer as woman is to homemaker? Debiasing word embed-
dings. In: Proceedings of the 30th international conference on 
neural information processing systems. Curran Associates Inc., 
Red Hook, NY, USA, pp 4356–4364

Coeckelbergh M (2020) AI ethics. MIT Press, Cambridge
Cook T (1994) Electronic records, paper minds: the revolution in infor-

mation management and archives in the post-custodial and post-
modernist era. Arch Manuscr 22:300–328

Cordell R (2020) Machine learning + libraries. https:// labs. loc. gov/ 
static/ labs/ work/ repor ts/ Corde ll- LOC- ML- report. pdf? loclr= blogs 
ig. Accessed 3 May 2021

Dumont-Johnson M (1975) Peut-on faire l’histoire de la femme ? 
Revue D’histoire De L’amérique Française 29:421–428. https:// 
doi. org/ 10. 7202/ 30346 6ar

Flood A (2011) Wendy Cope’s archive sold to British Library. Guard-
ian. https:// www. thegu ardian. com/ books/ 2011/ apr/ 20/ wendy- 
cope- archi ve- briti sh- libra ry. Accessed 16 Apr 2021

Fung BCM, Wang K, Chen R, Yu PS (2010) Privacy-preserving data 
publishing: a survey of recent developments. ACM Comput Surv 
42:1–53. https:// doi. org/ 10. 1145/ 17496 03. 17496 05

Gooding P, Terras M, Berube L (2019) Towards user-centric evalua-
tion of UK non-print legal deposit: a digital library futures white 
paper. http:// elega ldepo sit. org/ dlf- white- paper. Accessed 16 Apr 
2021

Hagendorff T (2020) The ethics of AI ethics: an evaluation of 
guidelines. Mind Mach 30:99–120. https:// doi. org/ 10. 1007/ 
s11023- 020- 09517-8

Intellectual Property Office (2014) Exceptions to Copyright: research. 
https:// assets. publi shing. servi ce. gov. uk/ gover nment/ uploa ds/ sys-
tem/ uploa ds/ attac hment_ data/ file/ 375954/ Resea rch. pdf. Accessed 
16 Apr 2021

Jaillant L (2019) After the digital revolution: working with emails and 
born-digital records in literary and publishers’ archives. Arch 
Manuscr 47:285–304. https:// doi. org/ 10. 1080/ 01576 895. 2019. 
16405 55

Jaillant L (2020) User experience and access to born-digital data pro-
duced by publishers: The case of Carcanet Press. In: Kirschen-
baum M et al (eds) Books.Files: preservation of digital assets in 
the Contemporary Publishing Industry. University of Maryland 
and the Book Industry Study Group, College Park, MD, pp 38–39. 
https:// doi. org/ 10. 13016/ 1i33- pl0y. Accessed 26 Apr 2021

Jo ES, Gebru T (2020) Lessons from archives: strategies for collecting 
sociocultural data in machine learning. In: Proceedings of the 
2020 conference on fairness, accountability, and transparency. 
Association for Computing Machinery, New York, NY, USA, pp 
306–316

Jobin A, Ienca M, Vayena E (2019) The global landscape of AI ethics 
guidelines. Nat Mach Intell 1:389–399. https:// doi. org/ 10. 1038/ 
s42256- 019- 0088-2

Living with Machines (2020) AHRC. https:// ahrc. ukri. org/ docum ents/ 
publi catio ns/ living- with- machi nes/. Accessed 16 Apr 2021

Mackinlay R (2021) Why is most of the 20th century invisible to AI? 
Information Professional—CILIP: the library and information 
association. https:// www. cilip. org. uk/ news/ 557160/ Why- is- most- 
of- the- 20th- Centu ry- invis ible- to- AI. htm. Accessed 16 Apr 2021

Mason KM, Zanish-Belcher T (2007) Raising the archival conscious-
ness: how women’s archives challenge traditional approaches to 
collecting and use, or, what’s in a name? Libr Trends 56:344–359. 
https:// doi. org/ 10. 1353/ lib. 2008. 0003

McDonald G, Macdonald C, Ounis I (2020a) Active learning stopping 
strategies for technology-assisted sensitivity review. In: Proceed-
ings of the 43rd international ACM SIGIR conference on research 
and development in information retrieval. Association for Com-
puting Machinery, New York, NY, USA, pp 2053–2056

Mcdonald G, Macdonald C, Ounis I (2020b) How the accuracy and 
confidence of sensitivity classification affects digital sensitivity 
review. ACM Trans Inf Syst. https:// doi. org/ 10. 1145/ 34173 34

Olteanu A, Garcia-Gathright J, de Rijke M et al (2021) FACTS-IR: 
fairness, accountability, confidentiality, transparency, and safety 
in information retrieval. SIGIR Forum 53:20–43. https:// doi. org/ 
10. 1145/ 34585 53. 34585 56

Ovenden R (2020) Burning the books: a history of knowledge under 
attack. Harvard University Press, Cambridge

Pledge J, Dickens E (2018) Process and progress: working with born-
digital material in the Wendy Cope archive at the British Library. 
Arch Manuscr 46:59–69. https:// doi. org/ 10. 1080/ 01576 895. 2017. 
14080 24

Quinn PM (1977) The archivist as activist. Ga Arch 5:25–35
Rolan G, Humphries G, Jeffrey L, Samaras E, Antsoupova T, Stuart 

K (2019) More human than human? Artificial intelligence in the 
archive. Arch Manuscr 47:179–203. https:// doi. org/ 10. 1080/ 01576 
895. 2018. 15020 88

Sánchez D, Batet M (2016) C-sanitized: a privacy model for document 
redaction and sanitization. J Assoc Inf Sci Technol 67:148–163. 
https:// doi. org/ 10. 1002/ asi. 23363

Schneider J et al (2019) Appraising, processing, and providing access 
to email in contemporary literary archives. Arch Manuscr 47:305–
326. https:// doi. org/ 10. 1080/ 01576 895. 2019. 16221 38

Sebastiani F (2002) Machine learning in automated text categorization. 
ACM Comput Surv 34:1–47. https:// doi. org/ 10. 1145/ 505282. 
505283

Some sort of record seemed vital: British Library acquires the archive 
of Wendy Cope (2011) British Library. https:// www. bl. uk/ press- 
relea ses/ 2011/ april/ some- sort- of- record- seemed- vital- briti sh- libra 
ry- acqui res- the- archi ve- of- wendy- cope. Accessed 16 Apr 2021

Souza RR, Coelho FC, Shah R, Connelly M (2016) Using Artificial 
Intelligence to identify state secrets

Sweeney L (2002) K-anonymity: a model for protecting privacy. Int J 
Uncertain Fuzziness Knowl-Based Syst 10(5):557–570. https:// 
doi. org/ 10. 1142/ S0218 48850 20016 48

The National Archives (2016) The application of technology-assisted 
review to born-digital records transfer, inquiries and beyond. 
https:// www. natio nalar chives. gov. uk/ docum ents/ techn ology- assis 
ted- review- to- born- digit al- recor ds- trans fer. pdf Accessed 10 May 
2021

Véliz C (2020) Privacy is power: why and how you should take back 
control of your data. Bantam Press, London

Verborgh R (2019) Getting my personal data out of Facebook. https:// 
ruben. verbo rgh. org/ faceb ook/. Accessed 22 July 2021

http://librarycarpentry.org/lc-tdm/
https://doi.org/10.1177/2053951720970576
https://doi.org/10.1109/CeDEM.2017.27
https://doi.org/10.1109/CeDEM.2017.27
https://www.nltk.org/book/
https://labs.loc.gov/static/labs/work/reports/Cordell-LOC-ML-report.pdf?loclr=blogsig
https://labs.loc.gov/static/labs/work/reports/Cordell-LOC-ML-report.pdf?loclr=blogsig
https://labs.loc.gov/static/labs/work/reports/Cordell-LOC-ML-report.pdf?loclr=blogsig
https://doi.org/10.7202/303466ar
https://doi.org/10.7202/303466ar
https://www.theguardian.com/books/2011/apr/20/wendy-cope-archive-british-library
https://www.theguardian.com/books/2011/apr/20/wendy-cope-archive-british-library
https://doi.org/10.1145/1749603.1749605
http://elegaldeposit.org/dlf-white-paper
https://doi.org/10.1007/s11023-020-09517-8
https://doi.org/10.1007/s11023-020-09517-8
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/375954/Research.pdf
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/375954/Research.pdf
https://doi.org/10.1080/01576895.2019.1640555
https://doi.org/10.1080/01576895.2019.1640555
https://doi.org/10.13016/1i33-pl0y
https://doi.org/10.1038/s42256-019-0088-2
https://doi.org/10.1038/s42256-019-0088-2
https://ahrc.ukri.org/documents/publications/living-with-machines/
https://ahrc.ukri.org/documents/publications/living-with-machines/
https://www.cilip.org.uk/news/557160/Why-is-most-of-the-20th-Century-invisible-to-AI.htm
https://www.cilip.org.uk/news/557160/Why-is-most-of-the-20th-Century-invisible-to-AI.htm
https://doi.org/10.1353/lib.2008.0003
https://doi.org/10.1145/3417334
https://doi.org/10.1145/3458553.3458556
https://doi.org/10.1145/3458553.3458556
https://doi.org/10.1080/01576895.2017.1408024
https://doi.org/10.1080/01576895.2017.1408024
https://doi.org/10.1080/01576895.2018.1502088
https://doi.org/10.1080/01576895.2018.1502088
https://doi.org/10.1002/asi.23363
https://doi.org/10.1080/01576895.2019.1622138
https://doi.org/10.1145/505282.505283
https://doi.org/10.1145/505282.505283
https://www.bl.uk/press-releases/2011/april/some-sort-of-record-seemed-vital-british-library-acquires-the-archive-of-wendy-cope
https://www.bl.uk/press-releases/2011/april/some-sort-of-record-seemed-vital-british-library-acquires-the-archive-of-wendy-cope
https://www.bl.uk/press-releases/2011/april/some-sort-of-record-seemed-vital-british-library-acquires-the-archive-of-wendy-cope
https://doi.org/10.1142/S0218488502001648
https://doi.org/10.1142/S0218488502001648
https://www.nationalarchives.gov.uk/documents/technology-assisted-review-to-born-digital-records-transfer.pdf
https://www.nationalarchives.gov.uk/documents/technology-assisted-review-to-born-digital-records-transfer.pdf
https://ruben.verborgh.org/facebook/
https://ruben.verborgh.org/facebook/


AI & SOCIETY 

1 3

Winters J (2017) Coda: web archives for humanities research—some 
reflections. In: Brügger N, Schroeder R. The Web as History. UCL 
Press, London, pp 238–248. http:// disco very. ucl. ac. uk/ 15429 98/1/ 
The- Web- as- Histo ry. pdf. Accessed 16 Apr 2021

Woods K, Lee CA (2015) Redacting private and sensitive information 
in born-digital collections. Arch Conf 2015:2–7

Zuboff S (2019) The age of surveillance capitalism : the fight for a 
human future at the new frontier of power. PublicAffairs, New 
York

Publisher's Note Springer Nature remains neutral with regard to 
jurisdictional claims in published maps and institutional affiliations.

http://discovery.ucl.ac.uk/1542998/1/The-Web-as-History.pdf
http://discovery.ucl.ac.uk/1542998/1/The-Web-as-History.pdf

	Unlocking digital archives: cross-disciplinary perspectives on AI and born-digital data
	Abstract
	1 Introduction
	2 Privacy and data protection
	3 Copyright
	4 What would access to born-digital materials in archives look like?
	5 What would it look like to use Artificial Intelligence in archives?
	6 Artificial Intelligence and sensitivity review
	6.1 Identify
	6.2 Quantify

	7 Conclusion
	Acknowledgements 
	References




