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ABSTRACT

Vision and language models are easily transferred to other
tasks. In particular, they have been demonstrated to work
well in the evaluation of automatic image captioning. This
has made it possible to evaluate systems without the need for
references or additional information apart from the image and
the caption. However, these models do not provide a straight-
forward way of evaluating videos. In this paper, we propose
using these models for video captioning evaluation. We ex-
plore the use of both single image-based evaluation and dif-
ferent methods to include data from multiple frames. Exper-
iments demonstrate that using clustering methods to select a
few frames to compute the final score gives an excellent cor-
relation with human judgment. The bias in the human anno-
tations can also influence the metric, so we propose filtering
the human assessments to discard outliers and improve the
evaluation process.

Index Terms— Video Captioning Evaluation, Vision and
Language Models, Clustering, Transformers, Video Caption-
ing

1. INTRODUCTION

Traditionally video captioning and image captioning are eval-
uated by comparing the captions against references written
by humans. Some examples of these metrics are BLEU [1],
ROUGE [2], METEOR [3], or CIDEr [4]. All of these met-
rics are based on the computation of precision or recall us-
ing n-grams between the candidate caption and the set of
references. Some approaches improve upon this idea using
stemming or synonyms e.g. SPICE [5] uses a scene graph
built from the references to evaluate the caption. However,
all approaches use human annotations to perform the evalua-
tion.Furthermore, all approaches fail to account for the visual
information in the image.

The next evolution of approaches are learned metrics
where a model is trained to evaluate the caption. For example,
BERTScore [6] is based on the popular BERT [7], retrained to
evaluate machine translation sentences. Similarly, BERTHA

[8] is also a language model trained to evaluate video cap-
tioning using only text data. An improvement to this idea is
to include the visual information of the image. TIGEr[9] use
pretrained models to evaluate an image caption using both
textual and visual information. LEIC[10] uses a CNN and
an LSTM to extract the visual and textual information and
combines them to detect if the caption is written by a human,
removing the need for human references.

Recent developments have explored combining image
and text in a shared space in more depth. These models are
trained in very large image and caption pairs datasets using
contrastive learning to find image embeddings directly from
the associated language. The objective of these models, like
CLIP [11] and CLOOB [12], is commonly focused on the
task of zero-shot learning. This goal makes it easy to transfer
the model without retraining.

Taking this idea, CLIPScore [11] proposes various setups
to evaluate image captioning using CLIP [13], a well-known
vision and language model. They propose using similarity
between embeddings of the caption and the image to rank the
scores. They obtain state of the art results in multiple image
captioning datasets. Similarly, UNITER [14] also proposes
a vision and language model pretrained on pairs of captions
and images, obtaining similar results to CLIPScore. These ap-
proachs prove to better correlate with human judgment than
previous metrics and have the advantage that they do not need
human references. Both of them perform well in image cap-
tioning evaluation; however, they are limited to only using a
single image.

Our goal is to transition these ideas into video caption-
ing evaluation. Video captioning is a similar task as image
captioning evaluation; however, more factors need to be con-
sidered as the input contains more information than a single
image. We first test two vision and language models against
image and video captioning evaluation datasets to study their
different performances in a simple scenario of a single image
and caption. The experiments reported here then explore dif-
ferent strategies to use the frames, from using a single frame
as input to computing the mean of the embedded frames to
a more complex experiment where the frames are clustered.



The finetuning of these models is also studied to further adapt
them to the task. We obtain better results than the other met-
rics in various setups with the best results achieved using clus-
tering and model retraining. Finally, the outliers and the hu-
man bias in the annotations could affect the quality of the
evaluation, more noticably when training a new model. The
final set of experiments tries to filter the human judgments to
find the annotations that do not follow the same pattern as the
others. We discover that removing only a small set of captions
improves all the metrics tested.

2. PROPOSED METHOD

2.1. Vision and Language Models

The two cross modal vision and language embedding mod-
els we use are CLIP [13] and CLOOB [12]. They follow a
similar structure: both of them have an image encoder and
text encoder that are trained in huge datasets of image-caption
pairs extracted from the web. Both use a Transformer as a text
encoder; the difference is that the recommended CLIP uses a
Vision Transformer as the image encoder, while CLOOB is
built based on ResNet image encoder.

CLIP is trained to maximise the cosine similarity of the
two vectors while minimising the similarity of the mismatch
pairs using InfoNCE [13] CLOOB instead uses InfoLOOB
[12], which aims to remove the explaining away problem of
InfoNCE.

2.2. Evaluation methodology with a single image

Following the same methodology as [11] we use the image
and text encoder of the vision and language model and com-
pute the cosine similarity between the two vectors.

s(c, t) = cos(VLMimage(c),VLMtext(t)), (1)

where c is the image, t is the textual caption and VLM is
the vision and language model divided in the image and text
encoder, and

cos(u, v) =
uT v

∥u∥∥v∥
is the cosine similarity between embeddings u and v. In the
most simple scenario, the setup is the same for image cap-
tioning and video captioning. In the case of video, only the
middle frame is used. An additional advantage of this met-
ric compared to traditional metrics is that it does not require
human references to evaluate the caption.

This configuration can be extended to use multiple refer-
ences. In this case the caption is compared to the references,
unlike in [11] where they compare the references to the im-
age. Then the maximum similarity is added to the previous
similarity score between the image and the caption:

s(c, t, R) = cos(VLMimage(c),VLMtext(t))

+max
r∈R

{cos(VLMtext(t),VLMtext(r))} , (2)

where R is the set of references.

2.3. Evaluation methodology for a video

In the cases of a video, the visual information comes from
multiple frames; however, none of the vision and language
models have a mechanism to include all the frames simul-
taneously. The first idea is to compute the similarity of the
caption for all the frames and take the maximum similarity.
The same idea can be applied with the mean and minimum
similarity:

s(F, t) = opf∈F {cos(VLMimage(f),VLMtext(t))} , (3)

where op ∈ {min,max,mean} and F is the set of frames.
Videos are usually composed of a few shots, so it is unneces-
sary to compute the similarity between all the frames in the
video. Some of these frames may be noise or a blank frame
between shots, producing undesirable results in terms of the
similarity with the caption. To reduce the effect of these is-
sues, we study clustering and classification techniques to de-
tect similar frames. The first method we test is to find the
k-NN [15] frames to the caption and compute the similarity
with them. Using multiple frames mitigates the effect of pos-
sible noisy frames in the evaluation. It also only takes frames
that are closely described by the caption and not any other
random action that occurs in the video. The second method
we test is based on clustering where we use k-means [16] to
identify the different shots in the video and obtain a small set
of frames that represent the main parts of the video.

2.4. Training models

One reasonable step to continue with this line of work is to ex-
plore if the pretrained model can be fine tuned to the specific
video captioning evaluation task. We use the same loss func-
tions as in each original paper. We keep most of the hyperpa-
rameters but change the learning rate and the weight decay to
a lower one.

For the data, we took all the TRECVid-VTT dataset 2016
to 2020 [8] and reserved 2020 for testing, using the rest of the
years as train/validation. During training, we found that using
the predicted captions did not improve the final metric, which
was discarded early, and only the references were used. In
terms of the size of the dataset, only using four years of data
for training does not provide enough pairs to train the model.
To increase the amount of data, we augment the text. How-
ever data augmentation is not used at the image level, all the
video frames are used as separate image-caption pairs keep-
ing identical scores and references. The data augmentation
strategy produces a low correlation in validation as there are
plenty of pairs with close similarities and equal human scores.



Composite Flickr8k VTT’19 VTT’20
τc τc r r

BLEU-4* 30.6 30.8 4.9 11.2
ROUGE-L* 32.4 32.3 15.8 20.9
METEOR* 38.9 41.8 22.2 23.5
CIDEr* 37.7 43.9 15.5 20.8
SPICE* 40.3 44.9 - -
TIGEr* 45.4 49.3 - -
BERTHA* - - 22.5 24.7
CLIP 54.7 46.2 23.3 37.2
CLOOB 49.9 56.1 30.1 34.9

Table 1. Flickr8k and Composite Kendall’s correlation with
human assesment. TRECVid-VTT 2019 and 2020 Pearson’s
correlation with human assesment. Only using the middle
frame to simulated a image captioning dataset. *results from
[11] for Flickr-8k and Composite and from [8] for TRECVid-
VTT 2019 and 2020.

2.5. Filtering poor human judgments

In a dataset, there is always the possibility that one annota-
tion does not follow the same criteria as another, even if it
has come from a good annotator. We design a simple way of
filtering some of the poor human judgments.

Pearson correlation is based on computing a linear corre-
lation between the two sets. Spearman computes a monotonic
function, more exactly it computes the Pearson correlation in
the ranks. Both look for a linear function that fits either the
data or the ranks. Considering these premises, the line that
fits the sub-data being analysed is straightforward to be found.
Then there are various techniques to find outliers to this line.

We use Cook’s distance [17] as the measure to identify
outliers. Cook’s distances measures the influence of a data
point on a fitted regression. A rule of thumb is to select four
times the mean of all the distances as the distance in which
a sample is classified as a outlier. We use this assumption to
discard poor human judgments considering them as outliers.

3. EXPERIMENTAL RESULTS

3.1. Image captioning evaluation

The first step is to test both models in image captioning
datasets and in a video captioning one, whereby as an initial
experiment only the middle frame is used. Table 1 present the
results together with some of the most popular metrics.

The datasets used for image captioning are Flickr 8k [18]
consisting of 17k human evaluations of video and captions
pairs with scores between 1 to 4, and Composite [19], which
groups images from three different datasets: MSCOCO [20],
Flickr8k [18], and Flickr30k [21]. The final dataset contains
approx. 4k image-caption pairs with four human evaluations

VTT’19 VTT’20
τc τc

METEOR 16.1 23.5
CIDEr 13.9 20.8
CLIP image 16.7 24.9
CLIP similarity 16.2 26.9
CLIP knn 17.0 27.2
CLIP kmeans 16.7 27.1
CLOOB image 19.6 22.4
CLOOB similarity 20.4 23.5
CLOOB knn 20.5 22.8
CLOOB kmeans 20.6 23.4

Table 2. TRECVid-VTT Kendall’s τ correlation with human
assessment using frame data. Images is with a single image;
similarity is computing an average between the frames

per pair. Kendall’s correlation is used in both datasets. For
video captioning, the last two years of TRECVid-VTT are
used. Each year consists of less than 1541 videos-captiosn
pairs from around ten systems. Each pair additionally have
five references annotated by humans. Following the origi-
nal paper [8] we use Pearson’s correlation to compare hu-
man judgment to the metrics scores. However, we switch to
Kendall’s correlation in further experiments as it is the mea-
sure most used in the literature. Table 1 presents the video
captioning results.

Across all the datasets, both methods obtain state of the
art results. Neither sufficiently outperforms the other to de-
clare it the best performing one. Each one gets good scores
in different sets. Comparing the other metrics, we can see
that these methods obtain a better correlation than the classi-
cal metrics. Only TIGEr has comparable performance. We
can conclude that either the visual information is needed to
get the final score or that we need to compare the caption to
the references in a space where the sentences are related in a
visual space. The embedding spaces are not built solely from
a textual corpus but also a visual one, so sentences are closer
if they appear in similar images instead of just in the context
of a paragraph.

3.2. Video captioning evaluation

In this section, we discuss the application of this methodology
in the video captioning scenario. The first thing to note is that
none of these metrics has a obviously correct way to be ap-
plied in video evaluation. From analyzing individual videos,
we observe modest differences in the similarity between the
caption to other frames in the video. Table 2 compares the
different ways to include this information.

The differences between mean/min/max are not included
because they obtain similar correlations, all of them are rep-
resented as the similarity result.From the clustering experi-



VTT’20
τc

Trained CLIP 27.6 (+1.4%)
Trained CLOOB 22.9 (-2.5%)

Table 3. TRECVID training using TRECVid-VTT 2016 to
2019 as train/validation and test in 2020.

ments, we can see that k-NN and k-means perform similarly
in these short videos, and they both obtain some of the best
results. This result means that removing noisy frames from
the video can improve the evaluation methodology and that
the whole video can be summarized in a few keyframes. k-
NN also shows that focusing on evaluating a few frames and
measuring how the similarity changes leads to a better eval-
uation. This implies that only using a few frames to perform
the evaluation is necessary and that the difficulty is in finding
these frames.

3.3. Training results

One way to increase the performances in this task is to re-
train the models in data from the task. In our setup we use
TRECVid-VTT 2016 to 2019 [8] as training and validation
data and test in TRECVid-VTT 2020. The text data is aug-
mented using substitutions, remove, insertion, swap, and
synonym replacement adding 10 new pairs from the original
ones. The model is trained between 100 to 1000 epochs, with
Adam using a learning rate of 10−8 and a weight decay of
0.001. The model with the highest Kendall’s correlation in
validation is used to test. The experiments took from 1 to 3
days to run om a NVIDIA RTX 2080TI.

Table 3 shows the final results for the best CLIP and
CLOOB model. We see an improvement in CLIP while
CLOOB does not perform as well as the original. This may
be because the loss function, InfoLOOB, is more complex
and may need additional tricks and data to perform well.

3.4. Filtering human annotations

In Table 4, we observe the effect of removing outliers from the
annotations. We analyze both the percentage of captions and
the improvement across the metrics. Table 4 shows the results
from removing outliers detecting them using the actual model
predictions and human judgments, Filter linear, or the ranks
of both metrics, Filter ranks.

All the results are positive except one case with CIDEr.
Assuming that the scores should follow a linear pattern and
removing the outliers based on this assumption, we increase
between 10% to 20% when only removing 6% to 7% of the
captions. Assuming that the score should be linearly corre-
lated with annotator scores in rank, we obtain substantially
better results, achieving an increase of up to 30% in the met-

VTT’20 # captions
τc remove

Filter linear CLIP 27.5 (+1.1%) 107 (6.9%)
Filter linear CLOOB 25.6 (+8.9) 93 (6%)
Filter linear CIDEr 20.7 (-0.4%) 86 (5.5%)
Filter linear METEOR 23.2 (+20.8) 106 (6.9%)

Filter rank CLIP 32.2 (+18.3%) 57 (3.6%)
Filter rank CLOOB 28.8 (+22.5%) 59 (3.8%)
Filter rank CIDEr 27.3 (+26.9%) 61 (3.9%)
Filter rank METEOR 25.3 (+31.7%) 56 (3.6%)

Table 4. TRECVid filtering captions base on linearity in the
scores and on linarity in the ranks. Results use Kendall’s cor-
relation with human assesment and the percentatge increase
with respect to the baseline. Also shown is the number of
image-caption pairs removed and the percentage that this rep-
resents of the total number of samples.

rics and only removing a 4% of the annotations. These exper-
iments demonstrate that there are captions that penalize the
correlations, meaning that these scores are not annotated fol-
lowing the same rules as the others and are outliers.

4. CONCLUSION

We propose a new way to evaluate video captions using vision
and language models. This can be accomplished without hu-
man annotations; however, the best performance is obtained
using these references. One problem with these models is that
they do not include the addition of multiple frames. To solve
this problem we propose to use k-means or k-NN to find the
best frames for the evaluation process. We retrain the model
to adapt it better to the sentences used in video captioning. Fi-
nally, we also noticed some outliers in the datasets. Filtering
these was shown to improve all the metrics without removing
too many pairs.

Exploring better ways to include the video content can re-
sult in an improvement on the metric. Our initial ideas include
better detection of relevant frames and/or adding the motion
information to the evaluation if the captioning contains some
action verb. The methods proposed to detect outliers can also
be improved by explicitly detecting the human’s bias. These
considerations will be explore in future work.
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