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Abstract

\Colour Technologies for Content Production and
Distribution of Broadcast Content"
Marc Gorriz Blanch

The requirement of colour reproduction has long been a priority driving the
development of new colour imaging systems that maximise human perceptual plau-
sibility. This thesis explores machine learning algorithms for colour processing to
assist both content production and distribution. First, this research studies colouri-
sation technologies with practical use cases in restoration and processing of archived
content. The research targets practical deployable solutions, developing a cost-
e ective pipeline which integrates the activity of the producer into the processing
work ow. In particular, a fully automatic image colourisation paradigm using Con-
ditional GANs is proposed to improve content generalisation and colourfulness of
existing baselines. Moreover, a more conservative solution is considered by pro-
viding references to guide the system towards more accurate colour predictions. A
fast-end-to-end architecture is proposed to improve existing exemplar-based image
colourisation methods while decreasing the complexity and runtime. Finally, the
proposed image-based methods are integrated into a video colourisation pipeline.
A general framework is proposed to reduce the generation of temporal ickering or
propagation of errors when such methods are applied frame-to-frame. The proposed
model is jointly trained to stabilise the input video and to cluster their frames with
the aim of learning scene-speci c modes. Second, this research explored colour pro-
cessing technologies for content distribution with the aim to e ectively deliver the
processed content to the broad audience. In particular, video compression is tackled
by introducing a novel methodology for chroma intra prediction based on attention
models. Although the proposed architecture helped to gain control over the refer-
ence samples and better understand the prediction process, the complexity of the
underlying neural network signi cantly increased the encoding and decoding time.
Therefore, aiming at e cient deployment within the latest video coding standards,
this work also focused on the simpli cation of the proposed architecture to obtain
a more compact and explainable model.
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Chapter 1

Introduction

1.1 Chapter overview

This chapter provides a general introduction to this thesis, presents the motivation
for this research, the hypotheses and research questions, and outlines the struc-
ture of the document. Section 1.2 showcases the importance of colour perception
in computer vision, Section 1.3 analyses the applications of colour processing tech-
nologies in the broadcasting industry, Section 1.4 discusses the speci ¢ motivations
underpinning this research. Finally, Section 1.5 presents the hypothesis and research
guestions and Section 1.6 outlines the organisation and structure of this thesis.

1.2 Perception of colour

The perception of colour is essential in modern image and video processing systems,
playing an important role in many applications and domains, such as multimedia
systems, computer vision, broadcasting and digital imaging. Over the years, im-
age processing methodologies have primarily focused on grayscale images, treating
colours as a dimensional extension of the intensity component or luminance. How-
ever, a better understanding of the colour components has been important to many
image processing and pattern recognition systems, where colour-based features pro-
vide a richer level of abstraction towards solving complex computer vision tasks such
as image retrieval, segmentation or classi cation.

While the luminance information provides valuable content-related information
regarding shapes and structures, the perception of colour is essential for understand-
ing the visual world, allowing the distinction between objects and physical varia-
tions, such as shadow gradations, light source re ections or re ectance variations.
For example, as shown in Figure 1.1, the colour information is key to understand the
level of maturity of the co ee beans. For this reason, the processing of chromatic

1
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