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Abstract Machine Translation (MT) is one of the oldest language technologies hav-
ing been researched for more than 70 years. However, it is only during the last decade
that it has been widely accepted by the general public, to the point where in many
cases it has become an indispensable tool for the global community, supporting com-
munication between nations and lowering language barriers. Still, there remain ma-
jor gaps in the technology that need addressing before it can be successfully applied
in under-resourced settings, can understand context and use world knowledge. This
chapter provides an overview of the current state-of-the-art in the field of MT, offers
technical and scientific forecasting for 2030, and provides recommendations for the
advancement of MT as a critical technology if the goal of digital language equality
in Europe is to be achieved.!
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1 Introduction

Machine translation (MT) was one of the first application areas of natural language
processing (NLP). Starting from the first attempts to apply dictionary-based ap-
proaches right up to modern neural network-based systems, MT has aimed to provide
automatic translation from one natural language into another.

Today, MT has become an important asset for multilingual Europe, allowing citi-
zens, governments and businesses to communicate in their native languages, break-
ing down language barriers and supporting the implementation of the European dig-
ital single market. For example, the eTranslation automated translation tool,? de-
veloped by the European Commission, and its various adoptions (e. g., EU Council
Presidency Translator, Pinnis et al. 2021)* provide reasonably good MT service in
24 EU official languages for governments, the public sector and SMEs.* However,
MT support and the quality of its output still differ from language to language, and
from domain to domain. In particular, MT quality drops significantly when trans-
lation concerns less-resourced languages, speech or terminology-rich domains with
limited available data.

1.1 Scope of this Deep Dive

In 2012, the META-NET White Paper series (Rehm and Uszkoreit 2012) presented a
thorough analysis of Language Technology (LT) support for 31 European languages.
According to this study, for MT good support only applied to English and moder-
ate support to only two widely spoken languages (French and Spanish), leaving the
remaining 28 European languages in clusters of fragmented or weak or no support.
This chapter focuses on the MT landscape a decade after the publication of the
META-NET White Papers. We analyse progress in MT, identify the main gaps and
outline visions, the breakthroughs needed and development goals towards Digital
Language Equality (DLE) and Deep Natural Language Understanding (NLU) by
2030. We look at the current services and technologies offered by MT providers in
the European market. The dominance of global companies in the free online trans-
lation market and the risks for Europeans caused by this dependence are among the
key topics discussed in this chapter, especially to identify solutions going forward.
The main gaps are identified for four dimensions of MT: data, technology, ap-
proaches and legislation. We focus not only on data availability and usability and
the need for less-resourced technologies, but also discuss limitations related to multi-
modal MT. While MT technologies today are available for most European languages,
many of these languages are less attractive from a business point of view, and con-

2 https://webgate.ec.europa.eu/etranslation/public/welcome.html
3 https://www.eu2020.de/eu2020-en/presidency/uebersetzungstool/2361002

4 As of February 2022, eTranslation was used by 108 projects — 87 projects reusing eTranslation
and 21 projects committed to analysing or reusing eTranslation.
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sequently they are not so well equipped with MT tools. Throughout the chapter, lan-
guage coverage is addressed as a key dimension for DLE. We also discuss legal and
ethical aspects related to the development, production and use of MT systems and
services. We analyse IPR and GDPR restrictions and the ‘fair use’ principle from the
developer’s perspective, and privacy and security issues from the user’s perspective.
Finally, all these aspects are taken into consideration from the perspective of their
impact on society, with a focus on Europe. The chapter provides a series of recom-
mendations on how to address the current limitations of MT technologies and how
to contribute to DLE as a crucial goal for Europe and its citizens.

1.2 Main Components

While different MT types (e. g., rule-based, example-based, statistical, hierarchical)
have been investigated, in this subsection we will focus only on the recent develop-
ment of Neural MT (NMT), based on an overview by Popel (2018). We present the
main MT components of the general NMT architecture and the currently most pop-
ular example: Transformer (Vaswani et al. 2017). There are many other components
related to MT, which are not described here, e. g., automatic speech recognition’
and speech synthesis, which are needed in the speech-to-speech translation pipeline;
cross-lingual information retrieval; multilingual summarisation; integration into pro-
duction systems and multilingual websites using suitable metadata formats.°

In NMT, each input sentence is first tokenised into a sequence of tokens. The most
popular approach today is to split words into subword units (subwords, which need
not be actual words of the language or even morphemes). For example, the Ger-
man word Forschungsinstituten (‘research institutes’) may be encoded with three
subwords: Forsch + ungsinstitu + ten . There are several algorithms for training
subword models (e. g., Sennrich et al. 2016b). NMT based on subwords shows bet-
ter results than early approaches based on words and recent approaches based on
characters (Libovicky et al. 2022). Each token is represented as a real-value vector,
called (subword/word) embedding. Most NMT systems initialise embeddings ran-
domly and train them jointly with the whole translation, but pre-trained (contextual)
embeddings may be used as well, especially in low-resource settings.

NMT systems are based on an encoder-decoder architecture. The encoder maps
the input sequence to a vector of hidden states (sometimes called continuous rep-
resentation or sentence embedding). The decoder maps the hidden states into the
output sequence (of target-language tokens). Each hidden state usually corresponds
to one position (token) in the input sequence, so in general, the vector of hidden states
has a variable length. Early NMT systems (Sutskever et al. 2014) used only the last
hidden vector as an input for the decoder. Thus, the training was forced to encode all
the information about the input sentence into a fixed-length vector. Bahdanau et al.

3 See, for example, the reports of the ELITR project at https:/elitr.eu.
¢ https://www.w3.org/TR/mlw-metadata-us-impl
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(2015) introduced an encoder-decoder attention mechanism, where the decoder has
access to all of the encoder’s hidden states. This way, when generating each output
token, the decoder can attend to different parts of the input sentence. The encoder-
decoder attention mechanism circumvents the fixed-length sentence-representation
restriction and improves translation quality, especially on longer sentences.

The process of translating sentences (at test time) with a trained NMT model
is usually called inference. Most NMT systems use auto-regressive inference. This
means that the output sentence is generated token by token and after each token is
generated, its embedding is used as input for generating the next token. Decoding
finishes once the decoder generates a special end-of-sentence token.

The advantage of NMT systems is that all their components can be trained in an
end-to-end fashion unlike earlier data-driven approaches, where most components
had to be trained separately. NMT is usually trained using backpropagation optimis-
ing the cross-entropy loss of the last decoder’s softmax layer, which predicts output
token probabilities; there are also NMT systems optimising sentence-level metrics
(e. g., BLEU, Papineni et al. 2002, or simulated human feedback) with reinforcement
learning techniques (e. g., Nguyen et al. 2017). NMT usually uses teacher-forcing:
when generating the next word during training, it uses the previous word from the
reference translation as the input instead of using the previously predicted word.

The Transformer architecture follows the general encoder-decoder architecture,
but unlike earlier recurrent-networks it uses self-attention and feed-forward layers
in both the encoder and decoder. This allows training and partially also the decoding
process to be sped up thanks to better use of parallelisation.

Self-attention is based on a compatibility function which assigns a weight to
each pair of tokens, more precisely, to their vector representation on each layer.
Transformer uses multi-head self-attention, so multiple versions (heads) of the self-
attention function are trained for each layer. Figure 1 shows an example of visuali-
sation for different heads.

2 State-of-the-Art and Main Gaps
2.1 State-of-the-Art

Deep learning techniques have given a major boost to the area. The application of
neural networks to MT has opened the path to developing a universal engine whose
ultimate goal is a single model to translate between any arbitrary language pair. The
effects of different advanced approaches for multilingual MT models have been in-
vestigated by Yang et al. (2021), for example. They first explore how to leverage the
large-scale language models created from the publicly available DeltaLM-Large mul-
tilingual pre-trained encoder-decoder model (Ma et al. 2021) to initialise the model.
For efficient training, they apply progressive learning (e. g., Zhang et al. 2020) to cre-
ate a deep model from a shallow one. Additionally, they implement multiple rounds
of back-translation (e. g., Dou et al. 2020) for data augmentation purposes. While the
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Fig. 1 Visualisation of self-attention in a Transformer model trained on English — German trans-
lation (adapted from Vaswani et al. 2017). Each head is visualised in a different colour and edge
weight is indicated by thickness. Each of the figures shows another attention head in encoder layer
5 (out of 6). The words in the left column in each of the three visualisations represent vectors corre-
sponding to these words on the input to the fifth layer of the encoder. The right-most figure shows
two attention heads, but focusing only on the word ‘its’ and illustrating coreference resolution.

results are very promising, they reflect a worrying trend: when English is involved
in the translation process either as a source or target language, the BLEU scores are
rather high. However, the results worsen considerably when translation in language
pairs without English is considered.

If we turn to the goal of achieving language equality, one of the most interesting
approaches is unsupervised MT (e. g., Artetxe et al. 2018) where no bilingual paral-
lel data is needed to train a fully working system. In recent years, this approach has
slowly been catching up with the translation quality obtained by supervised systems.
For instance, Han et al. (2021) build a state-of-the-art unsupervised NMT system de-
rived from a generative pre-trained language model. Their method is a concatenation
of three steps: few-shot amplification, distillation and back-translation (Sennrich et
al. 2016a). They first use the zero-shot translation ability of a large pre-trained lan-
guage model (GPT-3) to generate translations for a small set of unlabeled sentences.
In the next step they amplify these zero-shot translations by using them as few-shot
demonstrations for sampling a larger synthetic data set, which is then distilled into a
smaller model via fine-tuning to obtain a new state-of-the-art in unsupervised trans-
lation on the WMT14 English-French benchmark. While still restricted to a well-
resourced language pair, learning outcomes are promising for lower-resource pairs.

Within the industrial context, a look at providers’ solutions gives a clear overview
of the strengths of each company, as well as the issues that remain relevant regarding
the successful implementation of the technology. A key aspect that most companies
emphasise is the capacity for domain adaptation. This allows for engines that learn
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from domain-specific texts, avoiding the noise that expressions from other fields
might introduce in the learning process (e. g., Pangeanic, RWS, Tilde, Welocalize).
Further customisation is also highly valued, most frequently by refining their own
generic or domain-specific engine with a customer’s own data (e. g., Across, Lan-
guage [/O, Tilde). Alternatively, do-it-yourself MT opportunities are provided where
customers build their own system from scratch using just their own data.

The text type involved is also distinctive across companies, with some pushing for
real-time adaptive MT for email and chat (e. g., Language 1/0), while others empha-
sise multimodality. When a level of accuracy and/or cultural adaptation is required,
MT is coupled with post-editing, which is implemented with functionalities directed
at professional translators or crowd-sourcing platforms (e. g., Lengoo, Unbabel).

Apart from the quality of the technology itself, seamless integration within ex-
isting localisation workflows is paramount for its successful adoption, as well as
scalability (e. g., KantanMT, Lilt, Tilde), open-source technology (e. g., Pangeanic,
Apertium) and speech MT (e. g., Papercup, Tilde). Additionally, privacy and secu-
rity are of huge interest as texts often include sensitive product or customer infor-
mation. The lack of understanding of how MT works and the unclear legal rights,
obligations and consequences of misuse cause clients to seek secure solutions (e. g.,
Across, Language Weaver, Pangeanic, Tilde).

There are numerous European companies providing MT tools and services, each
with their own strengths and limitations. However, it is tech giants such as Ama-
zon, Facebook, Google, Microsoft who set the standards and best practices for LT
development and provision. Most such companies are headquartered outside Europe
and so have business and societal objectives that do not always align with European
needs and goals. The dominance of those global companies exposes Europe’s lack
of market power which results in increasing market disparities.

The absence of a clear roadmap and support for LT at the European level results in
a disjointed European market with disparate support for the language communities
of Europe. Such a roadmap is crucially important now that MT is playing a key role
in communication activities across the globe. As a result, the demand for translated
content has reached an all-time high, but seems set to rise for the foreseeable future.

Nowadays, there are countless online MT sites for general use that offer access
to MT either from companies that make the systems freely available with some us-
age restrictions (Amazon, Google, Microsoft, DeepL, and Tilde among others) or
from public bodies that facilitate their custom-based MT capabilities (the European
Commission and the Basque and Latvian governments, among others, Skadins et al.
2020). People use these tools to translate a very diverse range of texts. While access
is fast and straightforward, they do present privacy risks and cultural bias. To this
day, the legal boundaries of text ownership and use are not fully regulated across
Europe. Also, the array of languages available is increasing, but it is the major lan-
guages that benefit from the advances first and foremost, with small and minority
languages often suffering from uneven and generally low quality.

MT has been available to the video game localisation industry for years without
much success given the need for highly creative and culturally adapted options, of-
ten with constraints dictated, for example, by available on-screen space. For current
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online collaborative games, in-game dialogue has become critical, as has the need
for instant translation between multiple languages. This has motivated some game
developers to explore the potential of MT in their localisation processes.

Medical translation is highly sensitive and requires the utmost precision. Given
the serious consequences of mistranslations, MT has been largely absent from this
area. However, it is time to push for MT accuracy and consistency, and accept noth-
ing short of high-quality translation (Haddow et al. 2021). MT could prove of great
assistance not only for written text but also in doctor-patient communication. While
medical interpreters remain the go-to specialists, often their services are not avail-
able. To facilitate this type of communication, systems that can specifically tackle
the local languages and those of the immigrants are essential. There are now a num-
ber of success stories that demonstrate the utility of MT in this field. For example,
in 2020 SDL made their MT system available to all engaged in COVID-19 medical
research;’ NAVER LABS Europe released an MT model for COVID-19 research;®
and, to make emergency and crisis-related content available in as many languages
as possible, Translators without Borders and several academic and industry partners
prepared COVID-19 materials for training MT models for nearly 90 languages.’

Public Administration — Making legal and administrative documents available in
at least the official languages of Europe is an obligation of national governments.
Given the intricacies of the texts, MT is not yet central in the translation process.
However, several initiatives such as ELRC!?, ELRI!! and ELG'? (Rehm et al. 2023)
have curated and shared LRs that can improve MT services. Along the same lines, the
availability of high-quality NMT at different levels of public bodies, Member States
and public administrations has been put forward as a key priority for the European
Commission, particularly for under-resourced EU languages (see, e. g., the projects
NTEU and iADAATPA, Bié et al. 2020; Castilho et al. 2019). An excellent example
ofthe use of MT by EU Council Presidency staff members and public administration
translators is demonstrated by the eight EU Council presidencies that used the EU
Council Presidency Translator (Metuzale et al. 2020). The challenge is the provision
of this type of service not only for the 24 official languages, but for all languages
in Europe, promoting citizen equality and European cohesion, which are key to a
stable and unified view in the region.

To increase customers’ understanding of a product and to build trust, global con-
tent on an eCommerce website should be translated into the target customer’s lan-
guage. eCommerce companies require a mix of technical, highly accurate yet in-
formal, creative, and culturally aware translations. While that can be challenging
for MT, there are many companies (e.g., Lionbridge, Protranslating, Simultrans,
Smartling) that can help online business owners to make their content multilin-

7 https://www.biospace.com/article/releases/sdl-offers-machine- translation-free- of-charge-to-h
ealth-science-professionals-

8 https://europe.naverlabs.com/blog/a-machine-translation-model-for-covid- 19-research
9 https://tico-19.github.io

10 https://www.lr-coordination.eu

11 http://www.elri-project.eu

12 https://www.european-language-grid.eu
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gual, with multiple plugins compatible with common Content Management Systems
(CMS) and eCommerce solutions in the market (WordPress, Drupal, Joomla, Ma-
gento and WooCommerce).

This short review shows that the current shortcomings of MT technology and
areas where effort should concentrate revolve around aspects that help increase trust
through increased accuracy, as well as through high cultural adaptation and creativity.
It is high time MT quality and suitability are accounted for not only by means of
usage-agnostic metrics, but also by customer experience measurements. It is clear
that a scenario where all citizens feel equal, with the same quality of language access
to resources, services and commerce, will considerably boost European cohesion.

2.2 Main Gaps

Data Availability and Data Quality — As stated in the EU Charter and the Treaty on
the EU, all 24 official EU languages are granted equal status. However, the META-
NET White Paper Series found that 21 of the 30 European languages investigated
were at risk of digital extinction. In addition to the official languages, there are over
60 regional and minority languages, as well as migrant languages and sign languages,
spoken by 40 to 50 million people. The negative consequences of this lack of re-
sources are twofold: 1. Europeans are not receiving the digital resources they are
entitled to; and 2. there is a lack of language data to train MT engines to mitigate
this problem. The Open Data Directive (2019/1024/EU) does not recognise language
data as a high-value data category. This means that it may not be clear what language
data exists for at-risk languages, or how data can be used for MT/LT development.
Moreover, availability does not guarantee usability. To be considered usable, lan-
guage data must meet certain criteria. For instance, to train high-performance NMT
systems, bilingual data needs to be clean and correctly aligned.

Domain-specific Data — NMT systems benefit from exposure to a wide variety
of data, including style and content variety. Likewise, while domain specificity is
important to tune an engine towards a particular field or subfield, expanding the
domain coverage usually brings benefits to the training of an NMT system. This
means that domain availability is almost as relevant as language availability. While
categories such as legal, financial, and technical are usually well covered in terms
of availability and suitability for a number of languages and language pairs, more
specific or uncommon domains may not have comparable amounts of training data
available. Moreover, there is generally a disparity between publicly available and
proprietary bilingual corpora. As a result, there is a gap in the availability of domain-
specific language data both in official and minority languages, which could lead to
the centralisation of some specialised fields over others, excluding speakers of less
supported languages in the long term.

The Compute Divide — With the paradigm shift to NMT, MT has become increas-
ingly computationally intensive. Access to hardware, experts, and involvement in
research has also shifted in such a way that elite universities and larger enterprises
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have an advantage due to their relative ease of access to compute power. According
to the ELE analysis on strategic documents and projects (see Chapter 44, p. 361 ff.),
there is a lack of necessary resources (experts, High Performance Computing, capa-
bilities, etc.) in Europe compared to large US and Chinese IT corporations that lead
the development of new LT systems. Furthermore, there is an uneven distribution of
resources, including scientists, experts, computing facilities, and companies, across
countries, regions and languages in Europe (cf. Rehm et al. 2023).

Multimodal MT — MT is commonly thought of as translating text to text, but mul-
timodal MT is also possible, although it is still in its early stages. Fields in which
further technological innovation would increase potential use-cases for MT include
image recognition, speech synthesis and automatic speech recognition. Image-to-
text translation makes use of Optical Character Recognition (OCR) to isolate text
in images. This technology is quite effective, and nowadays smartphone and tablet
users can generally avail of image translation services free of charge. However, OCR
software is not as widespread as standard text-to-text translation. Multiple factors
affect OCR accuracy, including coloured or decorative backgrounds, blurred texts,
non-Latin alphabets, larger or smaller letters, look-alike characters, and handwritten
text, all or any of which may result in nonsensical translations. Combining OCR
with text prediction may improve the accuracy of this technology. Audiovisual me-
dia is playing an increasingly central role in our lives thanks to Al-powered virtual
assistants and online streaming services. For this reason, the ever-growing demand
for translation of audiovisual content has sparked interest in the development of MT-
centric text-to-speech and speech-to-text applications. Moreover, the need for ac-
cessible content in the form of subtitles and audio descriptions for those who are
visually impaired, deaf, or hard of hearing has the potential to drive innovation in
MT. The Strategic Research Agenda developed by New European Media'? provides
a number of recommendations related to MT, including 1. streamlining the circula-
tion of audiovisual (or video) programs through MT, while humans focus on the
quality of work, for example; 2. encouraging synergies and convergence between
subtitling and the development of multilingualism or the integration of foreign mi-
grants, for example; 3. developing Al tools for automatic translation from speech
to subtitles, and text to/from sign language; and 4. developing Al tools for robust
automatic translation of subtitles. Training high-performance MT systems to trans-
late subtitles is particularly challenging. Rigid copyright laws in Europe forbid the
use of translations of copyrighted movies and audiovisual material, despite the fact
that this may constitute fair use. Compared to technical language, subtitles are often
more creative and idiomatic in nature, increasing the difficulty of translation and the
need for high volumes of good-quality training data.

Different Types of End Users — The language industry is often faced with pressure
to provide discounts when using MT under the premise that MT boosts productivity,
allowing linguists to post-edit more words per hour than if they were to translate
from scratch. While the advent of MT has allowed translators and linguists to spend
less time on repetitive content, productivity gains still depend on several other fac-

13 https://nem-initiative.org
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tors, including the quality of the MT output and the complexity of the content or
domain. The pricing pressure often arises from a lack of consideration of these extra
factors which make post-editing a more complex task than it initially appears. Pro-
viding industry with the resources to better communicate these factors could be a
step towards relieving pricing pressure. Furthermore, LT has changed the role of the
translator.'* There tends to be a generational divide in attitudes towards the adoption
of MT in translation workflows among linguists, with some older linguists fearing
that MT threatens their job security. Younger linguists tend to have more positive dis-
positions due to proper training in such technologies being included in their higher
education courses. However, linguists play an important role in the assessment and
continuous improvement of MT engines, because there is no universal way to au-
tomatically evaluate MT quality. Therefore, while the role of traditional translators
might have changed, demand for linguists has remained high alongside the develop-
ments of MT. At the other end of the spectrum, the hype about the advancements of
Al and MT might convince people with low levels of expertise into thinking that MT
is infallible (for clear demonstrations that the ‘human parity’ claims were less than
watertight, see Laubli et al. 2018; Toral et al. 2018). The wide availability of MT ap-
plications coupled with the sometimes deceptive fluency of NMT output may lead
users to avail of MT uncritically, without always understanding its pitfalls. Another
step in this direction includes educational publications, which address the technical
foundations of machine learning as used in MT as well as the ethical, societal, and
professional implications of its use (Kenny 2022).

Automated Evaluation of MT — Automated metrics are a cost-effective way of as-
sessing the quality of MT output. Research in the field focuses heavily on developing
metrics that are able to show higher and higher correlations with human judgement.
As a result, different metrics are presented at conferences around the world every
year. Despite (or as a result of) their abundance, there is still a lack of agreement
among the MT community on a single metric which can be used universally to as-
sess the quality of MT engines prior to deployment. Adopting a single metric as a
standard would possibly allow for a widespread benchmarking of MT across Europe.

Bilingual Evaluation Understudy (BLEU, Papineni et al. 2002), for example, has
enjoyed perhaps the broadest use in the MT industry, despite its known shortcomings
with regards to neural MT. Many other metrics have been developed since BLEU,
and while they all have their pros and cons, the widespread use of BLEU has proven
that metrics can serve a purpose without being scientifically infallible.

Licensing — Translation memory and terminology data is often licensed for non-
commercial use only. When commercial licences do exist, their prices are often pro-
hibitively high. This acts as a major barrier to SMEs developing MT applications,
especially when there is a limited amount of data available.

Copyright — Copyright laws pose a further barrier in Europe. While copyright
law is subject to fair-use exceptions in countries such as the US, European law is far
less flexible, and severely restricts the use of parts of copyright works for purposes
such as data mining. If lawmakers could agree that using aligned translations of

14 We use the word linguist to refer to language professionals who translate, post-edit, and evaluate
LT among other tasks
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copyrighted data constitutes fair use, as far as it in no way impairs the value of
the materials and does not curtail the profits reasonably expected by the owner, LT
stakeholders could avail of this high-quality language data for the immediate benefit
of European language communities.

Legislative and Adoption Gaps — Despite the widespread celebration of multilin-
gualism in the EU, there is no common policy addressing language barriers as of yet.
We now provide a few examples of scenarios where multilingualism acts as a barrier
to people in times of crisis. It is fair to say that current legislation does not account
for these scenarios, resulting in critical gaps in services for communities in the EU.
Adopting MT in these areas could mitigate the difficulty sometimes caused by lan-
guage barriers, strengthening the position of multilingualism as a facet of European
identity. 1. the COVID-19 pandemic has shown the need for rapid dissemination of
information and guidelines in times of crisis. To give one example, in Ireland, the
provision of multilingual information was seen to be slow, and reactive, with even
the provision of information in Irish and Irish Sign Language being slow in the early
stages. The first recommendation made (O’Brien et al. 2021) is for state departments
to implement a coordinated approach to the provision of translated content in crises;
2. the requirement for all translations of personal documents to be stamped by a
sworn translator can increase the stress on civilians, adding costs and waiting times.
The repetitive nature of documents like these as well as their standardised terminol-
ogy are particularly well-suited to MT; 3. just as the Audiovisual Media Services
Directive boosted demand for text-to-speech and speech-to-text technologies, there
could be an increase in the demand for MT if policies necessitating the translation of
certain audiovisual material into all 24 official languages were introduced. While EU
law requires that the product descriptions of goods sold within the EU be translated
into the Member State’s official language, as of yet there are no such regulations
regarding product descriptions for cross-border eCommerce; 4. there is a gap in pub-
licly available MT services which cater specifically to the needs of people in Europe.
Users can globally avail of free-of-charge MT services but the multinationals who
provide the services could withdraw or start charging for them at any time. Moreover,
they do not cater specifically to the needs of European citizens.

Training NMT engines is resource intensive and has a heavy carbon footprint.
One area where the law is perhaps too relaxed is in relation to carbon emissions in
the field of Al research and development. Researchers have warned of the marginal
performance gains associated with expensive compute time and non-trivial carbon
emissions. Strubell et al. (2019) recommend that time spent retraining should be
reported for NLP learning models and that researchers should prioritise developing
efficient models and hardware. The EU has the opportunity to be a pioneer in training
and developing green LT by following and enforcing these recommendations.
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3 The Future of the Area

In this last section, we will examine the contribution of MT to DLE (Section 3.1),
briefly sketch the main breakthroughs needed (Section 3.2), discuss our main tech-
nology development goals and visions (Section 3.3) and describe the next steps to-
wards Deep NLU (Section 3.4).

3.1 Contribution to Digital Language Equality

Nowadays, due to globalisation, MT is essential for the development of society. Peo-
ple can access MT allowing for the democratisation of information in many lan-
guages. MT directly impacts the economy and cultural exchange between countries.
In various scenarios, human translators cannot meet the huge demand for translations
in a short time and at low cost. In such cases, MT is much faster and may require
less effort to post-edit than translating from scratch.

Massive amounts of parallel data are required to build solid MT systems. Parallel
data creation is costly in terms of time and resources. We contend that work done
for or by public administrations might offer a solution in this regard. The NEC TM
project,’ for example, calculated in its market study that European public adminis-
trations spend about 300 million Euros p. a. in translation contracts with language
vendors. This parallel data is mostly not requested back by institutions, many of
which operate in low-resource languages, but it should be made publicly available.
Data availability directly affects the availability and quality of MT, as well as the
contribution it can make to DLE and the wider society. These data pipelines can im-
prove local (national) technology, raise awareness of the fact that citizens are also
data producers, and improve and increase the availability and quality of MT. For
example, in the case of Catalan, having co-official status (in three Spanish regions)
kickstarted a series of administrative decisions that facilitated the creation of more
and more parallel data, which has been utilised by local MT companies. Societies
that care about data sovereignty and establish language data policies can facilitate
the growth of LT companies, which in turn can positively impact those societies.

Uses of MT are very varied, from customer reviews on travel sites to legal doc-
ument translation for public administrations. None of those uses and the business
intelligence that can be derived from them can happen without translation. MT not
only works for equality on dispute resolution or as a source of information for in-
sights at scale irrespective of the source, but also enables businesses to build on
those services, impacting the society they belong to. We cannot separate the use and
availability of the technology from its societal impact.

The ubiquity of MT services is an indisputable fact of current European digital
societies. It is now embedded in many services as a real-time high-quality commod-
ity. The ELE consortium has identified several day-to-day uses which illustrate how

15 https://www.nec-tm.eu
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MT is used in very different spheres, including: 1. civil servants verify the national
legislation of other EU Member States by machine-translating it; 2. citizens com-
municate via MT when visiting other countries; 3. the general public use MT to un-
derstand social media conversations; 4. students machine-translate research papers;
5. eCommerce websites offer products online to consumers in multiple languages;
and 6. public administrations translate documentation for information exchange.

All these use-cases generate massive amounts of online data, that is not reused by
EU businesses and research groups. Worse still, it can happen that it is generated for
the benefit of the (non-European) free online tools providers to make their technol-
ogy more accurate. Access to massive amounts of data that is freely available and
provided by general users has scaled a lot of MT research, whilst it has provided
little in terms of open-source, generally available resources.

Whilst the majority of the talent in NLP and Al has been European, large-scale
developments are foreign to the EU or the result of private sponsorship. Heavy in-
vestment in MT research at universities over the years has created the know-how
and technical knowledge which has only rarely been exploited commercially (e. g.,
KantanMT, Iconic). The question for Europeans remains on the privacy of the data
used and how this data is transmitted. The MT landscape is dominated by large
non-European players and technology companies. DeepL is the only significant
EU-based provider, being sponsored by a German initiative born as a result of par-
allel text data collection over many years (Linguee). Most European MT compa-
nies remain fairly small and have much less impact (visibility) on society beyond
professional-level usage. The EU’s own service (eTranslation) is available for free
to public administrations and it also opened its services to SMEs in 2021.

A good example of increasing concerns comes from Switzerland, where DeepL
and Google Translate were recently banned at Swiss Post as external tools amid
concerns of privacy and data exploitation (access was later reopened, though). Swiss
Post declared that its staff should only use its own MT technology, so no private data
or data belonging to the organisation would be sent to third parties.'® GDPR has
the potential to change things as privacy concerns become relevant to institutions
and enterprises, with EU projects such as MAPA!7 providing accurate, open-source
anonymisation for public administrations. It remains to be seen how this potential
is exploited so that MT and general NLP solutions permeate and help create a more
data-based Europe, based on intelligent solutions with the citizen at its core.

3.2 Breakthroughs Needed

According to a competitiveness analysis ordered by the European Commission, the
position of the European MT market, as compared to that of North America and
Asia, is excellent for research and innovation, while it lags behind in terms of in-

16 https://slator.com/swiss-post-bans-deepl-backs-down- after-staff-uproar/
17 https://mapa-project.eu


https://slator.com/swiss-post-bans-deepl-backs-down-after-staff-uproar/
https://mapa-project.eu

276 Inguna Skadina, Andrejs Vasiljevs, Marcis Pinnis, Aivars Bérzins et al.

vestment, infrastructure and industry implementation (Vasiljevs et al. 2019). At the
same time, the study highlights that the market is fragmented, which causes seri-
ous issues for the level of intensity at which LT research can be conducted. While
in North America and Asia resources can be allocated to only a limited number of
languages, in Europe, resources must be distributed across a multitude of official
and unofficial EU languages. As a result, the scale at which European research can
be conducted is limited. Considering the massive infrastructure that is required to
train very large state-of-the-art MT/LT systems, Europe starts with a systemic hand-
icap. Looking forward to 2030, we expect the movement towards more efficient and
real-time translation to continue. Europe’s strong foundation in research and innova-
tion can compensate for the disadvantage European organisations have with respect
to infrastructure, provided that a concerted effort is undertaken in researching the
development of new hardware platforms and Al training paradigms.

For Europe, a breakthrough in these fields is needed to remain on par with the rest
of the world. Breakthroughs in the development of hardware platforms and training
paradigms are also warranted by several EU policies. Through the European Green
Deal'® and the Horizon Europe Work Programme (European Commission 2021), the
European Commission has committed to making “Europe the world’s first climate-
neutral continent by 20507, i. e., the economy must be transformed with the aim of
climate neutrality. More efficient Al infrastructure can help in reducing the amounts
of energy that are required for data storage and algorithm training. If we want MT to
become ubiquitous, especially in embedded devices, the hardware on which it runs
must be scaled down and the models that run on it must be adapted accordingly. Such
adaptation must occur with a minimal loss of quality, while increasing translation
speed and reducing power consumption. To achieve this, a breakthrough in MT hard-
ware and software codesign is required; both need to be developed in cooperation to
ensure that the capabilities of the hardware are aligned with the needs of MT training
and inference.

An equally fundamental breakthrough is needed in the understanding of how our
current algorithms work. Many NLP systems today are based on large pre-trained
language models which have demonstrated outstanding results on different tasks.
However, a boost in performance comes with a cost in efficiency and interpretabil-
ity, which “is a major concern in modern Artificial Intelligence and NLP research,
as black-box models undermine users’ trust in new technologies” (Fomicheva et al.
2021). The EU Coordinated Plan on Artificial Intelligence (ECPAI, European Com-
mission 2018) recognises this problem and advocates the need for trustworthy Al
mainly from the perspective of the end-user, but interpretability and explainability of
Al models are also of great importance for the scientific community. If researchers
wish to improve their algorithms, they must gain a deeper understanding of what
causes models to behave the way they do, in order to prevent models from perform-
ing poorly or from acting in a gender- or culturally-biased manner.

The ECPAI correctly states that “[fJurther developments in Al require a well-
functioning data ecosystem built on trust, data availability and infrastructure”, but

18 https://eur-lex.europa.ew/legal-content/EN/TXT/?uri=CELEX:52019DC0640
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it underestimates the effect that one of its cornerstones has had on data collection in
the field. According to the plan, “[GDPR] is the anchor of trust in the single market
for data. It has established a new global standard with a strong focus on the rights
of individuals, reflecting European values, and is an important element of ensuring
trust in AL [...] The Commission would like to encourage the European Data Pro-
tection Board to develop guidelines on the issue of the processing of personal data
in the context of research. This will facilitate the development of large cross-country
research datasets that can be used for AL (European Commission 2018).

Unfortunately, GDPR has had an adverse effect on a large part of the European LT
industry. Stakeholders in data management, publication and collection have come to
incorrectly assume that all data is personal by default, as an overly cautious measure
to comply with GDPR. This is especially true for human language data, since it has
no fixed schema indicating when personal details may occur. As a result, expensive
legal counsel and tools for anonymisation are applied in situations where they could
be avoided or are not necessary at all. In addition, non-European Al companies have
been able to operate without GDPR restrictions, which has given them a considerable
competitive advantage over EU companies.

Although the ECPAI has foreseen a framework for the free flow of non-personal
data in the European Union (European Union 2018b), including the creation of com-
mon European data spaces in a number of areas, and a proposal for a directive on
the reuse of public sector information (European Union 2018a), the process of ob-
taining linguistic data that has been created using public funding is currently far too
cumbersome and pull-oriented. The data resulting from public procurement proce-
dures has a tendency to remain locked up in privately-owned data silos, while the
research community and LT industry must go to great lengths to identify and recon-
struct the public part of this data using NLP tools (see, for example, Koehn 2005). A
crucial breakthrough could be achieved if existing policy frameworks were adapted
to make it mandatory for Member States to make all data in natural language-related
workflows publicly available. It is the LT industry’s mission to reconstruct human
thought processes in an automated way. Human operations on linguistic data such as
translation, revision and correction of translations, summarisation, etc. can provide
the necessary data points to train Al algorithms to achieve this mission. A policy-
inspired push model would be greatly beneficial for the development of all related
research domains. As a first step, public service administrators should be made aware
of the value of their human workflows. As a second step, the IP resulting from pub-
lic service workflows should be publicly released by default. Finally, workflow data
should be made discoverable in a publication/subscription manner, so it can be easily
picked up by interested parties.

Although MT has taken a big leap forward with the advent of neural systems,
some types of translation remain very difficult. If we want MT to become pervasive
for problematic text types (spreadsheets with tabular data, metadata fields, etc.), the
problem of context modelling needs to be addressed. For textual translation, incor-
porating ontological information may help. Continued development on multilingual
lexical resources will be required for this. For multimodal settings, extra-lingual con-
text must be incorporated to improve results. Context modelling is not only required
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to deal with short sentences or phrases, but also to obtain more cohesive translation
across larger volumes of text. NMT systems have improved over SMT, but have not
yet succeeded in efficiently incorporating basic grammatical relations between sen-
tences and paragraphs. Since the majority of human language is produced outside of
written texts, extra-lingual cues are often required to decode a message adequately
and to translate it correctly. To enable better modelling of multimodal environments,
we not only need research into how modalities can enrich one another, but also in
how training and test sets can be constructed to achieve better modelling.

In terms of the development of data, two important breakthroughs which must
be achieved are 1. the creation of new data sets, and reiteration over existing data
sets; and 2. policy support for public data reuse. Ideally, new data annotation efforts
should build upon existing work. For example, for document-level NMT this can
be done with limited effort, as demonstrated in the WMT19 campaign (Barrault et
al. 2019). For video and audio content, it will most definitely require more work,
but with existing NLP technology it is not unthinkable that EU Parliament sessions
could be semi-automatically linked with related video and audio content to create an
annotated corpus that can be used for both building new NMT systems and analysing
the contribution of multimodal features towards translation quality.

There are various other fields and areas in which further breakthroughs are
needed, some of which are novel methods for document-level MT (with a focus on
coherent translations of whole texts and documents), the integration of visual and
audio features into MT approaches and engines as well as improved explainability
(see Berzins et al. 2022). Another field is quantum computing, where more research
is needed on how MT, and NLP in general, can be reframed as a quantum comput-
ing problem. Current work is still laying the foundation for future developments,
because the hardware needed is not available yet. But it is important to note that the
first theoretical steps towards reformulating MT and NLP as quantum computing
problems have already been made.

3.3 Technology Visions and Development Goals

The strategy of building huge MT models by collecting all available data coming
from many different domains (and also languages in current multilingual systems)
should be complemented by developing smaller models, too. These small(er) mod-
els should be trained using the largest possible set of available information, helping
under-resourced languages and domains by appealing to knowledge from higher-
resourced ones. One of the current problems is that if this results in a single huge
model, most practitioners cannot run the model owing to hardware constraints, so
smaller models adapted to particular language pairs and domains need to be made
available. This would have several benefits: such models would be easy to integrate
and use on any device, provide high-quality translations for all domains and lan-
guages, and also be greener by requiring fewer computational resources.
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The future publicly available MT systems should be less dependent on large com-
panies, especially those which are not European. The risk is that what is freely avail-
able now could (easily) be taken away if those companies — none of them MT com-
panies per se, note — find a way to increase revenue in other directions, so that they
deprecate their MT offerings, as has happened with other services provided by these
large corporations.

Another challenge of the current systems is represented by various biases in the
models, such as gender, racial and ethnic bias (Vanmassenhove et al. 2019). Such bi-
ases replicate regrettable patterns of socio-economic domination that are conveyed
through language, since these biases are present in the training data and are then am-
plified by models which tend to choose more frequent patterns and discard rare ones.
In the future, ethical and fair MT should not further propagate notions of inequality,
but rather foster an inclusive society based on acceptance and respect.

More and more NMT systems are being developed which go beyond the single
sentence level (e. g., Lopes et al. 2020), using a variety of different approaches: tak-
ing into account source- or target-language context, or both. Another interesting
avenue being pursued is that different context spans have been investigated, rang-
ing from a single preceding sentence to the entire ‘document’. While this might be
straightforward for news articles and user reviews, the situation is different for lit-
erary texts or movie subtitles, to name but two. Future systems should be able to
identify which sentences benefit from the availability of context, and then find that
context. This task is far from trivial because relevant information can be found in
different places, sometimes even beyond the given text, such as the topic of the text,
the gender of the writer/speaker, or even general world knowledge.

Such external information can go beyond text data and include images, videos, ta-
bles, etc. by developing multimodal MT systems (Yao and Wan 2020). Such systems
currently include image information to help in the translation of image captions. Fu-
ture systems should combine sources of information which go beyond this, so that
an image of a product can help disambiguate words in the description or review
of the said product, for example. Multimodal models should also include sign lan-
guage translation, which currently relies mainly on computer vision methods. Sign
language MT should use models based on both images and natural language.

Training data, crucial to building models, should receive more attention. Cur-
rently, the majority of MT systems are trained on large amounts of data covering
only a small amount of languages, language pairs and domains. While progress in
MT is mainly measured under high-resource conditions, the majority of domains and
languages, including many of those spoken in Europe, are under- or low-resourced.
Future systems should be able to cover all European languages as well as language
pairs (not always including English or some other higher-resourced language), and
be trained on many different domains and genres. For this to work for all — and not
only for big companies and leading research teams — the availability and quality of
training data should be increased. Attention should also be given to languages where
there is no written tradition, in which case spoken-language data needs to be sourced.

While techniques such as multilingual models, unsupervised MT, synthetic data,
and transfer learning are all helping, if there is not enough good-quality data for
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a language (pair), then such methods will not reach the goal of high-quality MT, in
which case novel methods and research breakthrough will be needed in this direction.

The test sets used for assessing MT systems should receive more attention, too.
Currently, a large number of research publications use news articles coming from
shared tasks. Researchers test their systems on these texts and report improved au-
tomatic scores. However, some of the human translations in these test sets used as
references for automatic scores are of poor quality (Toral et al. 2018). The shared
task organisers cannot be blamed for this situation, as they do the best that they can
with the limited budgets that they have. Still, these human translations should be thor-
oughly examined in order to discard the inappropriate ones and keep only the good
ones for long-term testing. Note that in light of the comparison between MT outputs
and human translations carried out in recent years where claims of “human parity”
have been investigated, the quality of human translations used in MT evaluation has
to be high (Toral et al. 2018; Laubli et al. 2018).

In addition, other test sets coming from different genres and domains need to be
more widely used. A vast amount of systems are currently tested only on a limited set
of domains, news being the predominant one, while many genres and domains are as
yet hardly covered by current research, such as user-generated content (which itself
is not a homogeneous genre), despite having great potential for future growth. In the
long run, we strongly contend that MT systems should be tested on a large number of
different domains and genres, and for an ever-increasing range of languages in order
to help facilitate DLE. In this regard, the rise of NMT and its increasing quality have
led to more and more challenge test sets (or test suites). These specified test sets
enable better understanding of certain (linguistic) aspects which cannot be properly
assessed in standard ‘natural’ test sets. The development and creation of such test
sets necessitate a large amount of human expertise, time and effort. In the future,
they should be easy and fast to create for any language pair.

As for the evaluation process itself, automatic metrics remain invaluable tools
for the rapid development and comparison of MT systems. They have been devel-
oped and improved constantly, with more and more metrics coming onstream each
year. However, a number of challenges remain. Perhaps the most significant is that
the community still relies to a large extent on BLEU, despite there being a large
body of research pointing out its drawbacks. Future systems should be evaluated by
new metrics which represent better approximations of human judgments and also
ideally abandon the dependence on human reference translations, which is a serious
limitation. Recently, more and more metrics based on neural networks and/or word
representations have emerged which show better correlation with human judgment
and do not require reference translations. However, these metrics have another limi-
tation: they require labelled training data which as we have pointed out are available
only for a limited number of language pairs and domains. Future automatic metrics
should be equally valid without such constraints. In addition, all future automatic
metrics should be able to evaluate MT output taking the context into account in or-
der to be more reliable (Laubli et al. 2018; Castilho 2021).

Manual evaluation of translation quality, despite its disadvantages (time- and
resource-intensive, as well as being subjective), remains the gold standard, both for
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evaluating MT systems and for developing suitable automatic metrics. That being
said, the design of experiments and the standard method of reporting the results is
far from perfect. Different papers use the same quality criterion name with different
definitions, or the same definition with different names. Furthermore, many papers
do not use any particular criterion, asking the evaluators only to assess “how good”
the output is. We assert that any idea of a single standard general unspecified notion
of quality should be abandoned, and factors like the context in which MT is to be
used together with appropriate quality aspects should be considered, as pointed out
by Way (2013) and Mason (2019). These aspects might include adequacy/accuracy,
readability/comprehension, appropriate register, correct terminology, or adequately
fulfilling a particular task. Consequently, metrics should be created with such crite-
ria designed in from the outset, and not only to provide a general unspecified score
which is meaningless to most people.

Furthermore, recent research has found that readers tend to fully trust fluent trans-
lations as well as comprehensible translations even if they contain severe adequacy
errors which change the actual content and deliver completely different information
(Popovié¢ 2020; Martindale et al. 2021). Therefore, future automatic metrics should
provide confidence indicators for translations in order to inform users about the level
of trust they should have in the MT output they are reading.

Allowing users to interact naturally with machines via speech has the potential to
greatly transform, enhance and empower work, leisure and social experiences. The
increasing quality of MT and the expanding preference (especially among younger
users) for voice-based interaction with devices points to more and more applications
for speech-to-text and speech-to-speech translation. This means, of course, not only
that spoken language input should become more and more a topic of close attention,
but also that more data of exactly the right type needs to be available. By 2030,
it is likely that the Automatic Speech Recognition-MT-Speech Synthesis pipeline
will have been replaced by more direct approaches which model spoken language
translation as an end-to-end process (Gangi et al. 2019), but clearly more work needs
to be done in this regard.

Sign language translation should be widely available for many domains to break
down language barriers for deaf and hearing-impaired users so that they can access
information like the rest of society. For this to be done properly, sign language trans-
lation needs to include language features in addition to image features. In addition,
it should not only be translated from/into text but also from/into speech.

It is more and more the case that MT is being used for expanding other NLP tasks
(e. g., text classification, topic modelling, sentiment analysis) to multiple languages.
Usually, full translation is carried out and then the labels for the original source lan-
guage together with the translations are used for training classifiers in the new target
language. However, for such tasks, where the translated text is not used directly,
quality criteria might be rather different, and full translation might not be necessary.
Extracting different representations from various layers could be even better suited
for certain tasks, so this option should be made easily available in future MT systems.
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3.4 Towards Deep Natural Language Understanding

Applying a purpose- and communication-oriented view on MT allows us to discuss
the extent to which MT needs (deep) NLU, since it helps to put the prevailing MT-
related metrics — not related to purpose and communication aspects — in perspective.
Accordingly, claims related to MT reaching parity with human translations are mis-
leading since the metrics to measure this via reference translation data are too limited
to address whether the intended communication has fulfilled its purpose when this
is related to reader impression and style.

With a view on communication success, it becomes obvious that MT — core tech-
nology, evaluation methodologies, metrics and data for training and evaluation —
needs NLP that goes beyond traditional capabilities such as detection of terms, key-
words, labels, entities, relations, and sentiments. These capabilities — often referred
to as ‘deep’ NLU — will be aware of context and able to consider annotations/meta-
data. Context and annotation awareness will allow MT to generate texts that are
faithful to the intended communication (input view), take translation purpose/spec-
ifications/requirements into account (sender view), and show consideration of the
reader/listener (output/consumer view).

Only MT with deep NLU will, for example, be able to efficiently support a human-
to-human or human-to-machine conversation that exhibits qualities like being con-
textualised, adaptive, personalised, and knowledge-rich. The following ingredients
currently seem to emerge as important elements for next-generation MT (based on
Deep NLU): 1. existing standards related to annotations; 2. the FAIR data principles
as backbones of investment protection, and ‘responsible MT’; 3. experts like trans-
lators, domain specialists, modellers, data scientists for curation; 4. more open, stan-
dardised, flexible and robust technologies for all dimensions of data management;
and 5. large, multilingual translation models that are safe to use and can easily be
adapted for resource-sparse computing environments, to specific tasks and domains,
and for low-resource languages.

4 Summary and Conclusions

Nowadays MT is widely used by the general public, public sector and government
agencies, SMEs, LSPs and many other industries. This will continue to grow, cover-
ing new application areas to support Europe’s digital single market as well as DLE.
Looking forward to 2030, we expect the movement towards deep NLU to enable ef-
ficient, real-time translation to support human-to-human or human-to-machine com-
munication.

Despite the widespread celebration of multilingualism in the EU, there is no com-
mon policy addressing language barriers. So far, the absence of a clear roadmap
and support for LT at European level has led to an incohesive, fragmented European
market with disparate language support for the language communities of Europe. We
hope that the ELE SRIA (Chapter 45) will have positive effects in this regard.
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There is also a gap in publicly available MT services which cater specifically to
the needs of people in Europe. Users around the world avail of free-of-charge MT
services provided by global companies. The risk is that what is freely available now
could (easily) be taken away if those companies find a way to increase revenue in
other directions. The future publicly available MT systems should not depend on
non-European multinationals.

With the help of neural networks, MT has recently improved significantly in its
quality, consistency and productivity. However, in many cases the focus of new tech-
nologies is still on well-resourced languages, limiting diversity and reinforcing ex-
isting disparities. Furthermore, explainable and interpretable machine learning is at-
tracting more and more attention, and a fundamental breakthrough is needed in the
understanding of how current MT algorithms work.

The increasing quality of MT and the expanding preference for voice-based inter-
action points to applications for speech-to-speech translation and multimodal MT in
order to break the language barrier for human communication.

Publicly available multilingual data should include a greater diversity of domains
and languages, so that building high-quality MT systems becomes an option for
all. Collection of usable language data is particularly important. If lawmakers could
agree that using aligned translations of copyrighted data constitutes fair use, LT stake-
holders could immediately avail of this high-quality language data. There is also a
disparity between publicly available and proprietary bilingual data. A crucial break-
through could be achieved if policy frameworks make it mandatory for Member
States to make all data in natural language-related workflows publicly available.

Increased attention should be paid to the human judgments used for tailoring the
automatic metrics, as well as to manual evaluation in general. There is also a lack
of necessary resources (experts, HPC capabilities, etc.) compared to large US and
Chinese IT corporations. There is also an uneven distribution of resources across
countries, regions and languages.

Finally, the hardware on which MT runs must be scaled down. By ensuring that
the capabilities of the hardware are aligned with the needs of MT training and infer-
ence models, smaller models would be easy to integrate and use on any device and
also be greener by requiring fewer resources. The EU has the opportunity to be a
pioneer in green LT by developing efficient models and hardware.

At the level of policies/instruments, much more synchronisation of activities be-
tween national and international bodies is necessary. A desirable approach for the
efficient and homogeneous implementation of policies towards DLE would be more
equal support for all EU languages, including equal involvement of national research
communities.
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