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ABSTRACT
Lifelogging is an activity of recording all events that happen in the
daily life of an individual. The events can contain images, audio,
health index, etc which are collected through various devices such
as wearable cameras, smartwatches, and other digital services. Ex-
ploiting lifelog data can bring significant benefits for lifeloggers
from creating personalized healthcare plans to retrieving events in
the past. In recent years, there has been a growing development of
interactive lifelog retrieval systems, such as competitors at the an-
nual Lifelog Search Challenge (LSC), to assist lifeloggers in finding
events from the past. This paper introduces an interactive lifelog
image retrieval called MemoriEase for the LSC’23 challenge. This
system combines concept-based and embedding-based retrieval ap-
proaches to answer accurate images for LSC’23 queries. This system
uses BLIP for the embedding-based retrieval approach to reduce the
semantic gap between images and text queries. The concept-based
retrieval approach uses full-text search in Elasticsearch to retrieve
images having visual concepts similar to keywords in the query. Re-
garding the user interface, we make it as simple as possible to make
novices users can use it with only a small effort. This is the first
version of MemoriEase and we expect this can help users perform
well in the LSC’23 competition.
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1 INTRODUCTION
The concept of Lifelogging involves collecting and storing data on
all aspects of an individual’s daily life, including actions through
images and videos, sleep data, and health metrics. This data can
be utilized for various beneficial purposes such as tracking one’s
health, aiding memory recall, and saving information as evidence
when necessary [4, 10]. The idea of using lifelog data dates back
to 1945 when Vannevar Bush proposed Memex [3] as a way to
externalize human memories. However, it was not until the advent
of the development of the internet and data capturing and storage
devices such as wearable cameras, smartwatches, etc. These devices
help to capture daily life data easily, store it efficiently and make
lifelog gain popularity.

With the development of search engines such as Google, Bing,
etc, which have revolutionized information retrieval, there is now
a growing need for a search engine specifically designed for lifelog
data. Such an engine would be helpful in assisting individuals in
retrieving past moments, finding lost items, or identifying indi-
viduals encountered in daily life. Lifelog Search Challenge (LSC)
was established to provide a benchmark evaluation for lifelog re-
trieval systems and a playground for researchers and developers to
show their solutions. The first LSC was held in 2018[9] and we will
participate in the 6th iteration in 2023.

In this paper, we explore the ability of state-of-the-art neural
network models, such as CLIP[23] and BLIP[19], to bridge the gap
between text and images. These models map images and texts to
the same embedding space and compare their similarity to address
various tasks such as image captioning, image-text retrieval, and
text-image retrieval. They achieve excellent performance demon-
strated on benchmark datasets, such as MS-COCO and Flickr. To
utilize their power, we employ an embedding-based retrieval ap-
proach with BLIP as the main search engine in our retrieval system.
To further improve accuracy, a concept-based retrieval approach is
also employed to support the embedding-based approach.

In this paper, we introduce a new interactive lifelog image re-
trieval system,MemoriEase, designed for participation in the LSC’23
competition [12].MemoriEase employs a combination of embedding-
based and concept-based retrieval approaches, implemented through
a search engine on Elastic Search. The system also uses Edge de-
tection to eliminate blurred and meaningless images. Additionally,
the user interface of MemoriEase is designed to be simple and
user-friendly, providing expert and novice users with sufficient
information to retrieve images. The integration of these features is
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expected to result in enhanced performance, with low latency and
high accuracy, for MemoriEase in the LSC’23 competition.

2 RELATEDWORKS
The field of information retrieval in general and image-text retrieval
in particular have received significant attention from researchers
thanks to their broad range of applications. There are various exist-
ing methods for retrieving images based on a textual query. One
such approach proposed by Duyen et al. [25, 27] involves the extrac-
tion of visual concepts from images and calculating the similarity
of visual concepts and keywords. Their approach employs a varia-
tion of the IF-IDF method to consider the region of visual concepts.
Recently, the development of multi-modal models such as CLIP [23]
and BLIP [18, 19] has helped to bridge the gap between text and
images, and lots of image retrieval systems [1, 21] have adopted
these models as the central component of their system.

There are various challenges and workshops have been orga-
nized in the field of lifelog image retrieval [5, 6, 22]. However, the
LSC [7, 8, 11] is the pioneer in creating an interactive benchmark
evaluation in lifelong search and it has attracted a significant num-
ber of researchers in building lifelog image retrieval systems. In
the LSC’22 [11], nine teams participated. E-Myscéal [26] continued
winning the competition by implementing an embedding-based
approach that leverages CLIP. They used Elasticsearch as the search
engine to retrieve images based on the embedding of images and
enhanced text query. LifeSeeker 4.0 [21] also used CLIP to extract
embedding the lifelog images and query. In addition, they enhanced
their system by employing music metadata and event clustering
techniques to enhance the user experience. Momento 2.0 [1] com-
bined two CLIP models (ViT-L/14 and ResNet-50x64) to calculate
the similarity score between images and queries, resulting in a sig-
nificant improvement over their previous system. Voxento 3.0 [2]
introduced a voice search system that used CLIP as an embedding
extractor, but their main advantage was using voice recognition
to input queries, which was faster than texting. Both vitrivr [14]
and vitrivr-VR [24] used Cottontail DB as the database and Cineast
as the retrieval engine. However, vitrivr used vitrivr-ng for the
front-end which is "responsible for query formulation, result pre-
sentation, browsing, and filtering. Users can combine various query
modalities, for example, first filtering by time and then making
a color sketch” [13], while vitrivr-VR used a Virtual Reality (VR)
interface for browsing and searching lifelog images. Memoria, a
new competitor in LSC22, used a concept-based approach instead of
an embedding-based approach like other competitors. They utilized
several computer vision methods to process visual lifelogs. Finally,
LifeXplore [17] presented an enhanced version of their previous
system [16] with improvements to the system’s interface.

In the field of lifelog image retrieval, the dominant approach is
currently the embedding-based method, with nearly half of the LSC
competitors [1, 2, 21, 26] using the CLIP model to extract visual
and textual embeddings. However, the performance of CLIP has
been surpassed by BLIP recently [18, 19], so we will use this model
to extract feature embeddings in our system. Several databases
have been used to store and query data, including MongoDB and
Cottontail DB, but Elasticsearch is the most favored due to its
efficient storing and searching engine. In addition, Elasticsearch

has integrated vector search, which is useful for combining full-text
search and vector search for embedding-based and concept-based
approaches. We also learned from previous competitors of LSC to
integrate event segmentation, blurred image removal, and provide
an intuitive user interface into our system.

3 LSC’23 DATASET
3.1 Dataset Description
The LSC’23 dataset [12] comprises approximately 725K fully redacted
lifelog images (1024 x 768 resolution) captured by a Narrative Clip
camera worn by a lifelogger from January 2019 to June 2020. In
addition to the visual data, the organizers of LSC’23 have also
provided metadata relating to temporal, location, semantic, and
music-related features, as well as biometric indices associated with
the images. Tags, OCR, and captions are also provided as visual con-
cepts. For the purpose of retrieving images through query only, we
eliminate the health and music-related data to simplify the system
and enhance querying time, as in Tran et. al [25].

There are three main types of topics in the LSC’23, namely
known-item, ad-hoc, and question-answering topics. The know-
item topic is the most straightforward topic, where the query asks
for a specific moment in the lifelog dataset and users only need to
provide images that illustrate the moment. Meanwhile, the ad-hoc
topic contains queries asking about general moments in the dataset.
This means that there are several images at different times that can
be the answer to this topic. The last topic is question answering,
in which users need to answer a textual answer instead of images
like the previous topics. This topic asks for information such as the
brand of a car or the number of a room in the lifelog dataset. This
can be seen as the most difficult topic because it requires users to
highly interact with the system to find the answers.

3.2 Challenges
During our investigation, we encounter numerous challenges with
respect to image quality and missing metadata in the dataset. Be-
cause this is a lifelog dataset, the images are not taken with the
intent to capture with high-quality but rather are automatically
taken, sometimes resulting in blurry or meaningless images. To
assess the degree of detail of the images, we have implemented an
edge detection method. Images that are blurred or obstructed by
hands or clothing typically have few edges, resulting in a small sum
of edge weights. Our findings indicate that a considerable number
of images have a sum of edge weights below 350,000, as illustrated
in Figure 2, thereby indicating that they are likely to be blurred.

Another obstacle that we have faced is missing data in the meta-
data. Some important attributes for retrieving such as latitude,
longitude, time zone, and semantic name have a missing rate of
nearly 67%, posing difficulty in retrieving images with exact time
and location. To address these problems, we propose some methods
which are illustrated in section 4.1.

4 MEMORIEASE SYSTEM
This section provides general information about the MemoriEase
system. The system utilizes ElasticSearch as the search engine to re-
trieve images and the BLIPmodel as themain feature extractor to ob-
tain textual and visual embedding. The process of extracting visual
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Figure 1: MemoriEase Overview

embedding involves removing blurred images and grouping mean-
ingful images into segments, which are then passed through the
BLIP model. The metadata is imputed and cleaned before combining
with visual concepts and embedding to index to the ElasticSeach.
The details of this data processing and indexing stage are presented
in section 4.1. In the user interface (UI), when a user performs a
search, the query is processed and decomposed to time and location
for filtering, visual concepts, and embedding for calculating similar-
ity. We combine both concept-based and embedding-based retrieval
approaches in the system and propose a scoring mechanism to
balance the relevance score from the two approaches. Section 4.3
provides a detailed explanation of this stage. An overview of the
MemoriEase system is shown in figure 1.

4.1 Data processing and indexing
As mentioned in section 3.2 previously, the LSC’23 dataset contains
a significant number of blurred and meaningless images. To ad-
dress this issue, we have implemented a method to remove such
images by filtering out those with a summation of edge weights
below a certain threshold. We found that a threshold of 350,000
results in the removal of a large proportion of blurred or covered
images. Specifically, we removed a total of 94,450 images, which
accounts for nearly 13% of the original dataset. This approach helps
to significantly reduce the storage requirements for the system.

Regarding the issue of missing metadata, we have implemented
an imputation strategy to fill in missing latitude and longitude
values in the dataset. Specifically, we leverage GPS trajectories and
images captured from wearable cameras to infer missing values
between two existing values based on image activity, inspired by the
work in [15, 28]. We then use the location information to calculate
the timezone and impute local time accordingly. We also extract
time-related information such as time of day (morning, afternoon,
etc), and day of the week (Monday, Tuesday, etc) to enhance the
metadata.

We use the BLIP model to extract embeddings from images and
cluster them into segments using the segmentation algorithm de-
scribed in algorithm 1. This results in a total of 173,269 main events,
which are then indexed in ElasticSearch for later retrieval. The in-
dexing includes 17 attributes, including tags, captions, and OCR for
visual concept search, as well as time and location-related attributes
for filtering, and a BLIP embedding attribute for embedding-based
retrieval.

Edge detection

Edge weight: 196086 Edge weight: 889010

Figure 2: Examples of edge detection.

Algorithm 1 The event segmentation algorithm
1: 𝐼 ← image embeddings ordered by time
2: 𝐸 ← events list
3: 𝑖𝑑 ← event id in the list E
4: 𝛼 ← threshold
5: for 𝑖 in 𝐼 do
6: if 𝐶𝑜𝑠𝑖𝑛𝑒 (𝑖 − 1, 𝑖) < 𝛼 then
7: if 𝐶𝑜𝑠𝑖𝑛𝑒 (𝑖, 𝑖 + 1) > 𝛼 then
8: 𝐸.append({𝑖 : 𝑖𝑑})
9: else
10: 𝑖𝑑 ← 𝑖𝑑 + 1
11: 𝐸.append({𝑖 : 𝑖𝑑})
12: end if
13: else
14: 𝐸.append({𝑖 : 𝑖𝑑})
15: end if
16: end for

4.2 Visual and Textual Embedding by BLIP
Thanks to the zero-shot capacity of BLIP [19], it shows robustness
in several tasks without the need for retraining or fine-tuning. This
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Figure 3: ElasticSearch retrieving process

advantage combined with the model’s state-of-the-art performance
in image retrieval made it a good choice as the embedding extractor
for our system.

To extract image embedding, we use a pre-trained BLIP model
provided by the authors, which was trained on the COCO dataset
[20] for retrieval tasks. We use the base version of the model, rather
than the larger version, due to resource constraints. For image
embedding extraction, we need to resize the image from 768x768
to fit the model input and we receive an array of 256 dimensions.

The text query is padded to the max length of 60 because the
maximum length of the previous competition is smaller than 60
words. After processing and padding, the query is converted into
an array of 256 dimensions, similar to the image embeddings, to
allow for cosine similarity calculations.

4.3 Scoring Mechanism
In our system, we adopt two approaches to retrieve images and
propose a scoring mechanism to balance their advantages and dis-
advantages. Figure 3 depicts the process for generating a list of
candidates, which are ordered based on the final score. Specifically,
the images and text query are processed to extract time, location,
visual concepts, and embedding information. We use time and loca-
tion information to filter out irrelevant images before the similarity
computation begins. Subsequently, the embedding of the filtered
images and the query are used to calculate the cosine similarity
score.

For the concept-based approach, we use the default BM25 algo-
rithm of ElasticSearch1 for calculating the relevance score of visual
concepts in the query and in the metadata.

However, we also apply a normalization stage to reduce the
range of BM25 score from 0 to 1, as the range for Cosine similarity
for the Embedding-based approach. We apply the sigmoid function
to normalize the BM25 score if the score is higher than 0.5, else we

1https://www.elastic.co/blog/practical-bm25-part-2-the-bm25-algorithm-and-its-
variables

keep the original BM25 score. Then we use the weighted average
to get the final relevance score between the query and the images.

4.4 User Interface
TomakeMemoriEase accessible to novice users, the user interface is
designed with only two main parts, query, and results, as illustrated
in Figure 4. The query panel can be expanded or shrunk by clicking
on Show more or Show less, respectively, and it supports two types
of search: moment search and temporal search. For the moment
search, users can enter the query in the Find box and optionally
filter by time or location to retrieve relevant images. For temporal
search, users can search for images before and after the main event
in the Before and After boxes with a specific hour gap.

The result part of the user interface is optimized to display as
many images as possible, with up to 28 images for the moment
search and up to 12 image triplets for the temporal search. Figure
4 shows an example of temporal search, where the main image is
displayed in the center of the triplet, with the left image for the
previous event and the right image for the later event. For each
image, we display its location and time information (day of week,
hour, and date) to help users make informed decisions.

For each returned image, we also display similar images of it to
help users easily look at them to compare with the query and make
a decision. When users click on the returned images, a pop-up will
appear to show all similar images of it and users can submit all
these images. Figure 5 depicts the similar images pop-up in moment
search.

Both novice and expert users can easily search for queries through
the query panel and save potential images by clicking on the Save
button on each image. Users can even submit images immediately
by clicking on the Submit button on each image or submit all saved
images in the Save window. For the question-answering topic, users
can browse through all returned images and find the answer and
submit text query in the special submit box for question answering
topic.

5 EVALUATION
To measure the performance of the system, we carried out this
experiment instead of other novice users because this experiment
only test the efficiency of the system without any further actions
such as temporal browsing, or similar image checking. We use 14
queries from the LSC’22 [11] in the Know-Item topic to perform
this experiment. This topic has specific answers for each query
instead of the queries in Ad-hoc and Question Answering topics,
so it is easier to measure the accuracy of the system through Recall
at K (R@k). However, it should be noted that this measurement
does not consider user interactions like filtering or image browsing.
Additionally, users may have to divide the query into Before, Find,
and After based on their interpretation to fit the input for temporal
search. For example, in the query "Meeting friends outside a bar
called the Brazen Head, before walking to another bar for drinks.",
users need to choose "Meeting friends outside a bar called the
Brazen Head" as the query for the Find box as the main event, and
"walking to another bar for drinks." as the previous event to put
into the Before box thanks to the word "before".

33



MemoriEase: An Interactive Lifelog Retrieval System for LSC’23 LSC ’23, June 12–15, 2023, Thessaloniki, Greece

Result

Dublin City University…
Friday, 08:38 2019-07-19

Dublin City University…
Thursday, 12:37 2019-11-07

Donaghmede Shoppin…
Thursday, 12:59 2019-10-31

Dublin City University…
Friday, 10:25 2019-08-30

Dublin City University…
Wednesday, 09:58 2019-0…

Dublin City University…
Thursday, 11:44 2019-12-05

Dublin City University…
Thursday, 10:27 2019-06-06

Dublin City University…
Tuesday, 17:05 2020-03-03

Dublin City University…
Monday, 17:39 2019-09-02

Dublin City University…
Tuesday, 11:57 2019-07-16

Dublin City University…
Friday, 11:31 2019-02-22

Dublin City University…
Wednesday, 11:49 2019-0…

1 2 3 4

MemoriEase

Before:

when: hours

Find:

Location:

After:

when: hours

Search

Show less

Saved scence

I was working with my laptop, perhaps 
reading a paper

6

I was at school, outside of school

Example: dcu

Date time: 2019/01/01 ~ 2020/06/30

I went outside, maybe for a walk

3

Figure 4: MemoriEase main user interface

Result

Dublin City University…
Tuesday, 14:16 2020-02-04

Dublin City University…
Friday, 11:29 2019-07-05

Dublin City University…
Friday, 14:50 2019-07-26

Dublin City University…
Tuesday, 17:05 2020-03-03

Dublin City University…
Monday, 08:06 2019-03-25

Dublin City University…
Thursday, 13:00 2019-11-14

Donaghmede Shoppin…
Thursday, 12:59 2019-10-31

Omni Shopping Centre
Thursday, 12:24 2019-02-28

Dublin City University…
Wednesday, 16:36 2020-0…

Dublin City University…
Friday, 10:25 2019-08-30

Dublin City University…
Friday, 08:38 2019-07-19

HOME
Thursday, 07:30 2020-05-14

Beaumont Hospital
Saturday, 14:13 2019-04-27

Dublin City University…
Tuesday, 12:33 2019-07-02

Dublin City University…
Wednesday, 16:32 2020-0…

Dublin City University…
Friday, 10:00 2019-03-22

Dublin City University…
Monday, 17:39 2019-09-02

Dublin City University…
Friday, 11:15 2019-04-12

Dublin City University…
Wednesday, 12:47 2019-0…

Dublin City University…
Monday, 09:15 2020-05-18

Dublin City University…
Tuesday, 12:01 2019-04-09

DCU School of…
Friday, 11:40 2019-01-25

Dublin City University…
Monday, 09:21 2019-02-04

Dublin City University…
Monday, 11:05 2019-07-08

Dublin City University…
Tuesday, 16:04 2020-06-30

Dublin City University…
Monday, 08:05 2019-05-20

Chanel College
Thursday, 09:49 2020-05-14

Car
Wednesday, 07:29 2020-0…

1 2

MemoriEase

Find:

Location:

Search

Show more

Saved scence

school

Example: dcu

Date time: 2019/01/01 ~ 2020/06/30

SIMILAR IMAGES

Tuesday, 12:01 2019-04-09 Tuesday, 12:02 2019-04-09

Figure 5: Similar images pop up.

It is worth noting that the LSC competition provides hints after
30 seconds, and there are a total of 6 hints. In addition, for each
hint, if we submit the true answer, we do not need to perform more
searches in the later hints so as to make our evaluation as realistic in
the real challenge as possible, we will calculate a modified version
of R@k in which R@k(i) is the Recall at k at hint i and 𝑅@𝑘 (𝑖) =
𝑀𝑎𝑥 (𝑅@𝑘 (𝑖), 𝑅@𝑘 (𝑖 − 1)). Table 1 illustrates the performance of
MemoriEase in LSC’22 queries.

Table 1: Modified Mean R@k for LSC’22 queries

Hint R@1 R@3 R@5 R@10 R@20 R@50
1 0.07 0.14 0.14 0.29 0.36 0.43
2 0.29 0.36 0.43 0.57 0.64 0.71
3 0.50 0.50 0.57 0.64 0.71 0.79
4 0.50 0.57 0.71 0.71 0.79 0.86
5 0.57 0.64 0.71 0.71 0.79 0.86
6 0.57 0.71 0.79 0.79 0.79 0.93

The results indicate that the Recall at K after the first hint is rel-
atively low, with an average of 23%. However, there is a significant
improvement in performance after the 2𝑛𝑑 hint, with an average of
50% across k. This is because 1𝑠𝑡 hint usually contains very little
information, while 2𝑛𝑑 hint provides more useful information for
retrieval. The performance of our MemoriEase system continues
to improve after the 3𝑟𝑑 hint, reaching its highest point at the 6𝑡ℎ
hint, where R@1 is 57%, and R@50 is 93%.

The low R@1 score at all hints suggests that the correct answers
are not among the top returned images. However, after the 3𝑟𝑑
hint, 50% of the queries are resolved in the first returned image.
For the top 20 returned images that appear on the first page of
the MemoriEase interface, R@20 is 36% in the first hint and this
doubles to 79% in the fourth hint. However, the R@20 metric does
not increase after the fourth hint since all the answered images
have been found, and no further useful information is available
in the later hints. The maximum R@k score is 93% in the top 50
returned images after the 6𝑡ℎ hint, as this hint provides information
about date, time, and location, making it easier to filter and obtain
accurate answers.

6 CONCLUSION
In this paper, we introduce the MemoriEase system for the LSC’23
competition. This system comprises embedding-based and concept-
based approaches for retrieving lifelog images from textual queries.
The embedding-based approach facilitates BLIP to extract visual
and textual embedding and compute cosine similarity for ranking
images. The concept-based approach uses ElasticSearch to calculate
the similarity of keywords in the query and visual concepts of
images. These two approach helps users to get the results quickly
without the effort to modify input queries. The evaluation of the
system on the previous competition queries shows a potential result.
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The system does not only need the query, but this also needs users
to perform searching, browsing, and submitting the results so we
propose a simple and user-friendly user interface for MemoriEase.
The system is expected to help both expert and novice users perform
well in the LSC’23 competition.
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