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Abstract. The Metaverse comprises a network of interconnected 3D virtual 
worlds, poised to become the primary gateway for future online experiences. 
These experiences hinge upon the use of avatars, participants' virtual counterparts 
capable of exhibiting human-like non-verbal behaviors, such as gestures, walk-
ing, dancing, and social interaction. Discerning between human and artificial av-
atars becomes crucial as the concept gains prominence. Advances in artificial 
intelligence have facilitated the creation of virtual human-like entities, underscor-
ing the importance of distinguishing between virtual agents and human charac-
ters. This paper investigates the factors differentiating human and virtual partic-
ipants within the Metaverse environment. A semi-structured interview approach 
was employed, with data collected from software practitioners (N=10). Our pre-
liminary findings indicate that response speed, adaptability to unforeseen events, 
and recurring scenarios play significant roles in determining whether an entity in 
the virtual world is a human or an intelligent agent. 
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1 Introduction 

 
In recent years, the notion of the Metaverse has gained significant attention as an 

interconnected network of 3D virtual environments, which has the potential to serve as 
the primary gateway for most real-time experiences in the future. As a collective imag-
inary shared space, the Metaverse integrates virtual environments, augmented reality, 
and web-based internet, forging a new, inclusive social network that complements hu-
man communities [1]. 
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The Metaverse holds immense potential to transform various aspects of society, revo-
lutionizing how people experience the digital world by redefining the boundaries be-
tween physical and virtual realities. This unprecedented shift encompasses areas such 
as communication, education, entertainment, and work, attracting significant interest 
from both the software industry and academia [2]. As an immersive digital realm, the 
Metaverse presents unique opportunities for individuals, businesses, and organizations 
to interact, collaborate, and engage in a diverse range of activities within a virtual eco-
system. By seamlessly integrating elements from gaming, social media, e-commerce, 
and other digital platforms, the Metaverse provides a dynamic and interconnected vir-
tual environment that facilitates innovation, creativity, and collaboration across various 
domains. As the development of the Metaverse accelerates, it becomes increasingly 
important to address emerging challenges and opportunities, such as maintaining pri-
vacy and security, ensuring equitable access, and tackling ethical concerns related to 
virtual interactions and artificial entities. 
 
As the Metaverse gains prominence, the ability to discern between human and artificial 
avatars becomes increasingly crucial. Recent advances in artificial intelligence have 
enabled the creation of highly realistic virtual human-like entities, highlighting the im-
portance of distinguishing between virtual agents and human characters in this evolving 
landscape. In this context, the growing need to differentiate human participants from 
virtual agents in the Metaverse is paramount, as it is essential to creating a safe, authen-
tic, and engaging environment for all users. By understanding and addressing the fac-
tors that distinguish human users from artificial counterparts, researchers and practi-
tioners can contribute to the responsible and sustainable development of the Metaverse, 
ultimately shaping its impact on society, culture, and the economy in the digital age. 

 
This paper explores these factors and provides insights into the evolving landscape of 
the Metaverse, its implications, and its potential impact on society, culture, and the 
economy in the digital age. The primary research objectives of this paper can be sum-
marized in three two aspects: (i) to identify and differentiate between virtual and human 
participants in the Metaverse environment to enhance the understanding of their distinct 
characteristics and behaviors within this immersive digital realm, (ii) to explore com-
parability and standardization of the assessment of virtual and human participants 
across various experimental contexts by developing a universally applicable, validated, 
and reliable questionnaire. The goal is to facilitate consistent and rigorous evaluations 
of the interactions and dynamics between virtual agents and human users in the 
Metaverse. Our approach will contribute to a robust and comprehensive understanding 
of the Metaverse environment and its implications for human and artificial entities, fos-
tering the responsible and sustainable development of this transformative digital space. 

The remaining part of the paper proceeds as follows: Section 2 reviews the literature, 
with Section 3 presenting the methodology employed for this study. Section 4 details 
the research findings. Ultimately, the final section concludes and suggests directions 
for further research. 
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2. Background 

By harnessing a variety of advanced technologies, the Metaverse enables multifac-
eted applications across numerous domains, including technology, organization, indi-
vidual participation, production, culture, social interaction, entertainment, and econ-
omy. In addition, it enables an inventive, inclusive social network that seamlessly in-
terweaves with human communities, facilitating continuous sharing and collaboration. 
This shared, collective imaginary space melds virtual 3D environments, augmented re-
ality, and blockchain technologies to create an immersive digital realm. 

 
The Metaverse concept comprises five essential components [2]:  Network Infra-

structure, Cyber-Reality Interface, Data Management and Applications, Authentication 
System, and Content Generation. The first component, Network Infrastructure, em-
ploys high-speed end-to-end connections and IoT technology to facilitate rich content 
rendering and powerful interactive functionalities, with 5G networks being a core ele-
ment. The second component, the Cyber-Reality Interface, enables seamless linking 
and transitioning between virtual and real worlds through reality, smart devices, and 
human-computer interaction. The third component, Data Management and Applica-
tions, leverages cloud technology, big data operations, and edge computing for large-
scale data acquisition, analysis, storage, and transmission. The fourth component, the 
Authentication System, relies on blockchain technology to ensure transparency, stabil-
ity, and reliability, addressing challenges such as data sovereignty, identity authentica-
tion, and value attribution and circulation through biometric solutions. The final com-
ponent, Content Generation, maps the physical world to cyberspace using digital twins 
and integrates content with artificial intelligence-driven deep learning and cognitive 
learning methods for content editing and growth scenarios, fostering a rich, compre-
hensive, and self-contained digital world (ref. Figure 1). 

 
Metaverse environments might not utilize the same methods employed by other ap-

plications, such as games, for content conditioning and preparation. While digital game 
developers can collaborate closely with content designers and process content through 
a conditioning pipeline to ensure real-time response speeds, virtual worlds must accom-
modate arbitrary user-generated content. Moreover, game content is typically delivered 
to players before the application runs, whereas Metaverse users expect to access and 
use new 3D models instantly by uploading them to cloud world servers. Imposing strict 
constraints on unoptimized data in the Metaverse could substantially reduce the avail-
ability of content and diminish the system's usability. Users should not be burdened 
with the complex, technical details of 3D content [3].  
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Figure 1: The proposed components of the Metaverse [2]. 

 
Mar Gonzales-Franco, a researcher at Microsoft, highlighted some challenges and 

deficiencies related to the Metaverse during her presentation at the ISMAR 2021 Sym-
posium [4]. These concerns, some of which have been addressed, include:    

    
• Locomotion: How can participants simultaneously navigate both real and 

virtual environments?      
• Technological latency: How can latency or delay issues be resolved? 
• Equipment affordability: How will users obtain costly devices?      
• Characterization: Should this be achieved through animations or avatars?      
• Sound direction: How can sound direction determination issues be ad-

dressed, as sound in virtual spaces does not behave like waves in real life?      
• Cross-content interaction: How can problems, such as being unable to read 

emails while working in the virtual environment, be solved?     
• Battery life: How can the battery challenges of auxiliary devices be over-

come? 
• Isolation: How can the potential for isolation from real life be mitigated?     

User adaptation: How can new technology adoption problems be resolved 
for users? 
 

Gonzales-Franco [4] indicates that some challenges have been addressed. For in-
stance, wearable devices and cost-effective products have become accessible to users, 
and adaptation issues are gradually being overcome thanks to investments in the sector. 
Moreover, the Metaverse has evolved into a social environment with its ecosystem. 
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As the concept garners increasing attention, it becomes crucial to differentiate be-
tween human and artificial avatars to ensure an authentic and immersive experience. 
This is particularly important because the Metaverse experience relies on avatars that 
can move freely in a virtual world, exhibiting human-like non-verbal behaviors such as 
walking, dancing, and interacting with others. Another problem mitigated is the char-
acterization issue, where avatars are created using animated images of real people in-
stead of generic animations. 

Human or artificial avatars are defined as avatars that are co-located with the user's 
body and viewed from the user's perspective within an immersive virtual environment 
[5]. There is growing scientific evidence highlighting the significance of artificial hu-
mans in self-avatars. Apart from the apparent necessity of having a virtual representa-
tion to interact with others in social VR settings, artificial humans have been shown to 
enhance users' cognitive abilities [6] and improve self-recognition and identification in 
virtual meetings [7]. Nonetheless, the cognitive load impacts of avatars remain poorly 
understood and may influence outcomes [8,9]. Lush [10] has expressed concerns that 
the illusion of presence in a virtual environment could be a response to imaginative 
suggestion, suggesting that the power of suggestion itself may drive it. 

A standardized measurement for differentiating characters is essential for comparing 
and replicating experiments across the field of character differentiation. Participants are 
unique and can have significantly different experiences and responses within the same 
virtual setup. For instance, avatars have been shown to affect distance prediction [11, 
12] and object size estimation [13,14], which may further influence distance perception 
[15]. A standardized differentiation questionnaire sensitive enough to detect character 
differences could assist researchers in better understanding and interpreting the effects 
of artificial humans. In every experiment, research using questionnaires should measure 
differentiation to account for and comprehend intrinsic variables that might impact re-
sults. Differentiating characters presents challenges, given that virtual bodies can take 
any form. Recent advances in artificial intelligence have made it possible to create vir-
tual human-like entities, further emphasizing the need to distinguish between virtual 
agents and human characters. 

 

3 Methodology 

The semi-structured interview is a widely used research method in qualitative data 
analysis. It combines elements of structured and unstructured interviews, offering ad-
vantages of each approach. While a structured interview features a strict set of questions 
without room for deviation, an unstructured interview is informal and free-flowing, re-
sembling a casual conversation. A semi-structured interview falls between these two 
extremes, with loosely structured questions that give respondents more opportunity to 
express themselves fully. 

In a semi-structured interview, the interviewer generally explores a particular theme 
but remains open to different perspectives and allows for the emergence of new ideas 
based on the respondent's input. This approach provides benefits for both interviewers 
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and respondents. For interviewers, the structured aspect offers a general overview of 
respondents, enabling objective comparisons that are valuable for qualitative research 
or job interviews. For respondents, the unstructured part affords more freedom to ex-
press thoughts, typically reducing stress during the interview. 

By fostering a warm and friendly atmosphere, the interviewer can demonstrate better 
communication skills and establish a personal connection with the respondent. The data 
collected during the semi-structured interview undergo content and thematic analysis, 
with coding and categorization applied to the data. In this study, participants were cho-
sen from individuals with a minimum of 5 years of experience in software development. 
These individuals were selected from those who presented as valuable contributors to 
our research, based on demonstrable experience and interest in the study domain. Table 
1 below presents information on why these individuals were chosen. 

Table 1. Participant Profiles. 

ID Role Experience Education 
INT. 1 Software Team Leader 13 years B.Sc. 
INT. 2 Software Team Leader 20 years B.Sc. 
INT. 3 Software Developer 5 years M.Sc. 
INT. 4 Software Team Leader 10 years Ph.D. Candi-

date 
INT. 5 Scientific Researcher 10 years Ph.D. Candi-

date 
INT. 6 Software Developer 5 years M.Sc. 
INT. 7 Software Team Manager 12 years Ph.D. 
INT. 8 Assistant Professor 12 years Ph.D. 
INT. 9 Assistant Professor 12 years Ph.D. 
INT. 10 Software Team Leader 15 years B.Sc. 

The semi-structured interview process with participants comprises two stages. In the 
first stage, face-to-face interviews differentiate between virtual and real human charac-
ters in the Metaverse environment across five topics. In the second stage, participants 
are asked to evaluate the research study, separate from the study's subject matter. This 
approach allows for an examination of the study's method and content to identify po-
tential areas for improvement. 

To achieve the stated objectives, this study employed the grounded theory method [20], 
a frequently used approach across various disciplines for many years. The method of-
fers flexible research and analysis capabilities, particularly in addressing people's prob-
lems. By collecting data from individuals and supplementing it with literature sources, 
the grounded theory method can contribute to solutions such as overcoming difficulties, 
managing risks, and improving working life in diverse research fields, ranging from 
manufacturing [21][22] to agriculture [23], from software development [24][25] to ed-
ucational institutions [26]. The method's applicability in resolving problems in the re-
search area is evident from the overview of recent studies in the literature. Grounded 
theory is also referred to as an embedded theory method in some sources. In summary, 
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this four-step method involves data collection, qualitative data analysis with coding, 
classification and grouping of coded or tagged information, and finally, developing a 
theoretical conclusion based on the research objectives. 

Figure 2 provides a visual representation of the grounded theory steps. The diagram 
demonstrates the process, starting from data collection, followed by qualitative data 
analysis and coding. Next, the coded or tagged information is classified and grouped. 
Finally, the grouped data is organized under the research objectives, leading to a theo-
retical conclusion. This illustration serves as a guide to understanding the systematic 
approach taken in the grounded theory method. 

 
Figure 2: Grounded Theory Research Steps 

To achieve these objectives, we administered 5-item questionnaires and collected 
data from software practitioners (N=10). Additionally, a semi-structured interview was 
conducted based on the answers obtained. In the following stage, the validity of the 
questionnaires was re-assessed by the software practitioners, providing a starting point 
for future correlation analyses and pilot studies, such as personality type analysis stud-
ies [17]. 

This paper analyzed the responses from ten software practitioners involved in soft-
ware development projects. Our research study utilized a semi-structured interview and 
grounded theory method, incorporating semi-structured interview data as input. The 
first step involved conducting semi-structured interviews with ten software practition-
ers. The semi-structured interview is a data collection method that combines question-
naires and interviews. The 5-item questionnaire was structured around a predetermined 
thematic framework, with the questions presented in a non-linear order.  
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Figure 3 depicts the exploratory research process for differentiating artificial and natu-
ral human characters in the Metaverse. The first stage of this process was carried out in 
the current study 

.  
Figure 3: Research Steps for Differentiating Artificial and Human Characters in Metaverse 

Our research questions were derived from the five evaluation criteria presented in Table 
2. The first criterion focuses on human similarity questions, which aim to understand 
the parallels between a real person and an artificial intelligence character. The second 
evaluation criterion examines decision-making situations by preparing questions re-
garding the quality of responses from the characters. The third criterion is related to 
production and investigates the success of virtual characters when confronted with ac-
tions or verbal expressions directed towards them. Our fourth evaluation topic concerns 
operation, addressing questions about how characters are perceived in areas such as 
management, reproduction, and maintenance. Lastly, we asked questions about general 
evaluation scores and potential performance assessments. While formulating these 
questions, the criteria from Man-Je Kim's were also utilized [18]. 

Table 2. Questionnaire being gathered via software practitioners. 

Evaluation Criteria Criteria Description # Of Questions 
Human Likeness Similarities 1 
Decision Making Quality of Response 1 
Production Unit Production per Response or Successfulness 1 
Operation Management, Creation, Maintenance 1 
Performance Overall Evaluation of Scores 1 

 
This paper aims to validate and enhance the proposed questionnaire by incorporating 

a new one with additional analyses for three studies. We utilized the questions men-
tioned in Yiqian Han's publication [19]: 

Q1: Would you recommend this work to others? A higher score indicates a greater 
willingness to recommend.  
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Q2: Do you believe the questionnaire requires improvement? A high score signifies 
that no improvement is needed.  

Q3: Were you able to express your thoughts naturally? The higher the score, the 
more natural the expression.  

Q4: Did any questions make you feel uncomfortable during the questionnaire? A 
high score implies discomfort.  

Q5: Were you satisfied with the work? A high score denotes satisfaction. 
Q6: Do you find this interactive technology comfortable to use? A high score sug-

gests comfort. 

4 Findings  

In this publication, we studied five main headings to differentiate between artificial 
and real human characters in the Metaverse environment. The study was carried out in 
two stages using semi-structured interviews. 

In stage 1, we gathered brief information on Human Likeness, Decision Making, 
Production, Operation, and Evaluation to inform the participants about the general 
framework of our research. We believed that prior knowledge of the Metaverse concept, 
a relatively new field, would benefit the participants. 

In stage 2, we conducted face-to-face interviews with the participants. During these 
conversations, we revisited the questions from stage 1 and encouraged the participants 
to expand on their answers, facilitated by a card sort exercise. We had the audio record-
ings from stage 2 transcribed into text by expert individuals to capture the nuances of 
everyday speech. The collected data can be accessed from a shared source in the field, 
ensuring transparency and collaboration. 

By conducting a systematic and consistent study of our data, we aimed to contribute 
valuable insights to the understanding and differentiating artificial and real human char-
acters within the Metaverse environment. 

 
Since the participants' identities are confidential, they will be referred to as ”partici-

pants”. 
 

• In Interview 1, the participant mentioned that the most critical factor is the details in 
physical appearance. He thinks that differentiating factors can be obtained by exam-
ining demographic characteristics. The diversity of the avatar's reactions is im-
portant, and he stated that improvised words and behaviours might also be used.  He 
evaluated that the richness of the reactions would also be the second distinguishing 
factor. According to the participant, the algorithm pattern of the computer-aided 
machines is easy to understand. He can distinguish that he is not a natural human 
by continuing on the same order. In addition, the pattern of responses in sick or dis-
abled people changes dramatically. Another consideration is that continuity prob-
lems, which are very difficult for humans, can be easily solved by machines. Perfor-
mance measurement systems have difficulty updating with time so a realistic meas-
urement system will give different results after a while. Finally, it will be helpful to 
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examine the emotional state (EQ) as well as the intelligence-related (IQ) in human-
human interaction.  

• In Interview 2, the participant stated that artificial intelligence is at a prospering level 
regarding human similarity. It would not be a successful method to detect it with 
visual features. He also said that it would not be possible to differentiate artificial 
intelligence by following the logic sequence. He stated that he thought a well-
trained artificial character could imitate a natural person very well. He empha-
sized that smelling, one of human's five senses, is not in the digital environment. 
In addition, he stated that products belonging to the sense of touch are just begin-
ning to appear in the market. An artificial character can describe his recorded life. 
If he hasn't recorded it, he can't tell shared knowledge. Finally, he stated that com-
puters would respond very quickly to some problems. 

• According to the Interview 3 participant, gestures and facial expressions of the char-
acters can be distinguishing factors. However, growing scientific studies will make 
it increasingly difficult to use those factors. He said virtual humans would have dif-
ficulty in edge and counter cases or when I asked him to tell a memory. He evaluated 
that differentiating can be done quickly in edge and corner cases. However, he men-
tioned that he had to spend time with the participant to use these factors. While dis-
tinguishing virtual and real human characters, we can divide our observation into 
passive and interactive methods. While performing interaction analysis, asking 
mathematical or logical questions increases the observation efficiency with a multi-
dimensional perspective. In addition, in order not to give away the participant, the 
chosen balance points are invaluable. Using identified characters will solve the prob-
lems from a different perspective. But this method will reduce the reality somewhat. 
Inter-participant levelling or character classification may be beneficial instead of 
free-for-all environments. He recommends using more than one method in the 
evaluation. 

• Observation can be made by calculating the mean and standard deviation of the nat-
ural human population and the mean and standard deviation of virtual human char-
acters according to the Interview 4 participant. The life status of the observed char-
acter can be distinguished by using population references. Physical movements and 
reactions can be valuable distinguishing factors more than physical appearance. The 
interviewer suggests that physical movements and reactions can be used as distin-
guishing factors rather than the appearance of the characters. He suggested that data 
per unit time can be used as a differentiating factor for successful responses or 
responses in decision-making processes. 

• According to the Interview 5 participant, a character's facial expressions and body 
movements create a perception in a Metaverse environment. Hand and arm motions, 
body movements or laughing in response to a joke may be a useful indicator. In 
addition, I think the principle of impartiality of measurement systems is essential. 
Finally, genuine responses, such as improvisation, would be used as distinguished 
data. She suggests that it would be logical to use body movements, mimics and facial 
expressions, which are called nonverbal communication, as differentiating factors. 
She suggests that emotional observation, as well as logical evaluation, will be 
useful in decision-making processes. 
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• Interview 6 participant stated that he does not consider it possible to use physical 
movements as a distinguishing factor. It is not possible to distinguish it from daily 
activities such as walking, running, sitting, and getting up. Monitoring of managerial 
decisions can result in a distinction. It would be helpful to introduce a systematic 
approach with regular time intervals to make the distinction. He stated that the re-
sponses given as a result of the interaction could be used in differentiation. He 
stated that responding in a short time could be done more easily by characters under 
computer control. He suggested that there can be a systematic measurement system 
with the resources used, the outputs produced, the decisions made, and the conclu-
sions reached. 

• According to the Interview 7 participant, patterns can be drawn from movement or 
other qualities. A real human appearance can be easily simulated by using recorded 
patterns. He stated that it would not be efficient to use visual factors as distinguishing 
factors since they are features that can be easily imitated today. In addition, a natural 
person will have daily needs. Uninterrupted connection to the system for a long 
time can be the distinguishing factor. Finally, different methods should be used 
according to the scenario. Purpose and scope are essential. Applying more than one 
method at the same time will give more efficient results. He also stated that re-
petitive actions on a specific task could be used as a differentiating factor. 

• In response to the questions, Interview 8 participant said that personality analysis 
would yield effective results. He evaluated that sentiment analysis could yield ef-
fective results. In addition to quantitative data, more accurate results can be drawn 
with qualitative data. 

• According to Interview 9 participant, novel products or intellectual activities will 
be distinguished. Computer-controlled characters will average scores better than 
natural human characters at computational tasks. He has evaluated that it is not easy 
to make concrete measurements but that observing interactive situations can yield 
successful results. 

• Interview 10 participant evaluated the character's reactions as distinguishing fac-
tors. If the response time is too short, it can be defined as an artificial human. In 
addition, solutions using more than one method will be effective. Continuity can be 
a distinguishing feature. Non-interactive passive methods will be a problem because 
the word and movement analysis will not be enough. Finally, he evaluated that fo-
cusing on success in research would be misleading since people in the Metaverse 
environment will not have a goal of being successful. He suggested that machine 
management can be detected by observing cyclical movements and behaviors. It has 
been stated that it is not easy for artificial intelligence to terminate the interac-
tion. It was stated that extending the observation over time would be useful. 

 
The results from this study suggest that factors of response speed, improvised events, 

and loop scenarios have significant implications for understanding how we can differ-
entiate humans from intelligent agents in a virtual setting. The participants provided 
supportive and positive answers in the questionnaire, expressing satisfaction, willing-
ness, and answers in their unique way. 
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The contribution of our study is summarized as follows: As a result of our semi-
structured interview study, three main factors emerged as the distinguishing factors be-
tween humans and intelligent agents in the Metaverse - response speed, improvised 
responses, and loop scenarios. These factors help in establishing a better understanding 
of how to differentiate between human and artificial characters in virtual environments, 
contributing to the ongoing research in this area. This knowledge can further improve 
user experience and interaction within the Metaverse and other virtual settings. 

 

5 Conclusion and Future Work 

In this study, we investigated the differentiation of virtual and human characters in 
a Metaverse environment. Our research utilized a semi-structured interview method 
with experienced software practitioners. The study identified three main factors that 
differentiate virtual and human characters: response speed, improvisation, and compo-
site work in a loop scenario. These factors are crucial in determining the behavior of a 
character and differentiating it from an artificial intelligence algorithm. Our findings 
suggest that emotional and logical approaches are more effective than physical features 
in distinguishing between virtual and human characters. Additionally, distance and size 
measurement can be used as a differentiating factor.   

Overall, this study contributes to the ongoing research on artificial and human char-
acters in virtual environments. The findings provide valuable insights into the cognitive 
load impacts of avatars and suggest that a standardized measurement of differentiation 
is necessary for accurate and replicable results in future studies. Our study also high-
lights the importance of examining emotional and logical factors in addition to physical 
features to distinguish between virtual and human characters. With the pace of AI ad-
vance appearing to increase recently, for example with chatGPT [28], it may be the case 
that the challenge of identifying human and AI agents in the metaverse might become 
even more difficult in the near future. The need for further research in this space is 
therefore growing.  

Further studies can build upon our findings by utilizing the data obtained from this 
research and repeating the same study with a larger sample size to increase the gener-
alizability of the results. Ultimately, continued research in this field will contribute to 
the development of more advanced and realistic virtual environments with enhanced 
human-like interactions. 
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