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Abstract. AI-based systems are becoming increasingly prominent in everyday 
life, from smart assistants like Amazon’s Alexa to their use in the healthcare in-
dustry. With this rise, the evidence of bias in AI-based systems has also been 
witnessed. The effects of this bias on the groups of people targeted can range 
from inconvenient to life-threatening. As AI-based systems continue to be devel-
oped and used, it is important that this bias should be eliminated as much as pos-
sible. Through the findings of a multivocal literature review (MLR), we aim to 
understand what AI-based systems are, what bias is and the types of bias these 
systems have, the potential risks and effects of this bias, and how to reduce bias 
in AI-based systems. In conclusion, addressing and mitigating biases in AI-based 
systems is crucial for fostering equitable and trustworthy applications; by proac-
tively identifying these biases and implementing strategies to counteract them, 
we can contribute to the development of more responsible and inclusive AI tech-
nologies that benefit all users.   
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1 Introduction 

The concept of artificial intelligence (AI) has been around for a long time. The idea 
appeared c. 8th century BC when Homer wrote about the Gods being waited on at din-
ner by mechanical ‘tripods’. It appears consistently throughout history from science 
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fiction writers who wrote about intelligent machines being a possibility, to their pres-
ence in religions such as Judaism, where the artificially created being known as a Go-
lem appears [1]. An AI-based system is a “computer system able to perform tasks that 
ordinarily require human intelligence” [2]. Examples of this include systems that can 
play games like chess, draughts and checkers, filter spam emails and autocorrect text 
[3] [4]. 

 
Bias is defined as “the action of supporting or opposing a particular person or thing 

in an unfair way” which can be done by making an unreasoned judgement or allowing 
personal beliefs to influence a decision [5]. Bias may present in AI-based systems for 
various reasons, including how they were trained and the very data used to train them. 
This can lead to “algorithmic bias”, which is when an AI-based system produces a result 
that is systematically incorrect [6].  

 
These incorrect results can have varying effects on the groups of people the AI-based 

system is biased towards. An AI healthcare system was found to be racially biased, 
facial recognition AI systems are being used which have a lower accuracy on darker-
skinned females, and search engines using AI were found to discriminate based on race 
and gender [7]. In this paper, we will examine what AI-based systems are, we will 
attempt to understand bias and the types of bias which appear in AI-based systems, we 
will study the potential risks and effects of bias in AI-based systems, and lastly, we will 
strive to identify techniques to reduce bias in AI-based systems. 

 
The objectives of this study are to: 
1.Elucidate the nature and functioning of AI-based systems and their increasing 

prevalence in various aspects of daily life. 
2.Define and categorize the different types of bias present in AI-based systems. 
3.Investigate the potential risks and consequences stemming from biased AI-based 

systems, and their impact on targeted populations. 
4. Identify effective methodologies and strategies to minimize bias in AI-based sys-

tems. 
5.Emphasize the significance of reducing bias in AI-based systems and advocate for 

the development of equitable and reliable technologies. 

2 Research Methodology 

2.1 Methodology 

This research paper was created as part of a multivocal literature review. To fulfil the 
research objective, we adopted an MLR approach which included both academic/peer-
reviewed (white) and non-academic/non-peer reviewed (grey) literature. Only a partial 
application of the MLR process [78] is implemented, whereby the concept of using 
predefined search strings is employed to evaluate white literature alongside non-tradi-
tional academic sources. Accordingly, we made use of Google, Google Scholar, Sci-
enceDirect and other sources to conduct our research.  
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2.2 Search Queries 

Initial high-level surveys of the related literature allowed us to break down the main 
topic into subtopics, for which associated research questions (RQs) were elaborated. 
Individual team members examined different sub-topics in detail. The search queries 
used included strings such as: “AI systems”, “bias in AI systems”, “what causes bias in 
AI”, “machine learning and bias”, “risks of bias in AI”. We made use of Google, Google 
Scholar, IEEE and other sources in order to conduct our research.   

 
2.3 Inclusion/Exclusion 

We limited our search space to papers that were written in English so that no translation 
was needed during our research. To determine which sources were appropriate to use 
during our research, we endeavored to only include literature from peer reviewed aca-
demic outlets and grey sources that offered robust levels of quality (e.g., moderated 
blogs).  

 
2.4 Methodology Limitations 

There are a number of significant methodological limitations in this work that are dis-
cussed in Section 4.  

3 Literature Review 

3.1 RQ1: What are AI-based Systems? 

Although the concept of AI may have existed previously, it was only in 1955 when the 
term ‘artificial intelligence’ was coined by John McCarthy. McCarthy was the organ-
izer of the first academic conference on AI, which was held in Dartmouth, New Hamp-
shire [3]. In the years following this conference, computers advanced and became more 
readily available with larger available memory and greater processing power. This al-
lowed the field of AI to progress [8]. 

 
There are many existing definitions for the field of AI, which is considered to be 

“intelligence demonstrated by machines”, as opposed to the natural intelligence shown 
by humans and animals [3]. In Alan Turing’s 1950 paper “Computing Machinery and 
Intelligence”, he asked the question “can machines think?” and created a test where a 
human evaluator must ask questions and determine which answers belong to a human 
and which belong to a machine. Although Turing created this test, he did not define 
what it meant for a machine to be intelligent [9] [10]. Later, Stuart Russell and Peter 
Norvig published a textbook on AI where they consider four potential definitions of AI 
to be: 

• Systems that think like humans, 
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• Systems that act like humans, 
• Systems that think rationally, 
• Systems that act rationally [9]. 

In perhaps simpler terms, AI “is a field, which combines computer science and ro-
bust datasets, to enable problem-solving” [9]. In a general sense, AI systems work by 
analysing data to identify associations and patterns, later using this knowledge to make 
predictions about future events and states [11]. The data utilised in the analysis is some-
times referred to as training data [11]. 

 
AI-based systems may require large amounts of data during the training process, and 

therefore it is necessary to have access to large and reliable datasets. This access began 
in the 1960s with the arrival of the first data centres and as relational databases began 
to be developed. Following this in the 2000s was the rise of big data. Big data is “data 
that contains greater variety, arriving in increasing volumes and with more velocity” 
[12]. This rise was due to the exponential growth of the internet and the amount of 
internet users, from humans to objects and devices connected to the internet [12]. 

 
While training an AI-based system, there are different learning types that can be 

applied. These learning types are categories of machine learning. Machine learning is 
a subfield of AI and is “the field of study that gives computers the ability to learn with-
out being explicitly programmed” [13]. It allows machines to learn from data by finding 
patterns, gaining insight and improving at the task they are being designed to do [14]. 
In supervised learning, a labelled dataset is used to allow an algorithm to learn. In un-
supervised learning, the algorithm uses an unlabelled dataset to attempt to extract fea-
tures and patterns. A combination of supervised and unsupervised learning can also be 
used [3]. 

 
Deep learning, a sub-field of machine learning, is considered deep because it is com-

posed of a neural network containing more than 3 layers [9]. Neural networks comprise 
a series of algorithms that seek to identify relationships in a set of data by attempting 
to emulate human brain operation [13], using mathematical formulas and functions to 
make decisions [15]. Deep learning means that a system can learn very complicated 
behaviours without the need for a feature extractor to be designed through “careful en-
gineering and domain expertise” [16]. This has allowed for noticeable advances in 
many problematic fields of AI. It has surpassed the ability of previous techniques in the 
fields of speech recognition, image recognition, use in healthcare and natural language 
understanding [16]. 

 
AI-based systems can be broken down into two main categories: weak/narrow AI 

systems and strong AI systems. Weak AI is “AI trained and focused to perform specific 
tasks” [9]. These systems are explicitly trained to carry out specialised tasks. Although 
the term ‘weak’ is used to describe them, these systems are very powerful at what they 
are trained to do [4]. These AI-based systems have been proven to be able to perfect 
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their task and outperform humans, dating back to 1996, when IBM’s Deep Blue de-
feated chess grandmaster Garry Kasparov. This was possible as per second it was able 
to process 200 million positions [10]. This category of AI is prevalent in contemporary 
AI-based systems, for example in smart assistants like Siri and Alexa, Google maps, 
recommendation systems on websites like Spotify and Netflix and chatbots, which have 
replaced some customer service agents [4]. 

 
Strong AI, also known as artificial general intelligence (AGI), is “the hypothetical 

intelligence of a machine that has the capacity to understand or learn any intellectual 
task that a human being can understand or learn.” [3]. To accomplish this, the system 
would need to be able to solve problems, learn new skills, apply knowledge to tasks, 
adapt to changes, communicate in natural language and plan for the future. It would 
need to be able to carry out all the functions human intelligence can achieve. Some 
researchers believe strong AI may be impossible to achieve, while others agree it may 
happen before 2045, as stated by Ray Kurzweil in ‘The Singularity is Near’ [3] [4]. 

 
Two subfields of AI involve natural language processing (NLP) and computer vi-

sion. NLP is the ability of a computer to understand and manipulate text and speech the 
same way that a human can. NLP does this by using a combination of computational 
linguistics and machine learning methods [17]. Computer vision is the ability of a com-
puter to analyse images and videos, and identify components within them. It can then 
take action based on what it has analysed, powered by neural networks and deep learn-
ing [9]. 

 
AI is currently being used in many industries around the world. For example: 

• Research and development - to model experimental scenarios and to auto-
mate testing, 

• Healthcare - to help diagnose patients by using image analysis and to mon-
itor patients via wearable sensors, 

• Finance - to predict future outcomes and trends to help improve investing, 
• Education - to automate administrative tasks such as marking exams, 
• Retail - to eliminate the need for cashiers by using cameras and sensors to 

track items customers take and then charging their account once they leave 
the store, 

• Media and entertainment - to moderate content by scanning and then remov-
ing unwanted content, 

• Transportation - to manage traffic by collecting and analysing traffic data,  
• Agriculture - to produce more accurate weather forecasts and to analyse soil 

quality [3]. 

 
AI is developing extremely quickly and is likely to have a significant impact on the 

future of many industries. There are advantages to the evolution of AI-based systems. 
It could lead to increased productivity, as the systems would not need to take breaks, 
and lower costs, as employees would not need to be paid. The systems may also be 
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more accurate than humans. The downside to this is that it could lead to unemployment 
in many areas, which could be highly disruptive. As AI-based systems progress, the 
ethics behind what they can do also needs to be taken into consideration, particularly 
in the areas of security, privacy and safety [10] [18]. 

3.2 RQ2: What are the Types of Bias in AI-based Systems? 

Data bias occurs when we use biased data to train the algorithms. This can happen if 
we perform data generation or data collection that does not include disadvantaged 
groups in the data or where they are “wrongly depicted” in the data [20]. Data genera-
tion acquires and processes observations of the real world, and delivers the resulting 
data for learning [21]. This data is synthesised and is “generated from a model that fits 
to a real data set” [22]. There is ongoing research surrounding synthetic data generation 
and there have been some positive results in areas such as healthcare [23]. 

 
Data collection is needed in areas where there is insufficient data readily available 

to train an AI-based system. There are three main methods for data collection; data 
acquisition, measuring and analysing [24]. Data acquisition harvests data from a variety 
of sources such as surveys, feedback forms, websites, datasets etc. This data must be 
gathered in a meaningful way that makes sense for the AI-based system being trained. 
This data then needs to be measured so that the model can learn correctly from it. This 
can be done by labelling the raw data and/or adding meaningful tags to it [25]. This 
process can be done manually or automatically (i.e., by another AI-based system that 
is trained to do so). The data can then be analysed to extract “meaningful knowledge 
from the data and make it readable for a machine learning model” [25].  

 
Institutional biases include discriminatory practices that arise at the institutional 

level of analysis and operate in mechanisms that go beyond prejudice and discrimina-
tion at the individual level [26]. This bias is not always a result of conscious discrimi-
nation, as the algorithms and data may appear unbiased, however their output reinforces 
societal bias [27]. Even if an individual's negative associations, stereotypes and preju-
dices against outgroups are removed, the discrimination still happens, even in an ideal 
environment with no shared biases or prejudices. Societal bias happens within AI-based 
systems because it relies heavily on data generated by humans or collected via systems 
created by humans [28], and therefore human assumptions or inequalities are reflected 
in data. This can happen due to certain expectations humans have or areas they are not 
informed about. 

 
A global initiative “Correct the Internet” by DDB Group Aotearoa New Zealand is 

trying to change bias within the internet. This is due to the fact that upon using Google 
to search for “who has scored the most goals in international football?”, the search en-
gine returns “Cristiano Ronaldo”, even though it is a fact that Christine Sinclair holds 
the record. This might suggest that the Google search engine has learnt to be gender-
biased, returning results that might be considered incorrect [29]. There are certain com-
mon societal definitions that become intermingled in search engines, and they sustain 
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societal norms, for example “football” could also potentially mean not just soccer foot-
ball but also rugby football. It is perhaps unavoidable that technology of this nature will 
sustain existing common language usage, even if it is considered by some parties to be 
biased in some way. This same impact can be seen in emerging AI technology such as 
chatGPT, where bias in training data for large language models may be carried forward 
into resulting AI applications [77].  

 
Sampling bias can occur when a dataset is created by selecting particular types of 

instances more than others. Therefore, when the model is trained with this dataset it can 
result in a group being underrepresented. For example, Amazon created an AI recruiting 
tool with the aim of reviewing resumes for certain positions. However, in 2015, they 
discovered that for software developer roles, the system was biased towards men, due 
to the fact that the models were trained using resumes over the past 10 years when 
males dominated the tech industry [30]. It therefore seems crucial to keep humans in-
tegrated in the evaluation of AI models as it is important for accurate model perfor-
mance [31]. This process is called “human-in-the-loop”. Humans can correct a ma-
chine's incorrect results using their own expertise, which can improve the performance 
of the machine by teaching it how to handle certain data [32].  

 
However, human evaluation bias can affect the performance of an AI model, due to 

the fact that human evaluators need to validate the performance of an AI-based system. 
An example of this would be confirmation bias, which is the tendency for a human to 
look for, interpret, focus and remember information that supports their own prejudices. 
Labels can be assigned based on prejudices or prior beliefs rather than objective evalu-
ation [33]. Data scientists should assess the data a system uses and make a judgement 
based on how representative it is. If there are biases identified then the correct adjust-
ments can be made, which means that machine learning biases tend to decrease over 
time and will create much more fairness than harm [34].  

 
There can also be a design-related bias in which the biases happen due to the limita-

tions of an algorithm or constraints on the system such as computational power, for 
example in Spotify's shuffle algorithm [33]. How we as humans perceive randomness 
is not how it is perceived in computers, because computers essentially use pseudo-ran-
dom numbers [35]. Due to this, Spotify users were complaining as they were getting 
the same song multiple times within a shuffle. This is because each song had an equal 
chance of being in the order. Spotify has since changed its algorithm to make it less 
random - essentially more biased - to certain songs so that it appears more random to 
the listener [36]. This is a particularly interesting observation, as although randomness 
is a property that may be associated with reduced bias, there are clear instances where 
randomness is not attractive to human agents.  

 
It is important to also note that not every bias within algorithms leads to discrimina-

tion or less favourable treatment. For example, some algorithms may contain biases 
that are justifiable in job situations such as an age limit or certain qualifications [37]. 
This is why algorithms have to be assessed to determine any legal implications. For 
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example, New York City passed a measure that bans employers from using automated 
employment decision tools to screen applicants without having a bias audit performed 
on the tool in advance [38]. Laws like this are put in place for AI-based systems in order 
to identify and mitigate risks.  

3.3 RQ3: What are the Potential Risks/Effects of Bias in AI-based Systems? 

Recent scrutiny suggests a large number of cases of discrimination were caused by AI-
based systems. A couple of fields that it seems to be heavily infiltrating are risk assess-
ments for policing and credit scores [39]. To tackle the potential risks of bias in AI-
based systems we first need to understand that there are many different perspectives 
that can be looked at when addressing bias. The risks within technical, legal, social and 
ethical AI-based systems will be the key aspects that are highlighted. 

 
From a technical perspective there are two well established approaches used to meas-

ure bias. The procedural approach, which focuses on recognizing biases in the decision-
making algorithms [40], and the relational approach, which focuses on preventing bi-
ased decisions in the algorithmic output. The potential risk in procedural approaches is 
that interventions can be complex and difficult to implement due to the AI algorithms 
being too sophisticated. This leads to major upbringing of bias in these AI-based sys-
tems. They are also trained with monolithic datasets and utilise unsupervised learning 
structures that might make bias difficult to comprehend. With further advancements in 
explainable AI, procedural approaches will become more beneficial [40]. However, de-
claring that an algorithm is free from bias does not ensure a nondiscriminatory algo-
rithmic output. Discrimination can appear as a consequence of bias in training.  

 
The metrics for measuring bias from a technical perspective are called statistical 

measures. Statistical measures focus on investigating relationships between the algo-
rithms' predicted outcome from the different demographic distribution to the actual out-
come achieved. This measure covers group fairness. As an illustration, if 7 out of 10 
candidates were given a mortgage, the same ratio from the protected group should have 
the right to obtain a mortgage. Despite the demand in statistical metrics, a potential risk 
has appeared that statistical definitions are inadequate to estimate the absence of bias 
in algorithmic outcomes. This is because they already assume the accessibility of veri-
fied outcomes and may ignore other critical attributes of the classified subject rather 
than the sensitive ones [41]. 

 
During the rise of AI-based systems, it remains unclear as to whether we can render 

them immune to anti-discriminatory behaviours. Anti-discrimination laws vary across 
countries; there is no universal law for various actions. This raises complex challenges 
for those engineering AI-based software systems for global audiences. For instance, in 
the European Union, anti-discrimination legislation is classified in Directives. 
2000/43/EC is a Directive against discrimination on the grounds of race and ethnic 
origin, or Chapter 3 of the EU Charter of fundamental rights [42]. Whereas in the US, 
anti-discrimination laws are described as the “Title VII of the Civil Rights Act of 1964”. 
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This states that it forbids discrimination in employment in the sense of race, sex, na-
tional origin and religion [43]. A major bias risk in AI-based systems in legal trials 
addressing discrimination concerns the discrimination measures that characterise un-
derrepresented groups e.g. disparate impact or disparate treatment [44] [45]; and the 
relevant population that is affected by the case of discrimination [46]. These two risks 
run parallel to the problems explored in the technical perspectives introduced earlier. 
The Castadena Rule asserts that the specific number of people in the protected group 
from an applicable population is prohibited from being smaller than 3 standard devia-
tions from the number expected in an arbitrary selection [44]. Although such laws can 
relieve a number of discriminatory issues, the risk presented is quite complex as com-
pletely different scenarios could arise that the AI-based system will fail to take account 
of, leading to bias.  

 
Digital discrimination is prevalent in AI-based systems as it gives a set of individuals 

unfair treatment based on certain characteristics such as gender, ethnicity, income and 
education. When people think of digital discrimination, they think about it as a technical 
phenomenon regulated by law. However, it needs to be taken into account more from a 
sociocultural perspective to be heavily cognizant of. There are infinite possibilities of 
what can amount to bias in AI-based systems from a social perspective. A potential risk 
of bias in AI, highlighted from a social perspective, is the potential of digital discrimi-
nation to fortify existing social inequalities. This phenomenon is called intersectionality 
[47]. Ultimately, this is formed by the heterogeneous ways that gender and race link 
with class in the labour market. There is no set evaluation methodology that exists 
amongst AI researchers to ethically assess their bias classifications, as it can be dissim-
ilar through different contexts, and assessed differently by different people [48]. The 
way a dataset is defined and maintained may incorporate assumptions and values of the 
creator(s) [49]. Hildebrand and Koops are examining the design of sociotechnical in-
frastructure that allows humans to anticipate and respond as to how they are profiled 
[50]. Morality and associated moral values – which are not universally agreed upon – 
must also somehow be considered in the design of AI based systems.  

 
From an ethical standpoint, Tasioulas states that discrimination does not need to be 

unlawful to be unfair [51]. Some may say that Isaac Asimov’s Three laws of Robotics 
could help systems address bias. However, these principles have been criticised as be-
ing quite vague in a way that makes them not helpful. Frameworks for AI ethics to 
prevent bias have been proposed by the IEEE Global Initiative on Ethics of Autono-
mous and Intelligent Systems [52]. Ethical questions geared towards AI usage have 
been arranged into three interconnected levels [51]. One of the levels is the social mo-
rality of AI. The risk of bias in this case is catastrophic due to the human's emotional 
response like anger, guilt or empathy possibly having an influence on the creation of 
AI-based systems. Another level includes people's interaction with AI. Citizens have a 
right to exercise their own moral judgement in relation to appropriate codes of practice, 
but from a technical point of view it is not yet very clear as to what is considered bias 
and what is not [51]. 
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3.4 RQ4: How can Bias be Resolved/Prevented in AI-based Systems? 

Evidence of unintentional algorithmic bias in AI based systems has been documented 
and recorded considerably in recent investigations [53]. Algorithmic discrimination can 
be introduced to a system during development stages [54]. Therefore, it is critical for 
corporations to detect and address the origin of such biases throughout the duration of 
the development process. One potential procedure to accomplish this is to attempt to 
inhibit the presence of bias through the incorporation of appropriate specialised capa-
bilities in the system development process [55]. However, as a result of AI-based sys-
tems being designed by humans and are also established on input data supplied by hu-
mans who are inadvertently prone to bias as well as inaccuracies, AI-based systems 
accidentally obtain these human qualities which are then embedded within their system 
[56]. Since the ambition of AI-based systems is to conclude impartial, data-driven and 
neutral decision making to have a positive consequence on many people's lives, algo-
rithmic discrimination has to be mostly nullified [54]. Subsequently, it is important to 
keep in mind, given the various complexities of impartiality and its circumstantial na-
ture, it is typically not feasible to completely de-bias an AI-based system or to ensure 
its fairness [57] [58]. 

 
There are also moral requirements about algorithmic integrity procedures, given that 

these procedures are designed to produce predictions that are impartial, instead of sanc-
tioning the impartial treatment of specific humans [59]. Moreover, modern resolutions 
to accomplish administrative necessities are directed on aggregate-level functionality, 
which can conceal stratification amongst subpopulations. The first and most important 
stage when it comes to naturally preventing biases contained within AI-based systems, 
is to establish methods for identifying them. There have been numerous research pro-
jects designed at identifying discrimination in AI-based systems. However, most of 
them necessitate comprehensive understanding of the internal mechanics of the algo-
rithm and/or the dataset provided. For instance, McDuff [60] advocates a structure of 
“classifier interrogation” which necessitates characterised data to investigate the capac-
ity domains that may result with a bias. Furthermore, procedures for identifying bias 
within AI-based systems can be to some extent job specific and complex to establish. 
A variation of the Implicit Association Task can be utilised in order to identify prejudice 
in word implants. Regardless of this being a legitimate function of the initial objective 
of Implicit Association Task, it is ambiguous how to progress above bias identification 
in independent settings [61]. 

 
Bias mitigation techniques are established in the position in which these algorithms 

can interfere within a determined AI-based system which is based on the distinction 
from Calmon et al [62], which delimit three scopes of interest. If an algorithm has the 
ability to alter the training data, then pre-processing could be applied [63]. If the algo-
rithm is authorized to alter the learning mechanism for a model, then in-processing 
could be applied [64] [65]. If the algorithm can exclusively operate the concluded 
model as a black box with the absence of capabilities to alter the training data or learn-
ing algorithm, then post-processing can be applied [66]. The majority of this section 
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concentrates on pre-processing because it is most adaptive when it comes to the data 
science pipeline, it is self-sufficient in the modelling procedure and can also be unified 
with data delivery as well as publishing processes [62] [67]. 

 
Excluded variable bias expresses that disregarding a variable is an inadequate ap-

proach to prevent prejudice as any remaining variables which correspond to the absent 
variable still accommodate data about that variable [68]. Furthermore, modern research 
has identified that in order to establish that AI-based systems do not contradistinguish, 
it is essential that data with respect to the variable is utilized when conceiving the algo-
rithm [69]. One such example of this approach is the ideology of dropping the gender 
variable which originates from Calmon et al [62], in which they use gender elimination 
as a benchmark model. The composers of this publication have also noted that this 
technique may not always be effective as other variables that are not eliminated could 
potentially be associated with the protected feature, which would still commission bias. 

 
Measuring prejudice in AI-based systems can assist the elimination of bias from data 

sets that have been identified to be biased, unfinished or accommodate inequitable de-
cisions, and accordingly encourage fairness in such systems [70]. In order to accom-
plish this, the algorithms calibrate non-discrimination procedures into restraints trans-
latable by a machine, and subsequently models are developed fixed on the chartered 
restraints. Software toolkits are presently being established which comprise statistical 
procedures for calibrating and mitigating bias in AI-based systems. Although it is dif-
ficult to conclude how quickly these modern toolkits are being utilised in application, 
their accelerated adoption advocates an exceptional necessity in the private and public 
sectors. Examples of such software tools include IBM’s ‘AI Fairness 360 Open Source 
Toolkit’ and Accenture’s ‘Fairness Tool’.  

 
IBM’s ‘AI Fairness 360 Open Source Toolkit’ has an ambition to facilitate develop-

ers to “examine, report, and mitigate discrimination and bias in machine learning mod-
els throughout the AI application lifecycle” [72] [73]. This instrument administers tests 
and algorithms to calibrate fairness and prevent discrimination in dataset and models. 
Accenture’s ‘Fairness Tool’ has an ambition to detect bias and potential proxies for 
protected attributes contained inside datasets which are utilised by algorithmic systems 
[71]. This instrument can abolish correlations amidst sensitive constants as well as 
proxies which can conclude with biased outcomes. 

 
Unfortunately, investigating the bias-accuracy tradeoff is an unfinished picture of 

impartiality of an algorithm. Such deficiencies have been analysed by Dwork et al. [41] 
with regard to how an adversary could accomplish statistical consistency whilst still 
addressing the preserved party unjustly. Fish et al. [64] exhibited these deficiencies in 
action even with the lack of antagonistic manipulation. Along with other procedures, 
they have also shown that adapting a classifier by arbitrarily flipping specific output 
characteristics with a specific probability already substantially exceeds the previous 
fairness literature in bias as well as accuracy. 
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An additional challenge with the resolutions of the equality with the discriminating 
factors of AI-based systems is whether they take into consideration factual recorded 
inconsistencies or under-representation, or in other words meaning not all unequal out-
comes are unfair. One such instance of this can be the inconsistency between the 
amounts of male versus female CEOs within the business industry. This instance fea-
tures the socio-technical view about data and prejudice where an abundance of concerns 
are social at first, and technical second [74] [75]. Simultaneous amendments to these 
complications will only result in aggravating current problems [76].  

4 Limitations of Research 

Research is a crucial instrument in furthering knowledge and understanding topics in 
various fields. Throughout our research, we encountered many limitations. One of the 
preeminent limitations was the timeframe available to undertake this MLR, which was 
conducted over a 6-week period in January and February 2023. The reason for the time 
limit arises from the nature of the original assignment: a four-person team research 
project as part of a final year undergraduate module in Software Engineering. It is also 
the case that the focus of this review has largely examined data driven AI based sys-
tems, but not the earlier knowledge-driven system that were more prevalent in the 1990s 
but which continue to be in us today. 

 
Given the undergraduate status of the primary researchers, there was an absence of 

prior formal research training. However, all researchers received instruction on the 
MLR technique at research outset and were furthermore engaged on a weekly basis 
with a senior academic researcher to direct efforts. This training and direction helped 
to reduce the impact of core researcher inexperience. Guidance on writing academic 
papers was also provided so that the core researchers could strive towards high aca-
demic quality in their work products.  

 
A final limitation emanates from the adoption of an MLR methodology. While this 

methodology permits the inclusion of non-peer-reviewed work which can have a posi-
tive impact on the research, it nevertheless may result in the inclusion of materials that 
are not of traditional scientific standing. For example, there are various arxiv.org papers 
included in this work but some of them may ultimately not be successful in scientific 
peer review and therefore of diminished scientific value. 

5 Directions for Future Research 

This research has identified various complex challenges and risks that arise in AI-based 
software systems. Future important research could integrate important ethical and 
moral knowledge into software engineering education and practice. This has clear res-
onance with societal and cultural values and expectations, both of which vary among 
and within populations. This may indicate that a bumpy road ahead might be expected 
for AI-based software systems that seek broader population effectiveness.  
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It is furthermore the case that evaluating the extent to which a software system might 

be biased is worthy of further research. Perhaps the design and deployment of AI-
enabled systems can learn from safety-critical systems development where approaches 
such as Failure Mode and Effect Analysis (FMEA) help to build safer systems. Building 
less biased (or appropriately biased) software systems might incorporate an analysis of 
the possible sources of bias and their impact in production systems, this could become 
known as Bias Effect Analysis.  

 

6 Conclusion 

This research paper provides a review of AI-based systems by exploring their history, 
the techniques used to train them, the types of AI-based systems there are and the areas 
they are currently being utilised in around the world. It also investigates the various 
kinds of biases that may occur in AI-based systems by presenting findings on data bias, 
institutional bias, societal bias, sampling bias, evaluation bias and design-related bias. 
It highlights the challenges of what bias in AI-based systems can do today by looking 
at the different perspectives of technical, legal, social and ethical risks. It also examines 
the approaches used to measure bias and whether discrimination can be removed from 
AI-based systems. Finally, it touches on some best practices suggested by AI experts 
to help prevent this bias. It also examined how crucial it is to identify bias in order to 
prevent it, and the process of removing algorithmic bias by examining pre-processing, 
in-processing and post-processing techniques.  

 
Interesting questions revolve around such areas as “What is bias?”, “Is bias bad?” 

and “Should we aspire to remove bias?” These questions are for the most part the pre-
vail of academic participants outside computer science and software engineering. How-
ever, given the rise of AI, we find that these questions now take on much greater sig-
nificance in day-to-day life, as AI based systems are increasingly supporting decisions 
that affect broader swathes of society. It therefore seems wise to integrate the accumu-
lated learning of fields such as ethics into software engineering in the near term, and 
certainly well before the AI-enabled systems revolution takes full effect.   
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