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Next Generation Hybrid Optical & Wireless Systems for
Converged Access Networking

– Devika Dass

Abstract
The rise in the number of internet connections, be it humans or machines, has led to demand for

higher capacity and datarates on an individual level. This is further enhanced by the introduction

of data-hungry applications that include augmented reality (AR), virtual reality (VR), artificial

intelligence (AI), the Internet of Things (IoT), telemedicine and many more. With the ongoing

increase in capacity demands from fixed-line and wireless networks, there is a drive to converge

the vast bandwidth provided by optical access networks with the mobility provided by the wireless

access networks to enable a range of multi-gigabit services to the end-users. Particular focus

is paid to communication technologies, such as optical heterodyning and analog-radio-over fiber

(ARoF), that support optical-wireless integration in a spectrally efficient and cost effective manner.

Moreover, components and technologies in support of converged networks are deployed to enable

high-capacity advanced modulation schemes and the use of very high frequency radio-frequency

(RF) carriers. The photonic integrated circuits (PIC) will play a key role in the development of

economic links as many transmitters and modulators can be integrated on a single chip.

In this work I present a novel, integrable, ultra-flexible and low noise optical source that

can be employed to provide millimeter wave (mmWave) frequency transmission systems for high

throughput applications in combination with advanced detection techniques. The wavelength flex-

ibility feature of this optical source permits the best use of available fiber in a reconfigurable

network environment while the ability to vary the RF carrier frequencies can allow different RF

standards to be used, enabling future network upgrades to higher carrier frequencies in the THz

range. This work also demonstrates a true optical-wireless multi-service convergence by pairing

the ultra flexible silicon photonics (SiP) based sources with an optical switch fabric; enabling

the dynamic provisioning of broadband, RoF and mmWave signals solely in the optical domain.

Finally, for datacenter interconnects, the utilization of low noise optical transmitters to handle

multi-level signaling, like PAM-N formats, is vital. The low noise optical source is deployed to

provide high bandwidth intra-datacenter interconnect capability. Through these system demon-

strations, this work highlights a platform to facilitate the flexible transmission of various service

types throughout a fully converged optical network.
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Introduction

The pre-existing and evolving data networks in today’s world have assisted people in

several ways through the COVID-19 pandemic, leading to a further rise in the demand

for internet and cloud services. internet service providers (ISPs), information technology

(IT), infrastructure providers and datacenters have seen this surge in demand primarily as

a result of the shift towards home and remote working [1]. Apart from interconnectivity,

cloud computing and storage have played an essential role in tracking and storing data of

COVID-19 patients and the vaccination process. Datacenters have enabled digital com-

merce and online meetings, making digital infrastructure more important than ever before

[2].

According to [3], at a 6 percent compound annual growth rate (CAGR), by 2023 the

total number of internet subscribers is projected to grow to 66 percent of the global pop-

ulation as depicted in Fig. 1. The global devices and connections are growing at a CAGR

of 10 percent, including both fixed and mobile devices. These trends induce demand for

high capacity and bandwidths from both fixed-line and wireless data networks. Further-

more, demand for multi-gigabit services is inevitable in the near future, impelling many

access network operators to look beyond download speeds towards improving upstream

capacity [4] and presenting more symmetrical communication systems.

The increasing reliance on data networks underscores the significance of optical net-

works, and so far the optical backbone networks, i.e. core and metro networks, have

played a critical role in meeting these demands. However, the growing demand for highly

data-hungry applications depends on seamless integration of fixed-line and wireless net-

works. With the projected rise in the global machine-to-machine (M2M) connections,

devices and internet users in the coming years, as evident from the IP traffic growth trends

shown in Fig. 1, it becomes imperative to explore technologies to enhance the data carry-
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Fig. 1: The global IP traffic growth trends extracted from annual internet report [3] with linear
extrapolation of growth trends for the years 2024 and 2025.

ing capacity of single fibers instead of simply resorting to the parallel fiber transmissions.

This research area is of great interest as it enables the maximization of capacity on a sin-

gle fiber while avoiding additional expenses and network space utilization. Additionally,

it proves to be economically favorable for network operators, as it eliminates the need for

deploying additional fibers and network components for scaling purposes.

Scaling the capacity of the access network can be achieved by deploying the latest

technologies like switching to higher frequency ranges in wireless networks and high-

order modulation formats in both fixed-line and wireless networks [5, 6, 7]. Also, the

centralization of RANs in combination with Analog Radio over Fiber (ARoF) technol-

ogy has recently been demonstrated to enhance access network performance [8, 9]. By

embracing these advancements, the access network can support the increasing demands

for data transmission and enable seamless integration of fixed-line and wireless access

networks.

Utilizing optical heterodyning techniques for the generation of higher frequency ranges

such as millimeter-wave (mmWave) and terahertz (THz) frequencies allows for the suc-

cessful integration of fixed-line and wireless access networks. Furthermore, it can pro-

vide a cost-effective alternative to employing expensive high-bandwidth electrical compo-

nents. It can facilitate seamless frequency switching between different wireless networks,

ranging from 4G to 6G, thereby enhancing backward compatibility and enabling the co-

existence of multiple networks forming a multi-service environment. Additionally, in
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this multi-service environment, employing reconfigurable optical sources, switches and

routers in combination with wavelength division multiplexing (WDM) technology can

ensure efficient resource utilization and enables the network to cater to diverse service

requirements [10, 11, 12, 13].

With the deployment of higher-order modulation formats, the ever-increasing demand

for higher datarates can be sustained in fixed-line networks, such as datacenters, passive

optical networks (PON) and Ethernet. On the other hand, the ARoF technology has drawn

the attention of researchers to simplify and reduce the cost of equipment at the antenna

site, which is expected to witness a massive rise in connections and antennas in the fu-

ture wireless networks (as seen in Fig. 1). Thus, by utilizing these technologies, the

access network can effectively meet the growing needs of data-intensive applications and

services.

To support these advancements, fully integrable transceivers built with highly mass-

producible, cost-effective materials are required. These transceivers should also have a

smaller footprint compared to those made of III-V-based compounds. The concept of

"Siliconize" photonics, which leverages widely available silicon materials, enables the

production of inexpensive photonic devices on a large scale. This approach opens up

possibilities for optical and electronic integration, leading to the development of smaller-

sized devices.

Main Contributions

The main contributions of this thesis are:

⇒ Optical-Wireless Convergence – A novel hybrid integrated dual laser module (DLM)

is characterized for the first time for its employment in ARoF transmission sys-

tems. Furthermore, the DLM is shown to provide a highly reconfigurable silicon

photonics (SiP) platform for the development of integrated transceivers for 5G/6G

mmWave applications. Wide tunability afforded by the integrated DLM in com-

bination with advanced system design is a highly promising approach enabling

photonic mmWave networking over an optical access infrastructure. This holds

particular relevance for future converged optical networks exploiting flexibility in
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the wavelength and frequency domain.

⇒ Intra-Datacenter Transmission – The low noise feature of the DLM is leveraged

for transmitting a spectrally efficient high-order multi-level signal over a short-

reach intra-datacenter link. The potential for mass production of the photonic in-

tegrated circuit (PIC) based design approach, the compatibility with surrounding

electronic/optical silicon technologies and the facilitation of spectrally efficient in-

tensity modulation/ direct detection (IM/DD) transmission, point toward the ability

of the presented DLM to be a key component in a wider cost-efficient and scalable

DWDM solution for future datacenter networks.

⇒ SiP Platform for Reconfigurable Transceivers – A mmWave ARoF fronthaul trans-

mission of an emerging 6G waveform over a highly flexible SiP based wavelength

and space switch fabric is demonstrated for the first time. This system highlights

the potential of fully integrated SiP systems to be harnessed in support of the devel-

opment of truly converged and flexible future access networks.

⇒ Multi-service Environment – The SiP platform is utilized for transmission of mul-

tiplexed waveforms that are compatible with cutting-edge technologies like PON,

Wi-Fi and beyond 5G forming a multi-service optical access environment. There-

fore, the concept of a truly converged optical access network scenario with the

future coexistence of next-generation PON and 6G networks is portrayed for the

fiber-to-the-room/fiber-to-the-building (FTTR/FTTB) scenario.

Thesis Structure

The thesis is organized as follows:

Chapter 1 explores various network architectures and emphasizes the importance of their

convergence. It discusses widely deployed access networks and their classification based

on the transmission medium. Additionally, it provides an overview of datacenter net-

works, which enable cloud-based sharing and computing applications and support large-

scale data storage. Optical network convergence is a central concept in this thesis and a

focus of emerging research in both the optical and wireless research communities. There-

fore, this chapter motivates the need for convergence and outlines a vision for a truly
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converged network, which influences later chapters. Finally, the chapter explores the role

of PIC solutions in achieving network convergence, offering benefits like flexibility, re-

configurability, cost savings, and low energy consumption.

Chapter 2 focuses on capacity enhancement in optical and wireless networks in response

to the increasing demand for device connections. It starts by exploring the potential of

mmWave and THz frequencies in improving network capacity. Then the techniques for

enhancing spectral efficiency through advanced modulation formats are discussed. Fi-

nally, the chapter provides an overview of three innovative optical-wireless convergence

technologies: optical heterodyning, flexible optical sources and ARoF.

Chapter 3 focuses on the construction of SiP based ARoF mmWave transmission sys-

tem, showcasing system-level convergence in optical access networks. It begins with a

comprehensive description of a hybrid photonic integrated DLM, followed by a detailed

characterization of its important parameters. The latter part of the chapter showcases the

experimental implementation of the DLM in an optical heterodyne ARoF fronthaul link

in centralized/cloud RAN (C-RAN) scenarios, involving both fiber-based and wireless

mmWave links. The successful deployment of the novel laser module in a laboratory

transmission environment demonstrates its potential for enabling the convergence of op-

tical and wireless networks.

Chapter 4 explores advanced systems leveraging PIC technology to enhance reconfigura-

bility in network infrastructure. It focuses on the transmission of multiplexed waveforms

compatible with PON, Wi-Fi, and beyond 5G technologies over fronthaul RoF link in a C-

RAN scenario using a low noise DLM. The concluding section showcases improved net-

work reconfigurability achieved by incorporating SiP elements. An experimental demon-

stration highlights a flexible wavelength and space switched ARoF fronthaul transmission

for an emerging 6G waveform and a low noise hybrid integrated laser.

Chapter 5 discusses the short-reach datacenter transmission employing high-order ad-

vance modulation format transmission using the low noise DLM. The wavelength tun-

ability is added by the flexible DLM, supporting unamplified short-reach transmission

over the entire C-band and parts of S and L bands while maintaining the requirement for

low-complexity digital signal processing.

The conclusion and future work are discussed at the end of the thesis and consist of an
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outline of all the chapters and a discussion of the potential future work that can be carried

out based on the contributions of this thesis.
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Chapter 1

Network Architectures & Convergence

The current trends of increased demand for internet and cloud services have paved the

path for further research on the convergence of fixed-line and wireless access networks.

The high mobile bandwidth demands, for applications such as video streaming, cloud

computing, IoT, etc., in particular, are driving the convergence of these network types.

Leveraging the advantages of fiber access transport, such as high bandwidth and low

latency, in wireless access networks has become a promising opportunity to meet these

demands. In this chapter, the focus is on exploring network architectures and highlighting

the significance of their convergence. The widely deployed access networks and their

broad classification based on the transmission medium of information from the transport

network to the end user and vice-versa are discussed. Later in the chapter, an overview of

data center networks, which are large-scale data storage facilities that play a crucial role in

enabling cloud-based sharing and computing applications, is presented. These networks

are an essential component of the infrastructure that supports the processing and storage

of vast amounts of data.

To meet the growing demand for popular services and applications, including AI,

AR, VR, telemedicine, and the IoT, network operators must amalgamate various network

architectures to exploit their respective advantages. This prompts inquiries into the fea-

sibility of convergence, the relevant technologies and techniques, and the economics and

energy efficiency associated with deploying such networks. This idea of optical network

convergence is the key concept underpinning the work presented in this thesis and in-

deed is the focus of much emerging research both in the optical and wireless research
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communities. Section 1.4 of this chapter describes the main drivers behind the need for

convergence and outlines the vision of a truly converged network that motivates system

level work presented in later chapters. In the final section of this chapter, the role of PIC

solutions in achieving the aforementioned network convergences by offering increased

flexibility, reconfigurability, cost savings, and low energy consumption is explored.

1.1 Optical Network Topologies

The classical service delivering network spans across a country or a large region, as shown

in the architectural depiction in Fig. 1.1. The four areas of operations are a core network

connecting two cities or countries, a metro network, a datacenter network and an access

network connecting the end users to a local data network. This network layout is in line

with leading service providers such as Domain 2.0 AT & T. The description of each type

of network is given in the subsequent sections.

Fig. 1.1: A classical network with 3 tiers.

1.1.1 Core Networks

A core network, see Fig. 1.1, serves as the central infrastructure for transmitting, rout-

ing, and managing data traffic and is a fundamental component of a telecommunications
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network. It acts as the backbone of the network (spanning 1000s km), connecting vari-

ous access points, such as mobile devices, computers, and servers, and enabling seamless

communication and data exchange between them. A core network is designed to handle

large volumes of data (∼ 800G line rate) in an efficient way across the network. Some

of the functions performed by this network are data network management, routing and

switching to ensure reliable connectivity, optimal performance and the delivery of vari-

ous services to end-users.

The key characteristics of a core network are data routing of traffic over the most

efficient paths using routing protocols and algorithms. Data switching is another charac-

teristic of this network, where the switches in the network enable the connection and com-

munication between different network nodes. Core networks also consist of management

systems such as fault detection, performance monitoring, configuration management, se-

curity management and quality of service (QoS) management. The core network manages

network resources, such as bandwidth, ensuring efficient utilization and optimal perfor-

mance. Additionally, it enables interconnection between different networks and systems,

facilitating seamless communication and data exchange.

1.1.2 Metro Networks

Metropolitan area networks (MANs) serve as a crucial link between businesses and resi-

dential users, connecting enterprises to core networks and residential users to the rest of

the internet as shown in Fig. 1.1. This network segment spans cities, regions, districts,

and municipalities, playing a vital role in broadband networking. The metro network con-

sisted of an optical backbone, i.e. the open system interconnection (OSI) layer 0-3, with

layer 1 transport and layer 2 framing, supplemented by an internet protocol (IP)/ multi-

protocol label switching (MPLS) overlay for routing protocols. Points of presence (POP)

along the metro network lead to distribution networks, where various access network-

ing technologies are deployed, including coaxial cable, hybrid copper-fiber cable, passive

optical networks, wireless technologies, and free space optical communication systems.

Enterprises can connect to the metro network via the plain old telephone system

(POTS) distribution network or directly to a metro POP. The diverse range of communi-

cation technologies and customers connected to the metro network enables the provision
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of various services, encompassing legacy voice, video, and data, as well as enterprise

services, data center connectivity, and cloud connectivity. The emergence of cloud com-

puting has further integrated cloud networking into the metro network, with metropolitan

area clouds becoming an essential component of modern cloud businesses and business

processes.

The metropolitan network incorporates various technologies across different layers.

In the fiber layer, there is a requirement for transporting large amounts of data (up to

∼ 400G line rate), which has traditionally been achieved through synchronous optical

network (SONET)/synchronous digital hierarchy (SDH). However, the industry is now

transitioning towards packet-optical integration, utilizing technologies such as Ethernet

and optical transport network (OTN). These technologies are then mapped onto optical

wavelengths, which are configured by optical add-drop multiplexers (OADMs) at network

nodes. The implementation of reconfigurable OADMs (ROADMs) enables end-to-end

optical communication within the metro domain. To fulfill this objective, the deployment

of ROADM technology has become prevalent.

1.1.3 Access Networks

The access network accounts for the transmission of all the human - or machine (in the

IoT case) - centric data to the core/metro network, and is considered to be the ‘last mile’ in

connectivity to subscribers. The key factors defining the access networks are the number

of users/machines and the demand for bandwidth and speed which are driven by appli-

cations served. The broad classification of the type of access networks is based on the

medium of transmission of information, which is wireless RF links for wireless access

networks (WANs) and wireless local area networks (WLANs), and fixed-line copper/fiber

connections for Ethernet, digital subscriber line (DSL), fiber to the x (FTTx) service and

passive optical network (PON).

1.2 Classification of Access Networks

To meet the subscribers’ requirements for data rate, mobility, and applications or services,

network operators deploy different types of access networks. Fixed-line networks are
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usually chosen for broadband services, while wireless networks are preferred for mobile

links. A brief overview of the types of access networks is given below:

1. WAN: It is a high-capacity mobile network that uses RF links, typically in the mi-

crowave frequency range (300 MHz to 24 GHz), for information transmission. 3G

networks provide voice and data transmission at a peak datarate of 2 Mbps. A peak

datarate of 100 Mbps is provided by the subsequent release of 4G LTE and up to 20

Gbps from the 5G that is currently being deployed [1]. Unlike the predecessor 3G

network which uses circuit switching, when entire information is transferred over

a single connection, 4G LTE/5G sends information using packet switching, where

information is divided into small packets which are then transmitted over different

paths - thus utilizing the mobile network resources more efficiently. For additional

analysis of this network type, please refer to subsection 1.2.1 for a comprehensive

discussion.

2. WLAN: It is an ad hoc or fixed-line wireless access network connecting devices

like mobile, laptops, home appliances, machines etc., present within a specific area

using RF links typically in the microwave frequency range . An ad hoc network is a

direct link between two or more devices to exchange information or share internet

resources (e.g. Bluetooth and WiFi Direct). In the fixed network, a pre-existing

infrastructure provides access to the internet via wireless access points like WiFi.

Further discussion on this network category can be found in subsection 1.2.2, where

a detailed discussion is provided.

3. Ethernet: It is a level-2 (data-link) protocol for fixed-line connection between the

computers, switches, routers, processors, etc. located in a LAN to transmit and re-

ceive information bits encapsulated in a frame. It can be a point-to-point or point-to-

multipoint network, depending upon the topology deployed in the network. Over 40

years, the ethernet speed evolved from 10 Mbps (10BASE-T) to 400 Gbps (CAT7)

where the medium of transportation can be twisted pair, coaxial or fiber optic ca-

bles. Presently the Ethernet technology consortium (ETC) has developed a stan-

dardized specification for 800 Gigabit Ethernet (GbE) that relies on a configuration

involving two instances of 400 GbE Physical Coding Sublayer/Forward Error Cor-
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Fig. 1.2: Ethernet link speeds evolution over past 50 years and prediction for the next decade [3].

rection (PCS/FEC) [2]. Ethernet undergoes constant evolution in link speeds (see

Fig. 1.2), incorporating innovations like Power over Ethernet (PoE) that enables

device powering, Ethernet switching for optimized data routing, and advancements

in fiber-optic Ethernet for enhanced high-speed and long-range communication.

4. DSL: It is a fixed-line broadband access technology that uses the existing twisted-

pair copper telephone lines to deliver high-capacity data service to the subscribers.

The combination of DSL and FTTx technologies are called G.fast, 212 MHz G.fast,

and G.mgfast and have data speeds up to 800 Mbps, 2 Gbps, and 5-10 Gbps, respec-

tively [4]. The integration of this technology with THz systems has been investi-

gated recently [5].

5. FTTx: It is a fixed-line high-speed internet access network that connects x, where

x is a home/building/node/curb/antenna to the Central Office (CO) using fiber links

and are named FTTH, FTTB, FTTN, FTTC and FTTA respectively. These FTTx

types are shown in Fig. 1.3.

6. PON: It is a fixed-line broadband access network, which connects several remotely

deployed optical network units (ONUs) to central optical line terminals (OLTs)

via a point-to-multipoint fiber network topology, as depicted in Fig. 1.3. In this

case, each OLT is connected to multiple ONUs placed at subscriber sites through
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Fig. 1.3: Various configurations of FTTx architecture in PON.

an unpowered 1:n optical splitter/de-multiplexer. FTTx is a collective term used

to encompass various types of fiber-to-the-x network architectures, including those

based on PON technology. The specific configuration of FTTx networks depends

on the precise placement of the remote ONU. For a more comprehensive analysis

of this specific network type, please refer to subsection 1.2.3.

1.2.1 WANs

The latest generation of mobile networking technology is the 5G technology designed to

provide faster data speeds, lower latency, and greater connectivity compared to previous

generations of mobile networks. The key service classes of the 5G technology are ultra-

reliable low latency (URLLC), enhanced mobile broadband (eMBB) and massive ma-

chine type communication (mMTC) [6, 7, 8]. Some service types, such as telemedicine

and driverless vehicles, for example, will place stringent requirements on network reli-

ability and latency and come within the URLLC service class. Whereas some services

require high datarates and bandwidth, such as user-centric data traffic for services like

VR, AR, high definition video play and multimedia services; these come in the service

class of eMBB. The machine type communication (MTC) traffic is proliferating as the

IoT is growing globally, as discussed in the introduction, shown in Fig. 1, which leads

to connectivity among a massive number of devices. MTC traffic is assumed to be low

in amount and delay insensitive. mMTC devices are bound to be cost effective, power

efficient and have long battery life.

As we move toward the 6G era of communications, it is envisaged that some services
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Fig. 1.4: 5G/6G service classes [6].

will require extreme performance through a combination of eMBB, mMTC and URLLC,

and hence do not fall into the specific 5G services classes shown in Fig. 1.4. An example

of an extreme use case is a remote robotic surgery, which is a combination of extreme per-

formance provided by URLLC, for the communication link between doctor and hospital

premises, and eMBB at the doctor’s end to see 4k/8k live video streaming of the op-

eration. Therefore, the applications of 5G/6G technology demand high datarate/capacity

(>100 Gbps), extremely low latency (<1 ms) and proliferation in the number of users, de-

vices and coverage area. To fulfill these demands, the 5G/6G technology will rely mainly

on optical transport networks. Hence, the convergence of the 5G WAN-based technol-

ogy with fiber-based access technologies, such as PON, can be highly advantageous for

end-user service delivery and will be discussed in the later sections.

1.2.1.1 Classification of Radio Access Networks

Another important aspect of 5G communications is the radio access network (RAN)

which is a type of WAN that specifically provides mobile device connectivity and whose

architecture consists of two main modules; a radio unit (RU) and a baseband unit (BBU)

as shown in Fig. 1.5. The remotely deployed RU defines the coverage of the network and

provides the interface between the antenna in the cell and BBU: this is known as fronthaul

and is typically based on the common public radio interface (CPRI). The BBU defines the

capacity of the system and manages the signal processing and maintenance of the base

station. Further division of BBU functionality in the distributed unit (DU) and central
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Fig. 1.5: Classification of RANs with various interfaces [11].

unit (CU) creates a new interface between the DU and CU called the midhaul (see Fig.

1.5). The DU is responsible for managing radio resources, quality of radio link and data

processing whereas the CU provides centralized control and management of multiple DU

resources.

The arrangement of RU, DU and CU varies with the specific use-case/service, trans-

port option and physical/virtual network functions used in the network [9]. The distance

between an RU and DU is in the range of 0-20 kilometers while the distance between the

DU and CU can be up to tens of kilometers [10]. The interfaces between the RU, DU and

CU are typically optical fiber based, making RANs a prime candidate for convergence

or cooperation with optical access networks of a similar distance/topology i.e. PONs.

These interfaces, as shown in Fig. 1.5 are classified as fronthaul, midhaul, and backhaul.

They represent different sections of the network infrastructure that collectively enable the

transmission of data signals, and control information in RANs. Fronthaul connects radio

equipment or RU to the central processing unit i.e. either DU or a combination of CU and

DU (BBU), midhaul acts as an intermediate link between fronthaul and backhaul, and

backhaul connects aggregation points to the core network.

In simple terms, the RAN architectures are broadly classified as follows:

1. Distributed RAN (D-RAN):
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The RU and BBU are colocated in the cell/antenna site as shown in Fig. 1.5. The

cell sites are connected through a backhaul fiber link to the core network.

2. Centralized/ Cloud RAN (C-RAN):

The location of RU with the antenna is in the cell site and the BBU, which con-

stitutes the CU and DU, is at the centralized location between the cell site and the

core network (referred to as the CO). The connection between the RU and BBU, is

the fiber fronthaul. The C-RAN architecture is advantageous, especially in the case

where there is a vast proliferation of cell sites. A detailed discussion of this is given

in the next chapter 2.

3. Virtual RAN (vRAN):

The vRAN is the same as C-RAN with the exception that CU and DU functionality

at the CO are virtualized, typically through a software implementation on a local

server, unlike the C-RAN which deploys proprietary hardware DUs and CUs.

4. Open RAN (O-RAN): The interface between the RU and DU, and DU and CU are

open, such that the users can use multi-vendor components in the network. The

open radio unit (O-RU), open DU (O-DU) and open CU (O-CU) components are

specified by the O-RAN alliance and are software based server platforms.

In comparison with the existing RANs, C-RAN provides lower energy consumption,

improved spectral efficiency, flexibility and scalability [12]. Moreover, C-RAN facilitates

resource pooling, promotes environment-friendly infrastructure, enables virtualization of

base stations, simplifies management and operation, facilitates coordination for interfer-

ence mitigation, and supports smooth evolution to multiple technologies. [13]. Also, C-

RAN/vRAN/O-RAN will be a preferable option for the deployment of small cells where

the footprint and cost of the antenna site are crucial, especially for efficient support to

massive MIMO [9, 13].

1.2.2 WLANs

WLAN is a type of computer network that allows devices to connect and communicate

with each other wirelessly within a limited geographic area such as a building or campus.
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In a WLAN, devices communicate with each other through access points (APs), which

are connected to a wired network infrastructure, such as a router or a switch. The APs act

as a bridge between the wired network and the wireless devices, providing access to the

network resources and the internet.

Wi-Fi technology is a type of WLAN based on IEEE 802.11 standards and operates on

various frequencies, including 2.4 GHz and 5 GHz bands. Wi-Fi technology has evolved

significantly over a period of 20 years starting from 802.11b which offered a maximum

speed of 11 Mbps on 2.4 GHz to 802.11ax which supports high-density environments and

improves network efficiency, offering a maximum speed of 9.6 Gbps on 2.4 GHz and 5

GHz bands (refer to Table. 1.1).

WiGig (Wireless Gigabit) is a wireless communication standard based on the IEEE

802.11ad standard. It operates in the unlicensed 60 GHz frequency band and is designed

to provide high-speed wireless data transfer between devices over short distances. WiGig

uses beamforming technology to direct a focused beam of data between devices, which

helps to improve reliability and reduce interference. It also supports multi-gigabit data

rates, high-resolution video streaming, and low-latency wireless connections. The evolu-

tion of Wi-Fi technology is given in Table. 1.1.

Wi-Fi 6E is a recent addition to the 802.11ax family and utilizes an additional spec-

trum in the 6 GHz frequency band. This additional spectrum provides increased capacity

and less interference, enabling faster speeds and more reliable connections by using tech-

nologies such as orthogonal frequency division multiple access (OFDMA) and multi-use

Table 1.1: Evolution of Wi-Fi technology

Year Name Standard Datarate (Gbps) Frequency (GHz)
1999 Wi-Fi 1 802.11b 0.011 2.4
1999 Wi-Fi 2 802.11a 0.054 5
2003 Wi-Fi 3 802.11g 0.054 2.4
2009 Wi-Fi 4 802.11n 0.6 2.4/5
2012 WiGig 802.11ad 7 60
2014 Wi-Fi 5 802.11ac 6.9 5
2019 Wi-Fi 6 802.11ax 9.6 2.4/5
2021 Wi-Fi 6E 802.11ax 9.6 2.4/5/6
2024 Wi-Fi 7 802.11be ∼ 30 6
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multiple inputs and multiple outputs (MU-MIMO). Wi-Fi 7 is under development and is

expected to provide datarates up to 30 Gbps on the 6 GHz channel to support new appli-

cations such as autonomous vehicles and smart cities, which require high-performance,

low-latency connectivity [14].

1.2.3 PONs

PON is a passive optical broadband access technology, that deploys time, wavelength or

time and wavelength – division multiplexing (TDM, WDM, TWDM) technologies for

data transmission. The three categories of PONs depicted in Fig. 1.6 are described below.

1. TDM PON: This technology deploys time division multiple access (TDMA), a

method where each user (ONU) transmits data at a particular time slot at a pre-

defined datarate. Data coming from all the ONUs over the same wavelength are

multiplexed and upstreamed (US) to the OLT. Likewise, the time multiplexed data

stream is sent over a single wavelength from OLT is downstreamed (DS) and broad-

casted to all the ONUs.

2. WDM PON: Each ONU transmits data at a particular wavelength assigned to it,

such that the total bandwidth of the PON is enhanced. All the information carrying

Fig. 1.6: Classification of PONs [15].
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wavelengths are combined and upstreamed over a single fiber to an OLT. Similarly,

the multiplexed wavelengths from the OLT are downstreamed to all the ONUs,

demuxed at a remote node and each ONU is directed the desired wavelength.

3. TWDM PON: In this technology, four fixed wavelengths (optical carriers) are as-

signed to four OLTs, facilitating WDM transmission in the downstream direction

with each ONU filtering the desired wavelength at the receiver. TDM is used in

the upstream direction from ONU to OLT, where a laser operating in burst mode is

deployed at each ONU. This technique is deployed in the NG-PON2 standard.

PON technology facilitates high bandwidth, multi-service transmission, high reliabil-

ity and relatively low cost [16]. Fig. 1.7 shows the evolution of PON technology from

Gigabit PON (GPON) with a downlink rate of 2.5 Gbps at 1480-1500 nm range to XG-

PON/XGS-PON, also known as 10G-PON, with 10 Gbps downlink at 1575-1580 nm,

where downlink means the link from the OLTs to the ONUs.

NG-PON was developed in order to increase the single wavelength rate, thereby im-

proving the total rate using multi-wavelength multiplexing technology. The target net-

work throughput of network operators for NG-PON is 50 Gbps, and IEEE and ITU-T are

currently developing the follow-up evolution of PON technologies. IEEE formulated the

NG-PON standard which is compatible with 10G-EPON, with a downlink rate of 25 Gbps

and an uplink rate of 10 Gbps over a single fiber. They achieve a 50 Gbps bandwidth by

binding two 25 Gbps channels. On the other hand, ITU-T/FSAN initiated 50G PON with

single channel 50 Gbps uplink and downlink transmission in the O-band, fulfilling the re-

Fig. 1.7: PON roadmap [16].
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quirements of home and enterprise users and (with a view to future network convergence)

those of mobile fronthaul and backhaul also [16, 17].

1.3 Datacenter Networks

Datacenters are networks of storage and computing devices that are used by organizations

to store critical applications and data. Datacenter networks (DCN) are also the backbone

of cloud computing and are responsible for providing storage and computing resources

for a wide range of applications. They consist of large data storage facilities that are

connected through high-speed networks, enabling data to be shared and processed across

multiple servers and data centers. The primary goal of DCNs is to provide highly avail-

able, scalable, and resilient services to support the needs of cloud computing applica-

tions. These networks are designed to handle large volumes of data traffic and provide

high-bandwidth connectivity between data centers (inter-DC transmission), as well as be-

tween servers within a data center (intra-DC transmission) as depicted in Fig. 1.8. To

Fig. 1.8: An example of datacenter network.

achieve this, data center networks use a variety of higher layer technologies, including

software-defined networking (SDN) and network function virtualization (NFV). These
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technologies allow for greater flexibility and agility in network design, enabling adminis-

trators to dynamically allocate resources to meet the changing needs of their applications.

A brief description of SDN and NVF network architectures is as follows:

1. SDN: It is a network architecture that involves the separation of the control plane

from the data plane and the centralization of the network’s intelligence in order to

have a dynamic and efficient network configuration. This approach enables oper-

ators to manage the network comprehensively and consistently, regardless of the

underlying network technology.

2. NFV: It focuses on virtualizing and consolidating network functions onto standard

servers, switches, and storage, instead of dedicated hardware appliances. NFV aims

to replace proprietary hardware with software applications, allowing network oper-

ators to deploy and manage network services more flexibly and cost-effectively.

In addition to providing connectivity and storage resources, DCNs also provide secu-

rity and reliability features to ensure that data is protected and available at all times. This

includes redundant hardware and power supplies, firewalls, and intrusion detection and

prevention systems. The architecture of a DCN is shown in Fig. 1.8. Typically, datacen-

ter networks can be classified into two categories: intra-datacenter and inter-datacenter

networks. These two types of networks have distinct requirements in terms of topol-

ogy, reliability, and bandwidth capacity due to their different roles and functions. The

intra-datacenter networks connect machines or servers within the same building or cam-

pus, that spans ∼1 km distance, employing a combination of copper and optical cables.

Intra-datacenter networks utilize a highly parallel fabric with diverse paths to ensure scal-

ability and load balancing. Thousands of commodity-class servers and storage devices

are interconnected by this network. On the other hand, inter-datacenter networks, which

interconnect multiple datacenters, are more focused on point-to-point connections, featur-

ing higher capacity per link and longer distances between interconnections, for example,

connecting clusters located in different buildings within a 2 km campus area.

It is predicted that by 2025 global data growth will hit a rate of 175 zettabytes (ZB)

[18], mainly due to the rise in the demand for advanced applications such as AI, IoT

and AR amongst others. In addition, the rise in the number of devices and connection
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growth globally, as discussed in the introduction, shown in Fig. 1, will a cause rise in the

utilization of on-demand IT resources provided by datacenters, which will soon push the

present datacenters’ capacity to a maximum limit [19].

Moreover, stringent latency requirements (<1 ms) are demanded by the advanced ser-

vices provided by 5G technology, especially those involving real-time interactions such as

vehicle-to-vehicle communication, medical surgeries, manufacturing industries and on-

line gaming. Such latency requirements, along with the extensive use of cloud-based

services, are driving the development of ultra-high speed optical datacenter interconnects

[20]. In addition to this, latency can be further reduced by bringing the computational and

storage facilities near the data generators/sources in a concept termed as edge comput-

ing. A detailed discussion on improvement in datarate of intra datacenter interconnects is

described in chapter 5.

Another aspect of DCN is switching bandwidth requirements that are driven by the

volume of data traffic and the need for fast and reliable communication between servers

and storage devices within the datacenter environment. To meet these high bandwidth

requirements, DCN frequently utilizes high-speed switches that offer ample bandwidth

capacities, such as switches with speeds of 10 Gbps, 40 Gbps, or 100 Gbps. Power con-

sumption in DCNs is another major issue, prompting datacenter operators to consistently

work towards adopting energy-efficient practices and technologies. Their goal is to re-

duce the environmental impact and lower operational costs associated with power usage

while continuing to facilitate bandwidth scaling. This requirement in particular is driv-

ing current innovation in power efficient and high bandwidth photonic technologies for

DCNs.

The storage systems in the datacenters have been improved in terms of memory ac-

cess time, with the new Non-Volatile Memory Express (NVMe) technology enabling the

access time in microseconds which is 1000X faster than the flash-enabled storage sys-

tems [21]. This is another factor that highlights the deficiency of current DC network

speeds. The pre-existing fiber connections in the datcenters support datarate up to 16

Gbps, whereas Ethernet, a local area network of computers connected using wires, has

been implemented with datarates from 10-100 Gbps. Small form-factor Pluggables (SFP)

optical transceivers have been used as a common interface for both the copper and fiber
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optics connections between switches and servers in DCNs, supporting the datarate of 1

Gbps.

The datarate 10 Gbps per data channel is supported by the SFP+ standard and has been

widely adopted in DCNs as a single lane data channel interface. Furthermore, multiple

optical lane interfaces such as 4-lane Quad SFP (QSFP) support 10-40 Gbps aggregate

bandwidth and 8-lane Octal SFP (OSFP) supports 25 Gbps/lane with 200 Gbps per port

aggregate bandwidth. PAM-4 modulation has been incorporated in the OSFP standard

improving link bandwidth efficiency by a factor of two; supporting 50 Gbps/lane, result-

ing in an aggregate bandwidth of 400 Gbps [22]. Transceivers deploying 4-lane 100 Gbps

with PAM-4, called QSFP double density (QSFP-DD), have been designed, characterized

and tested [23, 24]. Hence, from the above short literature survey on the ongoing and fu-

ture datacenter network requirements, the importance of exploring bandwidth and power

efficient technologies, such as flexible/tunable optical solutions and advanced modulation,

is emphasized [25].

In the last chapter 5 of this thesis, a discussion on the requirement and deployment of

higher-order/advanced modulation formats in the short-reach intra-datacenter intercon-

nects is presented.

1.4 Pathway to Converged Networks

As discussed, fiber access transport can provide the high bandwidths and low latencies

required to sustain the growth of WANs and WLANs. Ultimately, this points to the effec-

tive convergence of optical and mobile networks segments and this technological concept

will be a crucial aspect in meeting the ever-increasing demands of mobile users and en-

abling seamless and uninterrupted access to the digital world. The traditional approach to

access networks has been to deploy separate wireless and optical infrastructures, but this

approach is becoming increasingly inefficient due to the duplication of infrastructure and

the need for increased capacity. As a result, the network operators are seeking to converge

these networks to improve performance and reduce costs.
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Photonic convergence with traditional wireless networks facilitates higher bandwidth,

speed of routing and transport, use of pre-existing multi-user access infrastructure and

highly flexible networking, and also is an enabling technology for mmWave and THz

systems. The development of flexible converged optical and wireless networks can be re-

alized by deploying reconfigurable network components, that offer tunability both in oper-

ating wavelength used for optical transmission and also RF used for wireless transmission

[26]. A future converged access network, as shown in Fig. 1.9, will be a coexistence of

RAN and PON supporting various services and applications. The optical-wireless inte-

grated RANs will have different placement options for CU, DU (the constituent parts of

the baseband unit) and RU for specific network service types or applications. A DU can

be placed at an intermediate distance between CU and RU (as shown at the top of Fig.

1.9), providing centralized processing for applications requiring high capacity, or next

to the RU providing antenna site processing for latency sensitive applications [27, 28].

FTTA services can also be supported through current TWDM optical access systems also

designed to cater for FTTB, FTTH, etc. [29, 30, 31].

For high-capacity wireless systems with dense antenna deployment and a large num-

ber of mobile users/devices, the C-RAN architecture - with CU and DU placed at CO

and RU at cell site, as depicted Fig. 1.9 - provides reduced cost and complexity of RUs

at the antenna sites [27, 11], helping to facilitate network scaling. Some recent works

have demonstrated how this RAN architecture can be deployed in conjunction with cen-

tralized, flexible optical-based mmWave generation and spectrally efficient RoF trans-

mission; serving to increase system throughput and flexibility while further reducing RU

complexity [32, 33]. These aspects are particularly advantageous for future C-RAN de-

ployments considering the ultra-dense deployment of the antenna sites required for high

frequency wireless systems [34]. In order to fulfill the high capacity demanded by these

dense antenna sites, an active remote node, like an optical switch, can be deployed to

route wavelengths from CO to each RU in a WDM access network environment [35].

The incessant growth in required network capacity can only be catered for by the

enhancement of fixed-line and wireless networks through the adoption of new commu-

nication techniques and technologies. The unification of isolated and independent net-

works with new technologies such as NFV, SDN and cloud computing, enables the 5G/6G
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cloud-based network with agility, automation and flexibility. As mentioned earlier, the en-

hanced services promised by the 5G technology will rely mainly on the optical transport

networks, to provide key performance indicators of latency, reliability and high capacity

to the vastly increased number of users, devices and coverage areas. Using the optical

transport of radio signals (e.g. fronthauling for 5G), will enhance the bandwidth of the

mobile systems by many times. The information traveling at the speed of light between

the CO and the antenna sites in 5G networks will increase the overall routing speed of

the network. Hence, the seamless convergence of wireless and optical networks is highly

advantageous. To further enhance the speed, scalability, datarate and reliability of the

network, the storage and processing of the data should be brought closer to the data gen-

erators/antenna sites. Moreover, improving the capacity of the datacenter interconnects

(DCIs) and their ability to interact with peripheral network types are also important as-

pects of the convergence of fixed-line and wireless networks. Therefore, extensive re-

search in the field of convergence is essential.

Recently, ITU-T has released the recommendations for the requirements of PONs to

incorporate 5G wireless fronthaul [36]. TDM PON (see Fig. 1.10 (a)) has been stated

as a potential technology to support 5G [37]. [11] discusses the optical point-to-point,

TDM and WDM interfaces for 5G RAN, and experimentally demonstrates 50 Gbps TDM

PON transmission. Also, [38] predicts that 25 and 50 Gbps TDM PON leveraging the

datacenter ecosystems, provides an ideal solution for midhaul and backhaul links in a 5G

architecture, especially with dense antenna sites.

WDM PON is demonstrated as the predominant solution for the widespread imple-

mentation of 5G C-RAN in the future [39, 40]. A 5G PON architecture with WDM

technology is shown in Fig. 1.10 (b). With the next-generation of WANs and WLANs

predicted to leverage the advantages of optical fiber transmission extensively for backhaul

and fronthaul, an onus is placed on the co-design of interfaces, baseband assets, and trans-

mission systems to form fully integrated optical and wireless access technologies. This

requires strong interdisciplinary research and WDM PON is a key enabling technology

for this convergence [41, 42, 43, 44].

Furthermore, coherent WDM PON is another field of research for 5G technologies

in order to increase the number of subscribers/devices in the network [45]. Extensive re-
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Fig. 1.10: A depiction of prospective converged PON and 5G network with TDM and WDM
technologies co-locating CU/DU and OLT in CO and ONU and RU at the antenna site.

search on planning and formation of 60 GHz fiber-wireless networks over existing GPONs

infrastructure using 802.11ad and MT-MAC technologies is presented in [46]. The cloud-

ification of 5G networks, where the traditional isolated and independent network is re-

constructed to a virtualized cloud based network which shares datacenter IT resources is

also a widely researched area [47, 48]. A brief discussion on this and the convergence of

datacenter and access networks is given in chapter 5.

Another key enabling technology in support of efficient converged optical-wireless

networks will be the development of mass-deployable flexible optical solutions. The clear

need for such technology has led to a trend of adopting Silicon (Si) based PICs for data

transmission in these future network types [49, 20, 50] which is discussed in the next
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section.

1.5 PICs for Converged Networks

PICs provide a high level of integration, low power consumption, scalability, and reconfig-

urability, making them essential components in reconfigurable converged optical access

networks. They enable service providers to deliver a wide range of services to multiple

users on a single optical infrastructure while reducing costs and footprint and improving

efficiency through photonic integration [51, 52]. PICs can be made from a variety of ma-

terials, each with its own set of advantages and disadvantages. Here are some of the most

popular materials used for PIC developement:

1. Silicon: Silicon is becoming a popular material used for PICs due to its compatibil-

ity with complementary metal-oxide-semiconductor (CMOS) processing. Silicon

photonics offers high performance, low cost, and scalability.

2. III-V materials: Materials like Indium Phosphide (InP) and Gallium Arsenide (GaAs)

have high electron mobility and can operate at high frequencies, making them suit-

able for high-speed applications.

3. Silicon Nitride (SiN): SiN is a dielectric material that is compatible with CMOS

processing. It has a low optical loss and can be used to make photonic waveguides,

filters, and modulators.

4. Lithium Niobate (LiNbO3): LiNbO3 is a ferroelectric material that can be used

to make high-performance modulators, switches, and filters. It has a high electro-

optic coefficient, which means it can efficiently convert electrical signals to optical

signals and vice versa.

Optical devices, such as lasers, manufactured using the above materials have previ-

ously been shown to exhibit extremely low noise and high optical power. The study of sev-

eral hybrid integrated diode lasers with InP semiconductor optical amplifiers (SOAs) and

Si3N4 based low-loss dielectric feedback circuits shows ultra-narrow intrinsic linewidth

(∼40 Hz), high output power (100 mW), record-wide spectral coverage (120 nm) and a
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low level of relative intensity noise (RIN) of about −170 dBc/Hz [53]. The Si3N4 waveg-

uide offers a longer photon lifetime, as compared to a lossy laser resonator, and leads to

an increase in the coherence properties of on-chip light generation with the diode laser.

An in-depth study of various optical sources that can enable flexible converged optical

access is given in chapter 2.

Optical modulation is another key aspect of reconfigurable converged data networks

where optical modulation can take place at the CO or the OLT or the datacenter node.

Authors in [50] have shown a smart edge that is used to overlay 5G service on a PON

downlink using small in-size and low-powered cascaded Si-based microring resonator

modulators (MRM). Optical carrier reuse employed in [54] using Si-based microring res-

onators (MRRs) and MRMs and on-chip photodiodes (PDs) is an attractive solution for

fully integrated optical transceivers in small-cell RUs. Using the optical carrier reuse

scheme saves the costs of laser diode packaging. However, such a transceiver lacks tun-

ability. Chen et al. suggest employing a SiP two-rings-coupled Mach Zehnder interfer-

ometer with a tunable bandpass filter in a mmWave RoF system to suppress the sideband

signal while maintaining the optical carrier. This filter allows for tunability in the sup-

pression band, making both the carrier and sideband signal adjustable and producing a

frequency-flexible mmWave signal [55].

As datacenters prepare for the expected surge in demand for 100 Gbps and 400 Gbps

modules, size and power consumption levels must be kept at low cost points that are

difficult to achieve without the use of photonic integration and advanced packaging tech-

niques. To meet the requirements of future optical networks, a platform is needed that

can provide high performance, low powered, small form factor, and low-cost photonic

transceivers [56]. The work in [57] examines the advancements in SiP technology for

PAM transmission, with a focus on CMOS compatible photonics processes. It covers the

performance metrics of SiP modulators, considerations for high-speed PAM transmission,

driving strategies for optical PAM signals, and state-of-the-art Si based PAM modulators

and integrated transmitters.

The following research works demonstrate the use of SiP as switches to enhance the

reconfigurability of converged optical networks: Authors in [48] demonstrate the feasi-

bility of using a SiP switching platform for digital RoF (DRoF) in optical fronthaul links.
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Other studies have investigated the effectiveness of differential drive SiP Mach-Zehnder

Modulator (MZM) and MRR based SiP switches for efficient ARoF service [58, 59]. A

Si3N4 MRR based ROADM has been used in [60] to show the coexistence of multi-service

mmWave ARoF and DRoF transmission in CRAN.

In this chapter, the various types of network architectures are presented. A significant

emphasis is given to the convergence of the wireless and optical networks and PIC-based

solutions have been proposed to achieve this. In chapter 2, the technologies to facilitate

this convergence are discussed in detail.
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Chapter 2

Optical Fronthaul Technologies &

Architectures

As discussed in the introduction, the growing number of device connections is fueling a

demand for increased capacity, which is driving the development of capacity-enhancing

techniques and technologies in access networks and datacenters. As an illustration of this

trend, [1] shows a remarkable 100-fold increase in the number of 5G connections between

2019 and 2023, from 13 million to 1.4 billion. This chapter begins by exploring meth-

ods for enhancing capacity in both wireless and optical networks. As the standardization

of millimeter-wave and terahertz (THz) range frequencies for 5G and 6G networks has

been proposed by organizations such as ITU and IEEE, it is crucial to discuss the ways

in which these high-frequency carriers can help augment network capacity. Therefore,

the first section of this chapter offers a brief discussion of this topic. The next section

delves into the techniques for improving the spectral efficiency of high-frequency links

through the implementation of advanced single and multi-carrier advanced modulation

formats. Finally, the chapter presents a comprehensive overview of three cutting-edge

optical-wireless convergence technologies, namely ARoF, optical heterodyning, and flex-

ible optical sources.
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2.1 Capacity Enhancement Techniques

2.1.1 Millimeter Wave

In mobile communications, a shift of information carriers from microwave frequencies

(3G, 4G and 5G) to mmWave and THz frequencies (5G and 6G) is seen due to many

reasons. Firstly, the availability of a vast amount of spectrum at these higher frequencies

including the free license band at 60 GHz. Secondly, frequency reuse is possible as the

transmission range for mmWave and THz is short because of high atmospheric attenuation

and penetration losses. Thirdly, higher frequencies correspond to shorter wavelengths and

hence the antenna size is smaller, allowing complex antenna arrays to be built on PCBs

or chips more easily [2]. A peak datarate of 20 Gbps can be achieved with mmWave

communication and massive antenna arrays [3]. An electromagnetic spectrum is shown

in Fig. 2.1.

1 THz 3 THz 10 THz 30 THz 100 THz 300 THz 1 PHz

300 µm 100 µm 30 µm 10 µm 3 µm 1 µm 300 nm

1 GHz 3 GHz 10 GHz 30 GHz 100 GHz 300 GHz
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Frequency

Wavelength

Frequency

Wavelength

Fig. 2.1: Electromagnetic spectrum.

Looking ahead to 2030, the rapid growth of technologies like virtual reality (VR),

vehicle-to-vehicle, tropospheric vehicular networks, lower earth orbit (LEO) satellite net-

works, and oceanic information networks will eventually saturate the 5G network [4].

Therefore, 6G performance specifications will exceed the datarates and bandwidths pro-

vided by 5G, with the network expected to be an intelligent mobile communication plat-

form. THz frequencies have been proposed as a potential addition to the frequency bands

for 6G communications [5, 4]. The Horizon 2020 program by the European Commis-
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sion has sponsored various beyond 5G projects, including TERRANOVA, which aims

to achieve Tb/s wireless connectivity through innovative THz technologies, to provide

optical network-like quality of experience in beyond 5G systems [3]. Further European

research activities into high capacity THz links for 6G mobile are currently underway

through the Smart Network and Services Joint Understanding (SNS JU) between the Eu-

ropean Commission and 6G Industry Association (6G-IA) [6].

The use of mmWave communications has already been standardized as a physical

layer option for wireless personal area networks (WPAN) in IEEE 802.15 Task Group

3c (TG3c) at the 57–64 GHz band, as well as for short-range applications like wireless

docking and display in IEEE 802.11ad (WiGig) at 60 GHz [2]. 5G New Radio (NR) has

been divided into two bands by the Third Generation Partnership Project (3GPP). The

first band is referred to as the FR1 band, spanning from 410 to 7125 MHz, while the

second band is commonly known as the mmWave band or FR2 band, covering a range

from 24.25 to 52.6 GHz [7]. Apart from the limited frequency bands at 3.5 GHz and 4.9

GHz, numerous countries have made available a range of mmWave bands for 5G New

Radio (5G NR) communications in the Ka-band, Q-band, and even E-band [8].

The beyond 5G wireless network will require support for significantly higher mo-

bile data volume, more connected devices, higher user data rates, longer battery life for

low-power devices, and reduced end-to-end delay compared to 4G networks. An ap-

proach to combine of mmWave systems and small cell technology is promising to meet

these requirements. However, there are still challenges to overcome, such as providing

scalable, affordable, and flexible mobile back/front/mid-haul (X-haul) to connect high-

capacity small cells back into the metro/core network [9, 2].

The demand for high-speed data transfer has led to the development of spectrally effi-

cient mmWave communication. The 60 GHz unlicensed wireless mmWave band provides

around 7 GHz of bandwidth [10]. This increased bandwidth allows for higher data trans-

fer rates, but it also requires more efficient utilization of the available spectrum. In order

to achieve data rates of 100 Gbps, a spectral efficiency of at least 14 bit/s/Hz is needed,

which means for every Hz of bandwidth, at least 14 bits of information must be transmit-

ted. However, current modulation techniques and transceiver components are not capable

of achieving this level of spectral efficiency [5]. Hence, the focus on advanced modula-
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tion formats has become a necessity for achieving higher spectral efficiency, which will

be discussed in the next section.

2.1.2 Advanced Modulation formats

Encoding information on RF or optical carriers by their modulation enables the transmis-

sion of information over long distances and the study and development of data modulation

techniques has always been the center of attention for the network operators and the re-

search community in both wireless and optical networks. A comprehensive study of new

modulation techniques deployed in a network and a comparative analysis of different

modulation techniques based on service delivered (type of service delivered in a network

entails its capacity, latency and budget) is useful in selecting the most suited modulation

format for a given networking application. The flowchart, see Fig. 2.2, presents a broad

classification of the types of modulation techniques that are analog and digital modula-

tion. Under analog modulation there are two main categories: continuous wave (CW) and

pulse modulation. In CW modulation an analog signal alters the amplitude (AM), phase

(PM) or frequency (FM) of another higher frequency CW analog signal which carries the

information end-to-end in a network. Pulse modulation is a technique where an analog

information signal is sampled and the resulting samples modulate a pulse train that serves

as a carrier. In pulse modulation, the amplitude, duration, or position of the pulses in the

pulse train are varied to represent the amplitude or value of the samples, which allows

the analog signal to be transmitted as a series of pulses. The amplitude variation of the

pulse is two levels for Non-Return-to-Zero (NRZ) and Return-to-Zero (RZ) pulse mod-

ulation techniques, while in Pulse Amplitude Modulation (PAM), multiple levels can be

assigned to represent a greater range of analog signal amplitudes. An analog Quadrature

Amplitude modulation (QAM) operates by transmitting AM signals on the in-phase and

quadrature components of the same carrier frequency [11].

Digital modulation techniques are classified based on the number of bits that form a

symbol. The modulation schemes where a binary digit (or bit) information stream con-

sisting of an array of 0s and 1s, modulates the amplitude, phase and frequency of a higher

frequency CW analog signal are called Amplitude Shift Keying (ASK), Phase Shift Key-

ing (PSK) and Frequency Shift Keying (FSK), respectively. A symbol consisting of two
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Fig. 2.2: Classification of modulation formats based on the type of information, carrier and
number of bits.

or more bits of information is called an M-ary symbol, where M represents the number

of bits conveyed by each symbol. When an analog carrier signal is modulated with M-ary

symbols for amplitude, phase, or frequency, the modulation technique is called M-ary

ASK, M-ary PSK, or M-ary FSK, respectively. If the amplitude and phase of an analog

carrier signal are simultaneously modulated by an M-ary symbol, the technique is called

M-ary QAM.

In a multi-carrier modulation, a large bandwidth is divided into smaller sub-bands

(also called subcarriers), and each sub-band is modulated with information. Modulating

the subcarriers with M-ary symbols leads to modulation techniques such as M-ary FSK,

Frequency Division Multiplexing (FDM), Orthogonal Frequency Division Multiplexing

(OFDM), Code Division Multiple Access (CDMA), Optical Code Division Multiplexing

(OCDM), and Orthogonal Time Frequency Space (OTFS). For traditional multi-carrier

modulation formats, such as M-ary FSK and FDM, the range of frequency components

used can lead to a relatively large bandwidth occupation. To improve spectral efficiency,

orthogonality is introduced between the adjacent frequency components in a given fre-

quency band. Orthogonality means that the product of cross-correlation between the two

adjacent frequencies is zero. The most widely used multi-carrier modulation technique is
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OFDM. In OFDM, the transmission frequency band is divided into multiple subcarriers

and each subcarrier is orthogonal (in frequency) to each other. Therefore, the orthogo-

nality principle allows OFDM subcarriers to overlap with one another without impacting

detection - thereby facilitating enhanced spectral efficiency. These orthogonal subcarriers

are modulated using a digital modulation scheme, like QAM, and transmitted simulta-

neously. The next two subsections discuss single and multi-carrier modulation schemes

suitable for various applications in the context of a converged network.

2.1.2.1 Pulse Amplitude Modulation

PAM is a single optical carrier multi-level modulation scheme and has become a successor

to NRZ in today’s DC networks and Gigabit Ethernet standards as discussed previously in

sections 1.3 and 1.2, respectively. Figure 2.3(a) shows a two-level NRZ encoding scheme

at a symbol rate of 10 GBd, where each symbol represents one bit and thus the datarate

of this signal is 10 Gbps. The two-level NRZ signal has one eye opening as shown in Fig.

2.3(b) and the information bit ‘0’ or ‘1’ is assigned amplitude values of either -1 or 1, see

2.3(c). The PAM-4 signal encodes one symbol with two bits, i.e. ‘00’, ‘01’,‘10’ and ‘11’

and has four distinct levels as shown in Fig. 2.4(a), doubling its spectral efficiency with

respect to NRZ at the same symbol rate - with a 10 GBd PAM-4 signal equating to a data

rate of 20 Gb/s. The PAM-4 eye diagram, see Fig. 2.4(b), portrays four distinct levels,

with the amplitude difference between each level reduced to 1/3 that of the NRZ eye.

As discussed in the previous subsection 2.1.1, ETC has standardized the specification

for 800 GbE which is achieved using two 400 GbE interfaces. The IEEE Standard 802.3bs

includes the adoption of 4×100G (4 wavelength channels each carrying 100 Gbps) PAM-

4 with intensity modulation and direct detection (IM/DD) as a standardized solution for

the 400 GbE interface [12]. IEEE working groups have standardized 400G transceivers

that apply 4×100G PAM-4 or 8×50G PAM-4 technology [13, 12, 14, 15].

In an effort to further increase spectral efficiency while maintaining the simplicity and

cost effectiveness of IM/DD solutions, many recent research works, including work here

presented later in chapter 5, have proposed the use of 8-level PAM for both datacenter

and access applications [16, 17, 18, 19]. With a PAM-8 signal each symbol represents

three bits, forming an 8-level encoding scheme with each level conveying ‘000’, ‘001’,
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(a) NRZ time domain signal representation
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(c) Constellation of NRZ

Fig. 2.3: NRZ signal with 10 GBd symbol rate and 10 Gbps datarate.

‘010’, ‘011’,‘100’, ‘101’, ‘110’, or ‘111’, tripling its spectral efficiency with respect to

NRZ. For example, a 10 GBd NRZ and PAM-8 signals (shown in Fig. 2.5(b)) will have

the same spectral occupancy but with data rates of 10 Gbps and 30 Gbps, respectively.

This is formulated using D = Slog2M, where D is the datarate, S is the symbol rate and

M is the number of levels of symbols in a modulation scheme.

An eye diagram of 10 GBd PAM-8 signal, in Fig. 2.5(c), shows overlapped symbols

of the PAM-8 signal in one symbol time period, depicting eight distinct levels. As the

number of levels in the eye diagram quadruples with respect to the equivalent NRZ signal,

the difference, in terms of amplitude, between each level is reduced to 1/7 that of NRZ;

ultimately placing a much higher requirement on channel signal-to-noise ratio (SNR) for

comparative performance.
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(c) Scatter plot of PAM-4

Fig. 2.4: PAM-4 signal with 10 GBd symbol rate and 20 Gbps datarate.

Telecommunication systems often face a trade-off between the need to increase the

datarate per channel while also expanding the number of channels. In order to increase

the datarate of a signal, the bandwidth must be increased. However, as the bandwidth

is widened, the number of channels that can be accommodated simultaneously within a

fixed frequency band decreases. To help strike a balance between maximizing data rate

and optimizing channel quantity in telecommunications systems, pulse shaping/filtering

of single-carrier modulation signals can be used to restrict the signal’s bandwidth without

loss of information. Nyquist pulse shaping is a solution that can be utilized for these

scenarios, where the information carrying signal is band-limited by a filter whose cut-

off frequency is set at the Nyquist frequency - which is half the signal’s baud rate. This

technique increases the efficiency of the system by achieving a desired finite transmission
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bandwidth while eliminating inter-symbol interference (ISI) introduced by the channel.

A system employing Nyquist criteria for zero ISI has absolute finite bandwidth but the
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(a) PAM-8 frequency spectrum
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Fig. 2.5: PAM-8 signal with 10 GBd symbol rate and 30 Gbps datarate.
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Fig. 2.6: Raised cosine filter profiles for different values of roll-off β for symbol duration T= 1
ms and sampling frequency of 100 kHz.

corresponding time waveform is non-causal and lasts infinitely, hence such systems are

not physically realizable.

The raised cosine filter implementation is portrayed in Fig. 2.6, where time and fre-

quency domain filter profiles are shown in Fig. 2.6 (a) and (b) respectively. Raised cosine

filtering when implemented on the signal in the frequency domain for infinite bandwidth,

a fast rate decay in the time domain is ensured. Observing the curves with β = 0.75 in

Fig. 2.6, it is inferred that the smoother the roll-off in the frequency domain, the faster

is decaying of Sinc pulse in the time domain. However, for the limited bandwidth signal

utilized in the system, the Sinc pulse in the time domain must be truncated finitely to

some length sufficiently enough to have a small ISI. The equation of the raised cosine

filter coefficient (hrc) is given below:
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Time Domain representation of raised cosine filter coefficient hrc(t):

hrc(t) =
sin(πt/T )

πt/T
·

cos
(

πβ t
T

)
1−

(
πβ t
T

)2 (2.1)

Frequency Domain representation of raised cosine filter coefficient Hrc( f ):

Hrc( f ) =


T for 0 ≤ | f | ≤ 1−β

2T

T
2 ·

[
1+ cos

(
πT
β
· (| f |− 1−β

2T )
)]

for 1−β

2T < | f | ≤ 1+β

2T

0 for | f |> 1+β

2T

(2.2)

where T is the symbol period and β is the roll-off factor. The steepness of the slope of

the roll off is defined by the roll-off factor β of the filter function and also controls the

bandwidth of the filter. It is typically a value between 0 and 1, where 0 corresponds to a

rectangular pulse shape and 0.75 corresponds to the slowest roll-off as shown in Fig. 2.6.

The bandwidth of the spectrum is given as:

BWbaseband =
1+β

2T
(2.3)

BWpassband =
1+β

T
(2.4)

By keeping the bandwidth of the filter at Nyquist frequency, i.e. setting the cutoff fre-
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Fig. 2.7: Filtered frequency spectrum of PAM-8 signal.
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quency of the filter to a frequency equal to half the signal’s symbol rate - the 3 dB point of

the signal - the filtered signal is attenuated by approximately 50% in terms of power and

70.7% in terms of voltage (root mean square). This attenuation level of power/voltage rep-

resents a reasonable compromise between preserving signal power/voltage and increasing

the channel capacity. At frequencies below the 3 dB point, the filter allows the signal to

pass with minimal distortion, ensuring that essential information is preserved. The fre-

quencies above the 3 dB point are attenuated, band-limiting the signal and preventing

aliasing or ISI. For example, Fig. 2.7 shows a raised cosine filter applied to a PAM-8

signal with β = 0.2 and β = 1 showing the bandwidth difference of ∼4 GHz. The β

of 1 preserves the original bandwidth of the signal. However, the β of 0.2 reduces the

bandwidth of the 10 GBd signal to ∼ 6 GHz, which is close to the Nyquist frequency,

i.e. 5 GHz for this 10 GBd signal. However, this reduces the optical signal to noise ratio

(OSNR) of the filtered signal compared to the unfiltered signal, causing degradation of

Bit Error Rate (BER) versus the received optical power performance of the filtered signal.

From the standpoint of high datarate FDM-based PAM transmission: taking a stan-

dard 10 GBd PAM-8 signal, depicted in Fig. 2.8 (a), and filtering in the manner described

above, allows the transmission of an increased number of channels within the fixed fre-

quency band as shown in Fig. 2.8 (b). The unfiltered 10 GBd PAM-8 signal occupies

20 GHz of bandwidth whereas the filtered 10 GBd PAM-8 signal with the roll-off factor

of the filter, β , is 0.2 occupies ∼ 12 GHz. This bandwidth can further be reduced by

reducing the value of β to 0.1.

Another way to mitigate channel distortion and ISI on the received signal is by em-

ploying the least mean square (LMS) equalization. LMS equalization is a widely used

adaptive equalization technique in digital communication systems. LMS equalization can

be particularly effective in PAM systems where the ISI can be significant and difficult to

remove using the traditional single-tap equalization technique, where channel estimate is

a ratio of received and transmitted training sequences. The adaptive nature of the LMS

algorithm allows it to adapt to changes in the channel response over time, making it well-

suited for applications where the channel conditions may be dynamic.

A block diagram of an adaptive filter is shown in Fig. 2.9. The input signal to the

linear filter is denoted as x(n), while the corresponding output signal is y(n). The adaptive
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Fig. 2.8: Representation of enhancement of spectral efficiency using Nyquist filtering, further
increasing the number of channels within a fixed frequency range.

Adaptive Algorithm

Σ Linear Filter

x(n) y(n) -
+

d(n)

e(n)

Fig. 2.9: Adaptive filter.

filter also takes an additional input signal d(n), which is the desired or primary input that

is the error-free training sequence and generates an error signal e(n) which represents the

difference between d(n) and y(n) and is used to adjust the weights of the equalizer. The
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adaptive filter can utilize different filter types, such as finite impulse response (FIR) or

infinite impulse response (IIR) filters, and the coefficients of the linear filter are adjusted

iteratively by an adaptive algorithm to minimize the mean square power of the error signal

e(n). To update the coefficients of an adaptive FIR filter using the LMS algorithm, the

adaptive filter:

1. Calculates the output signal y(n) from the FIR filter using the filter input vec-

tor x(n) = [x(n)x(n− 1)...x(n−N + 1)]T and the filter coefficients vector w(n) =

[w0(n)w1(n)...wN−1]
T . The output signal is y(n) = wT (n) x(n).

2. Calculates the error signal e(n) using the equation e(n) = d(n)− y(n).

3. Updates the filter coefficients by using the equation w(n+1) = w(n)+µ e(n) x(n),

where µ is the step size parameter of the adaptive filter.

The step size in the LMS algorithm plays a crucial role and needs to be carefully

adjusted. A small step size ensures low excess mean square error but leads to slow con-

vergence. On the other hand, a large step size enables fast adaptation but may compro-

mise stability. Adjusting the step size dynamically during the adaptation process based on

specific characteristics of the system, such as bit error rate, allows for improved system

performance and stability [20].

2.1.2.2 Orthogonal Frequency Division Multiplexing

OFDM is a multicarrier modulation technique used to transmit data over orthogonal sub-

carriers such that the frequency spectrum is used efficiently. Data is split into parallel

streams and each OFDM symbol comprises a number of orthogonal frequencies carrying

each data stream. This results in a relatively long symbol period compared to a serial sys-

tem having the same total datarate. Symbols with a long time duration are less affected

by ISI and require relatively simple frequency domain equalization. In addition, a guard

band interval called a cyclic prefix (CP) is added to each OFDM symbol. Implementing a

CP involves taking a copy of a portion of the end of a given OFDM symbol and appending

it to the beginning of that symbol. Originally used to combat multi-path effects wireless

channels, the CP serves to eliminate the effects of ISI and intra-symbol interference and
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can be effectively used to overcome the effects of dispersion in optical fiber - provided

a prefix of sufficient length is designated. Unlike FDM, the orthogonality of the carrier

frequencies avoids the requirement for frequency guard bands between OFDM subcarri-

ers, enabling them to overlap. The spectrum of each OFDM subcarrier has a Sinc function

shape with significant side lobes over a frequency range. This results in the overlapping of

many subcarriers across the OFDM signal bandwidth. For this reason, OFDM is sensitive

to frequency offset and phase noise [21].

Fig. 2.10: OFDM modulation and demodulation [21].

A block diagram of the OFDM modulation and demodulation processes is shown in

Fig 2.10. The OFDM symbols are generated by modulating a set of subcarriers by data

streams. Before the modulation process, the serial data is coded, typically in the form

of QAM data symbols, and interleaved before conversion into parallel streams as shown

by the serial-to-parallel (S/P) operation at the transmitter side (see in Fig. 2.11 parallel

OFDM symbols). The parallel data streams are passed through the inverse fast Fourier

transform (IFFT). The input of the IFFT is the complex vector X = [X0 X1 ... XN−1]
T ,

where each entry in the vector X typically represents complex valued QAM symbols and

N is the size of the IFFT. The time domain output symbol is described through the discrete

version of the IFFT (IDFT):

xm =
1√
N

N−1

∑
k=0

Xk exp
(

j2πkm
N

)
for 0 ≤ m ≤ N −1 (2.5)
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Fig. 2.11: Representation of a block of OFDM symbols with each subcarrier modulated by a
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This operation modulates the frequency domain (FD) inputs (i.e. the QAM symbols

Xk) onto a set of orthogonal subcarriers which are then multiplexed to form the output

time domain (TD) signal. Unused subcarrier frequencies are nulled by using zeros as

inputs to the corresponding IFFT frequency bins (i.e. setting Xk = 0 where desired). This

operation is equivalent to oversampling the signal in the TD. Zero padding in the FD in

this way is an advantageous feature because it performs flexible subcarrier nulling and

oversampling in one operation (through the IFFT). Also, because it is implemented in the

FD (on a subcarrier basis) it means that non-integer oversampling can be easily achieved,

without having to perform time consuming up and down sampling processes which are

required for TD resampling. After the IFFT operation, the CP is added and the signal is

transformed from parallel to serial (P/S) data stream. The transmitted sequence with CP is

xCP(i) = [xN−G(i) ...xN−1(i), x0(i) ...xN−1(i)]T , where G is the length of CP. The in-phase

(I) and quadrature (Q) components of the complex TD OFDM signal are up-converted by

mixing with the I and Q components of an RF (typically intermediate frequency) carrier,

respectively, before recombination to form a real valued signal ready for transmission. A

390 MHz bandwidth OFDM signal is depicted in Fig. 2.12 (a) and (b) in the time and

frequency domain, respectively and Fig. 2.12 (c) shows a constellation of the signal.
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For optical IM/DD systems, the I and Q components of the OFDM signal are added

and used to modulate an optical carrier, transmitted over an optical fiber channel and

directly detected using a standard photodiode. At the receiver side, the electrical signal

is filtered, the I and Q components are separated and down-converted. The signal is

then converted into parallel streams of OFDM symbols and each (time domain OFDM)

symbol’s CP is removed. The OFDM symbols, y = [y0 y1 ... yN−1]
T , are passed through

fast Fourier transform (FFT), resulting in a complex vector

Yk =
1√
N

N−1

∑
m=0

ym exp
(
− j2πkm

N

)
for 0 ≤ k ≤ N −1 (2.6)

where Yk represents the received complex (QAM) symbols. The channel estimation and

equalization are applied to the received QAM symbols and binary data is produced after

the removal of zeroes and QAM demodulation.

A single tap equalization is used to recover the transmitted data from the received

signal by calculating the channel estimate Hk which is the ratio of the transmitted/desired

training sequence XT S
k and the received training sequence Y T S

k in the frequency domain.

The channel estimate is expressed as:

Hk =
Y T S

k

XT S
k

(2.7)

Therefore at the receiver side, the effect of channel Hk and the addition of noise Wk on the

received signal will be:

Yk = HKXk +Wk (2.8)

After equalization, the recovered transmitted signal X̂k is represented as:

X̂k =
Yk

Hk
= Xk +

Wk

Hk
(2.9)

The setback of single-tap equalization is that if the Hk is very small, the noise is enhanced.

Noise Processes associated with optical OFDM systems: The main disadvantage of

optical OFDM generation is the peak-to-average power ratio (PAPR) and sensitivity to

phase noise and frequency offset. PAPR refers to the ratio between the maximum power
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(b) OFDM in frequency domain
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Fig. 2.12: Time and frequency domain representation of 390 MHz wide OFDM with 1600
subcarriers and datarate of 2.3 Gbps with 64-QAM constellation diagram.

level of the OFDM signal and its average power level. In OFDM systems, the modulation

scheme inherently requires the addition of many subcarriers which often leads to signal

peaks that can be significantly higher than the average power level and can be observed

in Fig. 2.12 (a). The high power peaks can cause distortion and nonlinearity in optical

amplifiers (and indeed electrical amplifiers at the transmit and receive sides of the com-

munication system). When the signal peaks exceed the amplification range or saturation

level of the amplifier, it can introduce unwanted out-of-band (OOB) power. This OOB

power can result in interference with neighboring channels or spectral regions, leading to

degraded system performance and potential interference with other systems. Addressing

the PAPR issue in optical OFDM systems is crucial to mitigate the adverse effects of high

power peaks.

Clipping is a simplistic technique that is typically implemented to reduce the PAPR
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and involves limiting the signal amplitude to a maximum level set by a defined threshold.

This clipping process helps reduce the dynamic range of the signal, effectively lowering

the PAPR. Aside from helping to overcome non-linear distortion effects, clipping is an

effective way to prevent distortion caused by exceeding the dynamic range of digital-to-

analog converters (DACs) and analog-to-digital converters (ADCs), ensuring relatively

greater utilization of the available quantization levels.

Optical OFDM systems are also sensitive to phase noise and frequency offset. Vari-

ations in the frequency and phase of the receiver’s local oscillator (LO) with respect to

the carrier of the received signal can cause a loss of orthogonality between subcarriers,

negatively impacting system performance. Phase noise refers to random fluctuations in

the phase of the transmitted signal, which can impair the detection and decoding of data

at the receiver. Both phase noise and frequency offset can cause inter-carrier interference

(ICI) in OFDM systems, resulting in a degradation of the BER performance.

The relationship between the time variation of phase and its effect on the received

constellation can be described as follows:

1. Phase Errors: When there are phase errors in the received signal, the QAM constel-

lation points may rotate or shift from their ideal positions. This rotation or shifting

can result in ISI and cause the received symbols to deviate from their intended loca-

tions as shown in the example 4-QAM signal constellation diagram in Fig. 2.13. If

the rotation is enough to displace the received symbol sufficiently far away from its

ideal location, the receiver may not be capable of accurately decoding the symbol.

For a fixed phase error θ0, the received OFDM symbols will be ym = xme jθ0 and

their FFT will be Yk = Xke jθ0 .

2. Frequency Errors: Frequency errors can cause a time-varying phase shift in the re-

ceived signal. This time-varying phase shift introduces phase variations that affect

the positioning of the constellation points over time. The amount of phase variation

depends on the rate of change of frequency error. If the frequency error is large or

changes rapidly, the constellation points may undergo several rotations, leading to

symbol overlapping and increased error rates. For a fixed frequency offset ∆ f be-

tween transmitter and receiver, whose center frequency is fc, the shifted frequency
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Fig. 2.13: QAM-4 constellation rotation due to phase noise.

is given by fr = fc +∆ f and the corresponding linear variation of phase θ(t) with

respect to time is θ(t) = ∆ f t.

Channel Estimation: The insertion of training symbols (TS) to the OFDM signal at

the transmitter facilitates channel estimation. As previously discussed in section 2.1.2,

channel estimation provides important information about the transmission channel and

enables efficient digital compensation of optical transmission impairments such as chro-

matic dispersion (CD) and polarization-mode dispersion (PMD). The accuracy of chan-

nel estimation in optical transmission systems is frequently hindered by the presence of

optical noise. To enhance the precision of channel estimation, a technique known as time-

domain averaging is employed. Equation 2.7 above, and the related discussion, describes

how channel estimates can be obtained through the use of an OFDM TS. Obtaining many

channel estimates in this manner, using TSs at different time intervals in the OFDM sig-

nal allows the construction of a channel matrix as shown in Fig. 2.14. The time-domain

averaging approach involves averaging the channel matrices obtained, in time, for each

frequency subcarrier as shown in Fig. 2.14. This means that the averaging is done over

consecutive channel estimates, to achieve the channel estimation based on the temporal

variations of channel response. However, utilizing multiple training symbols necessitates

additional transmission overhead, decreasing the overall throughput of the system. To ad-

dress this issue, an intra-symbol frequency-domain averaging (ISFA) based method was

proposed [22]. In this method, the averaging is performed over the estimated channel ma-

trices HISFA
k,n for multiple adjacent frequency subcarriers k in the same training symbol n,
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instead of using multiple training symbols as shown in Fig. 2.14. This approach reduces

overhead and simplifies processing. Hence, ISFA can provide more accurate channel es-

timation with reduced overhead compared to time-based averaging, as it leverages the

inherent frequency correlations within the symbol, assuming that the channel variations

are relatively small over the neighboring subcarriers within the same symbol. The ISFA

process can be represented by the following equations:

The frequency domain representation of the signal received at the OFDM receiver:

Yk,n = Hk,n Xk,n +Wk,n (2.10)

where Yk,n is the received signal on subcarrier k in symbol n, Xk,n is the transmitted signal

on subcarrier k in symbol n, Hk,n is the channel response on subcarrier k in symbol n, and

Wk,n is the complex Gaussian noise on subcarrier k in symbol n. The ISFA method in-

volves averaging the estimated channel response matrices for adjacent subcarriers within

the same TS:

HISFA
k,m =

1
L

L−1
2

∑
l=− L−1

2

Hk+l,m (2.11)

In this equation, HISFA
k,m represents the estimated channel response for subcarrier k in
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Fig. 2.15: A comparison between single tap equalizer, shown in blue, and ISFA equalizer, shown
in red.

symbol m using the ISFA method. The averaging window spans L subcarriers, where

L is an odd number. The index l ranges from −L−1
2 to L−1

2 , indicating the subcarriers

included in the averaging window. The channel response for each of these subcarriers,

Hk+l,m, is summed up and then divided by L to obtain the averaged channel response

HISFA
k,m . This process averages out noise effects giving a smoother channel estimate that is

more representative of the actual channel response, compared to a non-averaged variant

as shown in Fig. 2.15. The improved estimated channel response using the ISFA method

is then used to equalize the received signal for data detection:

X̂k,n =
Yk,n

HISFA
k,n

(2.12)

where X̂k,n is the equalized data on subcarrier k in symbol n.

This technique is used to compensate for the distortion introduced by the channel dur-

ing transmission. The idea is to undo the effects of the channel on the received signal

by applying an inverse channel response. The resulting equalized signal should closely

resemble the original transmitted signal. It is noteworthy that ISFA is most effective on

channels with frequency dependent variation than time-domain averaging, however for

linear channels the effectiveness of ISFA and time-domain averaging is very similar for
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the same averaging window size [24]. Moreover, the window size of the ISFA must be

optimized to minimize the BER of the recovered signal without losing frequency resolu-

tion for transmission through a highly frequency dependent channel noise [24]. Another

averaging technique that can be used is time-frequency averaging, depicted in Fig. 2.14,

which gives an estimate of both time and frequency varying channels. This technique is

deployed in LTE technology.
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2.2 Convergence Technologies and Architectures

In this section, convergence techniques that enable the seamless integration of wireless

and optical networks are explored. The primary objective of achieving true convergence

is to effectively transport wireless signal information over the existing or future optical

transport infrastructure. It is essential to note that wireless access networks require the

transmission of both mobile and fixed broadband data and, due to the high capacity and

vast bandwidth requirements of modern communication systems, optical transport sys-

tems prove to be the most viable solution for efficiently carrying such large volumes of

data. The information from wireless signals can be modulated onto an optical carrier in

various ways, each offering its own advantages and considerations. These methods en-

compass different approaches to encode and transmit the wireless signal information over

the optical medium, ensuring optimal performance and compatibility with the existing

network infrastructure.

In this section, the generation of mmWave/THz using optical heterodyning - a vi-

tal support for high-speed wireless communications- is discussed initially. Optical het-

erodyning for the generation of frequencies covering the wide range of mmWave/THz

bands mainly relies on the utilization of flexible optical sources. These sources, which

can include various types of lasers and integrated optical devices enable tunable carrier

generation, offering versatility and adaptability to different applications and system re-

quirements.

Finally, an extensive discussion on various RoF technologies is given. By employing

advanced techniques and technologies, RoF enables the transmission of mmWave signals

over optical fibers, effectively harnessing the benefits of both wireless and optical do-

mains. Later, the evolution of RAN architecture to facilitate the widespread deployment

of (mmWave enabled) remote antenna sites and support for efficient network management

is discussed. The role of C-RAN architecture in supporting the integration of wireless and

optical networks is further highlighted. Additionally, the challenges and impairments as-

sociated with transporting analog data signals over an optical channel are examined, with

the strategies for their mitigating also discussed. Through a comprehensive examination

of these topics, insight will be provided into the convergence of future optical and wireless
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Fig. 2.16: Generation of mm-wave using optical heterodyning.

networks and the methods employed to maximize their potential.

2.2.1 Optical Heterodyning

The recent inclusion of mmWave frequencies in 5G specifications has paved the way for

the widespread commercialization and deployment of mobile communications systems,

initially utilizing carrier frequencies between 25 and 39 GHz. The enormous bandwidth

demands envisioned for future applications such as autonomous vehicles (AV) and virtual

reality (VR), coupled with the continued proliferation of small cell antenna sites, means

that the expansion to higher mmWave, and even THz, frequencies is inevitable as we

transition to the next generation of mobile communications [25].

The extent to which mmWave communications can be leveraged for future wireless

systems depends greatly on the ability to easily generate mmWave frequency carriers.

The difficulty and expense currently associated with generating high quality carriers in

this frequency range, by purely electronic means, hinder the potential wide deployment

of these systems. An alternative method for mmWave generation is optical heterodyn-

ing (depicted in Fig. 2.16) which involves the photo-mixing of two optical components,

spaced by a mmWave frequency ‘∆f ’, on a high speed Photo Diode (PD) - producing a

beat term mmWave carrier/signal ‘f ’ at the output of the PD. The photodetector produces

a photocurrent that is proportional to the total optical intensity falling on it, i.e. the square
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of the total electric field amplitude and can be described as follows:

IPD ∝ [E3cos(ω3t +φ3)+E2cos(ω2t +φ2)]
2 (2.13)

IPD ∝ E2
3 cos2(ω3t +φ3)+E2

2 cos2(ω2t +φ2)+2E3E2cos(ω3t +φ3)cos(ω2t +φ2) (2.14)

The

IPD ∝
1
2

E2
3 +

1
2

E2
2 +2E3E2cos(ω3t +φ3)cos(ω2t +φ2) (2.15)

where E3,ω3 and φ3 are the electric field amplitude, angular frequency and phase com-

ponents of the modulated optical carrier (spectrum numbered ‘3’ in Fig. 2.16) and E2,ω2

and φ2 are the electric field amplitude, angular frequency and phase components of the

unmodulated optical carrier (spectrum numbered ‘2’ in Fig. 2.16). Ignoring the part

of the signal that lies outside the bandwidth of the PD, the resulting heterodyned sig-

nal has the power proportional to the product of the electric field amplitudes and at

the frequencies (ω3t + φ3) and (ω2t + φ2). If the phase component of both the optical

carriers is equal, i.e. φ3 = φ2 = φ , the resulting signal using the trigonometric identity

cosAcosB = 1
2cos(A−B)+ 1

2cos(A+B) is

IPD ∝ 2E3E2(
1
2

cos((ω3 +ω2)t +2φ)+
1
2

cos((ω3 −ω2)t) (2.16)

The above equation shows the heterodyned signal where the desired frequency component

is E3E2cos((ω3−ω2)t) at a frequency (ω3−ω2) shown as spectrum numbered ‘5’ in Fig.

2.16.

Through the deployment of tunable optical sources in such a heterodyne system, the

relative ease of optical carrier generation, operation over a wide bandwidth/frequency

range, avoidance of costly high frequency electronic components and the continued devel-

opment of small form factor integrated microwave/mmWave photonic components makes

heterodyning a highly promising contender for high frequency communications in the 5G

and 6G eras [26, 27]. Indeed, the inherent compatibility of optical heterodyning with

optical distribution and transport makes it a prime candidate for use in future converged

networks.

In the context of optical heterodyne systems, high frequency radio carriers can be
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produced by the use of optical carrier pairs which may or may not be coherent with one

another:

1. Coherent optical sources: When optical carriers derived from the same optical

source (e.g. from an optical comb source - see section 2.2.1.1) beat at the PD,

and have no relative path difference after transmission, a stable and pure RF signal

is generated at the output of the PD. This occurs in part because the phase noise

of both the optical carriers are inherently matched leading to optical phase noise

cancellation as the carriers undergo mixing through the heterodyne process. In

addition, as the optical carriers originate from the same source, they have the same

thermal drift resulting in a fixed frequency difference between the optical carriers.

Heterodyning of such a pair, therefore, results in an RF beat signal with a high

level of frequency stability (i.e. no frequency offset). It is important to note that if

the relative path difference approaches the coherence length of the optical carriers,

it can add phase noise to the RF beat signal. Even though comb sources produce

low noise RF beat signals, they have limited variability in frequency separation and

wavelength tunability.

2. Non-coherent optical sources: When two optical carriers generated from inde-

pendent laser sources beat at the PD, an RF signal with phase noise and frequency

offset is produced. The phase noise of each of the optical carriers is different and

adds up to form the total phase noise of the RF beat signal. Moreover, the thermal

drift of each laser is different, hence the frequency of the RF signal drifts over time

(i.e. time varying frequency offset). These considerations effectively mean that the

lasers with low phase noise and high stability are required for high performance

optical heterodyne systems [27, 28] - impacting their relative cost and complexity.

In general, the advantage of using non-coherent independent tunable sources for

optical heterodyning is that a variable frequency separation can be achieved such

that an RF beat signal across mmWave, sub-THz and THz ranges can be easily

generated.
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2.2.1.1 Optical Frequency Combs

An optical frequency comb (OFC) generates a series of equidistant optical carriers with

a fixed frequency separation and correlated phase. Figure 2.17 illustrates an example of

such a source’s spectral output. The properties of OFCs are commonly characterized by

their carrier spacing ( fr), also known as the free spectral range (FSR), and the measure

of coherence between the carriers, called the offset frequency ( f0). The n is the num-

ber of optical modes generated by the comb source and the frequency of the nth optical

mode is given by fn = n fr + f0. The multiple lines in the optical frequency domain cor-

respond to a train of very short optical pulses in the time domain, with a repetition rate

of Tr = 1/ fr. The width of these pulses represents the spectral bandwidth of the optical

frequency comb, meaning that a narrower pulse corresponds to a broader spectral range

for the comb. OFCs are widely deployed for the generation of highly spectrally efficient

superchannels. A combination of multiple optical carriers that are closely spaced in the

spectrum can be encoded with higher order modulation formats to form superchannels.

These superchannels fulfill the previously mentioned bandwidth requirements with trans-

mission rates exceeding 100 Gb/s per channel, while simultaneously maximizing spectral

efficiency.

Fig. 2.17: Representation of an optical frequency comb source.

OFCs ensure a consistent and stable frequency separation between the optical carriers,

enabling the reduction or elimination of guard bands in advanced WDM systems and

facilitating compensation for fiber nonlinearities. When the input power to a fiber exceeds
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a certain threshold, nonlinearities arise and distort the transmitted information irreparably.

However, the phase correlation among the optical carriers in OFCs can be utilized to

mitigate these nonlinear effects and significantly recover the transmitted data. This phase

correlation is crucial for pushing the limits of fiber transmission capacity and distance

beyond previously estimated boundaries, as demonstrated in the referenced article [29].

Moreover, OFCs offer a limited degree of flexibility in the FSR, making it straightforward

to adapt a single source to different modulation formats and symbol rates, as discussed in

another study [30]. Some of the technologies used for generating optical frequency combs

include mode-locking, Kerr effect in microresonators, parametric processes, electro-optic

modulation, and gain switching [31, 32, 33].

2.2.1.2 Flexible Optical Sources

Optical devices based on photonic integration have shown the potential to be a key ele-

ment of evolved optical networks and have drawn a lot of attention in recent years. In-

creasingly, flexible optical technologies such as tunable lasers, optical switch fabrics and

active remote nodes are being proposed as a means to incorporate high bandwidth and low

latency WDM networking in the access domain [34, 35, 36, 37]. From the perspective of a

converged network operating in such a dynamic environment, the ability to assign pairs of

optical carriers in a flexible manner across a wide wavelength range for remote mmWave

carrier generation would be highly advantageous.

A discrete approach to optical heterodyning involves the use of two independent tun-

able lasers whose wavelengths are separated by the desired mmWave frequency. This

method can provide a high level of tunability – but such operation typically requires the

use of bulky and expensive sources as well as phase locking. Comb based solutions

such as gain-switched optical frequency combs (GS-OFCs) [38] and mode locked lasers

(MLLs) [39] can provide pairs of coherent carriers for heterodyning but lack a high de-

gree of tunability in operational wavelength and carrier frequency spacing, respectively.

Integrated dual laser solutions providing higher levels of tunability have also been pro-

posed using two distributed Bragg reflector (DBR) lasers [40, 41] with Carpintero et al.

showing flexible THz operation on a hybrid InP-polymer platform. The advantages of SiP

are exploited by Hulme et al. [42] demonstrating mmWave carrier generation from 1-112
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GHz with a wavelength tuning range of 42 nm using a dual external cavity laser (ECL)

integrated SiP circuit.

SiP integrated circuits (PICs) are preferable to discrete semiconductor devices due to

their compact size, high yield, and potentially lower cost [43]. As mentioned in section

1.5, the development of optical sources, modulators and detectors with Si, that are com-

patible with CMOS processing, have the potential to enable fully integrated transceiver

solutions and are the subject of many research with various approaches described in

[44, 45, 46]. Outside of the SiP approach, compact laser designs such as the fiber Bragg

grating (FBG)-based sources in [47] provide extremely low RIN (- 165 dBc/Hz), while

the liquid crystal-based device in [48] gives full C-band tunability.

2.2.2 Radio over Fiber Technologies

RoF is a communication technology that uses optical fiber to transmit RF signals over

long distances. The basic idea behind RoF is to convert the RF signals into optical sig-

nals and then transmit them over the optical fiber, where they experience low loss and

enhanced channel capacity. At the receiving end, the optical signals are converted back

into RF signals for further processing and transmission. The congestion in the lower

microwave frequencies by the increasing demand for wireless bandwidth has created a

significant strain on the lower microwave spectral region. As a result, there has been a

push to transition wireless operations to the mmWave region, which offers a substantial

bandwidth advantage. One of the ways to modulate the IF signal onto the mmWave carrier

is achieved by using optical heterodyning in conjunction with ARoF technology which is

discussed in detail in section 3.2.

Radio-over-Fiber transport schemes: There are three types of transport schemes in

RoF: baseband-over-fiber, RF-over-fiber and intermediate frequency(IF)-over-fiber. These

schemes are visually represented in Fig. 2.18, illustrating their respective architectures

and signal flow.

• Baseband-over-fiber – In this scheme, also referred to as DRoF, single carrier

binary modulated signals are typically transmitted over fiber. In the downstream

(core/metro network to antenna site), the ethernet signal that arrives at the CO is
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re-framed and converted from electrical to optical (E-O) signal for binary transmis-

sion (NRZ/RZ) over the optical channel to the antenna site where the DU and RU

are located. At the antenna site, the received optical signal is converted to an elec-

trical (O-E conversion) signal by a PD and modulated into an OFDM signal. The

resulting digital signal is converted to an analog signal through a DAC. This signal

is filtered, upconverted using an RF carrier, amplified and transmitted via an an-
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Fig. 2.18: Transport of baseband signal over fiber in DRoF scheme and wireless signals over fiber
in ARoF scheme.
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tenna to the mobile station (MS). The schematic is depicted in Fig. 2.18 (a). In the

upstream (antenna site to core/metro network), RF signals (OFDM) from MS are

downconverted and demodulated at the RU and DU. After E-O, the binary stream

is used to modulate an optical carrier for transmission back to the CO. The DRoF

approach benefits from using relatively low speed optoelectronic devices and min-

imizes the effect of fiber chromatic dispersion as the transmission bandwidths are

typically < 20 GHz. However, inefficiencies associated with the requirement to dig-

itize multi-carrier mobile signals to a binary level, remote digital signal processing

the additional cost of up/down-conversion processes required at the antenna site, all

detract from the DRoF scheme and hinder its ability to facilitate network scaling.

• IF-over-fiber – The IF-over-fiber (IFoF) scheme involves modulation of an optical

carrier with the information carrying IF signal as shown in Fig. 2.18 (b). In the

downstream, the ethernet to baseband signal re-framing, digital to analog conver-

sion, filtering and upconversion to an IF carrier takes place. Then the IF signal is

modulated onto an optical carrier before being transmitted over the optical fiber. At

the antenna site, the signal undergoes O-E conversion, filtering, upconversion to an

RF/mmWave frequency and amplification before being transmitted wirelessly by an

antenna to the MS. In upstream, the RF signal from the MS is downconverted to IF,

amplified and filtered before the E-O conversion and optical transmission back to

CO. This approach allows flexibility in the assigned carrier frequency over the opti-

cal channel which has two main advantages: (i) IFs can be chosen such that they are

supported by limited RF bandwidth characteristics of low cost optical modulators

and PDs and (ii) multiple RF signals can be assigned different IFs allowing elec-

trical domain multiplexing before optical transmission. The latter allows scaling of

the transport capacity of a single optical carrier in the converged network.

• RF-over-fiber – In the RF-over-fiber (RFoF) scheme is similar to IFoF, however,

the microwave/mmWave signals at the desired wireless transmission frequency are

directly modulated onto an optical carrier for fiber transmission. Compared to other

schemes, this approach completely eliminates the need for frequency upconversion

or downconversion at the remote antenna sites (see Fig. 2.18 (c)), simplifying the
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overall system design. However, implementing RFoF systems requires high-speed

PDs and optical modulators, which can increase the implementation cost. Addi-

tionally, the presence of fiber chromatic dispersion poses a challenge in RFoF links

and limits the optical transmission distance. Chromatic dispersion is prominent in

longer fiber lengths and higher frequency signals, resulting in dispersive fading that

further degrades SNR and overall link performance of RFoF signal [49, 50, 51].

The RFoF and IFoF are collectively called ARoF as the signal modulating the optical

carrier is a product of continuous-wave (IF or RF) modulation technique (see Fig. 2.2).

Table 2.1 showcases the classification of RoF based on the modulation formats employed

for modulating the optical carrier. As mentioned earlier, DRoF systems make use of

baseband modulation formats, whereas ARoF systems employ modulation formats with

single or multiple RF carriers. A detailed comparison between the ARoF and DRoF

schemes is discussed in the next section.

2.2.2.1 Evolution of RoF’s competing schemes: ARoF and DRoF

In its early stages, the primary goal of RoF technology was to address the problem of

spectral congestion in the lower microwave frequency range. It aimed to provide an ef-

fective solution for distributing mmWave signals over optical fiber, offering advantages

over traditional over-the-air transmissions that suffer from high propagation losses. By

combining the strengths of both wireless and optical technologies, RoF had the potential

to unify core/metro networks into a converged infrastructure supporting both wireless and

wired connectivity.

During the mid-2000s, the rapid expansion of optical fiber networks prompted exten-

sive research on RoF technology, with a focus on utilizing existing optical metro WDM

Table 2.1: Classification of RoF based on the modulation formats

RoF Modulation Formats

DRoF NRZ, RZ, PAM, PPM, PWM

ARoF
AM, PM, FM, ANALOG QAM, ASK, PSK, FSK,

DPSK, M-ARY ASK, M-ARY PSK, M-ARY QAM,
M-ARY FSK, OFDM, CDMA, OCDM, OTFS
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and PON infrastructures. As a solution to address nonlinearity in analog optical links,

the concept of DRoF transport emerged. The aspect of transporting information at higher

datarates is somewhat fulfilled by the DRoF technology in 5G networks. DRoF trans-

port formed the basis for standards such as Common Public Radio Interface (CPRI) and

Open Base Station Architecture Initiative (OBSAI), where wireless signals were directly

digitized and transmitted over optical links. The CPRI is a protocol used for transmitting

data between the BBU and the remote RU in a DRAN. It enables the efficient transfer of

digital signals carrying both control and user data over a fronthaul link. In multi-sector

and multi-antenna configurations, the total bit rate for the CPRI fronthaul links can be

calculated using the formula:

BCPRI = 2 S A fs bs (16/15) LC (2.17)

where S is the number of sectors (part of the hexagonal cell) in configuration, A is the

number of antennas per sector, fs is the sample rate, which is typically 15.36 MS/s per

10 MHz of radio bandwidth, bs is the number of bits per sample. For LTE, this is usually

15 bits, while for UMTS, it is 8 bits [52]. The factor ‘2’ accounts for the separate pro-

cessing of the in-phase I and Q samples and ‘16/15’ represents the additional overhead

information in the CPRI protocol. LC is the line coding factor, which is either 10/8 or

66/64, depending on the chosen CPRI net bit rate option. By plugging in the appropriate

values for S, A, fs, bs, and LC, the total bit rate for the CPRI fronthaul links in the given

configuration can be calculated.

By mid 2010s, research on RoF technology shifted its focus toward strategies for

achieving ultra-high-speed wireless transmission. This shift was driven by the growing

demand for seamless wireless connectivity due to the widespread use of affordable smart

portable devices. The 4G Long-Term Evolution-Advanced (LTE-A) mobile network de-

ployed CPRI based DRoF fronthaul in a D-RAN architecture as shown in Fig. 2.19.

However, this transmission method suffers from low bandwidth efficiency due to the re-

quirement to transmit IQ baseband binary signal samples. As a result, the effective data

rate of the transport is decreased [53, 54]. The authors in Ref. [52], have shown the ag-

gregate CPRI for 3 sector LTE antenna sites at different radio bandwidths in Fig. 2.20.
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Fig. 2.19: D-RAN RoF transport scheme.

The graph shows that in a high connectivity configuration of three sectors, eight antennas,

and a 100 MHz bandwidth, the required CPRI line rate is 148 Gb/s, which is clearly pro-

hibitively high in the context of widely deployed and low cost RoF systems. Therefore,

in order to facilitate the scaling of the network (5G and 6G), in terms of both antenna

deployment and overall capacity, changes to traditional binary level DRoF techniques are

required.

In recent years, extensive research in the field of DRoF has been undertaken to over-

come its limitations, including CPRI compression and flexible quantization algorithms,

aimed at enhancing spectral efficiency and addressing the bandwidth challenge [55]. This

has led to the emergence of Enhanced CPRI (eCPRI) standard which can increase the

efficiency of DRoF fronthaul links by enabling flexible assignment processing functions

between the access network units. Researchers have also explored various approaches

to digitized transport, considering different sampling theories [56]. This approach has

proven highly efficient for distributing wireless signals in the lower microwave frequency

range, thanks to the widespread availability and maturity of DACs and ADCs. However,

its applicability for mmWave signal distribution is still constrained by the availability and

affordability of suitable ADC/DAC components [49]. Within this context, many recent

works have proposed the use of more advanced single and multi-carrier modulation for-

mats, broadly categorized as DRoF and ARoF, respectively, for fronthaul transmission
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Fig. 2.20: The combined CPRI line rates for a site with three sectors versus the number of
antennas used for various radio bandwidths [52].

[57, 58, 59].

There has been a growing interest in utilizing RoF technology as an analog transport

scheme, particularly with the advancements and standardization efforts for 5G networks.

ARoF is increasingly seen as a viable option for mobile fronthaul systems, potentially

serving as a far more spectrally efficient alternative to CPRI transport. As capacity be-

comes the key driving factor behind network evolution, the necessity (for today’s DRoF

technologies) to digitize wireless signal to a binary level for optical fronthaul acts as a

bottleneck. In the context of converged networking for mobile fronthaul, ARoF entails

the transmission of the mobile signal (typically OFDM) in its native format. This allows

the avoidance of DACs/ADCs at the remote site and also exploits the inherent high spec-

tral efficiency of the wireless multi-carrier modulation format. Ultimately these factors

facilitate network scaling and reduced RU cost and complexity. These factors, coupled

with future network capacity requirements, make ARoF an even more attractive option

for future mobile fronthaul systems underpinning beyond 5G and 6G [49].

2.2.2.2 ARoF in C-RANs

The mobile traffic growth and introduction of highly data driven technologies have led to

a rapid expansion of wireless networks. This demand for high capacity mandates the use
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of optical fiber infrastructure for transporting radio signals as it offers several advantages

and enables new architectural configurations. Furthermore, to support high antenna site

proliferation, a vast number of small cells (micro- and picocells) and high traffic flow in

the 5G networks, there is a shift to C-RAN architectures that are in convergence with the

optical fiber infrastructures. For network operators, it is vital to have a highly efficient

and cost effective transition from currently deployed D-RAN architectures to the future

RAN architectures, as shown in Fig. 2.19 and Fig. 2.21 respectively.

Fig. 2.21: C-RAN RoF transport schemes.

To simplify the RUs in 5G networks, a C-RAN architecture is highly advantageous,

especially for dense cell sites. Centralization allows for the consolidation of resources,

enabling effective control and coordination of a large number of antenna sites. This ap-

proach streamlines network operations and optimizes resource allocation, leading to en-

hanced network performance and scalability. A highly centralized implementation such

as this emphasizes the role of optical transport between the CO and the RU - fronthaul.

ARoF provides several advantages when deployed in C-RAN architecture. Firstly,

it enables the deployment of very low cost RUs, in the case of RFoF, as there is no re-

quirement for up/down-conversion of the information and thus reduces the digital signal

processing (DSP) complexity at the RU. Secondly, it supports baseband DSP and manage-

ment functions at the CO. Thirdly, ARoF leverages the huge capacity of fiber in a more

spectrally efficient way compared to DRoF by multiplexing multiple relatively low band-
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width radio signals onto a single optical fiber, allowing for fronthauling to many deployed

RUs over a shared fiber infrastructure.

Finally, through combination with optical heterodyning (see section 2.2.1), ARoF’s

aforementioned advantages can be leveraged to provide mmWave and THz capabilities for

future centralized and widely deployed radio systems. This concept is explored through

experimental demonstrations described in chapters 3 and 4 which will show practical

methods to incorporate such functionality into future converged optical networks.

2.2.2.3 ARoF Challenges

The major concerns of the ARoF transport scheme include analog channel impairments

such as fiber chromatic dispersion, transceiver nonlinear distortions, the limited dynamic

range of DAC/ADC and intolerance to phase noise and frequency offset. Fiber chromatic

dispersion refers to the phenomenon where different wavelengths of light travel at dif-

ferent speeds in an optical fiber and this phenomenon limits the transmission distance of

the multi-carrier ARoF link. It specifically affects the double sideband signals by dis-

persive fading as the two sidebands after traveling the dispersive fiber undergo different

phase shifts relative to the optical carrier. In dispersive fading the received RF power

exhibits periodic variations with complete nulling at certain points, depending upon fiber

dispersion parameter, link length and RF frequency [50].

Transceiver nonlinear distortions during the E-O and O-E conversion can cause signal

distortions and impair the quality of the transmitted signals, especially with high PAPR.

The limited dynamic range of the DAC and electrical amplifiers used in the ARoF system

is another concern. As mentioned earlier, the dynamic range of a DAC refers to its ability

to accurately represent a wide range of signal amplitudes. In ARoF systems, the attempts

to mitigate both the nonlinearity from the transceivers and the limited dynamic range of

the DAC can lead to an increased carrier-to-signal power ratio (CSPR). This means that

the power of the carrier signal is much higher compared to that of the desired signal,

which can result in reduced signal quality and increased susceptibility to interference and

distortions. Modulation techniques to improve the power allocated to the signal can be

employed to improve the performance of the link.

Another challenge is the reduced tolerance to phase noise and frequency offset. Phase
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noise refers to random fluctuations in the phase of the transmitted signal, which can occur

due to various factors such as oscillator imperfections. Frequency offset, on the other

hand, refers to the deviation of the carrier frequency from its intended value. ARoF

systems are more sensitive to phase noise and frequency offset compared to digital-based

systems, making it necessary to implement techniques to minimize their impact.

Overall, these impairments and limitations pose challenges for ARoF systems, as

they set a ceiling on the signal-to-noise ratio (SNR) that can be achieved. Despite these

challenges, researchers and engineers are actively working on developing techniques and

strategies to mitigate these impairments and improve the performance of ARoF systems

[60, 61, 59].

When it comes to transmitting low-frequency signals, directly modulated lasers can

be used as transmitters, providing a straightforward approach. However, for higher mi-

crowave and mmWave frequencies, ARoF systems typically require external modulators,

as the laser’s bandwidth is limited. In scenarios where multiple carriers are involved, the

ARoF link, as depicted in Fig. 2.21, is prone to intermodulation distortions (IMD) caused

by the nonlinearity of both microwave and optical components within the optical link.

Moreover, the chromatic dispersion deteriorates the signal fidelity, resulting in the broad-

ening of the frequency tones which further limits the transmission length over the optical

fiber.

2.2.2.4 RoF modulation techniques

To mitigate the effects of chromatic dispersion induced dispersive fading and IMD in-

duced power penalties, different optical carrier modulation schemes can be implemented.

A modulator is a device that uses electrical signals to manipulate a beam of light. Modula-

tors can vary the phase, amplitude, polarization and combination of amplitude and phase

of an optical carrier. One example of an optical modulator is the Mach-Zehnder modu-

lator (MZM) which is based on a Mach-Zender interferometer with phase modulators on

each arm that imparts a phase shift on the electric field in either arm. Figure 2.22 shows

a dual drive MZM with drive voltage inputs V1(t) and V2(t) and bias voltage input Vbias.

The DC bias voltage controls the relative phase offset between the two arms resulting

in a sinusoidal transfer function. When the MZM is driven by equal drive voltages with
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Fig. 2.22: Schematic of dual-drive MZM with sinusoidal transfer function.

opposite signs, for example, V1(t) =V (t)/2 and V2(t) =−V (t)/2, it is called a push-pull

operation. The optical field C at the output of the MZM is expressed as

C = A cos
(

π

Vπ

V (t)
2

+
Φbias

2

)
(2.18)

where A is the amplitude of the signal, Φbias is the additional phase shift induced to

one of the MZM arms by the bias voltage. The field/power transfer function describes the

relation between the optical field/power and the electrical driving voltage. From the graph

in Fig. 2.22, it is noted that linear intensity modulation can be achieved with a Vπ/2 bias

voltage (quadrature point) and field modulation is achieved at Vπ (null point).

The specific modulation technique generated depends on the bias operation and drive

voltage of the MZM, and various modulation techniques are summarized in Fig. 2.23.

The operation of MZM at Vπ/2 produces an optical double sideband (ODSB) signal, as

shown in Fig. 2.23 (a). For the generation of optical single sideband modulation (OSSB),

the dual drive MZM is used, which has two electrical voltage input ports for driving the

modulator. The two driving voltages have equal amplitude and 90◦ phase shift and the

bias voltage applied is Vπ/2 (see Fig. 2.23 (b)) The OSSB modulation has gained signifi-

cant popularity among the various generation techniques to alleviate chromatic dispersion

and IMD [62, 63, 64]. By employing OSSB modulation, high-quality optical mmWave

signals can be efficiently generated as the OSSB averts the penalty imposed by the optical
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Fig. 2.23: Optical carrier modulation techniques. The single drive MZM is used to generate
ODSB signal. The dual-drive MZM in a push-pull configuration generates OSSB.

fiber, i.e. dispersive fading on the ODSB signals. Optical carrier suppression (OCS), illus-

trated in Fig. 2.23 (c), is achieved with an MZM operating at the minimum transmission
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point and driven with an RF signal at half of the desired frequency. The utilization of the

OCS scheme in MZMs necessitates high RF power for achieving an adequate modulation

depth. However, this amplification of RF power can exacerbate nonlinearity in the front

end of the system. In Fig. 2.23 (d), a schematic demonstrates the removal of one of the

sidebands through the application of an external filter. This technique has been success-

fully implemented using fiber Bragg gratings (FBGs) [65, 66] and chirped fiber gratings

[67]. Nevertheless, a limitation of the filtering scheme arises from the inflexibility caused

by the fixed frequency of the gratings, preventing easy adaptation to potential changes in

the wireless frequency [49].

This chapter discusses the technologies facilitating high-capacity optical and wire-

less converged networks. In chapter 3, these technologies are employed for developing

converged optical-wireless networks.
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Chapter 3

Converged Optical-Wireless

Transmission Systems

The preceding chapters have outlined various techniques, technologies and architectural

considerations that can be employed to enable high-capacity converged optical-wireless

transmission systems. In this chapter, several of the previously discussed elements are

amalgamated to construct a SiP based ARoF mmWave transmission system, showcasing

the true system-level convergence in an optical access network.

The chapter begins with a comprehensive description of a pioneering hybrid inte-

grated laser that is used in system-level work (presented later in this chapter). A detailed

characterization, which encompasses several crucial parameters such as wavelength tun-

ability, output power, side mode suppression ratio (SMSR), RIN, linewidth, and FM noise

follows. Furthermore, this section also explores the potential applications of this laser de-

vice, illustrating its versatility and wide-ranging utility.

In the latter part of the chapter, section 3.2 details the practical implementation of the

hybrid integrated laser in two distinct optical heterodyne ARoF fronthaul link scenarios.

These hybrid transmission scenarios involve the integration of both a 10 km fiber-based

link and a wireless mmWave link spanning up to 2 meters. By employing the SiP based

ARoF mmWave transmission system, this work demonstrates the successful deployment

of the novel laser device in an end-to-end laboratory transmission environment, under-

scoring its potential to provide a platform for the convergence of optical and wireless

networks.
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3.1 SiP Source Description & Characterization

3.1.1 Device Design

A schematic outline of the photonic integrated circuit based DLM, provided by Lionix

International, is shown in Fig. 3.1 (a). The device consists of two lasers denoted as L1

and L2 (outlined in Fig. 3.1 (a) in grey). Each laser consists of a gain, phase and cavity

section along with associated 2 × 2 symmetric Mach-Zehnder Interferometer based tun-

able couplers (MZI-TC) [1] (labeled in Fig. 3.1 (a) as cavity coupler (CC), PD/L1 output

coupler (OC), PD/L2 OC). An additional MZI-TC (labeled in Fig. 3.1 (a) as a PD coupler)

is used to control light to the photodetectors (PDs). The DLM was fabricated using two

InP based reflective semiconductor optical amplifiers (SOAs) which are hybrid coupled to

two Si3N4 feedback circuits. Both SOAs are designed to have the same gain spectra and

support a wavelength range over 100 nm. Each feedback circuit consists of two micror-

ing resonators (MRRs) in a Vernier configuration, creating an MRR based external cavity

laser (MRR-ECL). The phase section, the MRR and the MZI-TC are thermo-optically

controlled with associated on-chip micro-heaters (highlighted in red in Fig. 3.1 (a)). The

hybrid assembly process used by the manufacturer - Lionix International - is described in

[2].

Each SOAs’ left facet is coated with high reflective material to reduce cavity losses

and the right facet is coated with low reflective material to facilitate lasing in the external

cavity [3, 4]. The PIC consists of two Si3N4 feedback circuits, each incorporating a pair

of MRRs. Both pairs of MRRs on the chip exhibit circumferences of 787.119 µm and

813.336 µm, and free spectral ranges (FSRs) of 1.7242 nm and 1.668 nm respectively.

The corresponding FSRs are calculated by using the following formula:

FSRλ =
λ 2

ngL
(3.1)

where the wavelength λ = 1550 nm, group index of the waveguide ng is 1.7703 and

the ring circumference is L. Multiple round-trips through the two MRRs yield a longer,

low loss, cavity length and narrow spectral filtering of the wavelength, producing a single

mode output [2]. Tuning of the single mode output can be achieved by varying the voltage
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Fig. 3.1: Dual tunable InP-Si3N4 laser module.
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of the micro-heater associated with each ring. The amount of light fed back to the gain

and cavity sections of a laser is controlled by the thermally adjustable phase section and

cavity coupler. The light from lasers L1 and L2 is directed to couplers PD/L1 and PD/L2

respectively, where the relative light power directed to either the on-chip detectors or the

output fibers can be set. Finally, the on-chip PDs include a PD coupler, which controls

the power level that is coupled to each PD. The PDs can be used for power monitoring

or to enable on-chip optical heterodyne operation. A photograph of the InP-Si3N4 hybrid

integrated DLM is shown in Fig. 3.1 (b).

3.1.2 Device Characterization

InP-SiN LASER DLM

InPInP

InPInP

SIN

InP

InP

SIN

InP-SiN LASER DLM

InP

InP

SIN

TEC & 

Current 

Controller

TEC & 

Current 

Controller

OSAOSA

Heaters 

Controller

Heaters 

Controller

PC

Fig. 3.2: Characterization setup with automated software control of TEC and current source,
DLM’s micro-heater controllers and OSA.

A schematic of the characterization setup is given in Fig. 3.2. For the characterization

of the device, the temperature of the laser module was maintained at room temperature

(20◦C) using a laser diode thermo-electric cooler (TEC) connected to the temperature

sensor IC inserted in the module. Each laser had an isolator connected to the fiber output

and was operated one at a time for individual characterization. The gain current for both

lasers was set to 100 mA. To observe the effects of tuning MRRs in the feedback circuit,
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the phase sections and the cavity coupler sections were biased at 0 V throughout the

characterization. The voltage of the micro-heater associated with the PD/L1 and PD/L2

output couplers was kept constant at 15 V to maximize optical power at the fiber output

of both lasers, for the above bias settings. For each laser on the chip the tuning map and

the SMSR, shown in Fig. 3.3 and Fig. 3.4, respectively, were obtained by observing the

output wavelength characteristics using an OSA while varying the voltage applied to the

micro-heaters associated with the two MRRs1. Fine tuning was achieved by changing the

voltage bias to the rings’ micro-heaters by a relatively small step size of 0.1 V, within the

range of 0 V to 10 V.

The DLM’s wavelength tuning maps, presented in Figs. 3.3 (a) and (b), show the

tuning ranges for L1 (from 1470 nm to 1540 nm) and L2 (from 1510 nm to 1575 nm),

respectively. This reduction in coverage (with respect to that supported by both SOAs) and

the difference in wavelength ranges exhibited by L1 and L2 are attributed to the respective

spectral dependencies of the cavity coupler MZI-TCs [5], which were biased at 0 V during

characterization. Altering these bias conditions allows the lasers’ wavelength coverage to

be tuned. For the settings used for characterization, the DLM exhibits a tuning range of

100 nm, covering most of the S-band, all of the C-band and parts of the L-band. Figs. 3.4

(a) and (b) show that an SMSR of greater than 50 dB is achieved across the whole range

of wavelengths for the gain and bias settings used during this characterization.

The fiber coupled output powers of L1 and L2 as a function of gain current (with

all other bias settings fixed) were measured independently and are shown in Figs. 3.5

(a) and (b). Fig. 3.5 (a) shows the power-current (P-I) curves when the heaters associ-

ated with each lasers’ output coupler and cavity coupler MZI-TCs were biased at 15 V

and 0 V respectively (the conditions used for wavelength and SMSR characterization),

while Fig. 3.5 (b) shows P-I curves when these bias conditions were set to maximize

the output power at higher gain currents. The power drops exhibited by all P-I curves

are explained by the fact that while the biasing configurations in the external cavities re-

main constant, increasing the gain current results in refractive index changes in the gain

waveguide; serving to slightly shift the lasing mode out of resonance with the MRR-based

Vernier filter [2]. Fig. 3.5 (a) shows threshold currents for L1 and L2 of 29 mA and 10

1See Appendix B for values corresponding to these graphs
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(a)

(b)

Fig. 3.3: (a) and (b) are tuning maps of the wavelength versus voltage on the ring section for L1
and L2 respectively.
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(a)

(b)

Fig. 3.4: (a) and (b) are SMSR values versus voltage on the ring sections for L1 and L2
respectively.
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Fig. 3.5: (a) and (b) are the optical power of L1 and L2 versus gain current with different bias
conditions of the MZI-TCs given in the inset.

mA respectively. While biasing conditions do impact the threshold current, this relatively

large variation between L1 and L2 is attributed to differences in chip-to-chip coupling

losses, and potentially to small differences in respective SOA reflectivities. This loss also

impacts the maximum achievable output power for both lasers. Nevertheless, Fig. 3.5 (b)

shows that powers > +10 dBm can be achieved using both L1 and L2 through suitable

tuning of the output coupler and cavity coupler MZI-TCs.

Fig. 3.6 (a) and (b) show the output power for both lasers as the MRRs are tuned when

the heaters associated with each lasers’ output coupler and cavity coupler MZI-TCs were

93



(a)

(b)

Fig. 3.6: (a) and (b) are power versus voltage on the ring section for L1 and L2 respectively.
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Fig. 3.7: Superimposed spectra of L1 and L2 over 100 nm tuning range.

biased at 15 V and 0 V respectively. Figs. 3.6 (a) and (b) show some regions that indicate

deterioration in output power. These regions arise at MRR bias settings for which the

oscillating cavity mode is off-resonance with the Vernier filter to some degree. In some

cases, this deterioration could be alleviated by appropriate tuning of the phase sections.

The optical spectra corresponding to a selection of wavelengths across the device’s full

tuning range (about 100 nm) are superimposed and presented in Fig. 3.7.

3.1.2.1 Intensity, Phase & Frequency Fluctuations

Fluctuations in intensity, phase, and frequency are observed in the output of a semicon-

ductor laser, even when the laser is biased with constant current and negligible current

fluctuations. The primary sources of noise in semiconductor lasers are spontaneous emis-

sion and photons emitted at the electron-hole recombination, with spontaneous emission

dominating the overall noise. Spontaneously emitted photons introduce random phase

and amplitude perturbations to the coherent field, resulting in random fluctuations in both

intensity and phase. Due to the relatively high rate of spontaneous emission events caused

by a relatively large value of spontaneous emission rate (approximately 1012 per second),

these fluctuations occur rapidly, with a time scale as short as 100 ps. Intensity fluctu-

ations impact the RIN, while phase fluctuations contribute to a finite spectral linewidth

when semiconductor lasers operate at a constant current. Since these fluctuations can af-
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fect the performance of lightwave systems, it is crucial to assess their magnitude [6]. The

fluctuating power of a laser, denoted as P(t), arises from spontaneous emission and can

be characterized as deviations from an average power value, P0:

P(t) = P0 +δP(t) (3.2)

Relative intensity Noise: The noise induced by the random fluctuations in the intensity

of the optical source attributed to the spontaneous generation of photons is called relative

intensity noise. These fluctuations occur as a result of the inherent quantum nature of

stimulated emission, spontaneous emission and also noise from the electrical supply. The

statistical characterization of RIN can be accomplished by using a power spectral density

that is dependent on the frequency of the noise. This power spectral density of RIN is

commonly represented on a logarithmic scale, measured in units of decibels per hertz

(dB/Hz). The mathematical definition of total RIN (RINT ) is given by the mean-square

power of the intensity fluctuations to the square of the average optical power of the signal.

RINT =
⟨δP(t)2⟩
⟨P0⟩2 (3.3)

where the time average ⟨δP(t)2⟩ arises from the autocorrelation function ⟨δP(t)δP(t +

τ)⟩ evaluated at time τ = 0. The total RIN in the frequency domain is represented in the

form of the power spectral density of RIN and is given by the integral of RIN (R(ν)), over

all frequencies [7]:

RINT =
∫

∞

0
R(ν)dν (3.4)

where ν is the optical frequency (in Hz). The spectral density amplitude fluctuations have

a minimum of the standard Poisson limit in classical states of light. To this Poisson limit,

some excess intensity noise may be added and thus the RINT constitutes both Poisson

RIN and excess RIN. The excess RIN remains unchanged through system propagation,

however, the Poisson RIN depends on the losses in the system [7]. The laser noise RIN

measurements were performed using a method similar to that outlined in reference [4]. In

the RIN measurement setup, shown in Fig 3.8 (a), the laser was connected to an isolator

the optical output was fed into a high bandwidth (∼20 GHz) Thorlabs DXM20AF PD
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with an inbuilt bias tee and an impedance-matching circuit. The AC signal was amplified

using an SHF 806E electrical amplifier and fed to a Rohde & Schwarz FSW50 electrical

spectrum analyzer (ESA) to measure the power across the 0-20 GHz frequency band. The

intensity fluctuations in the optical signal generated by a laser source are detected by a

high speed PD that generates an electrical output with power that is proportional to the

power intensity fluctuations. The photocurrent generated at the PD is:

I(t) = IPC + ishot(t)+ ithermal(t) (3.5)

where IPC is the deterministic part of the current and written as:

IPC(t) = RP(t) (3.6)

where P(t) is the fluctuating power of a laser, and R is the responsivity of the PD. The

term ishot(t) is the shot noise component of the current which is generated due to random

photon-electron conversions that cause fluctuations in the photocurrent of PD. The term

ithermal(t) denotes the thermal noise component in the photocurrent due to the random

motion of electrons in a conductor.

The RIN is ideally expressed as:

RIN =
⟨R2δ I2

PC(t)⟩
R2I2(t)

=
⟨δ I2

PC(t)⟩
I2(t)

=
⟨δP2

AC(t)⟩
P2

DC(t)
(3.7)

where P2
AC(t) and P2

DC(t) are the associated power fluctuations of the photocurrent and the

average power of the photocurrent respectively. The P2
AC(t) is calculated as:

RIN(1/Hz) =
P(t)−Pthermal(t)

RBWI2(t)ΩG
(3.8)

where Pthermal(t) is the thermal noise power of the system, RBW is the resolution band-

width of the ESA, I(t) is the photocurrent at the PD, Ω is the load resistance and G is the

electrical amplifier gain. We can also calculate the RIN in decibel (dB):

RIN(dB/Hz) = PAC(dB)−PDC(dB) (3.9)
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Fig. 3.8: (a) RIN measurement setup and (b) RIN measured at different wavelengths.

In this setup and RIN calculation; having accurately measured thermal noise, the shot

noise (I2(t)Ω) contribution is subtracted from P(t). Therefore the lowest possible mea-

surable RIN value, which can be accurately measured, would be a few dB below the shot

noise RIN limit of:

RINshot = 2q/I(t) (3.10)

where q is the value of elementary electric charge, and I(t) is the photocurrent at PD.

I(t) depends on the average laser power, and in the measurements, the photocurrent is

typically 6.2 mA. This implies a shot noise RIN limit of the order of −163 dB/Hz. As the

laser RIN reduces to below the calculated shot noise RIN, the accuracy of the laser RIN

measurement is degraded, and this is evidenced by the additional noise in the RIN mea-

surements (Fig. 3.8) as the RIN values approach −165 dB/Hz. A selection of measured
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RIN profiles across the 100 nm tuning range2 of the dual tunable device is shown in Fig.

3.8 (b). For all wavelengths, low frequency RIN below 2.5 GHz, does not exceed −153

dB/Hz, while at higher frequencies up to 20 GHz, RIN reduces to values within the range

of −160 dB/Hz to −165 dB/Hz. Later, in chapter 5, RIN is presented as a constraining

factor that significantly influences the performance of IM/DD systems that utilize digital

multi-level signaling.

Linewidth & FM noise: Understanding phase noise is particularly important for ad-

vanced modulation formats that rely on encoding information in the carrier phase. As

mentioned earlier, spontaneous emission introduces random phase fluctuations, which

can be seen as frequency variations. The linewidth of a laser diode refers to the broad-

ening of the spectral distribution of light emitted by the laser, primarily caused by phase

noise. These phase fluctuations are a result of two main factors contributing to the fre-

quency noise. Firstly, electronic carrier noise leads to changes in the refractive index

and causes the laser’s frequency to fluctuate. Secondly, there is the laser’s inherent phase

noise, which originates from the spontaneous emission of photons into the laser’s mode

[8]. Furthermore, the phase noise can be characterized statistically by analyzing the power

spectral density of the frequency fluctuations, which is referred to as the Frequency Mod-

ulated (FM)-noise spectrum. In this study, both the linewidth and the FM-noise spectrum

are measured to assess and describe the characteristics of the phase noise accurately.

The linewidth of each laser of the DLM is measured using the delayed self heterodyn-

ing (DSH) technique [9]. The DSH experimental setup employed in this study is depicted

in Fig. 3.9 (a). This technique is used to measure the narrow linewidth which cannot be

resolved by an optical spectrum analyzer (OSA). Here, L1 and L2 were thermo-optically

tuned over the S, C and L bands, as shown in the Table. 3.1 and the linewidth is mea-

sured for each wavelength. The current to the gain section was set to 170 mA and 100

mA for L1 and L2 respectively. Each laser had an isolator connected to the fiber output.

The optical output from each laser was split into two parts and decorrelated by adding a

path delay via a 25 km standard single-mode fiber (SSMF) in one arm. The other arm

was modulated by a high power 22 dBm RF signal at 2 GHz. The optical signals from

2The values corresponding to optical output for these measurements are presented in Appendix B
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Fig. 3.9: (a) Delayed self heterodyning setup for linewidth measurement and (b) optical linewidth
of L2 at 1536 nm with Lorentzian curve fitting.

the two arms were combined and fed to a 30 GHz PD. The electrical output of the PD

was amplified and the linewidth of the beat tone was observed at the ESA (50 GHz band-

width). Fig. 3.9 (b) shows the Lorentzian curve fitting on the received electrical spectrum

of linewidth. The width of the measured spectrum is wider than the Lorentzian line curve

due to the presence of flicker noise that gives a Gaussian profile to the measured spectrum.

The linewidth estimation can also be done using Voigt curve fitting, which will produce

a line curve that is a convolution of Lorentzian and Gaussian functions. However, in this

work, the linewidth is estimated using the Lorentzian curve fitting only. The Lorentzian

spectral width (−3 dB) was measured by dividing the width of the spectrum 20 dB below
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the peak by 20, which in Fig. 3.9 (b) is roughly 14 kHz. The linewidth measured at

different wavelengths3 generated by thermo-optically tuning each laser is given in Tab.

3.1, indicating that the linewidth is <25 kHz for both lasers. This also indicates that the

laser module has low phase noise (with the relation between linewidth and phase noise

presented in the following measurement system). From Table 3.1, a small fluctuation in

linewidth (due to different operating conditions for each wavelength) can be observed, but

the values remain < 25 kHz across the full tuning range.

Table 3.1: Lorentzian Linewidths of DLM over 100 nm tuning range.

Laser 1 Laser 2
Wavelength (nm) Linewidth (kHz) Wavelength (nm) Linewidth (kHz)

1492 9 1517 10
1501 14 1527 10
1503 15 1536 14
1512 19 1547 11
1522 18 1557 19
1532 25 1567 20

The FM noise spectrum provides a comprehensive description of the noise processes

contributing to the overall phase noise [10, 11]. To calculate the optical linewidth, the

white noise component of the FM noise spectrum is utilized. This study undertakes an

empirical assessment of the FM noise spectrum by employing a phase noise measurement

technique that was previously developed [10]. The aim is to experimentally characterize

the properties and behavior of the FM noise spectrum in a controlled environment.

The setup for phase noise measurement is similar to DSH, with the exception that a

phase modulator is utilized as illustrated in Fig. 3.10 (a). The system measures the emitted

light from L1, which was driven by a gain current of 170 mA, resulting in an optical power

of 6.8 dBm at a wavelength of 1523 nm. Additionally, the phase noise of the optical signal

from L2, operating at a wavelength of 1552 nm and with an optical power of 7 dBm, was

measured when driven by a gain current of 100 mA. The optical signal from a laser is

divided into two parts, one part was delayed by 25 km of SSMF to decorrelate it from

the original/other signal. The other part is phase-modulated using a phase modulator

driven by a high power 20 dBm 1 GHz RF signal, generating second-order harmonics.

The light from both arms was combined and the resulting signal was detected using a
3The values corresponding to optical output for these measurements are presented in Appendix B
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PD (20 GHz bandwidth). The detected heterodyne signal exhibits copies of the doubled

linewidth at 1 GHz harmonics, which were captured by a real-time oscilloscope (4×106

samples captured over 400 ns). This allows post-processing of the signal for analysis and

extraction of the FM noise spectrum and calculation of the optical linewidth [10].
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Fig. 3.10: (a) The phase noise measurement setup and (b) spectrum for L1 at 1523 nm and L2 at
1550 nm.

The FM noise spectrum represents the power spectral density (PSD) of the instanta-

neous frequency and can be derived by differentiating the phase noise. The phase noise

spectrum for L1 and L2 of the DLM is illustrated in Fig. 3.10. The 3-dB linewidth (∆ν)

estimation can be obtained by analyzing the white noise region, S0, of the laser’s FM

noise spectrum, which is

∆ν = πS0 (3.11)
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Fig. 3.11: (a) FO on the 28 GHz and 48 GHz beat tones and (b) electrical spectrum of the 48 GHz
beat tone.

The linewidth calculated through the phase noise measurement setup is ∼ 12 kHz for both

lasers. Hence from this study, it is confirmed that the DLM exhibits very narrow linewidth

over a wide wavelength tuning range.

Since the gain sections (SOAs) of L1 and L2 are independent, the optical carriers

emitted are non-coherent, giving rise to phase noise and frequency offset (FO) on the

resultant RF beat-tone after heterodyning of two laser outputs. The FO caused by the

relative drift between laser frequencies can be observed by measuring the detected RF

beat signal using the ‘max hold’ function (∼ 5 mins) on an ESA which plots spectral

evolution over the set time period. Fig. 3.11 (a) depicts the FO of ∼ 11 MHz on a 28 GHz

beat tone and ∼ 5 MHz on a 48 GHz beat tone. It is noted that similar FOs are observed

as the lasers are tuned to vary the RF beat frequency. Fig. 3.11 (b) presents the RF beat

spectrum of two carriers from the dual laser source with 48 GHz separation. The spectral

width (−3 dB) of this RF beat tone was measured roughly around ∼ 34 kHz, as expected

for the beat signal of two independent lasers with linewidths of around 15 kHz.

3.1.3 Device Applications

The flexibility of the DLM, in terms of wavelength tunability and RF signal generation

(10 GHz to 1 THz), is depicted in Figs. 3.12 (a), (b) and (c), respectively. The DLM

can be used to generate pairs of optical carriers tunable over a wavelength range of 70 nm

covering the S-band, C-band and partially the L-band, as discussed in section 3.1, through
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optical heterodyning, with Fig.3.12 (a) showing pairs of carriers separated by 56 GHz

tuned from 1527 nm to 1553 nm. The power of the optical carriers can be optimized as per

the requirements of the heterodyne systems by changing the voltage to the microheaters

(a)

(b)

(c)

Fig. 3.12: Thermo-optic tuning of the DLM to generate (a) 56 GHz frequency generation over
wavelength, (b) 10 to 90 GHz carrier frequency generation and (c) 100 to 1000 GHz carrier

frequency generation.
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associated with the tunable couplers of the DLM (see subsection 3.1.2). This wavelength

flexibility of the DLM makes it a superior contender among the other optical sources

used for heterodyning applications discussed in the introduction. Moreover, the ability

to generate optical carrier pairs at various frequency differences offers a versatile way

of deploying this device in beyond 5G and 6G, access networks employing K (18-26.5

GHz), Ka (26.5-40 GHz), mmWave (30-300 GHz), Y (325-500 GHz) bands and even the

THz range, as presented in Fig. 3.12 (b) and (c).

The DLM offers several advantageous properties, such as low noise and high wave-

length tunability. A thorough literature survey performed by authors in [5, 12] suggests

that among the various hybrid and heterogeneously integrated laser diodes, the InP-Si3N4

hybrid integrated diode laser produces the highest degree of intrinsic coherent output.

These features make it highly promising for utilization in high-speed and agile optical

communication systems. Some specific applications where this laser module holds po-

tential include:

1. Direct detection with advanced modulation techniques (such as PAM4/PAM8):

The laser’s low Relative Intensity Noise (RIN) and high optical power make it suit-

able for direct detection schemes, enabling efficient data transmission in datacenters

and access networks.

2. Optical heterodyning/mmWave generation for ARoF systems: The laser’s low

linewidth and wide tuning range are valuable for generating mmWave signals and

performing optical heterodyning, which is essential for future ARoF applications.

3. Gigabit Passive Optical Network (GPON): The laser’s characteristics, including

low RIN, high output powers, and wide tuning range, make it well-suited for use in

GPON, enabling high-speed data transmission over passive optical networks.

4. Coherent communication in optical metro and future optical access networks:

With its narrow linewidth and low RIN, the laser module is highly suitable for co-

herent communication applications in optical metro and future optical access net-

works, where precise phase and amplitude information is crucial for reliable data

transmission.
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Given these strengths, the laser module becomes an ideal source for convergence in

various optical communication scenarios. The next section will look into the description

of the experimental work conducted with this laser module, showcasing its capabilities

and performance in futuristic converged radio/optical transmission systems.

3.2 ARoF mmWave Transmission System

The experimental systems described below are designed to simultaneously exploit the

aforementioned advantages of the DLM and leverage the high bandwidth and spectral ef-

ficiency of ARoF for mmWave converged access (discussed in section 2.2.2). The DLM is

used as a source in two heterodyne ARoF fronthaul link scenarios, incorporating both 10

km fiber and up to 2m wireless transmission. The successful evaluation of these systems

elucidates how this source can play a key role in the future optical and wireless integrated

C-RANs for beyond 5G and 6G applications and services.

3.2.1 mmWave Receiver for Non-Coherent Heterodyne Systems

Since the carrier pairs generated by the DLM are not coherent, their heterodyne detection

can result in the generation of an RF carrier with significant amounts of phase noise

and FO (as described in section 2.2.1). To circumvent this issue, the ARoF mmWave

converged systems presented in the following section make use of two RF receiver types:

3.2.1.1 PNC receiver

The phase noise cancellation (PNC) receiver [13, 14] allows the RF coherent recovery of

the received mmWave signal through the use of a mmWave pilot tone generated through

the heterodyne process at the PD stage. The analog phase noise canceling mmWave re-

ceiver architecture is depicted in Fig. 3.13. This architecture allows phase noise and FO

cancellation at the IF down-conversion stage without the requirement for a standalone re-

ceiver LO and is described in detail in [14]. After photodetection, the electrical spectrum

shown in Fig. 3.13 is split into two paths. The PNC receiver contains an electrical band-

pass filter (EBPF) in each path; a signal filter and a carrier filter which are used to isolate

the upper data sideband and mmWave carrier term, respectively. The filtered signal and
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carrier terms are then used as the ‘RF’ and ‘LO’ inputs to a mmWave mixer, respectively.

These filtered components exhibit matching phase noise as a result of being generated

through the same photo-mixing process. This allows the filtered carrier term to be used

as a phase noise correlated ‘LO’ which, when mixed with the signal term, produces an IF

data signal free from phase noise. This receiver operation allows optical field modulation

to be performed at the CO, helping to improve receiver sensitivity. This comes at the cost

of a relatively complex, albeit LO-free, mmWave receiver architecture and the additional

insertion loss associated with optical field modulation at the CO.
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Fig. 3.13: A schematic of PNC receiver [14].

3.2.1.2 Envelope Detector

The envelope detector extracts the envelope of the received signal, recovering amplitude

information from a modulated RF carrier. An envelope detector operates by rectifying

the modulated signal, which means converting the negative part of the signal into positive

one. This rectification is typically done using a diode. The incoming modulated signal is

amplitude modulated and on a high RF carrier. By rectifying the signal, all frequency and

phase modulation are stripped out with only the amplitude information (i.e. the envelope)

remaining. After rectification, a low-pass filter is used to remove the high-frequency

components, leaving only the envelope of the signal. The envelope detector provides a

simple and low-cost LO-free mmWave receiver solution but is well known to suffer from

relatively poor sensitivity. The reason is, as the phase and frequency information is not

detected by this receiver, there is a requirement for optical intensity modulation at the CO.
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The intensity modulation limits the achievable optical signal-to-carrier ratio and hence

the optical receiver sensitivity. However, this requirement – which is enabled through

simplistic optical modulation, incurring relatively low insertion losses – also serves to

lower the complexity of the overall system design.

3.2.2 Experimental systems for OFDM transmission

To exploit wavelength and frequency flexibility of DLM in the converged optical/mmWave

ARoF fronthaul, two types of experimental systems were implemented [13, 15]. The first

system depicted in Fig. 3.14 employs the I/Q modulator and PNC receiver to evaluate the

wavelength flexible performance of the DLM over ARoF fronthaul. In the second system,

represented in Fig. 3.16, the main differences are the use of the intensity modulator and

the envelope detector-based receiver, with this setup variant used to evaluate the frequency

flexible performance of the DLM over a simplified ARoF fronthaul transmission system.

For simplicity, the experimental setups are denoted as system 1 and system 2 to signify

the wavelength and frequency flexible optical/mmWave systems, respectively. The PNC

receiver is capable of providing superior performance due to higher receiver sensitivity

but is bandwidth limited (due to the fixed RF filters used in the circuit) and hence is not

used to evaluate the frequency flexibility of the DLM.

3.2.2.1 System 1: λ -flexible optical/mmWave system

In system 1, shown in Fig. 3.14, the DLM is thermo-optically tuned to generate pairs of

optical carriers with 56 GHz separation over the C-Band, with optical powers of −3 dBm

from laser 1 (L1) and −1 dBm from laser 2 (L2), approximately. Each laser had an isolator

connected to the fiber output. L1 is amplified to overcome the losses introduced by the

modulation arm of the transmitter. An electrical 5G NR standard compatible 64-QAM

OFDM signal (whose parameters are detailed in Table 3.2) was software-generated, up-

converted to an IF carrier of 4.75 GHz and loaded on the arbitrary waveform generator

(AWG) operating at 20 GSa/s. The signal was amplified and used to drive an I/Q MZM

biased close to the null point to perform optical single-sideband (O-SSB) modulation

on the optical carrier (L1) and the optical spectrum is shown in Fig. 3.14. Complete

suppression of the upper sideband was achieved using an optical bandpass filter (OBPF)
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Fig. 3.14: (a) DLM schematic and optical/mmWave experimental ARoF fronthaul system with
I/Q modulator and PNC receiver with (b) showing the transmitted optical spectrum of

narrowband 64-QAM O-SSB modulation. Elements in red indicate components added to the
system for wireless transmission.

following modulation – considering the 20 dB modulator extinction. The modulated and

the unmodulated optical carriers, which are 56 GHz apart, are coupled and amplified by

the Erbium-doped fiber amplifier (EDFA) to a total power of +3 dBm before propagation

through 10 km of SSMF. The two optical carriers beat together at the 70 GHz PIN PD

and produce a mmWave carrier at 56 GHz and OFDM sideband at 60.75 GHz (56 GHz

+ 4.75 GHz). The composite mmWave signal (carrier and data signal) is amplified and

then transmitted over a wireless link of 1 - 2 m using a set of 20 dB gain directional horn

antennae.

The transmission of the mmWave data signal alongside a phase noise correlated carrier

(pilot tone), enables phase noise and FO cancellation using the analog electrical PNC re-
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Fig. 3.15: Received IF spectrum of 5G NR

Table 3.2: System 1 & System 2 IF properties

Properties
System 1 System 2
5G NR 5G NR WiGig

QAM order 64 256,512 64
FFT size 2048 2048 512
Total SC∗ 800 800 336

SC Spacing 244 kHz 244 kHz 4.88 MHz
Bandwidth 195 MHz 195 MHz 1.64 GHz

Datarate (Gbps) 1.17 1.56,1.76∗∗ 9.84
∗SC stands for subcarrier

∗∗Values for 256-QAM and 512-QAM respectively

ceiver structure. Mixing of the mmWave carrier and data sideband terms at the PNC stage

produces a clean IF OFDM signal (see Fig. 3.15) which is then captured by a real-time

oscilloscope (RTO) at 50 GSa/s before offline processing consisting of synchronization,

channel estimation and equalization and EVM/BER measurement is performed.

Initially, the wavelength flexibility of the mmWave ARoF system is demonstrated by

operating the DLM at four different sets of wavelength pairs across the C-band. Both

the lasers from the DML were tuned to achieve a constant relative frequency spacing of

56 GHz while operating at different wavelengths of 1539 nm, 1544 nm, 1548 nm and

1552 nm (shown in Fig. 3.12(a)). One of the optical carriers from these wavelength

pairs was single sideband modulated with a 244 kHz subcarrier spacing OFDM signal

(5G NR compatible) at 4.75 GHz intermediate frequency in order to generate a 60.75

GHz mmWave signal.
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3.2.2.2 System 2: mmWave flexible optical/mmWave system

In system 2, the DLM is thermo-optically tuned to produce the optical carriers with the

desired mmWave frequency carrier separation from 55-65 GHz. Each laser had an iso-

lator connected to the fiber output. The inclusion of a single-ended MZM for intensity

modulation, coupled with envelope detection, serves to lessen the complexity of the sys-

tem relative to that of system 1 above. In addition, the intensity modulation operation

results in a reduction in modulator insertion losses negating the requirement for the ad-

ditional EDFA at the transmitter. The single-ended LiNbO3 MZM is fed by two types of

IF OFDM signals resembling the 5G NR and Wi-Fi Gigahertz (WiGig) [16] standards.

The two IF signals centered at 1.75 GHz, whose properties are given in Table 3.2, are

first amplified and then used to drive the MZM which is biased at quadrature for optical

double sideband (ODSB) modulation (optical spectra in Fig. 3.16 (b) and (c)). An EDFA

amplifies the combined optical spectra before its transmission over fiber. The signal is

remotely detected by a PD, which photo-mixes the composite optical signal, generating a

mmWave carrier within the V-band range (55-65 GHz) with two OFDM signal sidebands

1.75 GHz away from the carrier. The mmWave generation is limited to this range due to

the limited bandwidth of the electrical components at the receiver. This signal is wire-

lessly transmitted by the antenna over a shorter link length of 1 m, due to lower receiver

sensitivity compared to system 1. The received mmWave signal is fed to a 50-75 GHz

envelope detector with 3 GHz IF bandwidth which retrieves the amplitude modulated in-

formation to generate an IF OFDM signal. This IF signal is then captured by the RTO for

further offline processing.

3.2.3 Results & Discussion

3.2.3.1 System 1: λ -flexible performance (5G NR)

Fig. 3.17 (a) shows the EVM performance of this outlined system (system 1) for four

different transmission scenarios of O-B2B, 10 km fiber (Fb), 10 km fiber + 1m wireless

(Fb + 1 m Wi), and 10 km fiber + 2 m wireless (Fb + 2 m Wi) using all the above-

mentioned wavelength pairs. The results indicate that the transmission over 10 km of fiber

has a negligible effect on system performance compared to the O-B2B case for all four-
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Fig. 3.16: (a) DLM schematic and optical/mmWave experimental ARoF fronthaul system 2
having intensity modulator and envelope detector with inset showing with (b) narrowband

256-QAM and (c) wideband 64-QAM ODSB modulations.
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wavelength pairs at a received optical power (ROP) of -2 dBm. For wireless transmission,

the two horn antennae (each with a passband of 55-65 GHz) along with an additional

receiver electrical booster amplifier were added to the system. The line-of-sight wireless

link was manually adjusted to maximize the received power for transmission distances of

1 and 2 m. Fig. 3.17 (a) shows that the addition of a 1 m wireless link following 10 km

fronthaul transmission (Fb + 1m Wi, green curve) results in a small (∼0.5%) degradation

in EVM across all tested wavelength pairs. This degradation can be attributed to the

reduced electrical SNR at the receiver due to additional noise from the booster amplifier.

Nevertheless, excellent performance below 6% was achieved in all cases over the full

fiber-wireless link.

Increasing the wireless distance to 2 m (Fb + 2m Wi, purple curve) results in a fur-

ther 1 - 1.5% degradation in EVM across the wavelength range. This degradation can be

attributed to the combined effects of marginally elevated PD nonlinearity (as the ROP,

in this case, was increased to 0.5 dBm to obtain a reasonable signal level at the PNC re-

ceiver), as well as additional signal attenuation over the increased wireless link distance.

Again, EVM performance between 6 and 7.8%, which is below the 8% EVM limit for

64-QAM, indicates the successful transmission of 1.17 Gb/s 5G NR compatible subcar-

rier spacing OFDM signals. It should be noted that a more advanced wireless mmWave

link design, such as beam-forming operation using a phased array antenna (PAA), could

greatly increase the achievable wireless transmission distance for the presented system

[17]. The constellation results in Fig. 3.17 (b), representing EVMs between 4.6% and

5.2% at different wavelengths for OB2B scenarios, indicate the successful generation,

and demodulation of the 5G NR compatible mmWave OFDM signal over an ARoF het-

erodyne fronthaul link across the C-band. The constellation results for signal transmission

over 10 km fiber and 1 m wireless link is depicted Fig. 3.17 (c). The constellation points

are more scattered in fiber-wireless link compared to OB2B because the Gaussian noise

is added to the signal by the wireless channel.

3.2.3.2 System 2: mmWave flexible performance (5G NR)

While the wavelength flexibility demonstrated by tuning the DLM to operate at four dif-

ferent optical carrier pairs over C-band plays an important role from an optical network
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The constellation of demodulated (b) 61.8 GHz mmWave 64-QAM WiGig and (c) 256-QAM 5G

NR (red) signals, respectively, for the case of Fb + 1m Wi transmission at +2 dBm ROP.

design perspective, the mmWave carrier frequency flexibility is important for an efficient

design of the wireless link. In this subsection, variable frequency mmWave signal gener-

ation within the V-band range of 58.3 GHz to 64.3 GHz, using optical carriers at roughly

around 1552 nm wavelengths, is demonstrated over an ARoF fronthaul system incorpo-

rating the envelope detector-based receiver. Fig. 3.18 shows the BER performance after

demodulation of the 256-QAM 61.8 GHz 5G NR OFDM (mobile) signal with respect to

ROP on the PD for two different transmission scenarios: 10 km fiber (Fb) and 10 km fiber

+ 1m wireless (Fb + 1m Wi) .
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It was observed that the transmission over the optical back to back link and 10 km fiber

link had similar BER performance over different received optical powers. The results also

show excellent performance in the case of 10 km fiber transmission with BER as low as

8.46×10−6 for 1 dBm optical power falling on the PD. As expected, the BER degrades

with reduced ROP and reaches the 7% overhead (OH) FEC limit of 2.3×10−3 at −4 dBm.

The results shown in Fig. 3.18(a) further indicate performance degradation with ∼3 dB

penalty in receiver sensitivity once the wireless transmission is introduced in the link

(Fb + 1m Wi case). This performance difference is attributed to the combined effect of

SNR degradation due to additional noise from the booster amplifier and reduced electrical

power on the receiver envelope detector. Nevertheless, performance below the FEC limit

is achieved over the full link demonstrating the successful mobile signal transmission at a

data rate of 1.56 Gb/s. A received constellation of the demodulated 64-QAM WiGig and

256-QAM 5G NR data is also shown in Fig. 3.18(b) and (c), respectively, for the case of

Fb + 1m Wi transmission with an ROP of 2 dBm.

In order to demonstrate the variable frequency mmWave signal generation, both the

lasers from DLM were finely tuned to obtain 9 different carrier spacings from 55-64.3

GHz. Fig. 3.19(b) shows the EVM performance of 256-QAM data modulated 5G NR

OFDM signals at each of the generated mmWave frequencies after transmission over 10

km fiber and 1 m wireless (Fb + 1m Wi). The system shows a uniform performance (below

the 3.5% EVM limit for a 256-QAM signal) across the frequency span, with the lowest

EVM of 2.4% observed at the carrier frequency of 64.3 GHz (with a BER of 8.46×10−6).

The slight improvement in system performances, compared to those presented in section

3.2.3.1 over system 1, stems from the improved OSNR as the second EDFA was not

required with this system configuration. In order to further increase the data rate, 512-

QAM data was modulated on the OFDM subcarriers, and its performance is shown at two

different mmWave frequencies in Fig. 3.19. In this case with Fb + 1m Wi transmission,

EVM values of 2.5% and 2.4% were measured at 58.3 GHz (constellation in Fig. 3.19)

and 64.3 GHz frequencies, respectively, delivering a datarate of 1.76 Gb/s.

RF/mmWave carrier frequency flexibility is paramount for wireless systems due to

the use of closely spaced frequency channels. The results presented in this subsection

show the capabilities of the employed DLM to generate mmWave signals in the V band
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Fig. 3.19: (a) EVM as a function of mmWave Fc is set at 2 dBm ROP. (b) The received
constellation for the 512-QAM 5G signal at 58.3 GHz.

with ∼1 GHz of granularity achieved through precise wavelength tuning. The choice of

operating the system in the 55-64.3 GHz frequency band was dictated by the availability

of various RF, mmWave and optoelectronic components. In practice, any frequency up to

1.05 THz can be generated with the employed DML as shown by the tuning spectrum in

Fig. 3.12(b).

117



3.2.3.3 System 2: mmWave flexible performance (WiGig)

The results presented in the previous two subsections show the successful transmission

of 195 MHz bandwidth 5G NR compatible OFDM signals designed for mobile applica-

tions. In order to achieve higher data rates, up to 10 Gb/s for 5G and beyond 5G services,

wider bandwidth signals are required. While there is no standard defined for higher chan-

nel bandwidth mobile telephony applications yet, the 60 GHz wireless gigabit standard

(WiGig IEEE802.11ad [16]) gives some indication of the possible future specifications.

The IEEE 802.11ad standard for indoor broadband services specifies the use of four 2.16

GHz bandwidth channels (∼1.83 GHz data signal bandwidth) for data transmission in the

unlicensed frequency band between 57 GHz to 66 GHz. In order to demonstrate a higher

data rate system, WiGig standard compatible bandwidth OFDM signals over the envelope

detector-based mmWave ARoF system 2 are transmitted.

The BER performance of the 61.8 GHz 1.64 GHz bandwidth WiGig signal with vari-

able ROP is shown in Fig. 3.18 for three transmission scenarios of O-B2B, Fb, and Fb

+ 1m Wi. The results indicate that the transmission over 10 km fiber does not have any

significant effect on the performance of the signal compared to the O-B2B case. In both

of these cases, the BER degrades to above the FEC limit at an ROP of −4 dBm – similar

to the 5G NR transmission case. At higher ROPs in the Fb transmission scenarios, an

error floor emerges in the case of the WiGig signal at 61.8 GHz but is not evident for the

5G NR signal. This effect can be attributed to the impact of the wider signal bandwidth.

This results in further performance degradation, with a 4 dB penalty in receiver sensitiv-

ity, where wireless transmission is introduced in the link. The 1 dB receiver sensitivity

penalty between WiGig and 5G NR transmission for Fb + 1m Wi case, as seen in Fig.

3.18, can be attributed to the different SNR requirements for the QAM formats used, as

well as the differing signal bandwidths.

Here again, fine wavelength tunability of the DLM (as presented in subsection 3.1.2)

is exploited to demonstrate the flexibility of the presented system to successfully generate

mmWave signals within the channel frequencies mentioned in the WiGig standard. Fig.

3.19 shows the EVM performance of the outlined Wi + Fb transmission system with re-

spect to the variable mmWave carrier frequency from 55-64.3 GHz for an ROP of +2 dBm
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– similar to the 5G NR case. The results indicate minimal variation in the EVM (between

6.1% to 6.7%) for different mmWave channel frequencies. These results demonstrate the

successful transmission of the 9.84 Gbps signals in all transmission cases, once again

highlighting the ability of the system to support centralized and flexible provisioning of

future mmWave services.

The use of a low linewidth and photonic integrated laser module along with FO ag-

nostic receivers in the system enables excellent performance for the WiGig and 5G NR

compatible multicarrier OFDM signals which exhibit relatively low subcarrier spacings.

But, in general, the single carrier approach (available as a waveform option for WiGig

services [18]) can lessen the requirements for precise FO and phase noise cancellation at

the receiver [19] at the cost of reduced spectral efficiency.

3.3 Conclusion

As mentioned in chapter 1, photonic integration will play a key role in the development

of cost-effective links as many transmitters and modulators can be integrated on a single

chip. The experimental work described in this chapter involved the characterization of an

integrated DLM that can be tuned over 100 nm while maintaining the SMSR over 50 dB

and the RIN values around −160 dB/Hz. The DLM exhibits narrow linewidth and low

phase noise indicating the device’s potential to provide low noise carriers for use in future

optical access networks and coherent communication systems. The tuning characteristics

of the device make it an excellent candidate for optical heterodyne systems. The two

experimental works presented in this chapter demonstrate the ability of a hybrid integrated

InP-Si3N4 DLM to provide flexible wavelength and RF carrier assignment, for remote

mmWave generation through heterodyne detection. The first system deploys DLM in a

heterodyne ARoF system with an analog PNC receiver circuit. Excellent performances of

∼ 5% EVM are achieved on all test wavelengths over the full fiber fronthaul link and a 1

m wireless distance, with negligible degradation compared to the back-to-back cases. The

results demonstrate how an integrated DLM can provide a highly re-configurable silicon-

based platform for the successful delivery of 5G ARoF mmWave services – in this case

delivering a raw mobile data rate of 1.17 Gb/s at 60.75 GHz.
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A further simplified and cost-effective system is developed using an envelope detector-

based receiver. The system performs exceptionally well, with all recorded EVMs below

3% and 7% for the transmission of 256-QAM 5G NR and 64-QAM WiGig signals, re-

spectively, and exhibits excellent uniformity in EVM performance with both signals ex-

hibiting a variance of less than 1% across the frequency range. Although the DSB nature

of the signal transmission here limits achievable spectral efficiency, the results show that

this can be somewhat offset by the successful transmission of OFDM signals with higher-

order QAM, up to 512 levels. While the RF tunability demonstrated in this work is over a

portion of the V-band, the use of higher speed photodiodes [20] and electrical components

[21], in conjunction with the DLM presented here, can facilitate ARoF systems operating

in the 100 GHz to 1 THz range. The integrated SiP approach provides the potential for a

smaller form factor, greater cost efficiency and a higher yield device fabrication ultimately

paving the way for a fully integrated optical/mmWave transceiver. In the next chapter 4,

the wide tunability and low noise features of DLM in combination with advanced system

design are discussed.
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Chapter 4

Advanced Converged Optical

Transmission Systems

The incessant growth in required network capacity can only be catered for by the enhance-

ment and convergence of fixed-line and wireless networks through the adoption of new

communication techniques and flexible technologies. This chapter will explore advanced

systems that leverage SiP technology to enhance reconfigurability within the overall net-

work infrastructure. One key component utilized in these systems is the low noise charac-

teristics exhibited by the DLM such as extremely low RIN (∼ −165 dB/Hz) and linewidth

(∼ 10 kHz) which are discussed extensively in subsection 3.1.2. These features of the

DLM are exploited for transmission of the multiple multiplexed waveforms that are com-

patible with cutting edge PON, Wi-Fi and beyond 5G technologies. The amalgamation of

digital and analog signals has the potential to enable the transmission of vast bandwidths

of information across the future converged optical access networks with high spectral ef-

ficiency. Previous work [1] and [2] have shown the coexistence of next-generation PON

and 5G networks providing high throughput fixed-line and wireless fronthauls. The hy-

brid transmission of broadband signaling with mmWave OFDM over a HetNet downlink

is demonstrated in [3]. In the first section of this chapter, the first demonstration of un-

amplified transmission using digitally multiplexed PAM-8, and 64-QAM OFDM signals

resembling WiGig and 5G NR standards over a 10 km fronthaul RoF link in a C-RAN

scenario using DLM is presented.

SiP PIC designs have proven to show a high degree of flexibility in the past and present
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research works [4, 5, 6, 7, 8, 9] and this is also demonstrated through experimental results

presented in the previous chapter 3. The concluding section of this chapter illustrates

the improved network reconfigurability achieved by incorporating SiP PIC elements into

the system. An experimental demonstration showcases a highly flexible wavelength and

space-switched ARoF fronthaul transmission, specifically designed for a mmWave emerg-

ing 6G waveform over a C-RAN. A spread spectrum multiplexing technique – OCDM

– which is highly resilient to inter-channel interference and enables enhanced channel

estimation is utilized in the fronthaul transmission demonstration.

4.1 Hybrid DRoF and ARoF mmWave systems

4.1.1 Multiwave Signal Generation

The experimental work presented in this section focuses on the convergence of fixed-

line and wireless networks by consolidating various services. In a practical networking

scenario, these services can be electrically multiplexed at the CO. However, due to the

limited availability of electrical components at the time of the experiment, a digital mul-

tiplexing approach is employed utilizing software tools. By digitally multiplexing the

different services, the experiment demonstrates the feasibility of combining multiple ser-

vices over a single transmission medium. The waveform multiplexing technique, either

digital or electrical, allows for the efficient utilization of available resources and enables

seamless integration of diverse services, such as data transmission, voice communication,

video streaming, and more. In this work, the selected services are expected to be provided

by PON, Wi-Fi and 5G technologies. However, the services are not limited to these tech-

nologies and there is ample scope to integrate visible light communication (VLC) and

free space optical (FSO) communication into the transmission system presented in this

section. The three types of waveforms that are generated independently are:

1. OFDM, compatible with 5G NR standards (see subsections 1.2.1 and 2.1.2)

2. OFDM, compatible with Wi-Fi standards (see subsections 1.2.2 and 2.1.2)

3. PAM, suitable for broadband access over PON (see subsections 1.2.3 and 2.1.2)
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Recently the researchers have extensively employed PAM in VLC and FSO links in order

to spectrally enhance the bandwidth utilization in these technologies [10, 11, 12]. The

software tools utilized in this experimental work play a critical role in enabling digital

multiplexing, providing necessary algorithms and processing capabilities to combine and

manage different services. To generate a digitally multiplexed signal that combines the

aforementioned waveforms, all waveforms have a common sampling rate. This ensures

effective multiplexing and allows the generated digital samples to be converted into the

electrical signal by the AWG used for the experimental work presented later in this chap-

ter. To facilitate this process, the following equations are presented, representing the

relationship between different types of waveforms. These equations serve as guidelines

to (re)sample the waveforms and ensure that they align properly during the multiplexing

process. The equations are given as follows:

DPOFDM = NOFDM
Sym (WFFT +WCP)ROFDM

US (4.1)

DPPAM = NPAM
sym RPAM

US (4.2)

where DP is number of datapoints/samples, NSym is the number of symbols and RUS is

the upsampling rate. These are common properties of PAM and OFDM waveforms. In

equation 4.1, WFFT and WCP are the size of the FFT block and CP respectively and these

properties are specific to OFDM waveform generation only. The RUS is described in terms

of the ratio of the desired sampling rate of the system, Fsystem, and the base sampling rate,

Fs, of a waveform (without resampling), see 4.3. The equation presenting the upsampling

ratio RUS is given below, followed by the upsampling rate equations of OFDM and PAM

waveforms, i.e. ROFDM
US and RPAM

US respectively. The RPAM
US can also be represented in terms

of the ratio between the system’s sampling rate and the PAM’s symbol rate (SymRPAM).

RUS =
Fsystem

Fs
(4.3)

ROFDM
US =

Fsystem

FOFDM
s

(4.4)

RPAM
US =

Fsystem

FPAM
s

=
Fsystem

SymRPAM (4.5)
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The selection of the parameter RUS determines the scaling of the sampling rate for

each waveform and can be used to ensure a common sample rate for the system. To

facilitate ease in DSP, RUS is typically chosen as an integer value. This simplifies the

mathematical operations involved in processing the waveforms. Another important factor

in the process is ensuring that the same number of samples is generated for each type of

waveform. This requires calculating the number of symbols for each waveform. A sym-

bol refers to a distinct entity (single carrier) or unit (multi-carrier) within a waveform that

carries specific information. By determining the number of symbols for each waveform

and generating an equal number of samples, it ensures proper alignment of the waveforms

which is vital for effective multiplexing and subsequent signal processing. The following

equations represent the procedure of calculating the number of symbols for each wave-

form and also show their interdependence for multiplexing. In order to multiplex the three

waveforms, each of the waveforms should have the same amount of datapoints/samples,

hence forming waveforms vectors of equal dimensions. Hence Eqns. 4.1 and 4.2 can be

re-written as follows:

NOFDM1
sym =

NPAM
sym RPAM

US

(W OFDM1
FFT +W OFDM1

CP )ROFDM1
US

(4.6)

NPAM
sym =

NPAM
bits

log2(M)
(4.7)

where NPAM
bits is the number of bits in the PAM signal and M is the order of PAM signal

and represents the number of discrete levels in PAM. The two types of OFDM signals, say

OFDM1 and OFDM2, employed in the digital multiplexing procedure represent 5G NR

and Wi-Fi applications respectively and using Eqn. 4.1 can be represented as follows:

DPOFDM1 = NOFDM1
Sym (WFFT +WCP)ROFDM1

US (4.8)

DPOFDM2 = NOFDM2
Sym (WFFT +WCP)ROFDM2

US (4.9)

In order to multiplex these two waveforms, Eqns.4.8 and 4.9 can be re-written as

follows:

NOFDM2
Sym =

NOFDM1
Sym (WFFT +WCP)ROFDM1

US

(WFFT +WCP)ROFDM2
US

(4.10)
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Fig. 4.1: The two types of transmitted MW signals.

For example, if NOFDM1
sym is set to 4, WFFT +WCP to 1040 (i.e. 1024+16), and the

ROFDM1
US and RPAM

US to 90 and 6 respectively, then using the above equations the number

of PAM symbols will be 62400. And by substituting the value of W OFDM2
FFT +W OFDM2

CP to

1040 (i.e. 1024+16) and ROFDM2
US to 9, the NOFDM2

Sym obtained from the above equations

is 40. This example is processed using the software tools and the multiplexed waveform

signal is generated. The two types of digitally multiplexed signals are shown in Fig. 4.1.

The first multiple waveform signal (MW-1), shown in Fig. 4.1 (a), constitutes a 7.5 GBd

PAM-8, a wideband OFDM and narrowband OFDM waveforms which are centered at 0

GHz, 10 GHz and 27 GHz respectively. To enhance the information rate, another MW
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signal, named MW-2, is generated (see Fig. 4.1 (b) that incorporates a higher baudrate

PAM-8 signal of a 15 GBd PAM-8 the same two OFDM signals as in MW-1. These

two types of multiplexed signals will be used in the experimental setup described later in

subsection 4.1.3.

4.1.2 Network Scenario

Section 1.4 provided an overview of different network scenarios that enable the conver-

gence of fixed-line and wireless networks. This subsection focuses on demonstrating the

implementation of multiplexed services on a single transmission link within a network

scenario. Fig. 4.2 represents one such network scenario. In this configuration, PON

technology is utilized to transmit the multiple waveform (MW) signal that combines mul-

tiple waveforms, including a potential waveform for PON such as higher-order PAM (see

subsection 2.1.2), along with 5G and Wi-Fi-compatible OFDM waveforms. The network

scenario involves the consolidation of CU and DU with the OLT at the CO, and the RU

and ONU at the antenna site, which can be either FTTB or Fiber-to-the-Room (FTTR).

The MW signal can be sent over 10-20 km optical fiber and the power splitter (PS) splits

the signal into 1:n ratio. In Fig. 4.2, the two outputs of PS are fed to two floors of a build-

ing. The received signals can be first processed by the combination ONU and PS which

further divides the signal into different paths. Now each of the service types, such as 5G,

Wi-Fi or Ethernet can be optically filtered from the composite MW signal (see the exam-

ple shown in Fig. 4.1) and processed at the appropriate receiver. In the example scenario

in Fig. 4.2, the 5G receiver is represented by ‘RU + PS’ which can further (electrically)

split into data and voice services for wireless (including mmWave) antennae transmis-

sion. An ethernet block shows the connection with a Wi-Fi router, a desktop, a printer

and smart TV, showcasing the access to the internet to these devices. A Wi-Fi router can

be directly connected to the fiber out of the ONU for broadband access to mobile stations

(MS) like laptops, and tablets in the premises [13, 14, 15]. A VLC block is also shown to

process a higher order PAM as intended in its recent research work [12].

This FTTB/FTTR scenario showcases a fusion of various services that were intro-

duced at the beginning of this section. These services encompass high-capacity PON,

Wi-Fi, 5G, and VLC. The amalgamation of these services on a single transmission link
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Fig. 4.2: A network scenario for MW Hybrid DRoF and ARoF mmWave system.

enables the efficient utilization of network resources and facilitates seamless communica-

tion across different platforms.

4.1.3 Multiwave Transmission System

In this subsection, hybrid optical access by the transmission of a signal constituting base-

band PAM-8, 10 GHz WiGig and 27 GHz 5GNR waveforms over a 10 km RoF link. A

schematic of the experimental setup demonstrating converged DRoF and ARoF optical

access in C-RAN architecture is shown in Fig. 4.3. A SiP based DLM, described in

detail in [8], generates an extremely low RIN (∼ −169 dB/Hz) optical carrier with ∼10

dBm power at 1551.72 nm. The DLM fiber output was connected to an optical isolator

to avoid back scattering related losses. As described previously, the digital multiplexing

of three independent waveforms — 7.5/15 GBd PAM-8 (with quadratic pre-distortion) at

baseband (DRoF), and WiGig and 5G NR standard compatible QAM-64 OFDM (ARoF)
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at 10 GHz and 27 GHz, respectively — is performed to produce a unique MW signal.

In cases where 7.5/15 GBd PAM-8 are digitally stitched with WiGig and 5G NR, these

signals are named MW-1/MW-2, respectively. The generated digital samples are con-

verted to an electrical signal using an AWG, operating at 90 GSa/s with 33 GHz electrical

bandwidth. The amplified electrical signal drives the quadrature-biased 40 Gbps single

ended LiNbO3 MZM to modulate the optical carrier generated by the DLM. The optical

spectrum of the two MW signals with 7.5 GBd and 15 GBd PAM-8 are shown in Fig. 4.3

(b). The modulated signal is transmitted over 10 km standard SSMF and received by a 70

GHz PIN PD. The generated photocurrent is amplified and captured using a 100 GSa/s

RTO band-limited to 33 GHz. The properties of the modulation schemes employed in this

work are shown in Table. 4.1.

4.1.4 Result & Discussion

The unamplified RoF transmission of MW signals is evaluated in terms of BER and EVM

with respect to the ROP for 7.5/15 GBd PAM-8, 2.9 GHz bandwidth WiGig and 488 MHz

bandwidth 5G NR. The optical transmission power was 0.5 dBm. The optical transmis-

sion without fiber reel and with 10 km fiber reel were observed to be the same. The results

after 10 km SMF, presented in Fig. 4.4 (a), show that the lowest BER obtained is 1.1 ×

10−3 for 7.5 GBd PAM-8 in MW-1, which is below the 7% hard-decision (HD) FEC limit

(3.8 × 10−3). The system’s limit is tested by MW-2 transmission with 15 GBd PAM-8

and the deployed transmitter-receiver matched RRC (see subsection 2.1.2) filtering at ∼

9 GHz is used to avoid interference with WiGig centered at 10 GHz.

A higher relative power is allocated to PAM-8 in MW-2 (compared to MW-1) to im-

prove its performance. However, this value is lower than the power of 15 GBd PAM-8

in the case where it is transmitted alone (i.e. without the adjoining ARoF signals) and

Table 4.1: Properties of MW signal

Property Digital WiGig 5G NR
Modulation PAM-8 QAM-64 OFDM QAM-64 OFDM

Datarate (Gbps) 22.5(MW-1) / 45(MW-2) 17.5 2.9
Bandwidth (GHz) 7.5(MW-1) / 9(MW-2) 2.9 0.488
RF Carrier (GHz) 0 10 27
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Fig. 4.3: Experimental setup of MW RoF transmission over 10 km SMF, with inset (a) showing
details of each waveform and (b) and (c) showing MW optical and electrical spectra respectively.

hence, degradation of ∼ 4 dB in receiver sensitivity at the FEC limit is observed. The

EVM performance of WiGig and 5G NR, presented in Fig. 4.4 (b), shows EVMs as low

as 6.5% and 5.1%, respectively (well below the 8% QAM-64 EVM limit). There is a

negligible performance difference between WiGig in MW-1 and MW-2 compared to 5G
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GBd and 15 GBd PAM-8 extracted from MW-1 and MW-2 respectively as well as for single 15
GBd PAM-8 signal and (b) shows EVM performance at different ROPs for 5GNR and WiGig

extracted from MW-1 and MW-2.

NR for the same conditions. Due to the reallocation of signal power in MW-2, it is noted

in Fig. 4.1.3 (b) that a lower relative power is allocated to 5G NR in MW-2 (compared to

MW-1), thus impacting its signal to noise ratio adversely, as seen in Fig. 4.1.3 (c). Hence,

a degradation in receiver sensitivity by ∼ 2 dB for 5G NR in MW-2 is observed at the

EVM limit. Nonetheless, the EVM performance for 5G NR in MW-2 is recorded within

the standard 3GPP limits for ROPs of more than -5 dBm.

From these results, it is concluded that optimization of power distribution among three

132



(a) Eye diagram of PAM-8

In-Phase

Q
u

a
d

ra
tu

re

(b) Constellation diagram of 5G NR

In-Phase

Q
u

a
d

ra
tu

re

(c) Constellation diagram of WiGig

Fig. 4.5: (a) Shows the eye diagram 15 GBd PAM-8 extracted from MW-2 at the ROP of -2 dBm
at the PD. (b) and (c) show the overlapped transmitted and received constellations of 5G NR and

WiGig signals respectively that are extracted from MW-2 signal for ROP of -2 dBm.

types of waveforms in the MW signals is vital as the error performance is highly depen-

dent on the power allocated to each waveform. The successful hybrid multi-level DRoF

and ARoF transmission demonstrated in this work is ultimately enabled by the low noise

and high output power features exhibited by the SiP based DLM.

4.2 Low Noise Ultra-Flexible SiP Switching Platform for

mmWave Systems

4.2.1 Optical Switching & Routing

An optical switch is a device used to route an optical signal from one channel to another

within a specific range. It offers tunable transmission windows and serves as a crucial

component for optical cross-connections, optical add/drop multiplexing, network mon-
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itoring, and automatic system protection. Optical switches utilize various implementa-

tion technologies, including mechanical, thermo-optical, acousto-optic, electro-optical,

magneto-optical, liquid crystal, and MEMS-based switches. With the increasing de-

mand for high-speed and large-capacity optical communication, traditional electronic

switches are gradually being replaced by all-optical switches available in the market.

Some optical waveguide couplers that are used for manufacturing the SiP optical switches

[16, 17, 18, 19, 20, 21, 22] are:

1. Mach-Zenhder Interferometer (MZI): MZI switches are versatile interferometric

switch elements that are ideal for space switching in WDM systems. A typical 2×2

MZI switch cell consists of two 3 dB couplers and a dual-waveguide arm with a

phase shifter. The phase shifter can be adjusted by changing the refractive index

using a heater due to the thermo-optic (TO) effect or a p-i-n junction diode due to

the electro-optic (EO) effect. By varying the phase difference between the arms,

the output signal can be switched between one of the two ports.

2. Microring Resonator (MRR): MRR switches are resonant switch elements used

for wavelength selective filtering in WDM systems. Compared to MZI switches,

MRR switches have a smaller footprint and lower power consumption, making them

suitable for high-density switches. A typical 2×2 add-drop switch cell consists of

an MRR, two bus waveguides, and an optical phase shifter (either EO or TO). The

input signal can be switched to the drop port or the through port depending on

its alignment with the resonance of the MRR. If the input optical signal, say λ1,

matches the MRR resonance, it is directed to the drop port. The optical signal

which is not in resonance with MRR, say λ2, is sent to the through port.

3. Micro-Electro-Mechanical Systems (MEMS): MEMS optical switches are minia-

ture mechanical devices used to control the routing of optical signals. These switches

consist of a movable mirror or prism that can be controlled by electrostatic or elec-

tromagnetic forces. The movable element is suspended on a flexible substrate and

can be actuated to change the optical path. The principle behind MEMS optical

switches is the movement of the mechanical element. When the mirror or prism is

at rest, the optical signal follows a specific path. By applying voltage or current to
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Fig. 4.6: Layout of waveguide couplers for optical switches.
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the actuation mechanism, the movable element can be deflected, altering the optical

path and directing the signal to a different output port.

The key network elements employed for optical switching and routing are as follows:

1. Arrayed Waveguide Grating (AWG): It is a passive component specifically uti-

lized in WDM optical networks and illustrated in Fig. 4.7 (a). It serves the crucial

function of both wavelength multiplexing and demultiplexing. The AWG consists

of arrays of optical waveguides that spatially separate or demultiplex the wave-

lengths of an input WDM signal, or combine and multiplex multiple input wave-

lengths into a single output WDM signal. This separation or combination is achieved

by carefully designing the path differences in the waveguides, resulting in wave-

length dispersion and the spatial separation of each wavelength. As the dispersed

wavelengths propagate through the AWG, they undergo interference, leading to

wavelength-selective constructive and destructive interference patterns. The output

waveguides then deliver the separated or combined wavelengths of light accord-

ingly.

2. Wavelength Selective Switch (WSS): It is an active optical routing and switching

element that is specifically used in WDM optical networks. As shown in Fig. 4.7

(b), it selectively adds, drops or routes a wavelength, that is based on the principle

of wavelength filtering and redirection. It can be constructed using MZIs, MRRs,

MEMS or liquid crystal on silicon (LCoS) etc. The LCoS based WSS incorporates

a switch engine that utilizes an array of phase-controlled pixels to steer beams by

creating a linear optical phase retardation in the desired direction. This type of WSS

offers high channel isolation, low insertion loss and high speed switching.

3. Reconfigurable Optical Add Drop Multiplexer (ROADM): It is an active com-

ponent utilized in WDM systems to facilitate the dynamic routing of optical signals

and is depicted in Fig. 4.7 (c). It empowers network operators to selectively add

or drop specific wavelengths at different nodes within the network. ROADM de-

vices offer remarkable flexibility in wavelength channel management, enabling the

reconfiguration of optical paths without the requirement for physical adjustments.
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They typically incorporate a WSS along with optical amplifiers to enhance signal

quality and integrity.

4.2.2 SiP Optical Switch: Functionality and Network Topologies

The SiP MRR based optical wavelength/space switch, used for te experimental work de-

scribed below, is a chip that incorporates a switch-and-select architecture, consisting of

two add/drop linear switching arrays connected via a passive shuffle network. Each array

consists of N 1×N/N×1 switching units with MRR add-drop filters serving as demulti-

plexers. By thermally tuning the MRR resonances using drive voltages, specific add/drop

wavelengths can be selected. This configuration ensures non-blocking connectivity and

enables the formation of customized input/output paths. The 4×4 SiP MRR-based switch-

and-select layout is shown in Fig 4.8. Optical terminations are implemented at through

ports to eliminate reflections, while multimode waveguide crossings are utilized in the

shuffle network for low-loss and low-crosstalk performance. The placement of thermo-

optic MRRs at a 100 µm pitch minimizes thermal crosstalk, and the measured resonance

shift exhibits a thermal efficiency of 1 nm/mW. Additionally, a 3 dB passband with ap-

MRR BUS MRR

Fig. 4.8: Schematic of 4x4 SiP switch.
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proximately 24 GHz bandwidth has been observed [23, 24, 25].

4.2.2.1 Switch Network Topologies

To fully understand the operation and capabilities of the integrated MRR-based device is

to consider the various switch network topologies that it enables:

1. Broadcasting: The point-to-multipoint transmission of information signals is ac-

complished through a 1×4 MRR configuration. In this setup, the input signal at a

specific wavelength (λ1) is divided into four switch outputs. To configure the SiP

switch, all the MRRs in one bus at the input and the associated MRRs in different

buses at the output (see Fig. 4.9 (a)) are thermally tuned to be close to the same res-

onance. This tuning process involves adjusting the center frequency of the MRRs

based on Vernier filtering, allowing a specific wavelength to pass through. At the

input bus, the first MRR directs a portion of the signal to the drop port, while the

remaining portion is forwarded to the through port. This process continues until the

last MRR in the MRR bus [23]. This functionality resembles that of a power splitter

in PON networks. Such a topology finds applications in video streaming, real-time

data distribution, and network synchronization.

2. Multicasting: It is also a point-to-multipoint information transmission topology,

similar to broadcasting. However, it differs from broadcasting in that the SiP switch

is configured to route the input wavelength of the switch to selected output ports.

For instance, the MRRs are thermally tuned to a 1×2 configuration by aligning two

MRRs from a bus at the input and the associated MRRs in different buses at the

output of the switch to the same resonance. This topology is illustrated in Fig. 4.9

(b). With this type of topology, different services on dedicated wavelengths can be

split and broadcast.

3. Wavelength Switching: It is also a point-to-multipoint information transmission

topology, however, the switch is fed with a WDM signal as shown in Fig. 4.9 (c).

In this example, the MRR input-output pairs are configured such that the first MRR

in a bus drops one wavelength from the WDM signal, sending the rest along the

MRR bus and the through port. The next MRR in the same bus is configured to drop
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(c) Wavelength switching

Fig. 4.9: Depiction of various network topologies in which the optical switch can be
implemented.

another wavelength. The associated output MRRs are tuned to corresponding input

MRRs routing signals at specific wavelengths (colored signals in Fig. 4.9 (c)) out of

the switch. This topology can be used in a multi-service environment as discussed

in the previous section 4.1 for a case where DRoF and ARoF services share the

same network transmission link but are multiplexed over different wavelengths.

4. Space Switching: It is a multipoint-to-multipoint topology where the SiP switch is

configured to enable the space switching functionality as a “bar” or “cross” state as

shown in Fig. 4.10. This topology supports the centralization of resources in the
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Fig. 4.10: Illustration of physical placement of the switch deployed for space switching in the
network.

access network and can be implemented in scenarios where a CO contains multiple

CUs and DUs, which are collectively called BBUs (refer to subsection 1.2.1), and

OLT pools. An information carrying optical carrier from one pool can be switched

to the desired RU or ONU.

4.2.2.2 SiP Switching Technologies for RoF

Highly wavelength flexible SiP integrated circuits can provide low noise, low crosstalk,

high yield and small footprint when compared to discrete semiconductor components

[26], and these advantages have been exploited by recent works focusing on RoF for

C-RAN and converged service applications [27]. In [28], the transmission of multi-band

IF ARoF signals through a low cross-talk wavelength and space flexible SiP MRR based

optical switch is demonstrated. Xia et al. successfully deployed a similar SiP switch

technology in support of a reconfigurable converged fixed-line and wireless network with

DRoF technology [23]. A Si3N4 MRR based ROADM has been used in [29] to show the

coexistence of multi-service mmWave ARoF and DRoF transmission in C-RAN, while

a SiP MRR based smart edge in [30] enables the transmission of ARoF with WDM in

a converged optical access network scenario. This smart edge, located within the PON

remote node, intercepts PON traffic and adds 5G signals to transmissions that are being

sent to and from ONUs. The examples of recent research activities above demonstrate
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how innovations in integrated photonics technology can be leveraged for advanced net-

working. In future converged networks, advances in WAN and WLAN technologies must

also be supported through these emerging optical systems. In the context of ARoF in par-

ticular, new modulation formats and waveform designs must be accommodated through

the optical channel.

4.2.3 OCDM waveform

In the wireless domain, much research effort is focussed on the development of new wave-

form designs that are resilient to harsh channel environments typically encountered at

higher radio frequencies [31]. One such multi-carrier waveform is OCDM [32]. Through

its use of a Fresnel transform (FnT), OCDM differs from the 5G waveform of choice

– OFDM – such that information is encoded on a set of orthogonal chirps rather than

frequency subcarriers. The signal’s inherent spread-spectrum-like nature offers robust-

ness to channel fading effects and Doppler shifts and it is seen as a promising candidate

for next-generation mmWave mobile communications. OCDM also facilitates the use

of chirp-based CE and it is shown previously how this feature enables enhanced per-

formance (compared to frequency domain CE) in an optical heterodyne/mmWave ARoF

system [33].

4.2.4 OCDM/OFDM transmission over ultra-flexible SiP laser & switch

fabric

This experimental work described in this section demonstrates an ultra-flexible fronthaul

system underpinned by the unique combination of a low noise SiN-InP MRR-based tun-

able laser source and a low crosstalk 4×4 SiP MRR-based optical wavelength/space switch

for mmWave ARoF fronthaul provisioning with the emerging OCDM waveform. Also,

the successful transmission of a multi-band OFDM signal constituting a narrowband sig-

nal resembling the 5G NR standard for mobile traffic and a wideband signal for broadband

Wi-Fi service in the ultra-flexible ARoF fronthaul system is demonstrated, thus showing

the system’s viability in a multi-service environment.

In the C-RAN architecture-based experimental setup, shown in Fig. 4.11 (a), the CO

142



includes a widely tunable and low-noise TriPleX technology-based laser (a full descrip-

tion of the device is given in [6]). This laser is similar to the DLM described in chapter 3.

The laser consists of a gain section made of an SOA and a cavity including a phase sec-

tion and two Si3N4 MRRs (as highlighted in orange in Fig. 4.11 (a) which are thermally

controlled via microheaters. Control voltages to the microheaters associated with the two

MRRs are used to tune the laser across the C-band. This widely tunable laser has a low

RIN (∼ −140 dB/Hz) and a narrow linewidth (∼ 40 kHz) at a gain current of 70 mA as

reported in [6].

In this experiment, four separate wavelengths having ∼7 dBm optical power were

used (spectra shown in Fig. 4.11 (b)) with the laser’s gain current set to 150 mA. An

optical isolator is connected to the output of the laser. The laser’s output is modulated

by two types of RF signals via an MZM (bandwidth ∼35 GHz) biased at quadrature.

Utilizing the ARoF technique to modulate RF signals directly onto the optical carrier

avoids digital/analog conversions while preserving the bandwidth efficiency and fidelity

of the original RF data signal. The two types of software-generated signals are – (i) a

single-band (SB) 64-QAM OCDM/OFDM signal centered at 24 GHz (see Fig. 4.11 (a))

and (ii) a multi-band (MB) 64-QAM OFDM signal consisting of a 5G NR compatible

signal at 24 GHz combined with a Wi-Fi compatible signal at 10 GHz (see Fig. 4.11 (b)),

whose detailed features are given in Table. 4.2.

A 60 GSa/s AWG is used to produce an RF signal for laser modulation via the MZM,

thus generating a DSB optical signal, which is then transmitted to a single port of the

SiP MRR based 4×4 optical switch. The low crosstalk switch with maximum crosstalk

avoidance of up to 50 dB and whose design is depicted in the setup in Fig. 4.11 (a)

(see further details in [34, 23]) allows all-optical transmission from a single input port to

every output port through a designated MRR pair. Each port of the switch consist of four

MRRs that are designed to be in different resonant frequency. The switch’s operation is

wavelength selective by appropriate thermal tuning of the resonances of each of the four

MRR filters associated with each port. In the context of this C-RAN type demonstration,

this functionally offers switch-and-select functionality for fronthaul transmission links

to/from the CO. Combining this with the tuning capability of the laser provides a high

degree of high bandwidth all-optical reconfigurability in the network.
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Fig. 4.11: (a) Experimental setup with tunable SiP based MRRs at the laser and switch
(microheaters highlighted in orange), (b) shows the output of the laser tuned in turn to generate

four wavelengths and the corresponding measured resonances of the four MRRs of SiP switch in
this experiment (shown in grey).

In the example networking scenario implemented in this work, the resonant wave-

length of the input and output MRR pairs associated with switch paths 1, 2, 3 and 4 (see
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Fig. 4.12: Received electrical spectra of (a) 64-QAM OCDM at 24 GHz and (b) multi-band
OFDM signal constituting Wi-Fi and 5G NR compatible signals at 10 GHz and 24 GHz

respectively.

Table 4.2: SB OCDM/OFDM and MB OFDM signal properties

Properties OCDM/OFDM MB-OFDM 5G NR MB-OFDM Wi-Fi
(I)DFnT/(I)DFT∗ 1024 2048 2048

Symbol Rate 244.14 kHz 244.14 kHz 4.88 Mhz
Chirps/Subcarrier 820 800 336

QAM-Level 64 64 64
Bandwidth 200.2 MHz 195.3 MHz 1.64 GHz
Data rate 1.2 Gbps 1.17 Gbps 9.84 Gbps

Carrier Frequency 24 GHz 24 GHz 10 GHz
∗Inverse discrete Fresnel transform/Inverse discrete Fourier transform
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Fig. 4.11 (a)) were tuned to a specific configuration (see grey colored input MRR res-

onances in Fig. 4.11 (b)). In this way, a connection from the input port to a particular

output port is achieved by transmission of an associated wavelength across the C-band.

In this scenario, each switch output port (representing the connection to a separate fron-

thaul link served by the CO) can be addressed by appropriate tuning of the TriPleX hybrid

integrated laser; thereby introducing an additional layer of networking flexibility on top

of the wavelength/space switching capabilities of the SiP switch alone. This operation

allows the optical transmitter/service at the CO to be connected to any local fronthaul link

regardless of the SiP switch state.

The optical signal routed out of the switch port is amplified by an EDFA to compensate

for losses (∼10-15 dB) which are primarily attributed to coupling to/from the SiP chip.

The edge coupling loss of 6 dB/facet is reported for a looped pair of MRRs [23]. Path-

dependent losses are also introduced by on-chip bends in Si waveguides in the switch

fabric and variations in the fabrication process. The output signal is then transmitted over

10 km of SSMF. A VOA is utilized to regulate the optical power falling on a 40 GHz PIN

PD with an integrated transimpedance amplifier (TIA), which is situated at the RU and

responsible for converting the incident light into an electrical signal in this direct detection

system. A 100 GSa/s RTO captures the electrical signal, which is then processed offline to

evaluate the EVM performance in all test cases i.e. all four configured switch paths/output

ports.

4.2.5 Results & Discussion

The received electrical spectrum of the transmitted 64-QAM OCDM signal via path 1 (at

1542 nm) is shown in Fig. 4.12 (a). The EVM performance is evaluated with respect

to ROPs, shown in Fig. 4.13, for four wavelengths routed via four configured paths of

the wavelength/space switch. The performance for optical back to back and 10 km fiber

transmission were comparable, hence only the transmission over 10 km fiber is presented.

EVM percentages below the 8% 64-QAM limit for ROPs higher than −5 dBm are ob-

served, with the lowest EVM of 4.9% (BER of 3.2×10−5) recorded for the 64-QAM

OCDM signal received on the 1545 nm carrier (switch path 2) at an ROP of −1 dBm. The

effect of chromatic dispersion due to fiber transmission can be observed for fiber lengths
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Fig. 4.13: EVM performance evaluation over varied optical power incident on PD.

of more than 20 km fiber, but for ARoF access network applications this transmission

distance is unsuitable. Due to the switch path-dependent losses imposed by fabrication

tolerances, coupling and bending losses from on-chip Si waveguides and slight thermal

fluctuations impacting MRR tuning, signals traversing each switch path experience dif-

ferent losses, leading to a variation in optical power observed at each output port. This

directly impacts the OSNR at each wavelength as signals at the output of the switch are

fed to the booster EDFA, ultimately leading to the disparity in the performance curves

presented in Fig. 4.13. This effect leads to a maximum receiver sensitivity degradation of

∼4 dB at the 8% EVM limit when comparing OCDM performances at 1548 nm (path 3)

with that received at 1553 nm (path 4).

In all cases at higher ROPs i.e. from −3 to 0 dBm, the EVM performances converge

to ∼5% as the limitations imposed by the optical receiver (shot noise and non-linearity)

begin to dominate the system performance. The clear 64-QAM constellations of OCDM

signals received at −2 dBm via the four tested SiP switch paths/wavelength conditions are

color-coded with respect to the wavelengths and are shown in Fig. 4.14, indicate excel-

lent performance. To compare OCDM with current 5G technology, an equivalent 24 GHz

1.2 Gbps 64-QAM OFDM mobile signal was also transmitted at 1553 nm and routed via

switch path 4 with the same conditions as for the best performing OCDM signal for a
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Fig. 4.14: Overlapped transmitted and received constellations of 64-QAM OCDM at four
wavelengths, i.e. 1542 nm, 1545 nm, 1548 nm and 1553 nm, coming out of switch paths (a) 1,
(b) 2, (c) 3 and (d) 4 respectively and the multi-band 64-QAM OFDM compatible to (e) 5G NR
and (f) Wi-Fi standards at 1548 nm wavelength, all observed at ROP of −2 dBm incident on PD.

fair comparison. In this case, where standard OFDM frequency domain CE is utilized,

the performance curve (“◦” in Fig. 4.13) indicates a 2 dB degradation in receiver sensi-

tivity with respect to OCDM (for the same networking conditions) at the 8% EVM limit.

This result highlights the performance enhancement enabled through the use of OCDM’s

pulse compression-based CE technique [35], providing a superior channel estimation in

this system dominated by Gaussian noise processes and is completely independent of the

switch path the signal goes through.

A multi-band/multi-service ARoF signal composed of two wireless services; a nar-

rowband 1.2 Gbps 64-QAM OFDM signal adhering to the 5G NR mobile standard at 24

GHz IF and a wideband 10 Gb/s 64-QAM OFDM Wi-Fi standard compatible signal at

10 GHz IF is also transmitted. Fig. 4.12 (b) shows the received electrical spectrum of

the multi-band signal transmitted through path 3 in the optical switch. The EVM perfor-

mance of the composite signal transmitted through switch paths 3 and 4, with an ROP of

−2 dBm, is shown in Fig. 4.15. Best EVMs 6.1% and 6.6% are achieved for 5G NR and
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Wi-Fi services, respectively, through switch path 3 (carrier wavelength 1548 nm). This

divergence in performance between the two services is also observed for transmission

through switch path 4 and this is expected given the relatively larger bandwidth of the

Wi-Fi service, compared to that of 5G NR (see Table 4.2). The same channel estima-

tion was used for SB-OFDM as for SB-OCDM was used in this experiment. The 0.4%

EVM difference between SB-OFDM and SB-OCDM for path 4 in Fig. 4.15 is attributed

to ambient temperature variance during the measurement, rather than channel or signal-

dependent effects. It is noted that there is wavelength related instability due to the thermal

tuning of the MRRs. The overlapped constellation of transmitted and received 5G NR and

Wi-Fi signals are shown in Fig. 4.14 (a)and (b), respectively. The overall EVM perfor-

mance of multi-band OFDM signal at 1548 nm and 1553 nm wavelengths is well below

the 64-QAM EVM limit.

4.3 Conclusion

The advanced converged wireless-optical transmission systems utilizing SiP technology

offer a promising solution to meet the growing network capacity demands. By integrating
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fixed-line and wireless networks and leveraging the advantages of SiP, these systems en-

able seamless transmission of multiple waveforms, catering to applications such as PON,

Wi-Fi, and future 6G networks. This convergence sets the stage for more efficient and

adaptable communication networks in the digital age. In a successful demonstration, a

multi-service optical access with a low noise SiP-based optical source showcased the co-

existence of digital and analog RoF in a converged optical access network scenario. The

system’s flexibility allows modulation at different mmWave frequencies, making it suit-

able for VLC, FSO, and satellite communication as well.

In the context of future access networks for beyond 5G/6G technology, optical recon-

figurability plays a crucial role in the development of interoperable, energy-efficient, and

cost-effective networks. The presented results illustrate how wavelength/space flexible

SiP components can be deployed in a C-RAN architecture to achieve all-optical fron-

thaul switching/routing directly from a RAN central office. The flexible SiP platform

showcased its capability to support ARoF transport of emerging 6G waveform (OCDM)

at mmWave frequencies with an impressive performance in all test cases. Additionally,

the system demonstrated dynamic multi-service delivery in a C-RAN network, which is

essential for interoperability in future access networks. To enhance energy efficiency, fu-

ture improvements can include implementing a feedback control system to stabilize the

MRRs. Overall, the proposed system and experimental results highlight the potential

of fully integrated SiP systems in developing truly converged and flexible future access

networks.
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Chapter 5

Flexible Short-reach Intra-Datacenter

Transmission

As discussed in chapter 1, the increasing demand for bandwidth, driven by technolog-

ical advancements and cloud services, is fueling the evolution of data communications

networks. High-capacity and spectrally efficient systems are crucial to meet this de-

mand caused by technologies like cloud computing, ultra-high-definition video streaming,

AR/VR, telemedicine, cloud storage and IoT.

The IEEE P802.3db (400 GbE Task Force) standard is rapidly being deployed for

short-reach fiber networks such as intra-DC links that can support bitrates of up to 400G,

using coarse wavelength division multiplexing (CWDM) with eight wavelength channels

each operating with PAM-4 at 50 Gbps [1]. Looking ahead, the Ethernet alliance roadmap

indicates that the future link speeds are envisioned to be more than 1 Tb/s [2]. Consid-

ering the future proliferation of intra-DC interconnects, providing Terabit-scale operation

across a DC network poses a major challenge. To address this issue of scalability, many

works have highlighted the need to harness more spectrally efficient transmission tech-

nologies, as well as the deployment of flexible networking in the optical domain using

dynamic wavelength switching/routing (which overcomes the bandwidth limitations as-

sociated with current electronic switching technologies) [3, 4].

While optical coherent solutions have recently been proposed in the literature [5, 4],

the associated cost of deployment may be prohibitive in the mid-term. Another option,

which maintains the cost-effectiveness of (and provides a greater level of backward com-
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patibility with) today’s systems, involves harnessing the spectral efficiency offered by

dense WDM (DWDM) networking in the C-band in combination with PAM-8 transmis-

sions [6, 7]. Due to the SNR requirements for PAM-8 transmission, a major hindrance

to the development of transceivers in such DWDM IM/DD systems is the RIN of the op-

tical source which limits performance [8]. Furthermore, the optical sources commonly

used in DC transceivers (vertical cavity surface emitting lasers (VCSELs) and distributed

feedback (DFB) lasers), exhibit limited wavelength tunability, making them incompatible

with optical switching platforms which are predicated on transceiver wavelength versatil-

ity. Such proposed systems can exploit wavelength switching alone [9], or in tandem with

optical space switching [10].

It is clear that in order to maximize DC network scalability afforded by a DWDM

PAM platform, the development of a mass producible optical source - which supports

higher order PAM transmission, exhibits flexibility in the optical domain and is compati-

ble with surrounding integrated photonics - is critical. Optical devices based on photonic

integration have shown the potential to be a key element of such evolved optical networks

and have drawn a lot of attention in recent years. As discussed in the previous chapter 4,

the development of silicon-based optical sources in particular has the potential to enable

fully integrated transceiver solutions and is the subject of much research with various ap-

proaches described in [11, 12, 13]. Outside of the SiP approach, compact laser designs

such as the fiber Bragg grating (FBG)-based sources in [8] provide extremely low RIN (-

165 dBc/Hz), while the liquid crystal-based device in [14] gives full C-band tunability.

Recent works have examined the viability of PAM-8 transmissions in short-reach

IM/DD systems. Experiments in [6] target a data center interconnect (DCI) application,

using an ECL to demonstrate 40 GBd PAM-8 transmissions with the aid of a Volterra

non-linear equalizer (VNLE) at the receiver. VCSELs have also been shown to support

PAM-8 in some cases; with [15] demonstrating 28 GBd transmission over 25 km of single

mode fiber with the aid of injection locking/linear EQ, and [16] overcoming laser noise

effects via transmitter side probabilistic shaping (PS) to achieve 33.3 GBd transmission

in multi-mode fiber (MMF) system. The authors of [17] demonstrate 37.4 GBd PAM-8

transmissions using a DFB in combination with a SiP modulator and frequency response

EQ. In some recent work, authors have proposed simplistic digital post-compensation for
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56 GBd PAM-8 DCI transmission using an Electro Absorption Modulator (EAM) [18],

and have demonstrated the use of a hybrid integrated MRR based tunable laser source for

flexible PAM-4 short-reach systems [19].

In this chapter, a photonic integrated DLM is shown to support 28 GBd PAM-8 trans-

missions over an ultra-wide wavelength range of 100 nm using only simplistic DSP to

achieve performance below the 7% FEC limit. The discretely tunable device, DLM (dis-

cussed extensively in section 3.1). Section 5.1 discusses the short-reach datacenter in-

terconnects and 5G cloudification and describes the experimental setup and outcomes of

the experiment of the short-reach datacenter transmission in subsections 5.1.2 and 5.1.3

respectively. This chapter is concluded in the subsection 5.1.4.

5.1 Short-reach Datacenter Interconnects

5.1.1 Datacenter Interconnects and 5G Cloudification

A DCI is a technology that provides high capacity link between two or more datacenters to

pool resources, balance workloads, replicate data, and enable disaster recovery. The DCI

is categorized based on short (< 5 km), medium (< 100 km) and long distance (∼ 100s km)

transmission. The evolution of the speeds of the DCI has been very fast paced since the

year 2010, as depicted in Fig. 5.1. The 100G channel speed was first achieved in 2010 by

deploying coherent technology in the DCNs. Recently, the deployment of 400G coherent

technology in real inter-DCIs was achieved in the year 2018. In the current scenario,

extensive research on the transmission of 800G with pluggable transceivers, multicore

fiber and Si based photonic integration has been portrayed in these works [20, 21, 22].

This rise in the demand for higher bandwidths from DCNs is led by the advent of tech-

nologies such as 5G, cloud computing and AI (discussed in section 1.3) which has led to a

shift towards decentralization of DCNs. A disaggregated DCN corresponds to a network

architecture wherein the various resources and functionalities of the network infrastruc-

ture are decoupled, allowing for increased flexibility and customization in building and

managing the network. Hence, the network operators have the ability to exert effective

control and reconfigure their networks, enabling end-to-end optimization tailored to their
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Fig. 5.1: DCI channel speed evolution over the past decade [23].

specific requirements [23].

Moreover, decoupling the DCN resources and functionality produces a decentralized

DCN, which is a distributed model that encompasses cloud, edge, and end devices. The

complementary capabilities of the edge cloud and core cloud enable seamless collabo-

ration of data, applications, AI algorithms, and management. Some 5G applications ne-

cessitate low-latency computing and localized service processing that leads to increased

demand for lightweight and flexible edge cloud sites [24]. Additionally, certain func-

tions of the mobile core network are being decentralized and moved closer to the content

sources, enabling faster and more efficient processing.

Furthermore, network operators can quickly deploy and scale network functions, re-

duce reliance on dedicated hardware, and optimize resource utilization through the virtu-

alization of 5G components like CU with the NFV technology described in section 1.3.

This enables efficient network management and rapid service provisioning while facili-

tating network automation and programmability. Fig. 5.2 illustrates a decentralized DCN

converged with 5G technology, where the CU is virtualized for time-sensitive applica-

tions.

Researchers in [25] have recently highlighted the potential of increasing the modula-

tion order of PAM from PAM-4 to PAM-6, offering the advantage of reduced bandwidth

occupancy in 1 km intra-datacenter interconnects. This development has invigorated the

interest in analyzing the feasibility of PAM-8 transmissions over these short-reach DC

links and the following section explores this.
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Fig. 5.2: Datacenter and access network convergence.

5.1.2 Intra-Datacenter PAM-8 Transmission

The short-reach PAM-8 experimental setup is shown in Fig. 5.3. Using the tuning maps

presented in the chapter 3 section 3.1, the tuning sections of each laser were optimized

to obtain an optical carrier with the desired wavelength, power and SMSR. L1 was used

to generate wavelengths in the S-band and L2 was used to generate wavelengths in the

C-band, with roughly 10 dBm output power achieved for all operating wavelengths. To

achieve this output power the gain currents of L1 and L2 were set to 170 mA and 100 mA

respectively, as depicted in Fig. 3.5 presented in subsection 3.1.2. The two laser outputs

were attached to isolators in order to avoid back reflections in the laser cavity.

A pseudorandom PAM-8 signal of length 215 symbols was generated offline using

MATLAB. The PAM signal was then predistorted, see Fig.5.4, through symbol level ad-

justment in order to compensate for the non-linear transfer function of the Sumitomo 40

GHz single ended LiNbO3 MZM used. The 28 GBaud PAM-8 electrical signal was gen-

erated by the Keysight M9502A AWG operating at 84 GSa/s and amplified before driving

the MZM which was biased at quadrature. The output voltage of the AWG, as well as

the gain on the linear amplifier, were carefully selected to obtain the MZM drive voltage
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Fig. 5.3: Experimental setup showing the switching between L1 and L2 of the dual module laser.

Fig. 5.4: Predistorted PAM-8 signal with linear-quadratic spacing.

required to maximize the extinction of the transmitted optical PAM-8 signal. After mod-

ulation of the optical carrier via the MZM, the signal was transmitted through 1 km of

SMF. At the receiver, a VOA was used to vary the received optical power falling on a 30

GHz PIN PD. The obtained photocurrent was amplified to allow its capture, at a sample

rate of 100 GSa/s, with the Tektronix DPO77002SX RTO.

In order to examine the limitations imposed by RIN in the PAM-8 transmission sys-

tem, an optical source with variable RIN levels was synthesized. This was achieved by

connecting the output of L2 (operating at 1553 nm) to an EDFA through a VOA, shown

as RIN controller in Fig. 5.3. By setting the EDFA to have a fixed output power of +10

dBm, the input optical carrier power can be varied by the VOA, thus producing relative
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changes in the amplitude noise exhibited by the output optical carrier. This allowed the

RIN of the output optical carrier to be precisely controlled while maintaining constant

lasing conditions. For further comparisons, an ECL tuned to operate at 1553 nm was also

used as a transmitter source for performance evaluation. The received signal was digitally

processed offline with different steps including resampling, normalization, equalization,

symbol synchronization and PAM-8 decoding. A decision-directed least-mean square

(DD-LMS) algorithm (see subsection 2.1.2) was used to train the weights of a 21-tap

adaptive filter. After processing, the BER was calculated by counting errors over several

captured bit sequences.
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Fig. 5.5: (a) shows the optical spectrum of PAM-8 signal at PD and (b) shows the electrical
spectrum of PAM-8 signal at RTO.
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5.1.3 Results & Discussion
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Fig. 5.6: (a) BER versus ROP for various wavelengths after 1 km of SMF. (b) Eye diagram for
λ=1553 nm at -7 dBm ROP. (c) Eye diagram for λ=1553 nm at -5 dBm ROP.

The unamplified short-reach PAM-8 system outlined was evaluated in terms of BER

with respect to the ROP using a selection of wavelengths from the DLM spanning the

full 100 nm range. The received optical and electrical spectra are shown in Fig. 5.5 (a)

and (b) respectively. The results after 1 km of SMF, presented in Fig. 5.6 (a), show

that in all cases the measured BER was below the 7% FEC limit (3× 10−3) for ROPs

greater than −7 dBm. Less than 1 dB of variability in received power was found across

the whole spectrum for any given BER. The consistency of this performance across an
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extremely wide tuning range highlights the potential of the DLM for flexible short-reach

communications. Using L2 at 1553 nm, three optical carriers of wavelength, denoted by

λ , at 1553 nm with different RIN values were obtained by changing the input power into

the ‘RIN controller’ EDFA while keeping a constant output power, resulting in variable

levels of gain and amplified spontaneous emission (ASE) from the EDFA.

A comparison of RIN values for various ‘RIN controller’ configurations and ECL

is shown in Fig. 5.7. The RIN of each configuration was measured using the process

outlined in section 3.1. For the cases where RIN was varied using the EDFA with total

gains of 20 dB, 24 dB and 29 dB, the obtained RIN values were −144 dB/Hz, −140 dB/Hz

and −135 dB/Hz, respectively. The RIN value for the ECL employed in the experiments

was −155 dB/Hz.
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Fig. 5.7: Comparing the RIN values for different settings of RIN controller and ECL.

Fig. 5.8 shows BER versus ROP for each source RIN level evaluated in the short-

reach PAM-8 system. In the figure, ‘L2’ denotes the use of the hybrid laser module

alone, while ‘L2+EDFA’ denotes the use of the hybrid laser module in conjunction with

the ‘RIN controller’ EDFA to obtain the various RIN levels, as described above. The

figure shows that while all carriers exhibit similar performances at lower ROPs (due to the

impact of receiver thermal noise), transmission with carrier RIN levels of −144 dB/Hz,

−140 dB/Hz and −135 dB/Hz results in the emergence of error floors at higher ROPs as
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Fig. 5.8: BER vs ROP for different RIN levels for λ=1553 nm after 1 km of SMF.

RIN becomes the dominant noise process. This highlights the critical impact of RIN on

the performance of higher order PAM IM/DD systems. The figure shows that these error

floors are alleviated through the use of the low RIN carriers provided by L2 (−160 dB/Hz)

and the ECL (−155 dB/Hz). For these RIN levels, [8] confirms that receiver shot noise is

the dominant noise process at an ROP of −4 dBm, and in fact, this would be the case for

received powers in the range of +3 dBm to +5 dBm (neglecting potential non-linearities

due to the PD).

Overall, the superior low noise performance exhibited by the MRR-based hybrid inte-

grated device results in a 3 dB improvement in the receiver sensitivity as compared to the

worst case RIN presented (−135 dB/Hz) at the FEC limit. The results also show how the

device outperforms a commercial ECL, exhibiting a 0.5 dB improvement in receiver sen-

sitivity at BERs below 1×10−3. The DLM is shown to be capable of supporting unampli-

fied short-reach PAM-8 transmission over its entire wavelength range while maintaining

the requirement for low complexity DSP.
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5.1.4 Conclusion

With the ongoing increase in bandwidth requirements driven by many internet applica-

tions, there is a drive to enhance the capacity and cost effectiveness of short reach DCIs.

Optical integration will play a key role in the development of cost-effective links as many

transmitters and modulators can be integrated on a single chip. Ensuring these optical

transmitters have the required noise levels to handle multi-level signaling is also vital

for the deployment of spectrally efficient PAM-N formats. This work has presented an

integrated dual laser source that can be tuned over 100 nm with the RIN value around

−160 dB/Hz (see section 3.1.2) capable of supporting unamplified short-reach PAM-8

transmission over its entire wavelength range while maintaining the requirement for low

complexity DSP.

Overall, the potential for mass production of the PIC-based design approach, the com-

patibility with surrounding electronic/optical silicon technologies and the facilitation of

spectrally efficient IM/DD transmission, point toward the ability of the presented InP-

Si3N4 DLM to be a key component in a wider cost-efficient and scalable DWDM solution

for future DC networks.

Moreover, the transmission system presented in this chapter has been previously suc-

cessfully deployed for the transmission of converged PON and RoF technologies, as

shown in subsection 4.1.3. This noteworthy achievement opens the door to a momentous

network convergence encompassing DCNs, PON and the upcoming realms of beyond 5G

and 6G networks. The realization of this convergence is facilitated by the seamless in-

tegration of SDN and NFV technologies, enabling the efficient provision of optical RoF

services. These advancements pave the way for seamless, efficient and highly reconfig-

urable network infrastructures, bringing together various data storage and communication

technologies under a unified and intelligent framework.
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Conclusion & Future Work

With the ongoing increase in the capacity demanded from the fixed-line and mobile data

networks, there is a drive to converge the vast bandwidth provided by optical access net-

works with the mobility provided by the wireless access networks in order to provide a

range of multi-gigabit services to the end-users. The enhancement in storage capacity and

communication speed facilitated by high speed, agile and cost-effective datacenters will

be another aspect of convergence of the fixed-line/wireless networks. The wavelength

flexible optical components supporting multi-gigabit transmissions is one of the key re-

quirements for such converged networks. Adapting to communication techniques, such

as optical heterodyning and ARoF, which supports optical-wireless integration in a sim-

ple and cost effective manner, will be a critical aspect of future converged networks. The

ARoF technology supports simplified RU which is a key requirement for enhancing the

number of devices and users in access networks. The components and techniques devel-

oped to support converged networks must be compatible with key high capacity commu-

nication technologies such as advanced modulation and the use of very high frequency

RF carriers.

The experimental work presented in this thesis demonstrates the significant potential

of SiP-based technologies in achieving system-level convergence and enhancing network

capacity. The integrated DLM, characterized in detail, exhibits excellent performance in

terms of tunability, noise levels, and compatibility with optical heterodyne systems. The

mmWave frequency transmission systems for high throughput applications are realized

with this versatile optical source in combination with advanced detection techniques. The

wavelength flexibility feature of this optical source permits the best use of available fiber

in a reconfigurable network environment while the ability to vary the RF carrier frequen-

cies can allow different RF standards to be used, also enabling future network upgrades
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to higher carrier frequencies in the THz range. The experimental results validate the fea-

sibility of utilizing SiP-based components in a hybrid integrated ARoF mmWave trans-

mission system, enabling flexible wavelength and RF carrier assignment and delivering

high-quality signals over both fiber and wireless links.

Moreover, the research underscores the importance of reconfigurability and scalability

in optical networks. The reconfigurability is achieved in this work using flexible optical

devices such as MRR-based lasers and switches whereas the network scalability is en-

hanced by employing ARoF technology. The integration of SiP components in a C-RAN

architecture enables all-optical fronthaul switching and routing, supporting the transport

of emerging 6G waveforms at mmWave frequencies. The experimental results demon-

strate the system’s dynamic multi-service delivery and its potential for future converged

access networks. This dynamic interplay between network elements and emerging tech-

nologies opens doors to novel and exciting possibilities, fostering a new era of connectiv-

ity and innovation.

In the context of short-reach datacenter interconnects, the thesis emphasizes the role

of photonic integration in enhancing the capacity and cost-effectiveness. For datacenter

interconnects, ensuring these optical transmitters have the required noise levels to handle

multi-level signaling is also vital for the deployment of spectrally efficient PAM-N for-

mats. The integrated DLM, with its wide tunability and low noise characteristics, proves

suitable for spectrally efficient PAM-N transmission, meeting the increasing bandwidth

requirements of datacenters.

Overall, the research presented in this thesis provides valuable insights into the po-

tential of SiP-based technologies for achieving system-level convergence, enhancing net-

work capacity, and enabling cost-effective and scalable solutions for future converged

access networks and datacenter interconnects. This thesis contributes to the advancement

of optical networking. It paves the way for developing efficient, reconfigurable and fully

converged optical networks for dynamic multi-service delivery in the new digital era.

Future Work

• The multi-service optical access system, utilizing a low noise SiP-based optical

source, effectively demonstrated the coexistence of fixed-line and wireless services

169



within a converged optical access network. Its remarkable flexibility enables the

multiplexing of diverse modulation formats, thus facilitating a wide range of ser-

vices beyond the scope of this study like VLC, FSO, satellite communication, and

more. Consequently, the system significantly enhances interoperability among net-

work operators, fostering seamless communication and collaboration. The potential

future work can include incorporating these unexplored services in the multi-service

optical access system presented in subsection 4.1.3.

• In anticipation of the transition to higher frequency ranges in 6G networks, re-

search in the field of sub-THz frequencies becomes essential. The SiP-based DLM

emerges as a valuable tool for generating tunable THz frequencies, reaching up to

several THz. By leveraging these capabilities of DLM and integrating it with ARoF

and multiple input multiple output (MIMO) technologies, 6G networks can support

the high data rates, increased capacity, and diverse applications that are expected in

the THz frequency range.

• The production of fully integrated optical transceivers, incorporating lasers, mod-

ulators, amplifiers, filters, and switches using Si-based elements, enables mass

production due to the widespread availability of silicon. This approach signif-

icantly reduces costs, minimizes footprint and opens up possibilities for optical

and electronic integration and one example of future work could involve the opti-

cal/electronic integration of the phase noise canceling receiver presented in section

3.2, which could enable practical networking demonstrations of this technology.

• The potential architectures proposed for utilizing the optical switch fabric can be

deployed on a faster scale, providing greater flexibility and energy efficiency for

network operators. Moreover, these architectures enable the transmission of multi-

plexed waveforms supporting both fixed-line and wireless services through optical

switches, which requires thorough analysis. By implementing these architectures,

a dynamic multi-service environment can be created, offering increased flexibil-

ity and versatility in network operations. Further research can be done to analyze

the performance of multiplexed waveforms compatible with fixed-line and wireless

services over the optical switch fabric discussed in subsection 4.2.2.2.
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• Latency becomes a critical factor as the demand for cloud data storage and ac-

cess increases especially for high bandwidth time-sensitive applications such as

telemedicine, robotic surgeries, and live streaming. These applications require

proximity to the cloud datacenter and minimal time consumed by DSP. Hence,

the research focused on the combination of faster signal processing techniques, ad-

vanced modulation formats and the deployment of ARoF technology in the access

network holds great potential in meeting the low latency demands of time-sensitive

applications, ultimately improving the overall user experience and enabling efficient

cloud-based services.
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Appendix A : DLM Configuration

Table of Wavelength, SMSR and Power1

Table 5.1: Values corresponding to the Wavelength, SMSR and Power graphs

L1 L2

Wavelength (nm) SMSR (dB) Power (dBm) Wavelength (nm) SMSR (dB) Power (dBm)
1501.44 57.12 -0.46 1552.78 62.64 0.09
1501.44 57.04 -0.42 1552.78 62.82 0.03
1501.44 57.40 -0.41 1552.78 62.42 0.09
1501.44 57.38 -0.43 1552.78 63.69 0.08
1501.44 57.52 -0.41 1552.78 63.73 0.11
1501.44 57.54 -0.38 1552.78 63.00 0.16
1501.44 57.67 -0.38 1552.78 65.00 0.20
1501.44 57.89 -0.38 1552.78 65.00 0.27
1501.44 57.93 -0.38 1552.78 65.00 0.32
1501.44 57.64 -0.39 1552.78 65.00 0.42
1501.44 57.83 -0.47 1552.78 65.00 0.48
1501.44 57.22 -0.61 1552.78 65.00 0.55
1501.44 56.93 -0.85 1552.78 65.00 0.63
1501.44 46.31 -1.23 1552.78 65.00 0.70
1503.02 54.30 -1.74 1552.78 65.00 0.78
1503.02 56.28 -1.28 1552.78 65.00 0.83
1503.04 56.84 -0.80 1552.78 65.00 0.91
1503.04 57.02 -0.30 1552.78 65.00 0.91
1503.04 56.92 0.19 1552.78 65.00 0.94
1503.04 57.25 0.63 1552.78 65.00 0.92
1503.04 57.68 1.13 1552.78 62.48 0.93
1503.04 58.25 1.62 1552.78 61.52 0.88
1503.04 58.79 2.08 1552.78 59.04 0.85
1503.06 59.25 2.54 1552.78 56.21 0.84
1503.06 59.79 2.86 1552.78 54.04 0.80

1Both the lasers have a supply of 100 mA to gain section and 15 V to output MZI-TC
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1503.06 59.75 2.91 1552.78 54.85 0.67
1503.06 59.92 2.58 1554.48 62.11 1.20
1503.06 59.34 1.78 1554.48 65.00 1.54
1503.06 58.50 0.60 1554.48 65.00 1.84
1504.62 50.55 -3.53 1554.48 65.00 2.13
1504.62 55.62 -2.76 1554.48 65.00 2.40
1504.62 55.73 -2.07 1554.48 64.80 2.61
1504.62 55.97 -1.47 1554.48 61.32 2.67
1504.64 56.38 -0.99 1554.48 14.61 2.26
1504.64 56.84 -0.49 1554.48 5.76 0.34
1504.64 57.09 -0.08 1554.48 2.45 -1.01
1504.64 57.36 0.15 1556.18 61.26 1.64
1504.64 58.02 0.20 1556.18 65.00 2.14
1504.64 58.19 -0.03 1556.18 65.00 2.47
1506.20 53.54 -2.40 1556.20 65.00 2.94
1506.20 57.60 -1.44 1556.20 65.00 3.24
1506.22 57.93 -0.52 1556.20 63.47 3.35
1506.22 58.38 0.25 1556.20 57.89 3.16
1506.22 58.86 1.08 1556.20 12.29 1.97
1506.22 59.34 1.58 1557.90 61.42 1.43
1506.22 58.89 1.24 1557.90 65.00 2.02
1506.22 54.83 -0.25 1557.90 65.00 2.45
1507.80 55.69 -2.80 1557.90 65.00 2.81
1507.80 57.27 -1.76 1557.90 65.00 2.88
1507.80 57.50 -0.87 1557.92 60.26 2.67
1507.80 57.79 -0.28 1557.92 53.62 1.98
1507.80 57.83 -0.14 1559.64 63.71 1.72
1507.80 57.79 -0.61 1559.64 65.00 2.39
1507.80 54.49 -1.60 1559.64 65.00 2.89
1509.38 58.19 -1.07 1559.64 65.00 3.12
1509.38 59.12 -0.18 1559.64 62.20 2.96
1509.38 59.45 0.56 1559.64 58.28 2.18
1509.40 60.01 1.23 1561.36 65.00 2.05
1509.40 58.87 0.90 1561.36 65.00 2.79
1510.96 55.13 -0.95 1561.36 65.00 3.42
1510.96 60.03 0.14 1561.36 62.29 3.77
1510.96 60.74 0.89 1561.36 51.34 3.36
1510.96 60.07 1.08 1563.08 62.90 1.76
1510.98 59.28 0.41 1563.08 65.00 2.58
1510.96 50.28 -1.06 1563.10 65.00 3.27
1512.54 59.68 0.04 1563.10 64.66 3.86
1512.54 61.43 0.81 1563.10 60.64 3.72
1512.56 61.57 1.54 1564.82 8.26 1.01
1512.56 60.57 1.15 1564.82 65.00 3.15
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1514.16 52.26 -0.54 1564.82 65.00 3.88
1514.16 60.57 0.54 1564.82 63.82 4.17
1514.18 61.86 1.04 1564.82 16.38 2.90
1514.18 61.12 0.31 1566.56 7.36 1.39
1514.18 54.14 -1.33 1566.56 65.00 4.25
1515.80 55.35 0.31 1566.56 65.00 4.64
1515.82 62.80 1.33 1566.56 8.41 2.23
1515.82 63.38 2.36 1568.30 2.22 -0.77
1515.82 58.19 1.40 1568.30 65.00 3.38
1517.46 57.42 0.16 1568.30 65.00 4.13
1517.46 62.36 1.06 1519.52 7.31 0.09
1517.48 63.53 1.67 1519.52 47.72 0.36
1517.48 57.23 0.89 1570.04 65.00 3.43
1519.08 55.71 -0.92 1570.06 65.00 4.00
1519.10 62.25 -0.47 1521.12 49.73 -0.64
1519.10 62.05 0.10 1521.12 53.48 -1.16
1519.10 57.16 0.43 1571.80 54.61 4.03
1520.66 58.21 0.62 1522.76 50.03 0.87
1520.70 60.92 -0.85 1522.76 61.62 1.30
1475.12 3.06 -7.32 1573.56 10.11 1.73
1522.34 61.30 1.21 1573.58 2.63 0.59
1522.34 66.23 2.86 1524.38 59.28 2.14
1522.34 66.42 2.58 1524.40 45.64 -0.18
1523.96 52.69 0.02 1526.02 53.84 0.25
1523.98 65.27 2.43 1526.04 59.05 1.50
1524.00 66.81 3.33 1526.04 58.45 0.47
1523.98 11.46 -0.26 1527.66 61.31 -0.49
1525.60 62.50 1.83 1527.66 65.00 1.20
1525.60 67.61 2.77 1527.66 64.70 1.09
1525.60 61.94 1.55 1529.30 65.00 0.34
1527.24 60.35 2.08 1529.32 65.00 1.69
1527.24 67.53 3.91 1529.32 55.90 0.17
1501.44 57.12 -0.46 1552.78 62.64 0.09
1501.44 57.22 -0.45 1552.78 63.02 0.10
1501.44 57.33 -0.42 1552.78 62.92 0.09
1501.44 57.25 -0.44 1552.78 62.32 0.13
1501.44 57.13 -0.43 1552.78 63.27 0.12
1501.44 57.08 -0.42 1552.78 62.86 0.15
1501.44 57.40 -0.38 1552.78 62.11 0.15
1501.44 57.18 -0.38 1552.78 61.92 0.15
1501.44 57.39 -0.34 1552.78 59.97 0.16
1501.44 57.11 -0.30 1552.78 58.87 0.18
1501.44 57.44 -0.26 1552.78 56.86 0.19
1501.44 57.24 -0.24 1552.78 53.24 0.13
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1501.44 57.20 -0.22 1551.08 63.55 1.88
1501.44 57.60 -0.20 1551.08 65.00 2.07
1501.44 57.57 -0.19 1551.10 65.00 2.35
1501.44 57.79 -0.21 1551.10 65.00 2.59
1501.44 57.69 -0.28 1551.10 65.00 2.83
1501.44 57.65 -0.37 1551.10 65.00 3.03
1501.46 57.75 -0.51 1551.10 65.00 3.20
1501.44 58.09 -0.69 1551.10 65.00 3.32
1501.44 57.54 -0.95 1551.10 65.00 3.37
1501.44 56.96 -1.46 1551.10 65.00 3.38
1501.44 54.56 -2.74 1551.10 65.00 3.31
1499.86 50.22 -2.32 1551.10 65.00 2.98
1499.86 55.31 -1.84 1551.12 57.86 -0.35
1499.88 55.56 -1.36 1549.44 9.21 -0.45
1499.88 55.69 -0.90 1549.44 57.98 0.54
1499.88 55.86 -0.54 1549.46 63.07 1.05
1499.88 56.36 -0.22 1549.46 65.00 1.47
1499.88 56.45 -0.02 1549.46 64.87 1.85
1499.88 57.18 0.04 1549.46 65.00 2.15
1499.88 57.15 -0.10 1549.46 65.00 2.37
1499.88 57.48 -0.46 1549.46 65.00 2.52
1499.88 55.32 -1.49 1549.46 65.00 2.48
1498.32 54.27 -2.02 1549.46 65.00 2.27
1498.32 54.60 -1.72 1549.46 65.00 1.37
1498.32 54.53 -1.27 1547.82 52.32 0.40
1498.32 54.35 -0.97 1547.82 64.72 1.01
1498.32 54.50 -0.52 1547.82 65.00 1.57
1498.34 55.15 -0.12 1547.82 65.00 1.99
1498.34 55.35 -0.48 1547.84 65.00 2.36
1498.32 55.19 -1.86 1547.84 65.00 2.46
1498.32 51.00 -3.86 1547.84 65.00 2.19
1496.80 51.25 -1.49 1547.82 65.00 1.11
1496.80 50.87 -0.92 1546.20 57.88 0.70
1496.80 50.95 -0.49 1546.20 65.00 1.39
1496.80 51.43 -0.19 1546.20 65.00 1.81
1496.80 52.48 -0.75 1546.20 65.00 2.05
1496.80 52.63 -2.66 1546.20 65.00 1.91
1495.30 50.43 -3.59 1546.20 65.00 1.19
1495.30 49.93 -2.72 1546.20 53.70 -0.32
1495.30 49.33 -2.15 1544.56 65.00 0.14
1495.30 48.34 -1.84 1544.56 65.00 0.97
1495.32 47.77 -2.19 1544.56 65.00 1.47
1495.32 47.69 -3.97 1544.56 65.00 1.34
1493.80 47.56 -5.10 1544.56 62.37 0.24
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1493.80 46.04 -3.81 1542.92 63.20 -0.77
1493.82 42.86 -2.35 1542.92 65.00 0.03
1493.82 38.25 -1.82 1542.92 65.00 0.46
1493.82 43.82 -3.12 1542.94 64.76 0.34
1492.30 45.66 -3.60 1542.94 59.15 -0.67
1492.32 40.21 -3.31 1541.30 60.58 -1.47
1540.82 18.18 4.57 1541.32 65.00 -0.47
1540.82 23.36 5.26 1541.32 65.00 -0.19
1490.80 48.41 -2.64 1539.66 63.02 1.81
1490.82 56.08 -0.58 1539.66 65.00 3.26
1490.82 57.49 0.25 1539.68 63.87 -1.46
1539.20 21.09 4.56 1539.70 62.31 -0.22
1539.22 0.47 -2.79 1538.06 65.00 1.67
1489.32 54.91 0.76 1538.06 65.00 3.59
1489.32 55.52 1.12 1538.06 65.00 3.91
1489.32 53.87 -0.98 1538.08 57.62 -2.40
1487.82 46.02 -3.50 1536.44 65.00 1.52
1487.82 53.84 -2.46 1536.46 65.00 3.49
1487.82 51.13 -2.11 1536.46 65.00 3.93
1487.82 45.76 -3.04 1536.46 65.00 1.42
1486.32 47.79 -4.92 1534.84 65.00 0.93
1486.32 50.35 -3.01 1534.86 65.00 3.05
1534.36 0.17 -3.13 1534.86 65.00 2.97
1486.34 45.07 -3.90 1533.24 11.42 -1.43
1484.80 48.61 -4.86 1533.26 65.00 0.87
1484.80 51.27 -3.16 1533.26 65.00 1.90
1532.76 2.30 -2.10 1533.26 65.00 0.19
1532.74 2.70 -5.00 1531.64 65.00 -0.29
1483.28 47.24 -3.62 1531.66 65.00 0.83
1531.14 11.19 2.35 1531.66 65.00 0.31
1531.16 65.05 4.40 1530.04 60.86 -1.89
1531.16 64.85 4.21 1530.04 65.00 -0.25
1481.78 41.93 -4.80 1528.40 58.21 -1.30
1529.54 62.72 4.75 1528.42 65.00 1.22
1529.56 65.41 4.87 1528.44 65.00 -0.70
1527.94 51.13 0.62 1526.84 64.30 -0.04
1527.96 61.21 2.30 1526.84 65.00 2.57
1527.96 65.97 3.32 1526.86 59.48 -1.35
1527.96 58.28 2.47 1525.26 61.54 0.35
1526.38 60.27 2.19 1525.26 65.00 1.88
1526.38 61.66 2.54 1523.68 2.66 -4.49
1526.38 56.55 1.63 1523.68 56.51 2.73
1524.80 59.89 0.23 1523.70 65.00 2.57
1524.80 61.95 0.96 1522.10 4.79 -0.49
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RIN measurement heater settings

Table 5.2: DLM’s heater voltages applied to L1 when gain current is set to 170 mA

Wavelength (nm) Output MZI-TC (V) Ring1 (V) Ring2 (V)
1492 15 6 8.3
1502 15 8 7.8
1512 15 6.8 3.4
1522 15 9.3 2.45
1532 15 2.5 8.85

Table 5.3: DLM’s heater voltages applied to L2 when gain current is set to 100 mA

Wavelength (nm) Output MZI-TC (V) Ring1 (V) Ring2 (V)
1522 15 1.8 10.1
1527 15 9.7 1.8
1532 15 2.9 8.8
1537 15 3.6 8.1
1542 15 2.3 6
1547 15 2.5 4.7
1552 15 3.5 3.2
1557 15 4.8 1.5
1562 15 8 5.4
1567 15 10 6.8
1541 15 2.3 6.3
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Linewidth measurement heater settings

Table 5.4: DLM’s heater voltages applied to L1 when gain current is set to 170 mA

Wavelength (nm) Output MZI-TC (V) Ring1 (V) Ring2 (V)
1501 15 12.64 12.03
1503 15 7.6 7.3
1512 15 6.8 3.4
1522 15 9.3 2.45
1532 15 2.5 8.85
1492 15 6 8.3
1512 15 6.8 3.2

Table 5.5: DLM’s heater voltages applied to L2when gain current is set to 100 mA

Wavelength (nm) Output MZI-TC (V) Ring1 (V) Ring2 (V) Cavity MZI-TC (V)
1522 15 1.8 10 0
1576 15 1.8 10 0
1527 15 9.6 1.8 0
1536 15 2.9 7.6 0
1538 15 3.6 7.6 0
1547 15 1.9 4.5 0
1557 15 4.7 2.3 0
1567 15 10 6.8 12
1518 15 7.5 0.1 3
1532 15 2.9 8.8 0
1542 15 2.3 6 0
1552 15 3.5 3.2 0
1562 15 8 5.4 0
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