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Abstract. Supporting Question Answering (QA) tasks is the next step
for lifelog retrieval systems, similar to the progression of the parent field
of information retrieval. In this paper, we propose a new pipeline to tackle
the QA task in the context of lifelogging, which is based on the open-
domain QA pipeline. We incorporate this pipeline into a multimodal
lifelog retrieval system, which allows users to submit questions prevalent
to a lifelog and then suggests possible text answers based on multimodal
data. A test collection is developed to facilitate the user study, the aim of
which is to evaluate the effectiveness of the proposed system compared
to a conventional lifelog retrieval system. The results show that the pro-
posed system is more effective than the conventional system, in terms of
both effectiveness and user satisfaction. The results also suggest that the
proposed system is more valuable for novice users, while both systems
are equally effective for experienced users.

Keywords: Lifelogging · Question answering · Human-Computer
Interaction

1 Introduction

Lifelogging has gained significant attention in recent years as a means of digi-
tally recording and preserving one’s life experiences. Lifelog data typically con-
sists of multimodal information, including text, images, audio, and video, and
presents unique challenges for efficient retrieval and organisation due to the vol-
umes of multimodal data collected. To address these issues, pioneering research
challenges and competitions have been organised, such as Lifelog Search Chal-
lenges [26] and NTCIR Lifelog tasks [34]. The Lifelog Search Challenge (LSC)
is one of the most well-known benchmarking activities in the field, which has
been running annually since 2018, with the aim of advancing the state-of-the-
art in lifelog retrieval systems in an open, metrics-based manner. The challenge
focuses on comparing novel techniques for supporting users to efficiently search
for a specific moment in their lifelogs. However, most research in the area has
heretofore focused on interactive retrieval systems, while the Question Answering
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(QA) challenge remains an under-explored topic. With the increasing prevalence
of pervasive computing, there is a need to integrate question answering (QA)
capabilities into lifelog retrieval systems, allowing users to ask specific questions
about their lifelogs and receive text-based or spoken answers. Understanding
this need, a QA task was introduced at LSC’22 [9], accepting images as the
answers, and thus it was not a true QA task. In LSC’23 [10], the QA task was
fully integrated, meaning that QA topics were answered by text-based submis-
sions. This highlights the direction of the research community, which is moving
towards supporting lifelog QA systems.

Although a lifelog QA dataset, LLQA [24], was constructed in order to gain
more attention for the task, all questions in this dataset are pertained to short,
provided snippets of lifelog data. In other words, the questions are related to
a particular activity at a point in time, for example, ‘What is the lifelogger
holding in his hand [at this particular time]?’. In reality, more open-ended type
of questions that span any period of time, from a moment to a lifetime, are
more prevalent, such as ‘What is my favourite drink?’ or ‘Where did I go on
holiday last summer?’. Therefore, a comprehensive question dataset is therefore
necessary to address this issue. In this paper, we present a test collection for the
QA task, utilising all the published datasets in the LSC spanning from 2016 to
2023. By leveraging the existing LSC datasets, we aim to create a comprehensive
test collection that addresses the broader range of lifelog queries users may have.
Moreover, we propose a pipeline to incorporate QA capabilities into an existing
lifelog retrieval system. We conduct a user study to evaluate the effectiveness and
user satisfaction of our proposed lifelog QA system and compare it to a baseline
search-only approach. Our preliminary results demonstrate the superiority of our
proposed system over the baseline approach, with significant improvements in
both effectiveness and user satisfaction metrics. Furthermore, the results suggest
that our proposed system is particularly well-suited for novice users, offering a
more intuitive and efficient lifelog retrieval experience. The following sections of
this paper will describe the details of our proposed pipeline, the construction of
the test collection, the user study methodology, and the comprehensive analysis
of the results obtained.

The contributions of this paper are thus as follows: (1) a novel pipeline for
multimodal lifelog QA systems, drawing inspiration from the open-domain QA
pipeline; (2) a test collection for the lifelog QA task comprising 235 questions
sourced from the LSC datasets; and (3) a user study assessing the effectiveness
and user satisfaction of our lifelog QA system in comparison to a search-only
baseline approach.

2 Related Work

2.1 Lifelog Retrieval

Retrieval systems for lifelog data have been a popular research topic for almost
a decade now, since the first NTCIR-lifelog challenge in 2015 [8]. It is a cru-
cial task in order to manage and make use of the large amount of multimodal
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data collected by lifeloggers. The seminal lifelog retrieval system is MyLifeBits
[7], which supported limited full-text search, text and audio annotations, and
hyperlinks. Since then, many other lifelog retrieval systems have been proposed
and evaluated. The Lifelog Search Challenge (LSC) is an annual benchmark-
ing campaign that aims to advance the state-of-the-art in lifelog retrieval sys-
tems. The dominant approach of the participating teams has been focusing on
concept-based techniques, leveraging computer vision models to automatically
extract visual analysis from lifelog images, such as object recognition, scene
understanding, and optical character recognition (OCR). The outputs of these
models, also known as ‘concepts’, are then used in accompanying metadata (e.g.
timestamps, GPS coordinates, etc.) for indexing and retrieval. Various ranking
techniques borrowed from the field of text-based information retrieval have been
explored, such as TF-IDF [28], BM25 [3,29], bag-of-words (BoW) [19] to rank
the lifelog moments based on the concepts. Other metadata such as timestamps
and location information are also used to improve the retrieval performance
by boolean filtering [23] or map visualisation [28]. Recently, with the rise of
cross-modal embedding models, such as CLIP [20] and CoCa [33], large-scale
pretrained models have been utilised to extract the visual and textual features
from image contents and questions, and then provide a similarity score between
the features to rank the lifelog moments. This embedding-based approach allows
a more user-friendly experience by allowing users to search for lifelog data using
natural language queries and significantly improves the retrieval performance
[1,27]. As a result, most conventional search tasks in the LSC are considered
mostly solved by this embedding-based approach. This allowed the organisers to
introduce the lifelog QA task in the LSC’22, aiming to evaluate the effectiveness
of lifelog retrieval systems in answering questions about lifelog data. Since QA
is a relatively new task in the lifelogging domain, there is a lack of research in
this area. Our study aims to contribute to this area by proposing a pipeline for
integrating QA capabilities into lifelog systems and evaluating its effectiveness
compared to a baseline search-only approach.

2.2 Open-Domain Question Answering

Open-domain QA (OpenQA) is the task of answering questions without any
specified context, as opposed to machine reading comprehension (MRC) where
specified context passages are provided. Most modern OpenQA systems follow a
‘Retriever-Reader’ architecture [4,35] which contains a Retriever and a Reader.
Given a question, the Retriever is responsible for retrieving relevant documents
to the question in an open-domain dataset such as Wikipedia and the World
Wide Web (WWW); while the Reader aims at inferring the final answer from
the received documents, which is usually a neural MRC model. Specifically, the
Retriever can utilise traditional information retrieval techniques such as TF-
IDF [4] and BM25 [32], or more advanced deep retrieval models to encode the
question and documents [12,15]. After that, approaches for the Reader can be
categorised into extractive and generative models. Extractive models [4,12,32]
are designed to extract an answer span from the retrieved documents using
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BERT [5], RoBERTA [18], etc. On the other hand, generative approaches [11,17]
apply models such as BART [16] and T5 [21] to generate the answer in an
open-ended manner. To further extend the architecture, some works [14,30] have
proposed to re-rank the retrieved documents before feeding them into the Reader
[14], or train the entire OpenQA system in an end-to-end manner [15,17].

In this paper, we take inspiration from open-domain QA research to design
a lifelog QA system for the following reasons: (1) the lifelog QA task is similar
to the open-domain QA task in the way that the questions are not limited to a
specific event or image, but the whole lifelog; and (2) the two-stage architecture
is flexible enough to incorporate with existing state-of-the-art lifelog retrieval
systems without the need to re-train the entire system.

3 QA Test Collection

In order to compile a comprehensive QA test collection, we utilise the largest
two lifelog datasets in the LSC, namely LSC’21 [26] and LSC’22 [9]. Together,
these datasets feature an extensive repository of lifelogging data collected by
one lifelogger. This data encompasses various types of multimodal information,
including over 900,000 point-of-view images, music listening history, biometrics,
and GPS coordinates.

As the time of writing, there are 19 official QA information needs (topics)
posed by the lifelogger who created the datasets for the LSC challenge (8 in
LSC’22 and 11 in LSC’23). In addition to these, we have created a larger collec-
tion of topics to include more variety in the user study, leading to 235 questions
in total. These questions were inspired by the official known-item search (KIS)
topics in all LSCs from 2019 to 2023. An example KIS topic is ‘I was build-
ing a computer alone in the early morning on a Friday at a desk with a blue
background. Sometimes I needed to refer to the manual. I remember some Chi-
nese posters on the desk background. I was in Dublin City University in 2015 ’.
For each topic, we identified the relevant lifelog data that were provided by the
organisers, including time, location, and lifelog images. We then created ques-
tions based on the information in the topic description and the provided data.
For example, one question for the above topic is ‘How many days did it take
for me to build my computer back in March 2015?’, whose answer, ‘2 d’, can be
found by looking at the timestamps of the ground-truth images. After that, each
question in the collection is labelled based on the type of information that is
asked, such as Location, Time, and Colour. The test collection focuses on ques-
tions that have specific answers, which are either a single word or a short phrase,
with as little ambiguity as possible. This is to ensure that the answers can be
easily evaluated. The questions are also designed to be as diverse as possible, to
cover different types of information that can be retrieved from a lifelog. Thus,
we propose 8 different types of questions for this collection as follows:

– Location: these are questions that ask about the name of a country, a city, or
a venue (e.g. restaurant) where some specific events happened. For example,
‘Where did I go the get my car repaired in 2020?’;
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– Object: the answers generally refer to some objects that are involved in the
events. For example, ‘What did I eat for dinner on the 1st of January 2020?’

– Counting: these require counting the number of people or things that
appeared in an event. For example, ‘How many different papers did I read on
the plane going to Germany back in June?’

– Time: these are questions that ask about the date/time of some events. For
example, ‘When did I last go to the zoo?’ or ‘What time did I go shopping
for emergency supplies in 2020?’

– Frequency: these require counting the number of times some activities hap-
pened. For example, ‘How many times did I have BBQs in my garden in the
summer of 2015?’

– OCR: the answers are some texts that appeared in the lifelog images. For
example, ‘Which airline did I fly with most often in 2019?’ requires reading
the boarding passes or the airlines’ brochures on the back of the seats.

– Colour: these are questions that ask about the colour of some objects. For
example, ‘What colour was the rental car I drove before 2018?’

– Duration: the answers are the duration of some events. For example, ‘How
long did it take me to drive from Dublin to Sligo in 2016?’

The distribution of the questions in the collection is shown in Fig. 1. Time
and Location are the most common types of questions, which is to be expected.
The least common type is Frequency, which possibly is because it is difficult to
verify the answer in a short time, which is not suitable for the user study. The
full list of questions and their answers is available at https://docs.google.com/
spreadsheets/d/1eTlKfurPg0LOT-PDkf3SpctdkvrlyV_u1v3IOdgU4wU.

Fig. 1. Distribution of the questions in the test collection.

4 Lifelog Question Answering Pipeline

Inspired by the open-domain QA pipeline [4], we formally propose a pipeline for
the lifelog QA system as shown in Fig. 2. Two key components of the pipeline are

https://docs.google.com/spreadsheets/d/1eTlKfurPg0LOT-PDkf3SpctdkvrlyV_u1v3IOdgU4wU
https://docs.google.com/spreadsheets/d/1eTlKfurPg0LOT-PDkf3SpctdkvrlyV_u1v3IOdgU4wU
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Fig. 2. The proposed pipeline for the QA system. The Event Retriever is in charge
of retrieving the lifelog data that are relevant to the given question. On the other
hand, the Event Reader component is responsible for generating answers based on the
retrieved data.

(1) Event Retriever and (2) Event Reader. The Event Retriever is in charge of
retrieving the lifelog data that are relevant to the given question. On the other
hand, the Event Reader component is responsible for generating answers based
on the retrieved data. This pipeline is designed to be flexible so that different
retrieval and QA methods can be used. As a result, it can seamlessly integrate
with most existing lifelog retrieval systems, serving as the initial component in
the process.

4.1 Event Retriever

The first component is a crucial part of the pipeline, as it is responsible for
retrieving the relevant lifelog information that is used to generate the answers.
Given a question, the lifelog retrieval component determines the relevance of
events in the lifelog to the question based on various multimodal features, such
as time, location, and image content. The events are then ranked using a suit-
able ranking method as seen in a conventional lifelog retrieval system, namely
boolean filtering, text-based retrieval, or embedding-based retrieval as described
in Sect. 2.1.

To adapt conventional image-focus lifelog retrieval systems, a post-processing
step might be useful to aggregate the information from the retrieved data and
reduce the amount of information to be passed to the question answering com-
ponent, which is important for the efficiency of the system. Grouping data that
belong to the same event is a possible approach, which can be done by clustering
the retrieved events based on their time and location information.

Our proposed system is built upon MyEachtra[25], which participated in
LSC’23 and achieved the second-best overall performance. Location and time
information are extracted directly from the question and used to filter the events.
The remaining part of the question is encoded by the text encoder from OpenAI
CLIP [20] and is used to rank the events based on similarity scores. The main
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difference between MyEachtra from other conventional lifelog retrieval systems
is that it expands the unit of retrieval from point-in-time moments to a longer
period of time, or ‘events’, aiming to reduce the search space and provide more
lifelog context to the user. This also allows the system to support more complex
queries, such as questions about duration and frequency, which are difficult to
answer without any organisation of the lifelog data. Since MyEachtra is event-
focus, the post-processing step described above is not necessary.

The top-ranked events are then passed to the question answering component
to generate the answers. The cut-off point for the number of events to be passed
to the question answering component is a hyperparameter of the system, which
can be tuned to achieve the best performance. It is also important to note that
different types of questions may require different numbers of events to be passed
to the question answering component. For example, questions that require count-
ing the Frequency of some events may require more events to be passed to the
question answering component than questions that ask about the Location of
some events. In this paper, we use the top 10 events as the default cut-off point
for all types of questions to simplify the process. However, this can be adjusted
in the future to improve the performance of the system.

4.2 Event Reader

This QA component of the pipeline is responsible for generating the answers
based on the retrieved events. The answers are generated by combining the
information from the retrieved events and the question. The information from the
retrieved events can be extracted from the metadata, such as time and location,
or the image content, such as OCR text. To address the multimodality of the
lifelog data, we propose an ensemble of two different models to handle both
visual and non-visual information. The original MyEachtra system proposed
using video QA models and treating each event as a video clip with a very low
frame rate. This allows the system to leverage both the visual content and the
temporal relationship between the images in the events. However, this model
is not suitable for questions that do not require visual information, such as
questions about Time and Location. To address this issue, we propose to add a
text-only QA model to handle non-visual information. Finally, the two models
are combined to generate the suggested answers which are shown to the user.

Specifically, in this paper, FrozenBiLM [31] is employed as the VideoQA
model, which builds on a frozen bidirectional language model as well as a frozen
visual encoder, CLIP [20]. FrozenBiLM was pretrained on a large-scale video-
caption pairs dataset WebVid10M [2]. As it builds on a language model, Frozen-
BiLM can be used to predict the most probable answer given the question as a
masked prompt, such as ‘[CLS] Question: <Question>? Answer: [MASK]’. We
also experimented on finetuning FrozenBiLM on the LLQA dataset [24], how-
ever, the performance does not improve due to the small size of the dataset.
Thus, we use the model that was fine-tuned on the ActivityNet-QA dataset [6]
instead.

The new addition to the model is the use of the text-only QA model to
handle non-visual information. Related information from the metadata is used
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to generate a contextual paragraph in the format of ‘The event happened at
<location> on <date>, starting at <time> and ending at <time>. Text that
can be read from the images includes: <OCR text>’. We use the RoBERTA
model [18], pretrained on SQuAD 2.0 [22] to predict the answer span from the
generated paragraph.

5 User Study

To evaluate the effectiveness of the proposed lifelog QA system, we conducted a
user study comparing the performance of the QA system to a baseline search-only
system. This allows for a direct comparison between the two systems, providing
insights into the effectiveness of the QA system and the potential to improve the
lifelog retrieval experience.

5.1 Setup

A total of 10 participants, with ages ranging from 20 to 35, were recruited for the
user study. All participants have basic computer skills, with very little familiarity
with the concept of lifelog retrieval and question answering. The participants
were randomly to one of the two groups: the baseline group and the QA group.
The baseline group was asked to use the baseline system first, then the QA
system, and vice versa for the QA group. This is to ensure that the order of the
systems does not affect the results.

Each participant had a training period of 10-15min to get familiar with
the concept of lifelogging and the systems before the test. For each system,
the participants were asked to use the system to answer 8 randomly selected
questions from the test collection, one for each type of question. Three minutes
were given for each question. If the participants were sure about the answer,
they could submit it and the judging system (controlled by a real-time human
judge) would inform them whether the answer was correct or not. If the answer
was incorrect, the participants were asked to try again. If they could not find
the answer within 3min, they were asked to move on to the next question. The
participants were also asked to fill in a questionnaire after using each system.
The questionnaire is based on the User Experience Questionnaire (UEQ) [13],
which is a standard questionnaire for evaluating the usability of a system. The
questionnaire consists of 8 questions, each of which is rated on a scale of -3 to
3 (with 0 as the neutral score). Feedback on the system was also encouraged,
which is used to improve the system in the future.

Similarly to the LSC, the performance of the systems is measured based on
(1) the accuracy of the answers, (2) the number of wrong submissions, w, and
(3) the time taken to answer the questions, t. For each task, if it is solved (the
correct answer was submitted), the score s is calculated as follows:

s = 100− 50× t

180
− 10× w (1)

If the task is not solved, s = 0.
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5.2 Baseline System

The baseline system used in this user study is a lifelog retrieval system that
is also the LSC’23 baseline system, E-Myscéal [27], an embedding-based varia-
tion of the original Myscéal [28]. Myscéal and its upgraded versions have been
the best-performing system in the LSC since 2020 and participated in LSC’23
as a baseline system for benchmarking other lifelog systems. It is designed to
accommodate novice users by accepting full sentences as search queries. A query
parsing component is used to extract the relevant information from the query,
such as location, time, and visual information. The extracted information is
then used to compose Elasticsearch queries to retrieve the relevant images. The
retrieved images are then ranked based on their relevance to the query. The
mechanism to retrieve the textual data field is BM25, while the mechanism to
retrieve the visual data field is the cosine similarity between the query and the
image features. The query and image features are extracted using the OpenAI
CLIP model [20].

The user can also browse the lifelog images using a popover timeline, which is
shown when the user clicks on any image shown on the result page. The popover
timeline shows the images taken before and after the selected image, which allows
the user to browse the images in chronological order. The user can also click on
any image in the popover timeline to view the image in full size. More features
to support the user in the lifelog retrieval task are also provided, such as the
ability to search for visually similar images, filter the results by map location,
and most importantly, search for temporally related queries.

5.3 QA System

We use the proposed pipeline to integrate QA capabilities into the Myscéal
system by (1) shifting the unit of retrieval to events, which is the main difference
between MyEachtra and E-Myscéal [28] in the retrieval stage; and (2) adding a
QA component to generate the answers based on the retrieved events. Refer to
Sect. 4 for more details about the pipeline.

6 Results

6.1 Overall Score

The overall score of each system is calculated as the average score of all the
tasks. The results are shown in Fig. 3. The QA system outperforms the baseline
system in terms of the overall score. The average score of the QA system is
69.78, while that of the baseline system is 64.96. However, the average wrong
submissions and time taken by both systems are not significantly different. The
average wrong submissions of the QA system is 0.42, while that of the baseline
system is 0.48. The average time taken by the QA system is 77.17 s, while that
of the baseline system is 74.78 s. The performance of each user is also shown in
Fig. 4. The QA system outperforms the baseline system in terms of the overall
score for 7 out of 10 users (except for users 5, 9, and 10).
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Fig. 3. (A) Overall score, (B) Time taken to answer the questions, and (C) Number of
wrong submissions of the two systems.

Fig. 4. Overall score of each user.

6.2 Importance of Experience

The results show that the QA system outperforms the baseline system in terms of
the overall score. However, the performance of the QA system is not significantly
better than the baseline system. This may be attributed to the fact that the
participants had very little experience with lifelogging and question answering.
To have a better understand of how the users perform with more experience,
we analyse the average scores of the first system and the second system used by
each user. The results are shown in Table 1. The average score of the first system
used by each user is 66.67, while that of the second system used by each user is
68.06. This is expected as the users are more familiar with the tasks after using
the first system. However, the average score of the first system used by the QA
group (71.55) is higher than that of the baseline group (61.80). This indicates
that the QA system is easier to use than the baseline system. Considering the
second system only, the difference between two systems are not significant (68.12
for the baseline system and 68.00 for the QA system). The observed outcomes
may be explained by the users getting familiar with the tasks after using the
first system.
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Table 1. Average scores for the first and second systems by each user.

System Baseline QA Overall

First system only 61.80 71.55 66.67
Second system only 68.12 68.00 68.06

6.3 User Experience Questionnaire

Figure 5 displays the results of the User Experience Questionnaire. The ques-
tionnaire is designed to assess both pragmatic and hedonic aspects of system
usability. The initial four questions measure the pragmatic quality of the sys-
tem, focusing on its usefulness and efficiency. In contrast, the last four questions
examine the hedonic quality, evaluating the system’s overall pleasantness and
user engagement. As shown in Fig. 5, the QA system outperforms the baseline
system in all aspects in the questionnaire, with the larger difference observed in
the pragmatic category, where the QA system shows an average advantage of 1.3
points compared to the baseline (1.7 vs. 0.4). This pronounced difference indi-
cates that the QA system is more useful and efficient than the baseline system
in the context of lifelog question answering tasks. The 0.83 points of difference
in the hedonic category (1.5 vs. 0.67) also suggests that the QA system is more
engaging and fun to use than the baseline system, which may be attributed to
the QA system’s intuitive and user-friendly nature, as discussed in the previous
section.

Fig. 5. Results of the User Experience Questionnaire.

7 Discussions and Conclusion

This paper presents a novel pipeline for integrating question answering capa-
bilities into lifelog retrieval systems, which is based on the open-domain QA
pipeline. By doing this, users can pose natural questions to the lifelogs and
receive potential text answers. Our user study demonstrate the advantages of
our QA system over the baseline approach in terms of overall scores and user
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satisfaction. Moreover, the results suggest that the QA system is a better option
for new users.

In future works, deeper analysis on different question types is necessary
to develop a well-rounded QA system. Furthermore, there are several ways to
extend the QA pipeline, including result post-processing to improve the relevance
of retrieved events, answer post-processing to re-rank the suggested answers, and
answer highlighting to improve the user’s confidence in the answers.
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