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Abstract. In this paper, we present a revised interactive video retrieval
system named VideoCLIP 2.0 developed for the Video Browser Show-
down 2024. Building upon the foundation of the previous year’s system,
VideoCLIP, this upgraded version incorporates several enhancements
to support users in solving retrieval tasks. Firstly, the revised system
enables search using a variety of modalities, such as rich text, dominant
colour, OCR, query-by-image, and now relevance feedback. Additionally,
a revised keyframe selection technique has been implemented, as well as
a new embedding model to replace the existing CLIP model, aiming to
obtain richer visual representations to boost search performance. Lastly,
the user interface has been refined to enable quicker inspection and user-
friendly navigation, particularly beneficial for novice users.
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1 Introduction

In the multimedia content development era, millions of videos have been pro-
duced every day which transform how information is shared and consumed. As
videos become an increasingly integral part of our digital interactions, the need
for efficient and precise video retrieval systems has become undeniable. The an-
nual Video Browser Showdown (VBS) [4] challenge at the MMM conference aims
to encourage comparative benchmarking of interactive video retrieval systems in
a live, metrics-based evaluation. Similar to previous years’ competitions, the par-
ticipants in VBS are tasked with solving three categories: textual Known-Item
Search (t-KIS), visual Known-Item Search (v-KIS), and Ad-hoc Video Search
(AVS). While the first two tasks focus on identifying the videos/moments match-
ing the given textual or visual description as fast as possible, the latter’s objective
is to find as many target moments as possible. The data for this year’s challenge
consists of a combination of four datasets, including V3C1 (7,475 videos with a
duration of 1,000 hours) [2], V3C2 (9,760 videos with a duration of 1,300 hours)
[8], Marine Video Kit (MVK) (1,374 videos with a duration of 12.38 hours) [11],
and a small set of laparoscopic gynecology videos (LapGynLHE dataset).
* Two authors contributed equally to this research.
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Traditionally, the systems have usually relied on visual concepts extracted
from the video itself, including objects, text, colors, and automatic annotations
[1,5]. With the advent of large joint embedding models, these models have been
found in many research fields, particularly in vision applications, due to their
ability to connect visual content and natural language. Video retrieval is among
the applications that have been gaining increasing attention in most retrieval
systems [1,9,5,10] in recent years.

Recognising the significance of user-centric design in video retrieval systems,
recent research has dived into understanding user behavior, preferences, and
expectations. Specifically, we attempt to ease the user experience, especially for
novice users who have little to no knowledge about the field. The VideoCLIP
2.0 system, introduced in this paper, represents a refinement of our previous
system, VideoCLIP, which performed well at the VBS’23 competition and was
ranked overall top search engine at the related IVR4B challenge at the CBMI
conference in 2023.

This paper outlines a revised interactive video retrieval system named Video-
CLIP 2.0, developed for the Video Browser Showdown 2024. Precisely, we in-
troduce some new functionalities aimed at better facilitating novice users in this
year’s system. These are the inclusion of a relevance feedback mechanism to
support more-like-this search functionality, a revised and improved keyframe se-
lection mechanism to improve the UI, a revised and updated embedding model
to support more effective search, and a number of user interface enhancements
to better support novice users.

2 An Overview of VideoCLIP 2.0

Our system implements the same architecture as the 2023 system VideoCLIP.
Full details can be found in [5]. In summary, VideoCLIP 2.0 builds upon
VideoCLIP’s underlying engine [6] with the following important modifications.
Firstly, the inclusion of a relevant feedback mechanism to facilitate user engage-
ment. Secondly, we use an updated version of the CLIP [7] model, named Open
VCLIP [13], to enrich our system’s capabilities in supporting multimodal search
and retrieval. Thirdly, a new search modality, meta-search, is incorporated, em-
powering users to filter results with a list of comparative expressions. Lastly,
recognising the importance of user experience, we redesign the user interface
(UI) to ease the search process by modifying the result presentation, described
in Section 2.2.

2.1 Search Modalities

Relevance Feedback Mechanism
Relevance feedback is often used in interactive retrieval systems to facilitate

users to provide feedback on the relevance of seen search results, which is then
used to refine the search query and hopefully further improve the results. In
VideoCLIP 2.0 we employ relevance feedback to facilitate the selection of any
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keyframe. This process involves appending the metadata linked to the selected
keyframe to the existing user query, ultimately forming a new ranked list. This
iterative approach enables users to actively shape and fine-tune their search
experience based on the perceived relevance of visual content.

Improved Keyframe Selection

Given the interactive use of the VideoCLIP 2.0 system, it becomes increas-
ingly important for the system to select representative keyframes to represent
groups of sequential video shots. For this year’s system, we employ the CLIP
model to assist in the selection of query-relayed keyframes for display on the
screen during a user’s search session. The similarity between the query and
keyframe embeddings is computed for a series of query-relevant shots and the
frames with the highest similarity scores are selected for display to the user. In
this way, we can optimise the use of screen real estate by not showing every shot
keyframe from a highly ranked video or video segment.

Enhanced Embedding Models

Due to its ability to link between visual concepts and natural language, the
CLIP model [7] is widely used in many research fields, including image classi-
fication, image similarity, and image captioning. The CLIP has proven itself to
be the state-of-the-art embedding model and utilised by various teams during
the challenge, including Vibro [3] and our own VideoCLIP [5], which were the
winners of the VBS2022 and VBS2023, respectively.

Nevertheless, the aforementioned CLIP model has its own drawbacks. That
is, while CLIP can effectively identify a new action or object appearing in the
testing images, it cannot do the same for unforeseen events in videos, which
leads to its unsuitability when being used in our system that uses video data as
the input. Thus, for our previous work in [5], a technique called “frame-based
retrieval” has been applied. To be more specific, for each of the videos being
considered, a frame is picked and treated as its representative. This approach
is proven to have many disadvantages. One of them is that the chosen frame
may not cover every information of the rooted video. Also, which frame from
the video is picked can have a notable effect on the overall results, leading to the
inconsistency of the system in general. Therefore, it is necessary to find a model
that possesses the strengths of the CLIP model, while can also adapt better to
problems related to video data.

In our VideoCLIP 2.0 system, Open-VCLIP [12], a modified and improved
version of the CLIP model introduced by Weng et al., is considered. The latest
version of this model, namely Open-VCLIP++ [13] was released by Wu et al. in
October 2023. In this model, a method named Interpolated Weight Optimization
is introduced to leverage the weight interpolation during training and testing
phrases. In the mentioned papers, the authors also show the significant strength
of the model compared to the other methods. Thus, the Open-VCLIP is expected
to be a suitable alternative option to the already used CLIP model in our newly
proposed system.
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Fig. 1: The prototype of VideoCLIP 2.0 User Interface

2.2 User Interface Revision

After participating in VBS2023, we recognise that the time and steps taken
for search and submission are critical to the system’s overall performance. To
enhance this aspect, we have updated the UI with minor revisions intending to
enhance both the speed and user-friendliness of inspecting ranked lists.

While maintaining the foundational layout from the previous system, our
focus is on simplifying the UI to provide users, particularly novices, with not only
a better experience but also an improvement in search performance. Specifically,
users can now input and formulate queries on the left side of the interface,
while the results are conveniently displayed on the right side. By prioritizing
and keeping only the most crucial buttons, we aim to enhance user clarity and
expedite their interaction with the system.

3 Conclusion

In this paper, we present the latest version of our video interactive retrieval
system, VideoCLIP 2.0, a CLIP-based system. We have updated the user in-
terface, and the search result visualisation, along with upgrading the back end
with the latest CLIP models. In addition, a meta-search is added to alleviate
possible weaknesses of the CLIP model.
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