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ABSTRACT
Supporting effective access to digital lifelogs is a challenging re-

search task because of both the volume and variety of multimodal

lifelog data, as well as the many and diverse types of information

need that should be supported. In this paper, we introduce a new

version of LifeSeeker called LifeSeeker 6.0, for the 2024 edition of

the ACM Lifelog Search Challenge. Our enhancements include the

improvements to the user interface and the backend reconstruction

by combining the E-LifeSeeker structure with using contrastive

learning between texts. These adjustments are aimed at accelerat-

ing the correlation between the huge image collection and the text

input, thereby enhancing the retrieval accuracy and efficiency.

CCS CONCEPTS
• Information systems → Multimedia databases; • Users and
interactive retrieval; • Search interfaces; • Human-centered
computing → Interactive systems and tools.;
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1 INTRODUCTION
With the advent of smartphones and similar devices, lifelogging

has become much more accessible. Lifelogging is the passively cap-

turing and data-storing process what we see during the whole day.

Thanks to the devices‘ support, we have a great opportunity to not

only remind us of visual memories but also track important infor-

mation from the past. In order to prompt the lifelogging retrieval
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and take advantage of the recorded images, there are some organ-

ised activities such as NTCIR-Lifelog
1
, ImageCLEF Lifelog

2
and the

challenge for this paper - Lifelog Search Challenge
3
(LSC). Besides

that, our lifelog data can be stored as video format, therefore, an

annually special competition named as Video Browser Showdown
4
.

The primary function of these activities is prompting the system

development based on their accuracy, speed, easy interaction, and

multitasking adaptability.

In the latest LSC’23[4], there are three main tasks: Known-item

search, Ad-hoc, and Question-Answering (QA). While the known-

item search task forms the fundamental task in lifelog retrieval for a

long period of time, the remaining two tasks have been introduced

since 2022. In the Ad-hoc task, competitors aim to submit as many

correct images as possible with the related input query. For example,

with the request ‘Find examples of when I was eating avocado for
breakfast.’, the system is targeted to return all the images contain-

ing the avocado dish in the morning. On the other hand, the QA

task requires the exact answer to the corresponding question. For

instance, in a QA task, the system compulsorily understands the

contextualised process to answer questions such as ‘Which airline
did I fly with most often in 2019?’ or ‘For a while in 2019, I wrote
a number on my office window in red pen. What was that highest
number that I wrote? ’.

First introduced in 2019, LifeSeeker has been released in five

versions [13, 14, 17–19]. Through the years, our target is utilising

state-of-the-art vision language models and improving the user

interface for LifeSeeker.

In this paper, we release the latest version - LifeSeeker 6.0for

LSC’24 [9], which mainly concentrates on the linguistic aspect by

applying the contrastive learning. Instead of only matching the

image data and the text query, we supplied the detailed description

combined with the metadata (time and location) and identified the

correlation not only between image-and-text (IaT) but also text-and-

text (TaT). Additionally, we redesigned the interface by supplying

the description and the possible answer if the input is the question

for every image.

2 RELATEDWORKS
Since first organised in 2018, a large number of systems have been

released and prompted the development of LSC solutions. Last

year, LSC attracted 11 teams participating in and the top three

1
http://lifelogsearch.org/ntcir-lifelog/NTCIR17/

2
https://www.imageclef.org/2020/lifelog

3
http://lifelogsearch.org/lsc/

4
https://videobrowsershowdown.org
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ranked systems are lifeXplore [28], MyEachtra [31] and Memento

3.0 [1]. Firstly, lifeXplore, which has been released first time since

2018, has the backend combination of Object Detection (YOLOv7

[33]), Concept Detection (EfficientNet [30]), Text Detection (CRAFT

[3]) and Video-Text Embedding (OpenCLIP [6]). MyEachtra has

a highlight enhancement with the “event-based” approach that

prevents users from missing the relevant images and retrieves them

quickly and accurately. Moreover, Memento 3.0 creates the clusters

for the whole image embeddings and then matches the search

query with the best cluster centroids. By implementing the cluster-

based search technique, the system lowers considerably the query

processing time by nearly 75%.

Besides the top three models and ours, there are other noticeable

systems participating in the LSC’23. In addition to using CLIP [21],

Voxento 4.0 [2] focuses more on improving the systems’s interface

and using Whisper API [22] for the voice interaction. With the

second version of MEMORIA [24], Ribeiro et al. applied the free-

text search that the pipeline in their system divides the raw text

into objects, events, activities, locations, dates, times, and temporal

aspects, and created a database query after using word2vec [16] for

expanding the found tokens. For the first participation, instead of

applying CLIP, MemoriEase [32] uses BLIP [15] for the embedding-

based retrieval approach to reduce the semantic gap between images

and text queries. Furthermore, Tran et al. [32] also combined BLIP

with concept-based retrieval approaches, implemented through a

search engine on Elastic Search. In the other way, vitrivr [29] is

designed to focus on the user interface more and this system has

three different types of view such as the cylindrical result view, the

detail view and the multimedia drawer.

LifeLens [11] is designed to be minimalist and user-friendly,

which priorities more on the image features and provides a more

intuitive look as same as simple using. In addition, LifeGraph 3

[26] identified three clusters as temporal, spatial and visual so as to

arrange sequences of the Lifelog entries into meaningful bins. By

implementing the Large Language Models (LLMs), Lifelog Discov-

ery Assistant or FIRST 3.0 [10] implemented the few-shot learning

prompts to assist users the hints and support them a number of

options for modifications. As same as the idea of MemoriEase, how-

ever, LifeInsight [20] is added two highlight points as the function

of explicite relevance feedback to re-rank the results, and Roccio al-

gorithm [25] to form the initial query vector or modify the previous

input query vector for searching or re-ranking.

Overall, a majority of the systems attending in LSC’23 used

the visual-language embeddings from CLIP and added particular

techniques to enhance the search. Our proposed system, LifeSeeker

6.0, focuses on the language aspect by being added the detailed

description for the query matching.

3 SYSTEM OVERVIEW
3.1 LSC Dataset
The LSC’24 dataset is as same as the previous LSC’23 and LSC’22

datasets. Being collected by a Narrative Clip
5
device, this multi-

modal dataset provides a comprehensive view of a single lifelogger’s

experiences for 18 months (2019-2020). The challenge dataset is

comprised of three components:

5
http://getnarrative.com

• Core image dataset: The images, extracted from the wear-

able in 1024×768 resolution, have undergone thorough redac-
tion and anonymisation. To not only protect the lifelogger’s

privacy but also ensure that other individuals appearing in

the images remain anonymous, all the human faces, as well

as the readable contents (phone and laptop screens, laptop

displays, or documents), have been blurred or removed if

possible.

• Visual Concepts: For every image, the visual concept data

provides valuable insights into the object information (ob-

jects, scenes, and context) within the corresponding image

and the text detected by using the OCR models.

• Metadata: The metadata contains the necessary information

related to the user’s time (date, local time, and part of the

day) and location (GPS, coordinates, city, and country) at the

moment the image is captured.

3.2 Model Structure
Following the last version of LifeSeeker [17], we adopt the two-

stage structure including offline and online as illustrated in Figure

1. During the offline stage, we create an embedding vector space for

every image and its corresponding caption. The generated caption

is enriched with metadata consisting of spatial, temporal, and other

necessary information. Next, the system embeds the users’ input

query and then matches it with the aforementioned space by using

the cosine similarity score. The results are returned based on the

final score:

Top_N_matches =𝑊𝐼𝑎𝑇 sim𝐼𝑎𝑇 +𝑊𝑇𝑎𝑇 sim𝑇𝑎𝑇 .

where sim𝑖 is the cosine similarity score of item 𝑖 and𝑊𝐼𝑎𝑇 ,𝑊𝑇𝑎𝑇 =

1 denotes the weights for the Image-and-Text and Text-and-Text

similarity, responsively. We propose that𝑊𝐼𝑎𝑇 +𝑊𝑇𝑎𝑇 = 1, and

𝑊𝐼𝑎𝑇 ≥𝑊𝑇𝑎𝑇 as we aim to highlight IaT similarity more than the

TaT one. The higher the final score is, the more relevant the image-

query pair is. In our system, we set the weight as (𝑊𝐼𝑎𝑇 ,𝑊𝑇𝑎𝑇 ) =
(0.7, 0.3).

Furthermore, we also perform the combined description (Cap-

Meta - Caption Metadata) for the images on the user interface

alongside the filter options for the time, location, objects, or text

visible in the images (like part of the day, at work, etc.) to the current

query.

3.3 Contrastive Learning Underlying Structure
Contrastive learning is a deep learning technique that teaches the

model to learn the general features of dataset without labels by

distinguishing between pairs of similar or dissimilar data points.

The technique has driven a revolution in not only learning visual

representations, powering methods such as SimCLR [5], CLIP [21],

and DALL-E 2 [23], but also sentence similarity such as CERT [7]

and SimCSE [8].

In the offline stage (figure 2, we utilise contrastive learning twice

in order to enhance the correlation between the image with its

information and the input query or the question.

• Image-and-Text (IaT): Inheretting the success of the last
two versions of LifeSeeer, LifeSeeker 6.0 is developed based

on the same structure that is applied the visual language
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Figure 1: The System Architecture of LifeSeeker 6.0.

Figure 2: The underlying structure of Life6ker.

embedding models such as CLIP [21], CoCa [34], BLIP [15]

and ALIGN [12].

• Text-and-Text (TaT): To implement the contrastive learn-

ing between text and text, firstly, we use the model FUSECAP

[27] to generate a first-sight description for each image. The

model FUSECAP
6
contains three frozen visual experts in-

cluding an object detector, an attribute recogniser, and an

Optical Character Recogniser (OCR) (figure 3).

Figure 3: The idea inside FUSECAP.

6
https://huggingface.co/noamrot/FuseCap_Image_Captioning

Additionally, FUSECAP is pre-trained on 12M image-enriched

caption pairs with a captioning generation BLIP-basedmodel.

Therefore, this model has the ability producing more precise

and detailed descriptions. Moreover, we supply the spatial

and temporal information as the following format

CapMeta = concat(description, time, location)
to make it more detailed (example: figure 4). By doing this, it

can enhance the image content and match the query better.

As QA is a special task which requires the text answer, we

also adjust to gain a better answer. Firstly, we train the model

to detect keywords inside the question and the system re-

turns the top related images. Besides the description of the

images, we also set the system to recommend the possible

answer based on the question by using the model
7
BLIP pre-

trained on QA task. We believe that with these adjustments,

the users will not only get a more intuitive interface but also

have multiple options of answers for the given question.

3.4 User Interface Adjustments
As this year we concentrate more on developing the backend struc-

ture, we reuse the frontend design of E-LifeSeeker [17] leverage

the current intuitive user interface with an addition of a small num-

ber of enhancements. Precisely, the LifeSeeker 6.0’s user interface

was equipped with four components: the free-text search and filter

box, the automatic question generation display, the search progress

7
https://huggingface.co/Salesforce/blip-vqa-capfilt-large
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Figure 4: An example of CapMeta - a picture of a teddy bear
sits on a bed next to a brown guitar and an open book, with
a white wall in the background # Time: 2020-01-01 04:50:10
# Location: 72 Verbena Avenue, Dublin, County Dublin, D13
K6W6, Ireland.

bar, and the vertically scrollable panel displaying the retrieved re-

sults in groups. Besides that, the system keeps three E-LifeSeeker

modifications:

• Ranked List Clustering: Our system will cluster images

based on temporal features and display top-3with the highest

scores.

• Temporal Search: LifeSeeker 6.0 has the ability to adjust

the selected moment and its temporally-related images by

controlling the temporal range between them.

• Relevance Feedback: The system recommends a question

related to the visual content of users’ desired images.

In order to offer users more options and improve their imagina-

tion, we add a detailed description for every image. The caption

is CapMeta (3.3), which contains a detailed description as well as

location and time, which will help users imagine better. Moreover,

if the input query is identified as a question, the system will display

the possible answer. For example, in the figure 4, with the input

question as “What is sitting next to the guitar in the first month

of 2020?”, the interface returns the answer “teddy bear” for the

corresponding image.

4 CONCLUSION
In this paper, we demonstrate the new adjustments for our lifelog

retrieval system - LifeSeeker 6.0 at the 7th Lifelog Search Challenge.

Firstly, we built a description corpus - CapMeta for the image collec-

tion which combined the generated description from the FUSECAP

model and the metadata. Beyond the conventional image-text pair

similarity, we implemented two streams of contrastive models for

embedding, one for image and text, and the other for text and text.

By doing so, we leveraged the linguistic aspect of our system in

matching the query with the huge image collection. Moreover, we

also added the description of CapMeta for every image and its possi-

ble answer for the QA task, which can support the users to interact

with the system effortlessly. With these improvements, we hope to

gain good results in the competition as well as open new ideas for

the lifelog retrieval domain.
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