
 

Fostering human-centered, augmented 

machine translation:  

Analysing interactive post-editing  
 

 

Vicent Briva-Iglesias, B.A., M.Sc. 

Supervised by Prof. Sharon O’Brien (main) and Dr. Benjamin Cowan 

(secondary, UCD) 

 

 

 

A thesis presented for the degree of Doctor of Philosophy 

 

School of Applied Languages and Intercultural Studies 

Dublin City University 

 

March 2024  



2   
 

DECLARATION 

 

I hereby certify that this material, which I now submit for assessment on the programme of 

study leading to the award of Doctor of Philosophy is entirely my own work, and that I have 

exercised reasonable care to ensure that the work is original, and does not to the best of my 

knowledge breach any law of copyright, and has not been taken from the work of others save 

and to the extent that such work has been cited and acknowledged within the text of my 

work.  

 

Signed: Vicent Briva-Iglesias 

 

 

ID No.: 20213499 

 

 

Date: March 05, 2024 

  



3   
 

ACKNOWLEDGEMENTS 

My sincere gratitude goes to Prof. Sharon O'Brien. It has been a pleasure to work for 3 and a 

half years under your supervision, which has allowed me to learn from one of the most 

brilliant people I have ever met, as well as to improve every day, both academically and 

personally. Your dedication, help and diligence are to be remembered; a capital THANK YOU. 

I would also like to thank Dr. Benjamin Cowan, for his assistance and guidance during the 

statistical analyses. 

Special mention should be made to the different participants of the thesis. Those participating 

in the pilot study, which was made possible thanks to funding from the European Association 

for Machine Translation (EAMT), and those participating in the main study, funded by the 

Science Foundation Ireland Centre for Research Training in Digitally-Enhanced Reality (d-real). 

These two bodies also deserve my gratitude for making this research thesis possible.  

An essential part of the Dublin experience is the people who have made it possible, even 

2,400 km away from Valencia, to call a new city and a new country home. They have also 

made the rainy days bearable, and the Irish paellas unforgettable. You know who you are, 

especially “el tridentito”. 

Last, but not least, I would like to thank my family for their unconditional support. Being a 

first-gen academic can be difficult, hard, and complex. Everything I am and will be, I owe to 

you. 

  



4   
 

TABLE OF CONTENTS 

CHAPTER 1. INTRODUCTION ...................................................................................................... 1 

CHAPTER 2. LITERATURE REVIEW .............................................................................................. 5 

2.1. Translation technologies and computer-assisted translation tools ............................... 5 

2.2. Machine translation architectures.................................................................................. 7 

2.2.1. Rule-based machine translation .............................................................................. 7 

2.2.2. Statistical machine translation ................................................................................ 9 

2.2.3. Neural machine translation ................................................................................... 11 

2.3. Post-editing .............................................................................................................. 13 

2.3.1. Traditional post-editing (TPE) ................................................................................ 13 

2.4. Translation quality ................................................................................................... 15 

2.4.1. Translation quality evaluation ......................................................................... 17 

2.5. Translation productivity ........................................................................................... 21 

CHAPTER 3. INTERACTIVE POST-EDITING ................................................................................ 23 

3.1. Introduction to interactive post-editing (IPE) ............................................................... 23 

3.2. Historical context .......................................................................................................... 26 

3.2.1. TransType and TransType 2 ................................................................................... 26 

3.2.2. CAITRA .................................................................................................................... 34 

3.2.3. CASMACAT ............................................................................................................. 38 

3.2.4. Lilt ........................................................................................................................... 49 

3.2.5. Additional user evaluations of IMT systems for IPE tasks ..................................... 53 

3.3. Discussion on interactive post-editing (IPE) ................................................................. 67 

CHAPTER 4. TRANSLATION AS A FORM OF HUMAN-COMPUTER INTERACTION .................... 70 

4.1. Human-computer interaction (HCI) .............................................................................. 70 

4.2. Usability ........................................................................................................................ 74 

4.2.1. Usability engineering and testing .......................................................................... 77 

4.3. User experience (UX) .................................................................................................... 80 

4.3.1. User experience from different angles .................................................................. 84 

4.3.2. User experience evaluation ................................................................................... 86 

4.4. Studies of HCI factors in Translation Studies involving MT .......................................... 89 

4.4.1. Usability in Translation Studies involving MT ........................................................ 90 

4.4.2. User Experience in Translation Studies involving MT ............................................ 93 

4.4.3. Ergonomics, situated interactions, and hedonomics in Translation Studies 
involving MT ..................................................................................................................... 98 

4.5. Human-centered, augmented MT (HCAMT) .............................................................. 101 



5   
 

CHAPTER 5. RESEARCH RATIONALE AND RESEARCH QUESTIONS ......................................... 104 

5.1. Operationalising MTUX ............................................................................................... 105 

5.2. Research questions and hypotheses .......................................................................... 109 

5.2.1. Factor one: Machine Translation User Experience (MTUX) ................................ 109 

5.2.2. Factor two: translation productivity .................................................................... 110 

5.2.3. Factor three: translation quality .......................................................................... 110 

5.2.4. Further exploration of Machine Translation User Experience ............................ 111 

CHAPTER 6. METHODOLOGY ................................................................................................. 113 

6.1. Pilot experiment.......................................................................................................... 113 

6.1.1. Participants .......................................................................................................... 113 

6.1.2. Content ................................................................................................................ 114 

6.1.3. IPE workbench ..................................................................................................... 114 

6.1.4. Design of the controlled user study ..................................................................... 117 

6.1.5. Results and lessons learned ................................................................................. 118 

6.2. Main longitudinal study .............................................................................................. 119 

6.2.1. Participants .......................................................................................................... 120 

6.2.2. Design of the controlled, main longitudinal study .............................................. 121 

6.2.3. Texts ..................................................................................................................... 124 

6.2.4. IPE workbench ..................................................................................................... 126 

6.2.5. Measures .............................................................................................................. 127 

6.3. The mixed-methods approach .................................................................................... 129 

CHAPTER 7. RESULTS OF THE MAIN LONGITUDINAL STUDY ................................................. 132 

7.1. RQ1. Is MTUX statistically significantly impacted by MTPE modality (TPE or IPE) and 
does this vary with increased experience? ........................................................................ 132 

7.1.1. Average MTUX scores .......................................................................................... 133 

7.1.2. MTUX scores per factor ....................................................................................... 134 

7.2. RQ2. Is translation productivity statistically significantly impacted by MTPE modality 
(TPE or IPE) and does this vary with increased experience? ............................................. 143 

7.3. RQ3. Is fluency statistically significantly impacted by MTPE modality (TPE or IPE) and 
does this vary with increased experience? ........................................................................ 145 

7.4. RQ4. Is adequacy statistically significantly impacted by MTPE modality (TPE or IPE) and 
does this vary with increased experience? ........................................................................ 147 

7.5. RQ5 to RQ7. Do pre-task perceptions of MTPE correlate with fluency, adequacy, or 
productivity? ...................................................................................................................... 149 

Fluency scores ................................................................................................................ 151 

Adequacy scores ............................................................................................................ 152 

Productivity scores ......................................................................................................... 153 



6   
 

7.6. RQ8 to R10. Does MTUX correlate with fluency, adequacy, or productivity? ........... 155 

7.7. Discussion of the results ............................................................................................. 155 

7.7.1. IPE produces a statistically significantly higher MTUX ........................................ 156 

7.7.2. IPE allows for working statistically significantly faster after some acclimatisation
........................................................................................................................................ 158 

7.7.3. IPE statistically significantly impacts fluency, but not adequacy ........................ 159 

7.7.4. Perceptions of MT influence quality and productivity ........................................ 160 

CHAPTER 8. CONCLUSIONS, STRENGTHS, LIMITATIONS AND FUTURE WORK ...................... 163 

8.1. Breaking the vicious circle: designing for pleasure rather than for absence of pain . 164 

8.2. Strengths ..................................................................................................................... 166 

8.3. Limitations................................................................................................................... 168 

8.4. Future work ................................................................................................................. 168 

REFERENCES ........................................................................................................................... 171 

APPENDIX A. DCU ETHICS APPROVAL .................................................................................... 194 

APPENDIX B. RECRUITMENT JOB AD FOR THE MAIN STUDY – TRANSLATORS AND REVIEWERS
................................................................................................................................................ 195 

APPENDIX C. PRE-TASK QUESTIONNAIRE .............................................................................. 198 

APPENDIX D. MTUX QUESTIONNAIRE .................................................................................... 199 

APPENDIX E. FLUENCY DIFFERENCE BETWEEN TPE AND IPE ................................................. 201 

 

  



7   
 

TABLE OF FIGURES 

Figure 3.1. IPE process. ............................................................................................................ 25 

Figure 3.2. TransType (TT1) interface. ...................................................................................... 28 

Figure 3.3. TransType 2 (TT2) interface. .................................................................................. 31 

Figure 3.4. Screenshot of the interface of CAITRA.  ................................................................ 35 

Figure 3.5. Screenshot of CASMACAT’s graphic user interface.. ............................................. 39 

Figure 3.6. The image shows the effect of week on Kdur per source text character.............. 46 

Figure 3.7. Interface screenshot of PTM.................................................................................. 50 

Figure 3.8. Screenshot of Lilt's graphic user interface ............................................................. 52 

Figure 3.9. Forecat interface. ................................................................................................... 62 

Figure 4.1. Building blocks for user-centered UX proposed by Roto (2006). .......................... 85 

Figure 6.1. Graphic user interface of Lilt in the TPE modality ............................................... 115 

Figure 6.2. Graphic user interface of Lilt in the IPE modality ................................................ 116 

Figure 6.3 Design of the controlled, main longitudinal study ............................................... 122 

Figure 7.1. MTUX Score Comparison in the Evaluation Sessions (with SD bars) ................... 133 

Figure 7.2 MTUX score evolution during the learning sessions ............................................ 134 

Figure 7.3. Attractiveness MTUX Score Comparison in the Evaluation Sessions (with SD bars)

................................................................................................................................................ 135 

Figure 7.4. Perspicuity MTUX Score Comparison in the Evaluation Sessions (with SD bars) 136 

Figure 7.5. Efficiency MTUX Score Comparison in the Evaluation Sessions Sessions (with SD 

bars) ....................................................................................................................................... 138 

Figure 7.6. Dependability MTUX Score Comparison in the Evaluation Sessions Sessions (with 

SD bars) .................................................................................................................................. 139 

Figure 7.7. Stimulation MTUX Score Comparison in the Evaluation Sessions (with SD bars)

................................................................................................................................................ 141 

Figure 7.8. Novelty MTUX Score Comparison in the Evaluation Sessions Sessions (with SD bars)

................................................................................................................................................ 142 

Figure 7.9. Productivity Comparison in the Evaluation Sessions Sessions (with SD bars)..... 144 

Figure 7.10. Productivity evolution during the learning sessions ......................................... 145 

Figure 7.11. Fluency Comparison in the Evaluation Sessions Sessions (with SD bars) .......... 146 

Figure 7.12. Fluency evolution during the learning sessions ................................................. 147 



8   
 

Figure 7.13. Adequacy Comparison in the Evaluation Sessions ............................................ 148 

Figure 7.14. Adequacy evolution during the learning sessions ............................................. 149 

Figure 7.15. Correlation of translators' pre-task perceptions of MTPE with fluency scores. 151 

Figure 7.16. Correlation of translators' pre-task perceptions of MTPE with adequacy scores

................................................................................................................................................ 152 

Figure 7.17. Correlation of translators' pre-task perceptions of MTPE with productivity .... 154 

 

  



9   
 

LIST OF ABBREVIATIONS 

AI Artificial intelligence 

CAT Computer-assisted translation 

HCAI Human-centered artificial intelligence 

HCAMT Human-centered, augmented machine translation 

HCI Human-computer interaction 

MT Machine translation 

MTUX Machine translation user experience 

MTPE Machine translation post-editing 

UX User experience 

  

 

  



10   
 

PUBLICATIONS AND PRESENTATIONS FROM THIS RESEARCH 

Publications 

Briva-Iglesias, Vicent, and Sharon O’Brien. 2024. ‘Pre-Task Perceptions of MT Influence 
Quality and Productivity: The Importance of Better Translator-Computer Interactions 
and Implications for Training’. In Proceedings of the 25th Annual Conference of the 
European Association for Machine Translation. 

Briva-Iglesias, Vicent. 2023. ‘Translation Technologies Advancements: From Inception to the 
Automation Age’. In La Família Humana: Perspectives Multidisciplinàries de La 
Investigació En Ciències Humanes i Socials, Lucía Bellés-Calvera; María Pallarés-Renau, 
137–52. Emergents 3. Publicacions de la Universitat Jaume I. Servei de Comunicació i 
Publicacions. 

Briva-Iglesias, Vicent, and Sharon O’Brien. 2022. ‘The Language Engineer: A Transversal, 
Emerging Role for the Automation Age’. Quaderns de Filologia - Estudis Lingüístics 27 
(0): 17–48. https://doi.org/10.7203/qf.0.24622. 

Briva-Iglesias, Vicent, and Sharon O’Brien. 2023. ‘Measuring Machine Translation User 
Experience: A Comparison between AttrakDiff and User Experience Questionnaire’. In 
Proceedings of the 24th Annual Conference of the European Association for Machine 
Translation, 335–44. 

Briva-Iglesias, Vicent, Sharon O’Brien, and Benjamin R. Cowan. 2023. ‘The Impact of 
Traditional and Interactive Post-Editing on Machine Translation User Experience, 
Quality, and Productivity’: Translation, Cognition & Behavior 6 (1). 
https://doi.org/10.1075/tcb.00077.bri. 

 

Presentations 

- Human-centred machine translation via interaction design, Translating and the 

Computer 45. Luxembourg, November 2023. 

- The impact of traditional and interactive post-editing on machine translation user 

experience, quality, and productivity, 4th International Conference in Translation, 

Interpreting and Cognition (ICTIC4). Chile, September 2023. 

- Machine translation user experience (MTUX): Towards more human-centric 

engagement forms, In “The evolving role of the post-editor” Tutorial at The 24th 

Annual Conference of the European Association for Machine Translation. Finland, June 

2023. 

- Measuring machine translation user experience (MTUX): A comparison between 

AttrakDiff and User Experience Questionnaire, The 24th Annual Conference of the 

European Association for Machine Translation. Finland, June 2023. 



11   
 

- What is machine translation user experience and why should we start looking at it? An 

overview in multilingual communication processes, 3rd Annual Conference Language 

in the Human-Machine Era (LITHME). Leeuwarden, The Netherlands, May 2023. 

- Human-centred translation technology development: What can we learn from human-

computer interaction? 3rd Annual Conference of the Translation Studies Network for 

Ireland (TSNI3). Ireland, April 2023.  

- The language engineer: An emerging, transversal role for the automation age, GALA 

Global 2023. Ireland, March 2023. 

- Pre-task perceptions and their impact on final translation quality: Implications for 

training, Translating and the Computer 44. Luxembourg, November 2022. 

- How to measure machine translation experience: Attrakdiff vs User Experience 

Questionnaire, New Trends in Translation and Technology Conference. Rhodes, 

Greece, July 2022. 

- Els avenços de les tecnologies de la traducció: Des dels inicis fins a l’era de 

l’automatització, Jornades de Foment en Investigació en Ciències Humanes i Sociales. 

Castelló de la Plana, May 2022.   



12   
 

ABSTRACT 

Fostering human-centered, augmented machine translation: 

Analysing interactive post-editing  

Vicent Briva-Iglesias 

Recent language technology developments have disrupted the translation and interpreting 
professions. However, the focus has been on using more computational power and training 
larger language models, often neglecting the users of such technology (do Carmo and 
Moorkens 2022).  

To date, the goal of technology development has been the creation of an intelligent agent 
that emulates human behaviour to increase automation. As a response, a novel technology 
design framework has gained a foothold recently: human-centered artificial intelligence, 
where instead of human replacement, the aim is to produce a powerful tool that augments 
human capabilities, enhances performance, and empowers users, who are at all instances in 
supervisory control of such systems (Shneiderman 2022). If applied to machine translation 
(MT), we can talk about human-centered, augmented MT (HCAMT). This shift, moving from 
emulation to empowerment, places humans at the centre of AI/language technology. This 
PhD thesis presents the concept of Machine Translation User Experience (MTUX) as a way to 
foster HCAMT. Consequently, we conduct a longitudinal user study with 11 professional 
translators in the English-Spanish language combination that analyses the effects of 
traditional post-editing (TPE) and interactive post-editing (IPE) on MTUX, translation quality 
and productivity. MTUX results suggest that translators prefer IPE to TPE because they are in 
control of the interaction in this new form of translator-computer interaction and feel more 
empowered in their interaction with MT. Productivity results also suggest that translators 
working with IPE report a statistically significantly higher productivity than when working with 
TPE. Quality results also indicate that translators offer more fluent translations in IPE, and 
equally adequate translations in both post-editing modalities. All these results allow for 
reflection on the potential adoption of IPE as a more HCAMT post-editing modality, which 
empowers the users, who have been increasingly reluctant to interact with machine 
translation post-editing in industry workflows (Cadwell, O’Brien, and Teixeira 2018). 

This PhD thesis establishes the methodology for fostering HCAMT tools, systems and 
workflows through the study of MTUX. The successful implementation of HCAMT in 
translation and interpreting may lead to sustainable, diverse, and ethically sound 
development in MT systems and other technological tools through a wide variety of users and 
use-cases.  
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CHAPTER 1. INTRODUCTION 

In an era where the boundaries of language and culture are increasingly blurred by global 

communication and digitalisation, the significance of machine translation (MT) in bridging 

linguistic gaps has never been more pronounced (Vieira, O’Hagan, and O’Sullivan 2021). This 

PhD thesis situates itself within this critical juncture, where the convergence of MT and 

human-computer interaction (HCI) bears new possibilities and challenges in global, digital 

communication.  

Recent developments in language technologies have been rapid, mainly due to the availability 

of more data online, as well as improved computing algorithms and the use of more 

computational power (Brown et al. 2020). Currently, the research focus is on using larger 

amounts of data to develop larger and larger language models (LLMs) through resource-

intensive and resource-extensive training processes, both economic and natural (Chuan Li 

2020; Zhong et al. 2023). 

In the literature review (Chapter 2 to Chapter 4), we can see that the experience and needs 

of the MT user have been overlooked in the development and adoption of new language 

technologies. It is important to emphasise that the user is one of the most important elements 

of the user-MT interaction (if not the most important) and, currently, the main focus in MT 

development is to deliver higher quality (Moorkens et al. 2018). This is when we see that most 

of the current technological development processes focus on creating an autonomous system 

that automates human tasks, which is what artificial intelligence (AI) is all about (Shneiderman 

2022a). According to the recently passed European Union Artificial Intelligence Act (EU AI Act) 

(European Union 2024, 39), an AI system is a “machine-based system that is designed to 

operate with varying levels of autonomy and that may exhibit adaptiveness after deployment, 

and that, for explicit or implicit objectives, infers, from the input it receives, how to generate 

outputs such as predictions, content, recommendations, or decisions that can influence 

physical or virtual environments”. As per “automation”, the Cambridge Dictionary defines this 

concept as “the use of machines and computers that can operate without needing human 

control” (Cambridge Dictionary 2024). 

In the language services industry, we are starting to see some sectors where MT is used 

directly as an AI system without any human intervention if assimilation is being pursued 
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(Schmidtke and Groves 2019). It is important to stress that using unsupervised MT must be 

carefully considered depending on the risks, value and goals of such use (Way 2013). Thus, in 

a context of quality saturation in various language combinations, where high-quality MT is 

already achieved in some major language combinations, we ask whether this path of 

technological development is the appropriate way forward: more data and more 

computational power to train systems that are a drain on economic and natural resources 

(Zhong et al. 2023), spending hundreds of thousands (or millions) of euros to achieve limited 

quality improvements (Chuan Li 2020). In addition, many people also view this path of 

technological development with concern about the possible loss of jobs or the decision-

making about people's lives based on recommendations from these technologies (Eloundou 

et al. 2023; Oviedo-Trespalacios et al. 2023). For instance, the integration of MT in translation 

production workflows has often been met with resistance, primarily due to concerns over 

quality, loss of control, and the dehumanising nature of MT-assisted translation (e.g. Fırat 

2021; Moorkens 2020; Cadwell, O’Brien, and Teixeira 2018). Is there a more sustainable and 

ethically sound alternative in the development and use of language technologies that would 

allow efforts and investments to improve these technologies to be channelled to all parties 

involved?  

It is in this context that a new technology design framework is gaining momentum: human-

centered technology or human-centered artificial intelligence (HCAI) (Shneiderman 2022b). 

The goal of HCAI is to pursue "intelligence amplification (IA)" as opposed to AI. The goal of 

HCAI is to build a tool that enhances human capabilities, improves human performance and 

empowers users, who should always possess supervisory control of the technology in an 

enjoyable interaction with the technology. This is in addition to the concept of 

"augmentation" (Raisamo et al. 2019; O’Brien 2023). If we apply all these concepts to MT, we 

can talk about human-centered, augmented machine translation (HCAMT). Thus, in order to 

develop a methodology to inform the development of HCAMT tools, systems and workflows 

for a wide range of MT users and use cases, we used the language services industry and the 

translator-MT interaction as a use case through a two-week longitudinal study.  

In analysing the application of MT in the language services industry through post-editing 

(Chapter 2), we saw that there might be ways of interacting with MT that follow a more 

HCAMT approach than traditional workflows, such as interactive post-editing (IPE) (Chapter 
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3). The hypothesis of this thesis is based on the fact that, in IPE tasks, it is the machine that 

adapts to the human in real time, with the person being in supervisory control of the 

interaction. In contrast, in traditional post-editing (TPE) tasks, it is the human who adapts to 

static MT proposals. Consequently, this PhD thesis analyses and explores the user experience 

(UX) of professional translators in IPE and TPE tasks in one of the early HCI- and HCAI-based 

studies for fostering HCAMT.  

Reviewing the field of HCI (Chapter 4), we note that UX should be a key element in technology 

development and adoption (Albert and Tullis 2022), but that it has received minuscule and 

negligible attention in the Translation Studies and the MT technology development 

communities (Briva-Iglesias and O’Brien 2023). Using Roto's (2016) UX framework as a basis, 

where the user-MT interaction is a situated activity where the user, the context where the 

interaction takes place and the system need to be considered as a whole, together with the 

HCAI framework, we conducted a pilot study with 15 professional translators, who performed 

TPE and IPE tasks over two consecutive days. In this pilot study, we designed and tested a 

methodology to measure the user-MT interaction and coined the concept of machine 

translation user experience (MTUX) as a person's perceptions and responses resulting from 

the use and/or anticipated use of MT (Briva-Iglesias and O'Brien 2023; Briva-Iglesias, O'Brien, 

and Cowan 2023). When analysing MTUX, both pre-task perceptions and post-task 

perceptions of MT users are highly relevant. Although the pilot results were promising, only 

two interactions were not enough to obtain clear, statistically significant results. Thus, having 

tested the methodology and validated the research design, we conducted one of the few 

longitudinal studies in Translation Studies and MT, and analysed the MTUX, quality and 

productivity of 11 professional translators over two weeks of interaction with TPE and IPE. 

This longitudinal study was also designed to account for the variable experience levels of the 

translators with the different MT post-editing (MTPE) modalities, which permitted us to make 

a fair comparison of different measures for the TPE and IPE modalities. Every translator had 

substantial experience with TPE tasks, but none of them had experience with IPE. Thus, this 

PhD thesis aimed to respond to the following overarching research question: 

• RQ. Is IPE a better alternative to TPE in terms of machine translation user experience 

(MTUX), translation productivity, and translation quality? 
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Delving into the importance of UX in user-MT interactions, this study posits that a system, 

tool or workflow that produces a better MTUX can statistically significantly impact the users’ 

satisfaction, but also their performance (in terms of quality and productivity) and overall 

engagement with MT. A HCAMT approach not only facilitates smoother interactions but also 

empowers MT users by providing them with tools and interfaces that are intuitive, responsive, 

and adaptable to their specific needs. This focus on personalisation and MTUX is paramount 

in addressing the diverse challenges faced by professional translators or other MT users. 

Furthermore, the inclusion of productivity and quality within the context of MTUX is not 

merely a matter of operational efficiency but a critical consideration for the sustainability of 

the translation profession. As the demand for rapid, high-quality translations continues to 

grow (Moorkens 2017), the ability of translators to leverage MT effectively becomes a key 

competitive advantage. Therefore, enhancements in MTUX can lead to significant gains in 

productivity without sacrificing the quality of translation, thereby striking a balance that 

benefits all stakeholders involved in the translation production process. 

At the core of this research, we advocate for HCAMT tools, workflows, and systems, and 

defend a shift in perspective from viewing MT as a standalone solution to seeing it as a tool 

that, when thoughtfully integrated into the translation production process, can augment 

human capabilities rather than replace them. Through a comprehensive examination of 

MTUX, this thesis seeks to illuminate the pathways through which HCAMT can be realized, 

emphasizing the critical role of UX in bridging the gap between human limitations and 

machine efficiency, always situating the human at the centre of the interaction. By weaving 

together insights from HCI, Translation Studies, MT, and UX design, this thesis presents a 

holistic view of the translator-machine interaction landscape. This integrated approach not 

only enriches our understanding of the dynamics at play but also charts a course for the future 

of research on MT, where technology and human expertise converge to create a more 

connected and comprehensible world. Results and methodologies should not be applicable 

only to professional translators, but to the whole spectrum of MT users.  
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CHAPTER 2. LITERATURE REVIEW 

This chapter presents a literature review on the most important concepts of translation 

technologies. Section 2.1 presents an overview of translation technologies and computer-

assisted translation (CAT) tools, followed by a brief description of the main machine 

translation (MT) architectures (Section 2.2). Then, Section 2.3 explores how MT has been 

traditionally introduced into the language services industry through post-editing. Finally, key 

concepts such as translation quality (Section 2.4) and translation productivity (Section 2.5) 

are also presented. 

2.1. Translation technologies and computer-assisted translation tools 

Although the term “translation technology” seems to be related to today's mobile devices, 

the cloud, or the popular concept of AI, the technologies applied to the professional world of 

translation are not that new. To speak of them, we need to go back to the late 1950s. Bar-

Hillel was commissioned by the US government to produce a report on the state of MT at the 

time, which was one of the most important areas of research in the field of computer science. 

After touring the country's leading research centres, Bar-Hillel (1959) issued a rather 

unfavourable report in which he agreed that the goals of the research teams were unrealistic 

and that “fully-automatic high-quality translation” was far from being a reality. He therefore 

recommended that research should focus on the development of less ambitious but more 

practical technologies for translators. Some years later, the report of the Automatic Language 

Processing Advisory Committee (ALPAC 1966), also commissioned by the US government, was 

even more negative. This report indicated that the studies on the nascent MT systems of the 

second half of the 20th century failed as they did not meet quality expectations and 

recommended that interest in MT should be transferred to machine-assisted translation, 

which was aimed at “improving human translation, with an appropriate use of machine aids” 

(Ibid.: 25). These two reports were the seed that germinated into what we know today as 

translation technologies (Chan 2014). 

At that time, the idea of automatically retrieving previously translated text segments was 

born in order to facilitate the translation process (Melby 1978; Arthern 1979). Subsequently, 

several companies began to take an interest in the development of software related to 

translation processes. Sumita and Tsutsumi (1988) released Easy to Consult, which was an 
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electronic dictionary that could not only look for single words but also for sentences or 

phrases of more than two words. Soon after, Trados developed TED and Multiterm, a plug-in 

for a text processor and a multilingual terminology management tool, respectively. These two 

tools were later on merged and formed the first Translator’s Workbench editor (Garcia and 

Stevenson 2005). The introduction of these tools, created with the intention of enabling 

translation of the same content in less time and increasing productivity, started to alter 

professional translation and documentation processes. According to Chan (2014), translation 

technologies experienced a first period of rapid growth from 1993 to 2003, and a second 

period of global development from 2004 to 2013. In the first period, online information 

sources (dictionaries, encyclopaedias, linguistic corpora in various languages, etc.) appeared 

and replaced the paper resources previously used. The first terminology management tools 

also appeared, with the intention of being able to show the terminological equivalences of 

various languages automatically and faster. In the second period, these series of new tools 

and features merged into what we know as computer-assisted translation (CAT) tools. CAT 

tools are a type of computer software that assists translators and facilitates certain aspects 

of the translation process (Bowker and Fisher 2010). Garcia (2014, 4) defines them as: 

At its core, every CAT system divides a text into “segments” (normally sentences, as defined 

by punctuation marks) and searches a bilingual memory for identical (exact match) or similar 

(fuzzy match) source and translation segments. Search and recognition of terminology in 

analogous bilingual glossaries are also standard. The corresponding search results are then 

offered to the human translator as prompts for adaptation and reuse. 

 

With technological advances and the adoption of CAT tools in the language services industry 

(ELIS Research 2023), these tools evolved from being simple applications used to retrieve 

previously translated fragments through translation memories, manage specific terminology 

with glossaries or automate quality management processes, to substantially more complex 

environments (Briva-Iglesias 2023). In addition, CAT tools, which started out as desktop 

applications, moved later on to the web or the cloud, such as Matecat or Phrase TMS 

(Rothwell et al. 2023). Currently, CAT tools also have MT components that can be used 

individually to obtain translation proposals with the aim of assisting the translator or in 

conjunction with translation memories via a technology called fuzzy match repair (Bulté and 

Tezcan 2019). In this latter case, fuzzy matches with a high coincidence with the text to be 



7   
 

translated are retrieved and leveraged to improve the results of an MT system, mixing both 

the advantages of translation memories and MT. Thus, CAT tools have evolved from being 

simple tools with few functionalities, normally supported by office tools such as Microsoft 

Word, to become an all-in-one solution with many features to ease the work of translators 

(Rothwell et al. 2023). 

 

2.2. Machine translation architectures 

Despite the fact that research on MT was deprioritised following the ALPAC report, research 

continued, albeit to a lesser extent. Yet, to talk about MT, we must first know what is meant 

when the term is used. Ginestí and Forcada (2009, 43) define MT as: 

the process of translating, by means of a computer system (consisting of computers and 

programs), computerized texts written in the source language to computerized texts written 

in the target language. A computerized text is a computer file that contains text in a known 

format. [translation by the author] 

 

Therefore, we can say that MT is a tool that, when a computerized text is introduced in a 

natural language, automatically translates the original text into another natural language, 

producing what is called a raw translation or MT output. Historically, MT has been based on 

two approaches, rule-based MT and data-based MT (Nitzke 2019), and its main architectures 

are described below. 

 

2.2.1. Rule-based machine translation 

Rule-based machine translation (RBMT) was the first MT system to be developed, which 

focused on word for word translation (Ibid.: 6-8). These first MT systems required two main 

actors to produce MT output: 

● Firstly, a group of linguists or translation experts, who had to create a series of 

dictionary entries and linguistic rules (grammatical, syntactic, and stylistic) of the 

characteristics of the source language (SL) and the target language (TL). 

● Secondly, computer experts. They wrote morphology and syntax analysis programs 

capable of reading, understanding, and representing the entries of the dictionary to 
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apply them in the TL. These computer experts could also be computational linguists 

or linguists with knowledge of computer programming. 

RBMT was very useful for minoritized or low-resource languages, and it has been shown to 

offer adequate translations in several language combinations, especially in those of closely-

related languages because of its grammar and syntactic similarities (as, for example, Spanish 

and Catalan) ( Forcada et al. 2011). However, languages are complex, and lexical or syntactic 

ambiguity is one of the most difficult problems to solve (Ginestí and Forcada 2009). These 

ambiguities could be tackled by creating new rules. For example, the English term “sheet” can 

be translated into Spanish as “sábana” [e.g. cotton sheet] or “hoja” [paper sheet]. Context 

rules could be defined as follows: 

 

<rule> 

   <or> 

     <match lemma=“bed” tags=“n.*”/> 

     <match lemma=“cotton” tags=“adj”/> 

   </or> 

   <match lemma=“sheet” tags=“n.*”> 

     <select lemma=“sábana” tags=“n.*”/> 

   </match> 

</rule> 

 

In this context, a condition was added. If the English term “sheet” was accompanied by “bed” 

or “cotton”, it would be translated into Spanish as “sábana” instead of “hoja”. The problem 

with RBMT was that the cost of creating and compiling rules was very high because many 

rules had to be written to achieve a RBMT system that performed well, and this involved a lot 

of hard and complex work because languages have many exceptions and implications that are 

difficult to represent with written rules (Borja 2013). An example of a RBMT system that is 

still in operation today is Apertium (Forcada et al. 2011), but this kind of MT technology has 

been replaced by newer, more advanced MT architectures. 
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2.2.2. Statistical machine translation 

With the proliferation of the Internet and globalisation, there is a large amount of text 

available online in many different languages that can be used freely. Statistical machine 

translation (SMT) is a type of data-based MT. This means that SMT is a type of computing 

system where an algorithm learns to automatically translate from existing translations aligned 

in the form of corpora (Hearne and Way 2011). SMT systems go through two different 

processes. 

● Training: this first process involves extracting a statistical translation model from a 

parallel corpus (and thus associating the probabilities of a word in the SL being 

translated in a certain way in the TL). Furthermore, the training process also implies 

the creation of a language model from a monolingual corpus (i.e. a probabilistic 

dictionary that allows estimating the fluency of a text in the TL) (Koehn 2010). 

● Decoding: this second process faces translation as a search problem. When an SL 

sentence is introduced as input into the SMT engine, the SMT engine looks for all 

possible translations according to the translation model. Then, the SMT system tries 

to rearrange these translations according to the language model, and finally provides 

as MT output the sentence in the TL that is “most likely” (Brown et al. 1990). 

Hearne and Way (2011, 206) discuss that SMT is: 

probabilistically plausible; rather than focusing on the best process to use to generate a single 

optimal translation for a source sentence, SMT focuses on generating many thousands of 

hypothetical translations for the input string, and then works out which one of those is most 

likely. 

 

To illustrate this process in a simple way, firstly, texts should be segmented into sentences. 

Punctuation marks are used as markers to indicate the end of a sentence so that it is 

automatically recognized what should be separated and what is a separate sentence. For 

example, if we have the text “The dog is green. The cat is brown”, the full stop will be used as 

a separating element between two sentences. The same will happen with the Spanish version 

“El perro es verde. El gato es marrón”. 
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Secondly, texts must be aligned. For the system to work properly, it is necessary that the 

sentences in the SL are aligned with their homonyms in the TL. Therefore, “The dog is green” 

should be aligned with “El perro es verde”, as well as “The cat is brown” with “El gato es 

marrón”. The alignment of all these sentences in bilingual texts (or corpora) is done with a 

single objective: to create the translation model and thus know which word in the TL may 

correspond to a certain word in the SL (Koehn 2010). Once the sentences have been aligned, 

a series of probabilistic operations take place, explained below, with the intention of 

discovering the probable translations of the words of the sentence: 

 

The dog is green The cat is brown The dog 

El perro es verde El gato es marrón El perro 

 

At this point, a process called initialization takes place. All the words have an equal chance of 

aligning with each other. That is, in the first sentence, “The dog is green”, the word “The” 

could correspond to “El”, “perro”, “es” or “verde”. However, thanks to a process of iteration, 

in which the probabilities are compared with the adjacent sentences, by seeing that “The dog 

is green” corresponds to “El perro es verde”, that “The cat is brown” corresponds to “El gato 

es marrón” and that “The dog” corresponds to “El perro”, we can see how the probability of 

one word being the translation of another increases. After making this comparison and this 

simple probabilistic analysis, we can see that “The” is the SL equivalent of “El” in the TL for 

this sentence, as well as that “dog” goes hand in hand with “perro”, and “cat” with “gato”, to 

give some examples. This latter process of word for word alignment is called convergence. 

Thanks to these alignments, we can obtain a probabilistic bilingual dictionary, that is, we 

obtain the probabilities that “cat” is “gato” —expressed in [p(cat|gato)]—, thus achieving our 

objective: a translation model. These p (probability) values are assigned a weight, which will 

increase or decrease according to the probability that the word in the SL is correct in the TL. 

However, an additional element must be considered: the correctness or naturalness of the 

sentences in the TL. 

To this end, the SMT engine must be trained with a monolingual text in the TL, that is, instead 

of doing a probabilistic analysis of bilingual corpora to obtain the translation probabilities (as 
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has already been done to obtain the translation model), a probabilistic analysis of the 

monolingual text in the TL must be done to predict the natural order and set the standard of 

the words and segments. After this process, a monolingual language model is obtained, which 

marks and sets the grammar, syntactical and standard rules of the TL. As with bilingual 

corpora, the larger the monolingual language model is and the more sentences and segments 

it has, the better the result will be. 

The process that follows is called “decoding”. At this stage, the SMT system looks for all 

possible translation hypotheses and values them according to their score and final weight. 

The hypothesis with the highest score (considering both the language model and the 

translation model together) will be the option chosen by the SMT engine and will be shown 

as the MT output. Examples of SMT engines are Moses (Koehn et al. 2007) and MTradumatica 

(Martín-Mor 2017). SMT systems have been further developed and improved with the 

introduction of new algorithms and using different statistical methods. One of these examples 

is phrase-based SMT (PBSMT) (Zens, Och, and Ney 2002), where the system not only included 

the statistical probabilities that a single word X in the SL could be translated as Z in the TL, but 

also included contextual information about the statistical translation probabilities of 

surrounding words. 

 

2.2.3. Neural machine translation 

In 2014, a new approach to data-driven MT development was implemented by Sutskever, 

Vinyals, and Le (2014) in the form of neural machine translation (NMT). According to Koehn 

(2017), neural network models had been proposed before (Castaño, Casacuberta, and Vidal 

1997; Forcada and Ñeco 1997). However, none of these models could be trained with 

amounts of text like those available now and, moreover, the processing power of machines 

and computers at that time was not as high as it is today. These advances in processing have 

made it possible to “resurrect” the old idea of neural models, which created a new 

opportunity in the world of MT. Forcada (2017, 292) explains NMT as follows: 
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The name comes from the fact that the neural networks (which should properly be called 

artificial neural networks) on which NMT is based are composed of thousands of artificial units 

that resemble neurons in that their output or activation (that is, the degree to which they are 

excited or inhibited) depends on the stimuli they receive from other neurons and the strength 

of the connections along which these stimuli are passed. 

 

In a more detailed but still accessible explanation, the journey of translating text using NMT 

begins with the input of a sentence or a piece of text in the SL into the MT system. This system 

employs a sophisticated method to transform each individual word into a numerical format, 

which is commonly referred to as a “vector”. When the system considers the entire context 

of the sentence, this numerical format evolves into what is termed a “contextual vector” 

(Pérez-Ortiz, Forcada, and Sánchez-Martínez 2022). At the heart of NMT lies a complex 

structure known as a neural network. This network is composed of a series of artificial 

neurons, alongside different layers of algorithms that work with a feature called attention 

mechanisms (Vaswani et al. 2017), which are pivotal in managing the focus of the translation 

process. The artificial neural network undertakes a multitude of computations, in the order 

of millions, with the aim of refining these vectors. These computations are intricate, designed 

to optimize and adapt the contextual vectors to convey the most accurate semantic and 

syntactic nuances of the original text. Once this intensive computational process is complete, 

the outcome is an optimized set of vectors. These are then utilized by another critical 

component of the neural network, known as the decoder, as in SMT. The decoder's function 

is pivotal; it uses these optimized vectors to construct and predict the most probable and 

contextually appropriate translation of the input sentence or text into the TL (Pérez-Ortiz, 

Forcada, and Sánchez-Martínez 2022). 

NMT requires much larger linguistic corpora than previous MT systems, so that the contextual 

vectors can be adequately optimized during the MT system training phase. In addition, 

systems cannot be made with conventional computers, but require very powerful processors 

called graphics processing units or GPUs (Li Chuan 2020). As this is a very computationally 

demanding process, because millions of mathematical operations need to be calculated, the 

training process can take days, months or even years, depending on the machine used (Ibid.). 

Today, NMT is a technology considered as providing better MT output than SMT, the previous 

paradigm, in terms of translation quality (Castilho, Moorkens, Gaspari, Calixto, et al. 2017). 
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2.3. Post-editing 

MT was introduced in the language services industry through post-editing, a process where 

mistakes in the MT output are identified and corrected (O’Brien 2022). To put things into 

perspective, in this PhD I use the term “language services industry” to refer to an industry 

estimated to be worth USD 69.3 billion in 2023 according to a report by Nimdzi (Hickey 2023), 

a market research and consultancy company that helps their customers to succeed in the 

global market. Companies in the language services industry offer a whole range of services 

that allow brands and companies to internationalise their products and expand throughout 

the global market. These services include, but are not limited to, translation, localisation or 

transcreation. Therefore, this section provides an overview of TPE, how it has evolved and its 

adoption in the language services industry. A summary of the body of literature around the 

topic is also included. The literature review of post-editing is further developed in Chapter 3, 

which presents IPE and describes in-depth the evolution and implementation of this newer 

form of post-editing.  

2.3.1. Traditional post-editing (TPE) 

As explained above, there have been many changes and improvements in the MT world in 

the last decade. The paradigm shift, from SMT to NMT (Bentivogli, Bisazza, et al. 2016), has 

had a major impact on the translation quality provided by these systems (more information 

on translation quality can be found in Section 2.4 below). However, MT remains an imperfect 

technology that makes grammatical, syntactic, or lexical errors. Despite MT being used 

directly in some use cases such as product user reviews (Popović et al. 2021), where accuracy 

and fluency of the text are not key and a mere comprehension of the source text is sufficient 

(i.e. MT for assimilation purposes) (Kenny 2022), the use of MT can have serious 

consequences if used directly in sensitive domains such as in medical and legal use cases (i.e. 

MT for dissemination purposes) (Vieira, O’Hagan, and O’Sullivan 2021). As a consequence, to 

achieve translations without errors, it is still necessary to involve translators to detect errors 

and implement the necessary changes and edits. Today, it is still strongly argued that raw MT 

output cannot be compared with translations by professional translators in terms of 

translation quality (Läubli, Sennrich, and Volk 2018; Toral 2020).  

This translator intervention takes place through post-editing. O’Brien (2011, 197) describes 

post-editing as “the correction of raw machine translated output by a human translator 
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according to specific guidelines and quality criteria”. This task traditionally follows the 

following process: 

1. a digital text in the SL is sent to an MT system; 

2. this system provides a proposal for a digital text in the TL; and 

3. the translator modifies, changes, or alters the raw translation as necessary.  

Post-editing can be carried out in multiple MT interaction interfaces, which can range from a      

word processing application such as Microsoft Word, or within a CAT tool (see Section 2.1 

above). The main goal of post-editing is to translate more content in less time and, specifically 

in the language services industry, to increase translator productivity and reduce production 

costs (a review of translation productivity can be read in Section 2.5 below). Thus, with 

advances in MT systems, post-editing has become an increasingly common practice (ELIS 

Research 2023) and has become an established field of research in Translation Studies and 

MT research, which has subsequently split into multiple branches. 

Post-editing research has been carried out from many different perspectives. For instance, to 

analyse users' interactions with MT during post-editing, different tools have been developed 

to record empirical data from user experiments. An example of such a tool is PET (Aziz, 

Castilho, and Specia 2012), which records the time a person takes to post-edit a text and logs 

the keystrokes, allowing productivity comparisons and discovering the post-editing effort 

involved in post-editing tasks (Krings 2001). Another tool is Translog-II (Carl 2012), which 

collects the same data as PET and, in addition, is compatible with eye-tracking technologies, 

allowing researchers to obtain information about the areas where users' attention is focused 

while post-editing (O’Brien 2006). This type of technology has encouraged Translation Studies 

to engage with more transdisciplinary studies and new branches of research have appeared, 

such as the one that focuses on analysing multiple aspects of Translation Process Research 

(Risku 2014; Carl, Bangalore, and Schaeffer 2016) and even on the different cognitive 

processes that take place when translating, revising or post-editing. This latter research 

branch can be described as Cognitive Translation Studies (Alves and Jakobsen 2020). 

However, Krings (2001), in his PhD dissertation on post-editing, suggested that post-editing 

effort could be measured on three different levels, namely the temporal, the technical and 

the cognitive level. This is the seminal work that guided most post-editing research to date in 

terms of evaluation. 
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These are only some examples of research perspectives on post-editing, but it is worth 

stressing that most attention on post-editing research has remained around quality and 

productivity (see Sections 2.4 and 2.5 for a detailed description of these concepts and 

additional, relevant literature). As mentioned above, this is because the goal of the language 

services industry was to introduce post-editing to reduce production costs and become more 

competitive. As a consequence, post-editing has also been analysed in terms of comparing 

the effort of post-editing with other types of computer-assisted translation (O’Brien and 

Moorkens 2014) or with other types of traditional translation (Guerberof-Arenas 2008). 

Additionally, the productivity of post-editing with an SMT or an NMT system has been 

researched (Sánchez-Gijón, Moorkens, and Way 2019). Also, there have been other studies 

that have focused on users and have researched the needs of translators when post-editing 

(Moorkens and O’Brien 2017) or measured their satisfaction (Cadwell et al. 2016). The 

adoption of post-editing also disrupted academic training, and therefore new training 

methods for translators were developed (Nitzke, Tardel, and Hansen-Schirra 2019), new 

professional profiles for translators like “language engineers” were proposed (Briva-Iglesias 

and O’Brien 2022), or even the usefulness of post-editing beyond the language services 

industry was explored, as is the case of foreign language students (Zhang and Torres-Hostench 

2022), just to name some examples. However, the body of literature on post-editing is very 

extensive, and this section mentions some distinguished generic studies. The literature review 

on post-editing should be conducted considering the purpose of each research study and 

framework, and, accordingly, Chapter 3 includes a more in-depth review on IPE, a newer post-

editing modality, which is the most relevant post-editing workflow for this PhD dissertation. 

 

2.4. Translation quality 

The situation described in the previous sections and globalization have transformed the 

language services industry and landscape enormously. Now, there is a vast amount of content 

to be translated globally and, in addition, clients are increasingly demanding shorter deadlines 

accompanied by smaller budgets (Moorkens 2017). However, anyone who needs a translation 

and entrusts it to a language service provider wants to make sure it is correct and adequate 

for dissemination. Here is where the concept of “translation quality” becomes very important. 

It is worth noting that defining “translation quality” is difficult because there is no general 
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agreement on a particular definition and there are many factors and elements that may 

influence what one person may consider as a quality translation (Rossi and Carré 2022). Two 

interesting definitions of this concept are those of Koby et al. (2014, 416), who first suggest 

in a broad definition that: 

A quality translation demonstrates accuracy and fluency required for the audience and 

purpose and complies with all other specifications negotiated between the requester and 

provider, taking into account end-user needs. 

 

However, they also claim that they are not convinced by this definition because it excludes 

other language services, such as transcreation or localisation. Therefore, they offer a second, 

more concrete definition, where: 

a high-quality translation is one in which the message embodied in the source text is 

transferred completely into the target text, including denotation, connotation, nuance, and 

style, and the target text is written in the target language using correct grammar and word 

order, to produce a culturally appropriate text that, in most cases, reads as if originally written 

by a native speaker of the target language for readers in the target culture. 

 

In reading the definitions above, the following information can be extracted: a good quality 

translation is that where i) a text in the SL ii) is transmitted completely, fluently and 

appropriately, to iii) another text in the TL that iv) meets the requirements of the end user 

and the target culture. Though all these definitions may seem like they leave no room for 

misunderstandings, the key element that complicates an agreed definition is “the 

requirements of the end user”. With the constant time and cost pressures of the language 

services industry, new use cases have appeared where a “good enough” translation suffices, 

such as in the software industry where unedited and raw MT is applied to the user interface 

to cut costs and speed up the release of certain products to the market (Schmidtke and Groves 

2019). Consequently, there is no gold standard measure of quality (Way 2018), and, as 

commented above, the understanding of “translation quality” will vary depending on what 

the client prefers, whether it is a translation for assimilation or dissemination (Ginestí and 

Forcada 2009). However, translation quality is a concept widely adopted in Translation 

Studies, MT research and the language services industry, and needs to be measured and 

evaluated (Sánchez-Gijón 2014). 
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2.4.1. Translation quality evaluation 

Language service providers, the users of MT systems or even MT developers need to 

corroborate that the translations meet minimum quality criteria or that the translations they 

offer are adequate to the specific end user requirements. To achieve this, translation quality 

evaluation is essential. This topic has received so much attention in recent years that it is 

considered a standalone field or branch of research (Secară 2005). Due to the widespread use 

of MT, researchers from both industry and academia have been celebrating one major 

international event on this subject since 2006, the Workshop on Statistical Machine 

Translation (WMT), which ran from 2006 to 2015. After the appearance of NMT, the name of 

this event changed to Conference of Machine Translation (but still kept running under the 

name WMT) (https://www.statmt.org/). This event focuses on written MT and normally has 

two circuits that run in competitions: one that discusses the development of state-of-the-art 

MT systems and rank the best performing ones, and another that discusses translation quality 

evaluation, and which are the best practices for translation quality evaluation. There are two 

forms of evaluation widely accepted by academia and industry: automatic evaluation and 

human evaluation. 

2.4.1.1. Automatic evaluation 

When creating an MT system, normally the goal is to be able to translate more content in less 

time when compared with translation without MT aids. To know whether this will be possible, 

developers and computer scientists in charge of these tasks need to corroborate and check if 

their MT systems perform well or not, as well as if the modifications that have been 

introduced have served to improve, rather than disimprove, the system. In an industry where 

time pressure and urgency are constant, ideally, this evaluation should be done simply and 

quickly, to keep pace with society, industry, and the market demands. According to Martín-

Mor, Sánchez-Gijón, and Piqué (2016, 40): 

research on MT quality evaluation focuses on tuning quality indices by comparing MT raw 

translations with human reference translations (also known as a gold standard), or a 

comparable corpus of text in the target language. If a human translation of the same text 

exists, each segment is compared in terms of number of editions (insertions, deletions, and 

substitutions) necessary to convert each segment of the raw translation into the human 

reference translation. [translation by the author] 

https://www.statmt.org/
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In many cases, automatic quality evaluation is the only method used to declare the superiority 

of one MT system over another, which in turn guides MT development and research (Marie, 

Fujita, and Rubino 2021). This may be detrimental to the field because automatic metrics have 

been shown to not correlate very well with human judgements, which are considered the 

gold standard in translation quality evaluation (Mathur et al. 2020). Although many automatic 

quality evaluation metrics have emerged, this section only reviews the most common and 

best performing today, as per Kocmi et al.'s (2021) evaluation. 

BLEU (Papineni et al. 2001) is the most used automatic evaluation metric by the MT 

community, and Marie, Fujita, and Rubino (2021) reported that it had been used in 98.8% of 

the studies they analysed. BLEU focuses on the order of words or groups of words and 

calculates how often words or phrases (up to a set of 4 words) match both the human 

reference and the raw MT output. One of the problems with this metric is that it uses a human 

sentence as a reference. However, the same sentence in the SL can be translated correctly in 

multiple ways in the TL. It is therefore possible that a correct sentence or translation may be 

rated negatively.  

Newer automatic evaluation metrics that have been reported to correlate slightly better with 

human evaluations are chrF (Popović 2015) or COMET (Rei et al. 2020), but they continue to 

fail to consider language-specific phenomena, such as the particularities of a translated text 

that has not been written in that language (or translationese) (Zhang and Toral 2019; Graham, 

Haddow, and Koehn 2020). These automatic metrics also do not work properly when MT 

systems provide high-quality MT output, or when two systems offer similar translation quality 

(Mathur, Baldwin, and Cohn 2020). Therefore, human evaluation of translation quality 

remains the gold standard (Freitag et al. 2021), but it is expensive, is very difficult to 

reproduce and is very time-consuming, so it is necessary for MT engine developers to have 

access to a series of quick, cheap, automatic evaluations, which make it easier for them to 

know whether the engine has improved or not in the system development process, even 

though their limitations are well known. 
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2.4.1.2. Human evaluation 

Despite being the best practice for translation quality evaluation (Freitag et al. 2021), human 

evaluation is not free of complications and "there are many design decisions that potentially 

affect the validity of such a human evaluation" (Läubli et al. 2020, 653). In addition, the 

increasing quality of the new MT engines is introducing new challenges and difficulties in 

assessing quality (Rossi and Carré 2022). Therefore, designing a good methodology to 

evaluate MT has been one of the main objectives in the translation technology community 

over the past decades, and multiple methods of human evaluation have been proposed 

(Moorkens et al. 2018). The most important ones are briefly described below. 

Human evaluation via relative ranking is one of these evaluation methods. In this first method 

of evaluation, evaluators get the original sentence in the SL and several choices of MT systems 

in the TL. Then, they assign a quality order and relatively rank which systems work best. For 

example, system A is the best, system B is the second best and system C is the worst (Koehn 

and Monz 2006; Bojar et al. 2018). A drawback of this evaluation method is that information 

about the extent to which system A is better than system B is not obtained, nor are the ways 

in which one system is better than another. 

Another method for human evaluation is conducting a direct assessment, where evaluators 

obtain the original sentence in the SL and view the translated sentences (produced by MT or 

translators) one at a time. Evaluators then must assign a score from 0 to 100 to each 

translation. This method allows them to know which engine is better and, moreover, to know 

to what degree it is better. In addition, to avoid problems of subjectivity and scoring between 

the different evaluators, instructions for standardising the evaluator criteria are normally 

prepared (Graham et al. 2013). In 2022, this evaluation method was established as the 

standard evaluation methodology of the WMT evaluation campaign (Kocmi et al. 2022). Yet, 

even if the translations were assessed on a 0 to 100 score, the evaluators were shown a scalar 

metric from 0 to 6, so that evaluation results were more consistent (Ibid.). 

Arising from two EU-funded research projects, QTLaunchPad and QT21 

(https://www.qt21.eu/), the Multidimensional Quality Metrics (MQM) framework was 

created. MQM is a translation quality evaluation model that homogenised multiple previous 

assessment models and works by identifying the errors in the text. MQM divides errors into 

different categories and various levels of penalties, depending on the severity of the error in 

https://www.qt21.eu/
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its context of use. The MQM model has evolved over time hand in hand with the language 

services industry and was updated with initiatives such as TAUS' MQM-Dynamic Quality 

Framework (MQM-DQF) (O’Brien 2012a; Görög 2014). Currently, the widely used version is 

the MQM Core (https://themqm.org/), which covers errors of seven classes (Accuracy, 

Linguistic conventions, Design, Locale convention, Style, Terminology and Verity) with four 

different penalty levels (None, Minor, Major and Critical). A more detailed overview of MQM-

Core can be found in https://themqm.org/. It is one of the most used human evaluation 

methods, as well as one of the best recognized ones in academia and industry (Freitag et al. 

2021), but it is extensively time- and cost-consuming. 

The last human evaluation method for translation quality evaluation reviewed in this section 

is the Adequacy and Fluency assessment. It is a well-established evaluation method in the MT 

community (Koehn 2010), and both the assessment of adequacy and fluency normally take 

place at the same time. Adequacy is considered as “how much of the meaning expressed in 

the gold-standard translation or the source is also expressed in the target translation” 

(Linguistic Data Consortium), and needs to be assessed by displaying the target translation 

with a reference translation or the source text. Normally, adequacy can be scored on whether 

the target translation expresses none, little, most or everything of the meaning of the source 

sentence or reference translation. An appropriate adequacy evaluation requires the 

knowledge of at least two languages. On the other hand, Fluency is understood as to what 

extent the translation is “one that is well-formed grammatically, contains correct spellings, 

adheres to common use of terms, titles and names, is intuitively acceptable and can be 

sensibly interpreted by a native speaker” (Linguistic Data Consortium), and can be assessed 

by only displaying the target translation. Thus, an adequate fluency evaluation only requires 

monolingual knowledge. Normally, fluency assesses whether the target translation is 

incomprehensible, disfluent, or if the fluency of the target text is good or flawless. A clear 

distinction is made between adequacy and fluency because a translation may be flawlessly 

fluent (that is, the translation may be perfectly formed and follow all the target language 

rules), but may have adequacy problems (e.g., may contain only partially the meaning of the 

source sentence). In the adequacy and fluency evaluation, a 4-point Likert scale is normally 

preferred to a 5-point Likert scale to avoid the evaluators’ tendency to select the central point 

https://themqm.org/
https://themqm.org/
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and force them to evaluate the translation towards the positive or the negative end (Rossi 

and Carré 2022). 

After this review, we can observe that there are multiple methods for evaluating translation 

quality, regardless of whether this translation is produced by a translator or a machine, and 

that each method is more appropriate for obtaining different information. As human 

evaluation is expensive, non-reproducible and time-consuming, the evaluation method must 

be selected depending on the goals of the research and the budget available. If we only want 

to know whether one system is better than another, perhaps a relative ranking evaluation is 

sufficient. However, if we intend to have the most granular results possible and to know in 

depth where a translation fails and the severity of the failures, MQM analysis is the most 

complete method of human evaluation of translation quality. However, MQM is very time-

consuming and expensive. Therefore, the adequacy and fluency evaluation emerges as a 

standard option that provides information on which system is the best, the difference 

between one system and another, while being less time- and cost-consuming.  

The most important element in human evaluation today is that evaluators must be 

professional translators with expert knowledge of the languages being evaluated (Läubli et al. 

2020). It has been shown that human evaluation with crowdsourcing volunteers, people with 

basic knowledge of a language or students do not provide accurate results because these 

evaluators tend to rate wrong translations as adequate and overlook errors (Freitag et al. 

2021; Moorkens et al. 2018). 

 

2.5. Translation productivity 

Since the emergence of the first translation technology applications, translator productivity 

has been an interesting element to consider (Elliston 1978). Knowing how much content a 

translator could translate in a specific period of time makes it possible to find out how much 

their time was worth and to calculate payment.  

As a consequence, it is undoubtedly with the introduction of translation technology 

applications that research began to investigate whether they helped translators to work      

faster and translate more content in less time, without significant impact on quality. This 

happened with CAT tools, which not only allowed translators to work faster, but also allowed 
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the resulting translation to be of higher quality by allowing for greater terminological 

consistency (Bowker and Fisher 2010). When post-editing was in its infancy, it was common 

to analyse whether the introduction of MT improved translator productivity. Some of the 

early studies on post-editing productivity compared to non-computer-assisted translation 

reported that there was no statistically significant difference between these two workflows 

(Carl et al. 2011; Garcia 2010). However, the authors indicated that the participants in the 

study did not have post-editing experience, which could substantially impact the results. With 

the general adoption of post-editing in the industry, new studies appeared that indicated that 

post-editing allowed translators to be more productive if compared with their non-computer 

assisted translation productivity or their computer-assisted translation productivity 

(Guerberof-Arenas 2008; Plitt and Masselot 2010). 

Currently, although there is no generic agreement or standard measure of the productivity 

improvement provided by post-editing over human translation (Terribile 2023), it is widely 

accepted that MT substantially helps to translate faster in terms of words per hour (WPH) 

(e.g., Kosmaczewska and Train 2019; Sánchez-Gijón, Moorkens, and Way 2019), and that this 

will depend on multiple factors such as the experience translators have in post-editing 

(Guerberof-Arenas 2008) or the quality of MT systems, which is highly dependent on the 

domain of the text or the language combination being worked on (Koponen 2016). 

This Chapter has presented a literature review of state-of-the-art translation technologies at 

the date of writing, as well as an overview of the general key concepts in the language services 

industry. The following chapters will analyse more in-depth the key concepts and areas of this 

research work. 
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CHAPTER 3. INTERACTIVE POST-EDITING 

This chapter provides a thorough description of IPE, a post-editing modality that is the central 

topic of this PhD thesis. Section 3.1 introduces IPE. The historical context of IPE follows in 

Section 3.2 and explains how this post-editing modality has evolved over time and presents 

the different user evaluations of IPE and the lessons learned from these evaluations. Then, 

Section 3.3 covers a discussion on IPE and the potential this post-editing modality may have 

in today’s language services industry.  

 

3.1. Introduction to interactive post-editing (IPE) 

With the boom in the use of MT, a rising interest in improving the quality MT offers and in 

increasing translators’ productivity through post-editing (as described in Chapter 2), research 

has explored different ways for introducing MT in translation production workflows. Section 

2.3.1 covers the use and application of TPE, but there is a post-editing modality that has 

received less attention than TPE and is worth exploring.  

When talking about IPE, a certain level of terminological chaos can be observed in the 

literature because multiple terms are used for the same or very similar concepts. Terms are 

used such as "Interactive Machine Translation (IMT)", "Interactive Translation Prediction 

(ITP)", "Interactive Post-Editing (IPE)" or “Adaptive MT”. Therefore, to facilitate 

understanding and homogenise the use of terminology in this study, the following terms have 

been used: 

● "Interactive MT (IMT)" is used to talk about a technological feature that can be applied 

to different MT architectures. MT architectures such as RBMT, SMT or NMT calculate 

the probabilities that a text in a SL will be translated in a certain way in the TL through 

different algorithms (see Section 2.2). In contrast, an IMT system takes into account 

the input of the translator and updates the MT output proposals in real time 

(Barrachina et al. 2009). In other words, an IMT system has a text prediction and 

translation completion proposal feature activated. Thus, in this PhD thesis, the term 

IMT is used for this interactivity feature provided by different MT workbenches, 

regardless of the underlying architecture of the MT system. 
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● "Interactive Post-editing (IPE)" is used to talk about a post-editing modality that uses 

IMT. Unlike TPE processes (see Section 2.3.1), where the MT output is static, in IPE 

processes, the MT output is updated in real time as the translator writes. IPE tasks are 

conducted within an IMT system. 

● “Adaptive MT” is used to talk about another technological feature that can also be 

applied to different MT architectures and systems. Regardless of the underlying MT 

architecture, a system with adaptive MT learns from the corrections of the translators 

and fine-tunes the MT system in real time with validated proposals (Green, Heer, and 

Manning 2013; Denkowski et al. 2014; Bentivogli, Bertoldi, et al. 2016). Translators 

using a system with adaptive MT do not need to correct the same mistakes repeatedly 

because the MT output is updated considering the translations that the translator has 

already validated. 

Thus, IPE involves an intrinsic interface interaction that works in a similar way to the functions 

of predictive keyboards that are frequently included in some mobile tools or programs, such 

as Gmail. In TPE processes, the MT engine offers a static MT output proposal, and the 

translator identifies errors and modifies them. In IPE, the MT system suggests different MT 

output proposals as the translator writes in real time.  

To use an example, in Figure 3.1 (Peris and Casacuberta 2019), we can see the iterative 

process of an IPE task from English into French. “They are lost forever” is a sample sentence 

that works as the source text. “Ils sont perdus à jamais” is one correct translation of the source 

text and works as the target text. “IT-” means each iterative step the IMT system takes during 

an IPE task. “MT” refers to the raw MT proposal at each iteration, and “User” means the 

feedback introduced by the translator. The boxed word is the amendment that the translator 

makes to the MT proposal. The MT output fragments validated by the translator are marked 

in green. 
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Figure 3.1. IPE process. Reprinted from “Active Learning for Interactive Neural Machine Translation of 
Data Streams” (Peris and Casacuberta, 2019). 

 

Specifically, when the English sentence “They are lost forever” is sent to the MT system, the 

system suggests “Ils sont perdus pour toujours” in French as a first MT proposal, which is not 

the appropriate translation for the source text. Then, as we can see in “IT-1”, the translator 

accepts “Ils sont perdus” as a correct translation, but then introduces “à” (the boxed word). 

Here, the IMT system accepts the validation of the translator, re-runs its algorithm, and 

produces a new MT proposal, “Ils sont perdus à jamais”, which the translator accepts. Thus, 

in an IPE task, the workflow is like interacting with the predictive text of a mobile phone and 

considers both the input sentence and the corrections of the translator.  Time is a key factor 

when re-running these IMT systems used in IPE tasks. Thus, with today’s algorithms and 

available computing power and capabilities, the time for re-running the IMT system and 

offering new MT proposals decreases, and, thus, IPE has become more attractive (Peris and 

Casacuberta 2019).  

Although IPE is a relatively new post-editing modality and has not been given the same 

attention as TPE, some research on the topic has already been undertaken from different 

points of view. On the first hand, from the user perspective, a comparison of  TPE and IPE was 

conducted to analyse which was the best post-editing modality for being introduced into 

translation production workflows by looking at translation quality and translation productivity 

(e.g. Alabau et al. 2016; Sánchez-Torrón 2017). On the other hand, from the technical 

perspective, analyses were conducted to see which were the best techniques to run an IMT 

system (e.g. show the updated MT proposals completely or only partially, etc.) so that 

translators doing IPE tasks could benefit the most from the IMT feature (Bender et al. 2005; 
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Barrachina et al. 2009; Koehn and Haddow 2009; Peris and Casacuberta 2019). In this Chapter, 

I leave aside the technical perspective, and put the attention on the user studies conducted 

through the historical development of IMT and IPE.  

 

3.2. Historical context 

To understand the birth of IMT and IPE, we have to go back to the MIND system (Kay 1970), 

which was the first machine-assisted translation system that learned from the input of the 

user. Its main objective was to allow translators to translate very complex texts, with the help 

of the machine, thanks to different questions related to word order, pronominal references, 

or prepositional and sentence constructions. The MIND system would automatically pose 

questions about the source text, and then consider the answers of the translators to these 

questions to offer MT proposals. Therefore, it can be said that, in this system, the translator 

was the one who assisted the machine to disambiguate the source text so that the machine 

produced a target text. There were multiple systems at that time following the same logic 

(Brown and Nirenburg 1990; Blanchon 1994), but none of them was commercially viable 

because the question-and-answer process was too time-consuming, and the traditional 

method of translation was still preferred. 

In 1993, Church and Hovy (1993) analysed the methods of MT evaluation, as well as the path 

MT research was taking at that time with systems like MIND. In their study, they proposed a 

feature that they thought could be very useful for translators and the MT field: a sort of word 

prediction system that would have a “Complete” button so that, when the button was 

pressed, the system would complete the rest of the word that the translator had started to 

type. The goal of this feature was that translators could write texts much faster and more 

productively (Ibid.). This feature had a great relevance in the IMT systems that were later 

developed for IPE tasks. 

  

3.2.1. TransType and TransType 2 

Foster, Isabelle, and Plamondon (1997) indicated that the question-and-answer process that 

systems like MIND implemented required a lot of effort, so it was still more efficient to 

translate without computer-assisted translation aids. They took Church and Hovy’s feature 
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into consideration and proposed a system called TransType (TT0
1), which is considered to be 

the first IMT system in the context of computer-assisted translation. TT0 offered one-word 

completions to the text the translator wrote by using SMT models. Foster, Isabelle and 

Plamondon had previously worked on TransTalk (Brousseau et al. 1995), which was a speech 

recognition system that worked through the dictation of the user and used the same text 

prediction feature. Two years later, Foster, Isabelle, and Plamondon (1997) used the term 

“modern IMT” for TT0 and referred to systems like MIND as “classical IMT”. They argued that 

this new IMT system could save up to 70% of a translator's keystrokes in producing the text. 

This represented a major paradigm shift in machine-assisted translation systems that learned 

from the input of the user, as this meant a change from systems in which the translator made 

it easier for the machine to understand the source text by answering a series of questions —

the machine is therefore at the centre of this process— to systems in which machines assisted 

translators in their work and increased their productivity in producing the target text —where 

the human becomes the key factor in this interaction. The focus of the interaction also 

changed from understanding the source text to forming the target text. Langlais and Foster 

(2000) did an evaluation of TT0 by running an automatic word completion session to calculate 

the number of keystrokes that a hypothetical user could save when using the proposed IMT 

system. In this session, a simulated user wrote the target text character-for-character, 

accepting the proposed completion of the system as soon as it was useful. Results showed 

that around 66% of the number of keystrokes could have been saved in comparison with 

translation without computer-assisted translation aids. Nevertheless, it must be stated that 

this evaluation was fully automatic, the results were theoretical, and the authors were aware 

of the limitations. During the translation process, a translator may not always choose the first 

valid translation completion proposal and may insert or delete characters or words on 

multiple occasions before producing a final translation in the TL. 

 

1 Though the authors of TransType only use the term “TransType”, its different versions are 

assigned a number in this literature review. This way, readers can understand its 

chronological evolution.  
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3.2.1.1. TransType: Evaluation 1 

In 2000, Langlais, Foster, and Lapalme (2000) presented TransType 1 (TT1), the first prototype 

of an IMT system (based on the work by Foster, Isabelle, and Plamondon (1997)), in the 

framework of the TransType research project. This research project was funded by the 

Natural Sciences and Engineering Research Council of Canada. They wrote that TT1 worked as 

follows: 

A translator selects a sentence and begins typing its translation. After each character typed by 

the translator, the system displays a proposed completion, which may either be accepted 

using a special key or rejected by continuing to type. Thus, the translator remains in control 

of the translation process and the machine must continually adapt its suggestions in response 

to his or her input. (Langlais, Foster, and Lapalme 2000, 1) 

In TT1, instead of using one-word completions like in TT0, the system could offer multiple-

word completions, and had improved language models and a more realistic user interface, 

like today’s CAT tools (see Figure 3.2). After the release of this prototype, a series of 

evaluations of TT1 were carried out.  

 

Figure 3.2. TransType (TT1) interface. This figure shows an example of an interaction with the tool. 
Source text segments are in the upper part of the screen. In the lower part of the screen, translators 
type and a dropdown menu with the completion proposals appears. Figure obtained from Langlais, 

Loranger, and Lapalme (2002). 
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Langlais et al. (2000) did the first user evaluation of TT1 (TT1a
2) by using ten voluntary 

translators (four professional translators and six students) in a three-step study. 

● In the first step, translators had five minutes to get used to TT1a’s text-editor and get 

to know its GUI and operations, which were the same as a normal text-editor. This first 

step yielded the “natural” typing speed of the translators.  

● In the second step, translators had 20 minutes to conduct an IPE task with TT1a’s IMT 

feature activated with completions at a word-level.  

● In the third and last step, translators had to do IPE tasks with TT1a’s IMT feature 

activated with multiple-word completion proposals.  

Finally, the authors did a 10-minute feedback survey to collect the suggestions and feelings 

of the translators. After the study, authors stated that nine out of ten translators thought they 

worked faster when doing IPE, but only one really did so. Results also showed that most 

translators were less productive when doing IPE than using only the text-editor, as general 

productivity went down by 35% in IPE in comparison with the non-computer-assisted 

translation typing speed. The authors suggested that this happened because translators had 

to read the multiple MT completion proposals and then decide whether to accept them or 

not, instead of just writing the target text. 

 

3.2.1.2. TransType: Evaluation 2 

Langlais, Lapalme, and Loranger (2002) did the second human evaluation of TT1 (TT1b) through 

a slightly different three-step study with nine translators.  

● The first step consisted of a period from five to eight minutes where translators had 

to translate in TT1b’s text-editor without any type of computer-assisted translation 

aids (this stage measured the “natural” typing speed as in TT1a’s evaluation). 

● In the second step, translators had from 15 to 20 minutes to conduct an IPE task.  

 

2 There are two different human evaluations for TT1. Thus, in this literature review I will use 

TT1a and TT1b to facilitate the comprehension of the reader. 
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● The third and last step consisted of a period from five to eight minutes where 

translators had to translate via IPE together with a special lexicon/glossary. This was a 

newly added feature.  

Though Foster, Isabelle and Plamondon (1997) calculated that TT0 could save around 66% of 

the keystrokes of the translator after an automatic evaluation, Langlais, Lapalme and 

Loranger (2002) found in TT1b’s user study that translators only saved 31% of the keystrokes 

because they did not take into account most of the completion proposals. According to the 

questionnaire responses, almost all translators stated that they thought TT1b improved their 

translation productivity. Yet, the study revealed that their IPE productivity went down by 17% 

(an improvement in relation to the 35% decrease of TT1a) if compared with their non-

computer-assisted translation productivity. 

In addition, as the second step of the evaluation study was composed of 20 minutes, the 

authors compared the first 10-minute period against the second 10-minute span. This 

productivity loss decreased from 17% to 10%, which indicated that, when translators got 

acquainted with the IPE modality, their productivity increased. This also suggested that 

translators involved in IPE may require a longer learning curve because they are learning to 

use the system. By analysing the cognitive load (by studying the pauses translators took), 

results showed that short completion proposals (i.e., two to three letters) distracted users 

because they had to read them, and the authors suggested that completion proposals must 

be long enough to imply a time saving, though they had not studied the appropriate length at 

that time of the study. 

 

3.2.1.3. TransType 2 

Some years later, TransType received funding from the EU for an R&D project from 2002 until 

2005. The project was then renamed to TransType 2 (TT2) (Esteban et al. 2004; Macklovitch 

2006) (see Figure 3.3). This time, the participants were three university research labs (RWTH 

in Germany, ITI in Spain, RALI in Canada), an industrial research partner (XRCE in France), an 

administrative coordinator (Atos Origin in Spain) and two translation companies (Société 

Gamma in Canada and Celer Soluciones in Spain).  
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Figure 3.3. TransType 2 (TT2) interface. This is an example of an interaction with the tool. As in Figure 
3.2, source text segments are in the upper part of the screen. Translators have to write the target for 

the chosen source segment in the lower part of the screen. A dropdown menu is shown with the 
completion proposals. Figure obtained from Langlais and Lapalme (2002). 

The evaluation of TT2 consisted of five evaluation rounds (ER1 to ER5) that took place in the 

premises of the participating translation companies, and two language combinations were 

studied: English to French and English to Spanish. Each ER lasted two weeks, where translators 

spent half-days translating texts ranging from 2,000 to 2,500 words using TT2. The system 

used log-files that time-stamped every translator action, so researchers could see the time 

translators spent typing, pausing, as well as their operations (e.g., cut, paste, delete actions). 

In addition, TT2 had special sessions that the authors called “dry-run sessions”, where 

translators used TT2’s text-editor without any computer-assisted translation feature 

activated, so the baseline translation productivity figures of the users could be obtained. The 

ERs took place as follows: 

ER1 and ER2 were preparatory, so that translators could familiarise themselves with the new 

features TT2 included and get used to the GUI they would be working with.  

ER3 included four professional senior translators (two per evaluation site). It was the first time 

that translators interacted with all the features of TT2 in real-life working conditions. ER3 
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lasted five half-days. One half-day was used as a dry-run, and the other four half-days were 

used for translating using all the features of TT2. In these last four days, translators tested two 

different configurations of the system: one offering shorter, multiple completion proposals 

(i.e., proposing one-word completions and two-word completions) for each word that 

translators typed; another offering only one completion of the whole sentence that 

translators had started to type. Translators suggested they felt more comfortable with the 

latter configuration, as they had to read fewer proposals and they therefore lost less time 

reading and evaluating the completion proposals. Three out of four translators surpassed 

their dry-run productivity in at least one text in an IPE task with TT2, though the authors do 

not state by what factor. 

In ER4, a senior translator was added to each evaluation site. Thus, this ER evaluated the 

translations of six users (all with the same profile, senior translators). ER4 consisted of ten 

half-days instead of five, as TT2’s team wanted to increase the amount of data they were 

collecting. These ten working days were divided as follows: (i) one half-day as a training to 

refresh translators because ER4 took place some months after ER3; (ii) one half-day as a dry 

run, to obtain the normal typing speed of the six users; and (iii) eight half-days of IPE with all 

the features of TT2. Results of ER4 revealed that five out of six translators surpassed their dry-

run productivity in at least seven of the eight texts in the IPE modality. In addition, 50% of 

translators surpassed their dry-run productivity in all texts. To ensure that the resulting 

translation quality was good, an independent revision was requested, which demonstrated 

that the six translators produced deliverable quality translations. In ER4, the average 

productivity gain in the IPE modality was at 20% if compared with translators’ dry run 

productivity. 

Regarding ER5, the final evaluation round, the evaluation protocol was almost the same as in 

ER4. The only new aspect was that Macklovitch (2006) added a second half-day dry-run near 

the end of the 10-days period, to counter the argument that dry-run figures were measured 

as a baseline in ER4. ER5 data demonstrated a constant average productivity ratio between 

ER5 (996 words per hour) and ER4 (1,005 words per hour). Yet, Macklovitch stated that there 

was a methodological problem in the second half-day dry run. If only the first dry run of ER5 

was considered as the baseline productivity figure, the average productivity gain during ER5’s 

translation sessions while doing IPE amounted to 12.53%. Nevertheless, if we only considered 
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the second dry-run of ER5 as the baseline figure, translators’ productivity decreased by 

23.18% when doing IPE in comparison with non-computer-assisted translation. The author 

stated that this was caused by a methodological mistake because the text used in the second 

dry-run had different complexity (i.e., shorter sentences, easier terminology) than all the 

other texts. As a conclusion, and according to the author, gains in productivity ranged from 

12.5-to-20% through all the ERs if this last second dry-run of ER5 was not considered. 

Moreover, TT2 had a shortcut that stopped the clock ticking and allowed users to introduce 

comments because one of the goals of TT2 was to know what the translators thought of using 

the system during the interaction. Macklovitch highlighted two general comments given by 

translators. In the first place: 

When the system’s initial prediction on these sentences was not to the translators’ liking, they 

would modify it a first time; and later, when that same sentence re-occurred within the file, 

they found they had to make the same corrections over again. This was something they did 

not at all appreciate, as they made very explicit in their comments. […] the system needs to 

incorporate a simple string matching and repetitions processing capability like that found in 

most commercial translation memory systems. (Macklovitch, 2006, 4-5) 

 

The second general comment was along the same lines as the first one, which suggested that 

the amendments translators made were not being considered: 

There is a good likelihood that TransType will reproduce the problem which the translator 

initially corrected every time it reoccurs, since the system’s underlying language and 

translation models remain unchanged during a working session. This too, the participants 

found particularly frustrating. “Why can’t the system learn from my corrections?” they asked 

over and over again. (Macklovitch, 2006, 5) 

 

Thus, translators were asking for an MT system that learned from the corrections, and that 

could take into account the amendments users made when going through previously 

translated text: that is, a system with adaptive MT. As suggested in Section 3.1, adaptive MT 

features would not appear until 2013. 

Finally, after stating that TT2 offered a 12.5-20% productivity increase in comparison with non-

computer-assisted translation, the authors concluded that translators would not use this tool 

in their daily work, and that MT engine performance was not the only important aspect, but 
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also the fact that translators had to correct the same mistakes repeatedly. TT2 research was 

then abandoned. 

 

3.2.2. CAITRA 

Based on the TransType and TransType 2 projects, Koehn (2009) developed a new IMT system 

named CAITRA. It was an online, web-based tool, which was accessible via the Internet. 

CAITRA’s goals were to continue what the previous TransType’s research projects started, 

that is, to explore the benefits of IMT aids to translators, to analyse user behaviour in IPE, and 

to develop new types of computer-assisted translation assistance. CAITRA was powered by 

the open-source SMT system Moses (Koehn et al. 2007). 

CAITRA was developed with the user in mind because it tried to be an easy-to-use tool, and 

translators or researchers could easily set up a project or upload a file into a text box, and the 

system itself would pre-process the file, divide the text into segments and then show the 

source text in the same way a CAT tool does. In addition, CAITRA had a series of features that 

could be easily activated or deactivated according to the preferences of the user. These were 

as follows: 

On the one hand, CAITRA included a text prediction and word completion feature, which 

Koehn (2009) named as IMT too, following the term coined in TransType. This feature used a 

similar text prediction and word completion system to that of TransType but had an improved 

SMT engine. The completion proposals only included a few words to avoid overloading the 

translators, so they did not have many proposals to read or evaluate. Koehn stated that 

neither the optimal length nor the best location for the proposals had been studied at the 

moment of the launch of CAITRA, which typically proposed the completions in less than one 

second. In addition, CAITRA offered up to ten completions, and translators could directly click 

on them to get them automatically inserted in the target text box. Completion proposals were 

colour-coded and received an automatic score, based on the probability of being the correct 

translation. This figure was extracted by the SMT model. 

CAITRA also included a TPE feature. In case researchers using CAITRA preferred to use the TPE 

approach or wanted to measure the TPE typing speed and compare it against the IPE typing 

speed, they could activate this second feature. When activating the TPE feature, the raw MT 
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proposal was already inserted in the target text box when the translator selected a segment 

(see Figure 3.4). 

 

 

Figure 3.4. Screenshot of the interface of CAITRA. In the upper part of the image, the source text and 
the text box for the target text can be observed. A 1-word completion proposal appears in red: 
"Newman". In the lower part of the screenshot, the table with the colour-coded and scored MT 

options can be seen. If these options had more probability to be correct (according to the translation 
model), they appeared on top of the table; if the probability was inferior, they appeared in lower 

cells. Image retrieved from Koehn (2009). 

Finally, the last and third feature that CAITRA included was key and time logging. The tool 

tracked every keystroke and mouse click of the translators and assigned a timestamp to these 

actions to facilitate the analysis or the study of the behaviour of the users, regardless of 

whether they did TPE or IPE tasks. 

 

3.2.2.1. CAITRA: user evaluation 

The first user study of CAITRA was also carried out by Koehn (Koehn 2009a). The study hired 

ten university students, who were paid a fixed amount to participate as non-professional 

translators in a French-to-English translation experiment. These ten students were divided 

into two groups: five native speakers of French (with a university-level of English) and five 

native speakers of English. As CAITRA was a web-based tool, students were allotted a period 

of two weeks to complete their assignment whenever they could. Koehn comments “this is 

also the first direct comparison of post-editing and IMT methods” (Koehn, 2009a: 4). In other 
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words, it was the first direct comparison of TPE and IPE because all the previous evaluations 

analysed IPE against non-computer-assisted translation. The ten students translated the same 

texts, which were composed of 192 sentences from French news stories into English, in five 

different conditions. To do so, all the texts were divided into five blocks of about 40 sentences 

and 1,000 words each. This meant that all students were translating into English, although 

five out of ten were not English native speakers. 

In the first condition, students had to use CAITRA unassisted, that is, as if the tool only 

included a normal text-editor. In the second condition, participants had to translate the texts 

of the block through a TPE approach. In the third condition, CAITRA offered different MT 

translation completion options in a table, as shown in Figure 3.4, which students could use as 

a reference to boost their productivity and reduce their cognitive load. In the fourth condition, 

the IMT feature was turned on, and participants could accept the completion proposals by 

pressing the tab key or reject them by continuing to type. In the fifth and last condition, 

condition three and four were mixed, both showing the table with different MT options, and 

offering the IMT proposals activated, so that participants could do an IPE task. 

As CAITRA automatically logged the keystrokes and time spent on each sentence, Koehn 

(Koehn 2009a) did a more profound study on the following variables: typing speed, translation 

quality, and assistance.  

On typing speed, the average time per input word obtained from CAITRA’s log was computed. 

This was the measure analysed for translation productivity. This figure ranged from 3.1 to 3.9 

s/word. Regarding quality, as 10 different participants would produce 10 different 

translations, and all of them could be valid and correct, human evaluators were used to assess 

them with the following instructions through a web-based evaluation tool. The instructions 

for the judges were as follows: 

Indicate whether each user's input represents a fully fluent and meaning-equivalent 

translation of the source. The source is shown with context, the actual sentence is bold. 

(Koehn, 2009b, 10) 

 

Evaluators could only evaluate whether the translation was “Correct” or “Wrong”, which may 

be a weak indicator of translation quality because, as stated in Section 2.4, translation quality 
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is not an absolute value, and a translation may have different mistakes, good translated 

chunks or different levels of issues. In the study, Koehn only stated that judges were fluent 

both in French and English, but there is no mention of their translation skills or experience, 

which raises significant questions about the results. Language fluency is a weak indicator of 

language knowledge and translation skills. Further quality evaluation methods have been 

proposed later, taking into account all the aforementioned aspects from Section 2.4 (e.g. 

O’Brien 2012; Görög 2014).  

The main research question of Koehn’s paper was “Do translators produce better translations 

and are they faster than when unassisted?”.  However, it is worth stressing that obtaining 

reliable results from students using a tool they were completely unfamiliar with in a task that 

they had little to no experience in may be difficult. In the results, eight out of ten students 

were faster and better with TPE; six students were faster and better in the sentence 

completion plus options condition; and four students were faster and better in the IPE 

modality. Only two students achieved no gains with any assistance. 

By taking a closer look at the results concerning the pauses, students were divided in three 

groups: (i) slow participants, who improved substantially (both qualitatively and productively) 

when assisted; (ii) fast participants, who also improved slightly when assisted; and (iii) 

“refuseniks”, who did not use the assistance at all, and saw almost no quality or productivity 

gains. Some students typed only 10% of the sentence and managed to complete the rest with 

the sentence completion feature. As an additional, interesting aspect to comment on, a 

learning curve is observed through the experiment because participants increased their 

translation productivity (in WPH) after they familiarised themselves with CAITRA. Yet, it must 

be considered that the sample text was small, and no generalisable conclusions could be 

demonstrated.  

To sum up, on average, participants were faster by 16% when using translation options, by 

27% when using sentence completions, by 25% when doing IPE (that is, combining options 

and completions), and by 39% when doing TPE. Thus, though a productivity gain was 

demonstrated when doing IPE tasks, TPE was still faster than IPE. After the experiment, 

participants were asked to rank whether they found helpful and useful the different 

conditions of assistance in two surveys. TPE received the worst score, while IPE was valued 

the highest. Paradoxically, even if TPE was ranked low in terms of enjoyment and usefulness, 
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it proved to be more effective than all the other assistance types in terms of translation 

productivity. Again, it is worth noting that the participants evaluated were students, and some 

of them were even non-native English speakers, which was the language into which they were 

translating. These details may influence their evaluation because non-professional or 

crowdsourcing translators tend to accept more translation errors because they lack 

translation knowledge (Castilho, Moorkens, Gaspari, Sennrich, et al. 2017; Toral 2020), as 

commented previously on Section 2.4.1.2 on human evaluation of translation quality, raising 

serious concerns about the methodological validity of this user study. 

 

3.2.3. CASMACAT 

In 2011, the European Union funded a research project from 2011 to 2014 whose aim was to 

develop a new IPE workbench. The main research partners from this new R&D project were 

three universities —University of Edinburgh, Copenhagen Business School, and Universitat 

Politècnica de València— and one language service provider —Celer Soluciones. In 2013, 

Alabau et al. (2013) presented CASMACAT, an open-source workbench with the aim of 

investigating new types of computer-assisted translation for professional translation use. 

As with previous IMT systems, CASMACAT had a series of different configurations, and users 

could try which one to turn on and use. The default mode was a regular CAT tool that used an 

SMT engine and allowed translators to post-edit MT or TM segments with a TPE workflow. 

The advanced mode was named “intelligent autocompletion” by Alabau et al. (2013) and was 

mainly an IPE system. For this type of feature, CASMACAT developers use the term 

“interactive translation prediction” (ITP).  
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Figure 3.5. Screenshot of CASMACAT’s graphic user interface. This image shows the user interaction 
with all the features of the system turned on: i) predictive text and sentence completion proposals; ii) 
coloured confidence measures; and iii) segment alignment information. Image retrieved from Alabau 

et al. (2013). 

CASMACAT also offered different, specific CAT tool features, as shown in Figure 3.5. The first 

one was confidence measures, which indicated with a red and orange colour the probability 

that different chunks of the proposed translation completion were likely to be incorrect or 

dubious, respectively (one of the early implementations of a technology currently known as 

quality estimation (Specia, Raj, and Turchi 2010)). CASMACAT also included typical CAT tool 

features such as Search and Replace and sentence segmentation or alignment. Regarding the 

IMT feature, there was a new prediction length functionality added, which only showed text 

completion proposals until the system found a word with low confidence measures (that is, 

coloured in red or orange). Nevertheless, the user could press a button to see the complete 

sentence completion proposal, avoiding this prediction length feature. The already post-

edited text was shown in black, while the rest of the proposal had a faded-grey colour, as seen 

in Figure 3.5. As the main goal of researchers was to assess the productivity of translators 

while using this new workbench, CASMACAT also included an eye-tracking, key logging, and 

replay feature, which registered the activity of the user in a detailed way and allowed for the 

replaying of the translation session of a specific user. This allowed for the study of the 

translation process and not only the final translation. 
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3.2.3.1. CASMACAT: First Progress Report 

The first user evaluation of CASMACAT was presented as the first progress report sent to the 

European Union for the R&D project (Alabau et al., 2013). In this study, the authors carried 

out a satisfaction survey among 16 translators that had performed post-editing tasks with 

CASMACAT to record what they thought about the workbench. In this report, Alabau et al. 

stopped using the term “ITP” and started using “IMT” once again. This study was performed 

on a web-based platform containing the CASMACAT system because it was easier for the 

translators to access the test. The GUI was based on an open-source, web-based CAT tool 

named MateCat, which originated from another R&D project funded by the EU (Federico et 

al. 2014). The project results from CASMACAT and MateCat were later merged, and the 

resulting combination is now a commercial project under the name MateCat managed by a 

language service provider called Translated.3 

The main aim of this first study was not centered on finding out which post-editing modality 

was more productive (either TPE or IPE) like in previous studies. Rather, this first CASMACAT 

study aimed to analyse the human-computer interaction and tested four different IPE 

configurations and features to analyse user satisfaction with the aim of evaluating their 

potential for including them in a production-ready CAT tool. System 1 was a basic IMT 

workbench offering text prediction and word autocompletion for IPE tasks. System 2 also 

offered coloured confidence measures. System 3 included prediction length control, and 

System 4 included all the possible features of CASMACAT, as defined above.  

Sixteen volunteer translators took part in this study, and all of them had a degree in 

translation studies and used CAT tools regularly, but none of them had previously used an 

IMT system for IPE tasks. Nine out of sixteen participating translators had previous experience 

with post-editing. The fact that some translators had experience in post-editing tasks may be 

a design flaw, as this could affect their perceptions and acceptability of TPE tasks against IPE 

 

3 https://translated.com/welcome, last accessed on the 29th March 2021. 

https://translated.com/welcome
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ones. The texts used in this first user trial were non-specialised pieces of news in the English-

Spanish language combination. 

As for the evaluation methodology, Alabau et al. (2013) conducted an introductory system 

usability scale (SUS) questionnaire to collect quantitative data on user satisfaction. 

Translators had to rate their post-editing task satisfaction from 1 to 5 after using each of the 

different system configurations. Score 5 denoted the highest satisfaction and score 1 the 

lowest. Translators also had an area to include comments on any aspect they wanted to 

highlight, if applicable. Translators always evaluated System 1 in the first place, which was the 

baseline IPE configuration. The post-editing tasks including Systems 2, 3, and 4 were assigned 

randomly to minimise the order effect on user satisfaction due to the learning curve or fatigue 

effect, and the translators had no time limit to perform the evaluation. Once the translators 

had performed all the IPE tasks and completed all the questionnaires, a last questionnaire 

was then used to capture their thoughts on the system globally. 

After analysing the results, System 3 (IPE with prediction length) was rated highest with a 

satisfaction score of 3.3 points out of 5. In the comments, translators stated that these 

features allowed them to stay more in control of the post-editing process. None of the 

translators rated System 1 (the baseline) above 3. There was no mention of statistically      

significant differences in these results. The assessment order may be of interest for further 

evaluations, as System 1 was evaluated at the start, and the order effect may have caused 

translators to rate it lower. A warm-up session could help avoid this effect, according to the 

authors of the questionnaire. Translators also commented that, when they familiarised 

themselves with the system, it became less cumbersome and complicated, an aspect that is 

in line with the studies of CAITRA (Kohen 2009), Barrachina et al. (2009) and Casacuberta et 

al. (2009). Again, this user study was different to those carried out up to that time, as Alabau 

and colleagues had the intention of evaluating the satisfaction of users when interacting with 

an IMT workbench through IPE, and not its productivity. 

 

3.2.3.2. CASMACAT: Second Progress Report 

In 2014, Sanchis-Trilles et al. (2014) presented the second progress report of the CASMACAT 

project, where they exhibited the results of the second field trial. In this second user study, 
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they compared TPE and IPE in CASMACAT. In this report, authors used “ITP” again to refer to 

IPE. 

Nine professional translators and four reviewers participated in this second field trial. All of 

them were Spanish native speakers and worked regularly on post-editing. The translators 

worked with news pieces from English into Spanish. Every document had around 1,000 words. 

For TPE tasks, texts were translated on an SMT system and then loaded in the CASMACAT 

workbench. Translators received clear MTPE guidelines to make their post-editing criteria 

homogeneous, so they all had clear instructions on what to or not to edit while having full-

publishable quality in mind. 

In this report, Sanchis-Trilles et al. evaluated different configurations: (i) one doing TPE; (ii) 

another doing IPE (ITP, according to the authors; IPE1 in this section); and (iii) a third one 

using IPE with advanced interactive features (AITP, according to the authors; IPE2 in this 

section). In this third configuration, translators had all the aforementioned features of 

CASMACAT available, and they could choose which ones to turn on or off. Before proceeding 

with the post-editing tasks, the CASMACAT workbench was introduced to the translators 

participating in the study, and they had time to familiarise themselves with all the features 

before doing the trial evaluation. The trial consisted of three sets of three texts (thus, nine 

different texts), and each translator processed each text at least once under one of the three 

different conditions.  

Dataset 1 was processed on the premises of the translation company participating in the 

study, and translators’ eye-tracking activity was recorded. Datasets 2 and 3 were processed 

virtually, and each translator worked at their home (their usual working condition, as they 

were freelancers). CASMACAT logged the keyboard and mouse activity of the translators 

performing the post-editing tasks in these two latter datasets. After each session, translators 

had to fill in an online questionnaire. Sanchis-Trilles et al. assessed and evaluated the data 

collected by using three different parameters: translation productivity, keystrokes, and gaze 

data. 

As for translation productivity, the study used three made-up measures: (i) Kdur, the total 

translation time per segment, without taking into account pauses of more than 5 seconds, 

normalised by the number of characters in the source segment; (ii) Fdur, the total translation 
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time per segment, without taking into account the pauses of more than 200 seconds, 

normalised by the number of characters in the source segment; and (ii) Tdur, the total 

duration of the translation time. Results showed that TPE had the shortest processing time 

for Kdur and Fdur (i.e., offered higher productivity). Under the IPE configuration, translators 

were 5% slower in relation to TPE when considering the Fdur value. Hypothetically, authors 

suggested that this happened because translators were more used to TPE than to IPE. Authors 

therefore expected the processing time values to decrease (or translation productivity to 

increase) when translators got used to the system, and, as the first dataset was acquired in 

the premises of the LSP participating in the study and Dataset 2 and 3 were acquired virtually, 

Sanchis-Trilles et al. expected translators to reduce their processing time at home for IPE1 

and IPE2 because translators already knew what CASMACAT offered after post-editing 

Dataset 1. It is true that, when working from home, Kdur and Fdur values for IPE1 and IPE2 

dropped most, but TPE still had the lowest processing time values for Kdur and Fdur. Final 

results on average processing time per segment in terms of Kdur were 21.7 s (TPE), 27s (IPE1), 

and 29.6 s (IPE2). However, no statistically significant difference is mentioned or checked for 

these results in the study. 

Regarding keystrokes, the study considered the number of actions of the users, understood 

as insertions and deletions. Per segment, on average, IPE1 (123.6) required fewer operations 

than TPE (131.3) and IPE2 (132.6).  

On gaze data, eye fixations were used to record where the attention of the user was. 

Generally, translators focused more on the target window rather than on the source window, 

as would be expected; both IPE1 and IPE2 recorded more attention on the target window, as 

interactivity and constant changes in the target section may be an aspect that draws user 

attention. Again, authors do not state whether results on typing activity were statistically 

significant. 

Translation quality was also studied in this trial, but only for Dataset 1. The post-edited texts 

were reviewed by professional reviewers, and quality was measured having “edit distance” in 

mind, meaning the number of operations to transform the original text into the reviewed one. 

This edit distance was calculated on a per-word basis, that is, the number of words needed to 

be amended in a post-edited sentence to become the reviewed sentence. As the post-edited 

texts had different lengths, all user operations (insertions, deletions, substitutions, and 
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corrections) were normalised to obtain true percentages. This way, all the systems could be 

compared, regardless of the size of the texts. The best edit distance score was obtained by 

IPE1 (9.4), while IPE2 (9.7) and TPE (10) got the second and third rankings, respectively. It is 

worth noting that these results only reflect the post-editing tasks of Dataset no. 1, and users 

therefore were still getting used to the different system configurations that CASMACAT 

offered. Once again, it must be stressed that these values were similar and that Sanchis-Trilles 

et al. did not mention any attempt to calculate whether these results presented a statistically 

significant difference. 

User feedback was collected via ad-hoc questionnaires. Translators had to rate their user 

satisfaction after using the different configurations from 1 to 5. These results showed the 

perception users of CASMACAT had when doing the post-editing tasks. Globally, IPE was rated 

better than TPE, as IPE2 received a 4/5 and IPE1 a 3.89/5 score, while TPE only obtained a 

3.78/5. Despite the good score given to IPE systems, seven out of nine translators stated in 

the questionnaire that they would have preferred to translate with non-computer-assisted 

translation tools. This can be linked to the negative perception that translators have of MTPE 

and technologies, in line with later studies by Guerberof (2013), Gaspari et al. (2014), and 

Moorkens and Way (2016). 

To sum up, in this second trial study of the CASMACAT workbench, Sanchis-Trilles and 

colleagues demonstrated that IPE reduced the number of keystrokes required in comparison 

with TPE. Yet, translation productivity was slightly lower. The findings of this study suggested 

that productivity may increase when users familiarise themselves with the IPE system, so an 

IPE approach may require longer learning time than TPE. This result is supported by the fact 

that translators had experience in TPE but had never interacted with IPE before. To reduce 

the influence of familiarity vs. novelty in these post-editing modalities, a longitudinal study to 

analyse long-term translator performance and interaction with the IPE workflow would be 

required. 

3.2.3.3. CASMACAT: Third Progress Report – The Longitudinal Study 

In 2014, the third year and last progress report for the CASMACAT project was presented 

(Alabau et al. 2016). In this third and last report of CASMACAT, Alabau and colleagues 

performed two different studies: a longitudinal study and a third field trial investigation. This 

section describes the longitudinal study. 
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The results of the second field trial (the previous section in this literature review) suggested 

that translators needed more time to get used to IPE. This longitudinal study had the aim of 

investigating whether translators improved their performance when using IPE over time, and 

to what extent. Five professional translators participated in this longitudinal study, who 

worked alternatively with TPE (as a baseline configuration) and IPE for six weeks. Texts 

translated were news pieces, and there were 24 source texts of 1,000 words each, which had 

to be translated from English into Spanish. The main research question of this longitudinal 

study was: “Do translators become faster when familiarising themselves with using IPE?”. 

Translators had to post-edit four texts per week. Authors counterbalanced each of the MTPE 

conditions to avoid text and tool-order effects. The first and last week of the study, translators 

worked on the premises of the translation company participating in the study, and they used 

eye-tracking systems. Working in the lab also helped to establish clear guidelines at the 

beginning. Weeks 2 to 5 were carried out at home, in the usual working environment of the 

participating translators. 

This longitudinal study analysed post-editing behaviour by considering three parameters: 

Kdur, Fdur —which were the same as in the previous field trial— and Pdur. Pdur was the total 

translation time per segment, without considering the pauses of more than 1 second, 

normalised by the number of characters in the source segment. Results showed that post-

editors used more keystrokes in the IPE configuration rather than in the TPE one. This result 

was to be expected because an IPE system the predicts the text and offers translation 

proposals while the translator types. Consequently, translators did more manual insertions in 

IPE than in TPE, where MT output is already inserted in the target segment. By contrast, in 

TPE, translators did more manual deletions. 

The second element analysed in this longitudinal study was the most important one for the 

authors: the learning effects. After the six weeks of the longitudinal study, translators became 

substantially quicker when using the IPE approach, while there was no significant change in 

the TPE condition. These results may be attributed to the fact that translators were already 

used to TPE and could not actually “go faster” because they had reached their human limits. 

Taking into consideration the hypothetical assumption that there was a linear relationship 

between the time spent using CASMACAT and Kdur, Alabau and colleagues measured 

hypothetical regression lines based on simple linear models (see Figure 3.6). Following the 
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learning curve in an IPE approach, and the stable and linear productivity of the TPE approach, 

the authors of the study suggested that translators would become more productive in IPE 

than in TPE between weeks 9 and 10. 

 

 

Figure 3.6. The image shows the effect of week on Kdur per source text character. TPE is the red line 
(P by the authors) and IPE is the blue line (PI by the authors). Grey areas are the hypothetical 

regression lines, which show that translators would become more productive under the IPE approach 
between weeks 9 and 10. Image retrieved from Alabau et al. (2016). 

Having a more in-depth look at Figure 3.6, an increase in Kdur time can be seen for IPE in 

week 6, where translators had to post-edit in the premises of the translation company, while 

being eye-tracked. Authors suggested this increase is due to the lab effect and the difficulty 

of some texts processed in that week. Text difficulty was calculated using Translation Edit 

Rate (TER) (Snover et al. 2006), a metric for automatic evaluation of translation quality that 

consists of measuring the number of changes needed to the post-edited translation so that it 

exactly matches a reference translation. Having these two aspects in mind, Alabau and 

colleagues presented a new hypothetical projection, only taking into consideration the Kdur 

of those weeks when translators worked from home (their regular working method, as they 
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were freelancers for the translation company participating in the study). In this theoretical 

situation, according to the authors, translators would have been more productive in an IPE 

setting rather than in a TPE setting by week 6. 

As the final part of the longitudinal study, an ad-hoc questionnaire was also used to collect 

feedback from the users at the end of the six weeks. Four out of five participants stated they 

preferred TPE over IPE. In addition, the authors highlighted the following comments on user 

perceptions, which deserve due attention: “post-editing with interactivity demands a 

controlled typing speed and this is difficult to achieve when you are an experienced touch 

typist” from one translator, and “I have to retrain myself on typing for IPE purposes” from 

another one (Alabau et al. 2013, 19). Three out of five participants confirmed that they would 

be willing to use CASMACAT in their future post-editing tasks. Also, the study authors 

suggested that IPE acceptance varied a lot in relation to the experience of the translators: the 

least experienced one (1-year professional experience) was positive about IPE features, while 

the most experienced one (27-year professional experience) had negative views of the 

system. 

 

3.2.3.4. CASMACAT: Third Progress Report – The Third Field Trial 

After having concluded the longitudinal study, Alabau and colleagues added an additional 

feature to the CASMACAT interactive approach: adaptive MT. This feature allowed the SMT 

that powered the CASMACAT workbench to personalise its translation completion proposals, 

which was one of the problems that users commented on in previous IPE user studies like that      

of CAITRA (Koehn, 2009). In the CASMACAT version with adaptive MT, when the translator 

validated a segment, the MT system introduced the validated segment into the translation 

model, and thus the subsequent translation completion proposals would take this validated 

segment into consideration. The main goal of this third field trial was to evaluate whether 

translators would benefit from a web-based, adaptive IPE approach in comparison with TPE.  

Seven professional translators participated in this field trial, and four of them had already 

participated in the longitudinal study. This time, the texts post-edited were specialized in the 

medical domain, and there were two source texts containing around 4,500 words each. It 

must be noted that it is not known whether the translators participating in the study were 
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experienced or specialized in the medical domain. Regarding the evaluation methodology, as 

in previous studies, there were two post-editing modalities used: TPE and adaptive IPE. The 

participants had to perform the post-editing tasks in the premises of the translation company 

and were eye-tracked. Translators had to post-edit each of the texts in a single session. Yet, 

the authors did not state whether translators had to translate both texts (9,000 words) in one 

day or in more days (one session per day). It is worth stressing that translating 9,000 words in 

a day may be difficult, even with computer-assisted tools, so fatigue may be an important 

element to consider in such an experiment. Going back to the evaluation, translators were 

given time to familiarise themselves with CASMACAT, as three of them were using the 

workbench for the first time. Finally, the post-edited texts were later proofread and edited by 

different reviewers. Alabau et al. used the Fdur, Kdur and Pdur measures again. 

Regarding productivity, there were two elements analysed: keystroke activity (the number of 

manual deletions and manual insertions) and processing time (with Fdur and Kdur). In terms 

of keystroke activity, on average, translators saw their keystrokes decrease in IPE if compared 

against TPE, both in deletions (from 70.71 to 36.94 keystrokes) and in insertions (from 79.53 

to 68.73 keystrokes). The authors of the study claimed that this important decrease was 

statistically significant, and that the main cause was because of the IPE approach with an 

adaptive SMT engine. 

In terms of translation time, there was no statistical significance. After the authors replayed 

the screen recordings of the post-editing tasks, they found that translators spent more time 

looking for terminology on the Internet in IPE than in the TPE. Therefore, they only preserved 

the time spent in the CASMACAT interface and computed the results again. After this 

amendment, there was a statistically significant decrease in time spent to complete the post-

editing task both in Fdur and Kdur values for IPE. It is worth bearing in mind that terminology 

look-up is an important part of the translation process and, if IPE caused more of this, this 

extra time must be factored in, and, therefore, the results may have not been statistically 

significantly different after all. 

After having described and analysed all the studies done with CASMACAT, the following 

conclusions can be drawn. Translators were estimated to need, on average, six weeks to get 

acquainted with the novel features of the IPE system to be more productive with such an 

approach if compared against TPE productivity. It must also be noted that translators’ typing 
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behaviour is crucial, as it probably must change in regard to a TPE workflow, where speed is 

the most valued factor. In an IPE setting, overtyping may be negative because users will not 

benefit from all the possible advantages of the IPE features. It could be interesting to research 

whether translators with slower keyboard activity become familiar with IPE faster and can 

overtake their TPE productivity before the sixth week, as well as if they accept the system 

features more eagerly. If this was confirmed, probably special training in IPE should be 

provided. Nevertheless, a comment regarding a methodological issue of the previous studies 

should also be stressed: in this last report, the third field trial, translators only used adaptive 

learning MT capabilities in the IPE workflow, which may not benefit TPE. What would happen 

if we tested an adaptive MT system in TPE and IPE? For the comparison to be fair in the 

current context of this PhD thesis, translators should perform a TPE task with a state-of-the-

art, adaptive NMT engine, as well as an IPE task with a state-of-the-art, adaptive NMT engine. 

 

3.2.4. Lilt 

In 2012, the Computer Science Department at Stanford University developed a new IMT 

system called Predictive Translation Memory (PTM) (Green, Wang, et al. 2014; Green, 

Chuang, et al. 2014). The developers of this system suggested that previous IMT systems were 

violating some of the principles for mixed-initiative user interfaces that Horvitz (1999, 160) 

proposed, no. 8 of which is: “minimizing the cost of poor guesses about action and timing”. 

As a consequence, PTM was designed to be a fast, responsive system, operated mainly via the 

keyboard, where users could do everything the workbench offered by just typing or pressing 

a combination of hotkeys. These aspects were crucial if taking into consideration the 

comments that translators had made on previous interactive user studies and the working 

situation of freelance translators — they are usually paid by the number of source words 

translated, and thus they have to work fast, and are usually touch typists (Carl 2012). 
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Figure 3.7. Interface screenshot of PTM. Image retrieved from Green, Chuang, et al. (2014). 

As novel features for an IMT workbench, PTM recognized which words of the source text the 

translator had already typed and highlighted them to facilitate the comprehension of the 

user. According to the authors, all the features of PTM were designed taking into account 

Horvitz’ principles for mixed-initiative user interfaces (“interfaces that enable users and 

intelligent agents to collaborate efficiently (Horvitz, 1999, 7)), mainly with the intention of 

developing significant value-added automation (a computer-assisted translation feature to 

reduce the typing effort of the translators), inferring ideal action in light of costs, benefits, 

and uncertainties (time saving and increased productivity), and maintaining working memory 

of recent interactions (adaptive, learning capabilities that personalise in accordance with the 

actions of the user). PTM used a different segment distribution (grouping source and target 

text vertically) instead of the usual left-right segment distribution in most CAT tools. In Figure 

3.7, we can observe the source text in French, and the target text in English. In the source text 

box, the system highlighted in blue the already validated translation by the translator. In the 

target text box, we can see the already validated text in black, the MT text in grey, and the 

translation completion proposals in a dropdown menu, which could be accepted directly by 

pressing a hotkey. 

Green, Wang, et al. (2014) also performed a user study of PTM’s prototype. This study 

evaluated three different domains (software, medical texts, and news domain) in two 

language combinations: French-to-English and English-to-German. It should be noted that, in 

2014, phrase-based SMT engines had better performance for the FR-EN language pair. 
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Participants were professional translators hired through ProZ, and all of them had previous 

professional experience post-editing MT output with other commercial CAT workbenches. 

This user study evaluated quality through BLEU+1 (C.-Y. Lin and Och 2004), a sentence-level 

variation of the automatic evaluation metric BLEU (Papineni et al. 2002), while reckoning that 

human evaluation was the gold standard, and leaving this latter type of evaluation for future 

work. Automatic results will not be mentioned because of the disadvantages they pose (more 

information on this in Section 2.4.1.1). Thus, only the human evaluation results are reported 

in this section, which are the best practices for translation quality evaluation (see Section 

2.4.1.2).  

In terms of translation productivity, the measures analysed considered the processing time 

per sentence. In the French to English combination, mean time for TPE was at 46 

sec/sentence, while for IPE was at 63.3 sec/sentence. IPE was 18% slower. In the English to 

German combination, mean TPE time was at 51.8 sec/sentence, while IPE time was 63.3 

sec/sentence. In this language combination, translators were 22.1% slower with IPE. After 

analysing these results more in-depth, Green et al. affirmed that translators saw their 

translation productivity increase with IPE over the course of the post-editing session. This last 

comment was in line with previous IPE user studies that suggested that the novelty factor of 

IPE may have a negative effect on translators’ productivity on studies including only one 

interaction. 

After the post-editing tasks, a questionnaire was distributed. In the questionnaire, translators 

suggested that they thought they could be faster using IPE than using TPE after enough 

training, but that IPE was more intensive and demanding because they had to read multiple 

translation proposals that were changing over time. As a final parameter evaluated in this 

study, instead of focusing only on quality and time, the study also focused on the HCI that 

took place when using IPE. The goal was to try to figure out what words came from the 

translation completion proposals or from the typing of the translators. In the French to English 

combination, 71% of the words came from translation completion proposals, and 18% from 

typing. In comparison, in the English to German combination, 65% of the words came from 

the completion proposals, and 34% from translators typing. This also corroborated the view 

that MT proposals were better for the first language pair, as translators used more translation 

completion proposals than in the second language combination. 
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Some years later, in 2016, one of the developers of PTM founded a Lilt – a language service 

provider that works with a specific CAT workbench powered by IMT and offers IPE services. 

 

 

Figure 3.8. Screenshot of Lilt's graphic user interface      

As Lilt was not only a research system, but a commercial one, the workbench presented a 

more visual graphic user interface (see Figure 3.8). Nevertheless, the underlying technology 

was the same as that of PTM. Lilt’s workbench worked with two main hotkeys. On the one 

hand, Enter or Tab, which inserted the following word proposed by the MT system, which in 

the figure above would be the highlighted “relación”. On the other hand, Shift+Enter or 

Shift+Tab, which accepted the whole translation completion proposal that the MT system 

offered. Since Lilt uses proprietary software, features like keystroke logging and time tracking 

are not available for normal users like in the previously mentioned open-source workbenches, 

and thus it is more difficult to evaluate this state-of-the-art interactive, adaptive workbench. 

Nevertheless, in 2020, an in-house study of Lilt’s user behaviour was presented at the iMpacT 

2020 Workshop of the Association for Machine Translation in the Americas (Kovacs 2020). It 

is worth stressing that this is the first NMT study reviewed in this chapter, as previous 

workbenches still did not use the NMT architecture. The main goal of this piece of research 

was to know whether translators were using Lilt’s MT translation completion proposals, and, 

if so, to what extent. Data was collected from Lilt’s freelance translators from August to 

September 2020. The amount of post-edited segments or words is not known. Kovacs stated 

that, after evaluating MT translation completion proposals offered by their system, 46% of 

the proposals were correct. Nevertheless, translators still typed 58% of the text, and 

proposals were only accepted at a word-level 21% of the time (by pressing Enter or Tab to 

accept one-word completion) and at a sentence level 17% of the time (by pressing Shift+Enter 

or Shift+Tab to accept the whole translation completion proposal). One of the questions that 

Kovacs posed was whether translators were using Lilt as an interactive system for IPE or were 
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accepting the whole translation proposal to then perform a TPE task. By taking a closer look 

at this aspect, translators used the interactive proposals four times more in an IPE workflow 

than using the whole translation proposal for performing a TPE task. Yet, 17% of Lilt’s users 

were still used to the TPE workflow and accepted the whole translation completion proposal 

to perform a TPE task. 

 

3.2.5. Additional user evaluations of IMT systems for IPE tasks 

Previous sections of this chapter contain IPE studies centered on IMT workbenches in this 

new field. These IMT workbenches received funding from universities and/or international 

bodies and were developed and assessed by their own developers. In addition to the studies 

from the system developers, further research on IMT and IPE has been undertaken. These 

research studies are presented in the following section. 

 

3.2.5.1. Alves et al.’s (2016) study on CASMACAT 

Most studies comparing TPE and IPE aimed to see whether there was any translation 

productivity difference when using these post-editing modalities. Nevertheless, Alves et al. 

(2016) changed their focus and studied cognitive post-editing effort specifically, that is, the 

amount of effort expended in a post-editing task (O’Brien 2006). Alves and colleagues were 

interested in the cognitive processes taking place in the translators’ mind while post-editing 

(Krings 2001), and therefore conducted a different study that is also worth attention in this 

literature review.  

The authors conducted a user study with 16 professional translators with at least five years 

of experience. Translators had to translate two different specialized clinical texts from English 

to Brazilian Portuguese (one with 17 segments and the other with 19) in TPE and IPE. 

However, no length nor complexity text control was carried out. In previous similar studies, it 

had been suggested that this may cause problems when gathering data or comparing 

different texts or post-editing modalities. The workbench used for this study was CASMACAT, 

together with an eye-tracker. In terms of methodology, translators first filled out a 

questionnaire with their professional experience and post-editing knowledge. Then, they 

post-edited the two clinical texts in the TPE and IPE modalities. 
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Alves et al. (2016) focused on gaze activity, specifically the number of eye fixations and its 

duration and average, as well as on type and number of edits in each of the post-editing 

modalities. The type of edits analysed in this study were entirely different to edits studied in 

the previous IPE studies. Following Sperber and Wilson's (1986) Relevance Theory and their 

conceptual/procedural information distinction (Wilson and Sperber 1993), instead of using 

the keystroke logger of CASMACAT, Alves et al. manually annotated three different types of 

edits: (i) procedural information, those edits relating to information that could be encoded in 

non-lexical categories (negation, tenses, determiners, etc.); (ii) conceptual information, edits 

relating to information that could be encoded in lexical categories (noun, verb, adjective); and 

(iii) hybrid encoding, edits relating to lexical items that included both of the above type of 

edits. 

After the translators did the post-editing tasks, Alves et al. studied all the eye-tracking 

recordings and manually annotated the type and number of edits. In terms of results, there 

was no statistically significant difference in the total post-editing time between TPE and IPE. 

Thus, the authors suggested that, even with little training in IPE, this new form of post-editing 

could be a viable and alternative solution to TPE in terms of productivity. 

Based on the different types of edits and the different tasks in TPE and IPE, Alves et al. 

suggested that both tasks involved different types of cognitive processes. In TPE, translators 

must read static MT output, detect the issues, and then amend them. In IPE, translators start 

writing their translation while they can accept translation proposals offered by the system. 

Therefore, in the IPE task, translators had more eye fixations than in TPE, but these fixations 

were shorter on average, suggesting that the cognitive effort in IPE was lower than in TPE. 

 

3.2.5.2. Daems and Macken’s (2019) study on Lilt 

In 2016, the emergence of NMT started to gain strength because some researchers reported 

that the new NMT systems offered better MT quality than SMT (Bentivogli, Bisazza, et al. 

2016; Toral and Sánchez-Cartagena 2017). This resulted in most MT service providers moving 

from using SMT to NMT. 

Daems and Macken (2019) were interested in Lilt’s IPE workflow. They already carried out a 

user study using Lilt’s SMT system in order to compare it with another MT system. Lilt 
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subsequently changed their MT system (from SMT to NMT), and Daems and Macken 

therefore replicated the SMT user study with the newly implemented NMT system. 

This evaluation consisted of two rounds of experiments on English-to-Dutch medical texts. On 

the one hand, one post-editing evaluation using the SMT engine of Lilt. On the other hand, 

one post-editing evaluation with the NMT engine of Lilt. Their main research goal was to 

compare translation quality and productivity offered when working with an adaptive, 

interactive SMT system against working with an adaptive, interactive NMT system. In 

addition, the authors gathered information about the perceptions that translators had of IPE. 

Four freelance professional translators participated in each of the experiments (eight for both 

studies), their experience varied from two months to fifteen years, and all of them had limited 

to no experience in the medical domain. Two out of the eight translators had never used a 

CAT tool. It is worth stressing that the wide experience difference of the translators and their 

lack of experience with CAT tools were important factors that were not controlled and that 

may have acted as important confounding effects. 

To prepare the post-editing tasks and fine-tune the NMT system for the medical domain, the 

English-Dutch EMEA corpus (Tiedemann 2009), a medical corpus from the European 

Medicines Agency, and a manually-created medical termbase were uploaded to Lilt. Here, 

fine-tuning the NMT system on Lilt and not fine-tuning the SMT system may also translate 

into a biased comparison. 

Before proceeding with the post-editing tasks, translators first worked on a test text to get 

used to the interface and features that Lilt offered. Then, they translated short texts of 20 

segments for the SMT and NMT experiments. Camtasia was used to record the screen during 

the post-editing process, and Inputlog recorded the keystrokes of the translators. Finally, the 

users had to respond to a survey regarding their experience on using the platform. 

Instead of using the typical BLEU or MQM-DQF metrics to assess MT quality, the SMT and the 

NMT systems were evaluated using the fine-grained error taxonomy and annotation 

guidelines of Tezcan, Hoste, and Macken (2017). One of the authors manually annotated 60 
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segments using the BRAT rapid annotation tool,4 using the previous materials as a reference 

and using segments that did not offer exact or fuzzy TM matches, so these segments were 

raw MT output. The SMT output had 78 errors, while the NMT output had only 55. Yet, it must 

be taken into account that in IMT settings, only the first MT output proposal can be evaluated, 

as the proposal changes while translators type during IPE. 

Regarding translation times, the time translators spent post-editing their texts was 

comparable for SMT and NMT (including the time spent looking up in external resources). In 

order to measure the post-editing effort required in different post-editing workflows (IPE or 

TPE), the measures introduced by Barrachina et al. (2009) and later used by Ortiz-Martínez et 

al. (2011) and Peris and Casacuberta (2019) were implemented. These measures were as 

follows: 

● KSR or keystroke ratio: the total number of keystrokes divided by the total number of 

characters in the reference translation. 

● MAR or mouse-action ratio: the number of pointer movements divided by the total 

number of characters in the reference translation. 

● KSMR or keystroke and mouse-action ratio: the sum of KSR and MAR. 

These measures were simulated, that is, calculated hypothetically by a computer and not 

extracted directly from the participants’ data. They were normally calculated using a human 

translation as a reference. The underlying problem of this method is that the results of this 

evaluation are fully automatic, and translators do not always produce a translation using the 

least number of edits possible to meet a reference translation. In addition, there are also 

multiple possible translations that could be used as a valid reference translation, so these 

numbers may not be a direct or fair indicator of post-editing effort. In their study, Daems and 

Macken use Barrachina et al.’s (2009) measures, but amend their application, as they use the 

post-edited segments of the translators (the already accepted segments) as the reference 

translation, treating this as a fairer metric and indicator of post-editing effort (Popović, Arcan, 

and Lommel 2016). It should be stressed that the computer only calculates the minimum 

 

4 http://brat.nlplab.org/, last accessed on the 8th of April 2021. 

http://brat.nlplab.org/
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number of edits necessary, and as explained above, automatic metrics have different 

problems for assessing translation quality (see Section 2.4.1.1). In the study, differences in 

KSR, MAR, and KSMR do not seem to differ much in any of the scenarios, neither in the SMT 

nor in the NMT. In addition, there is no mention of statistically significant differences, as the 

texts post-edited were too short to obtain statistically significant results (only 20 segments). 

To obtain more data to analyse, Daems and Macken also present the results of two automatic 

post-editing effort evaluation metrics, (H)TER (Snover et al. 2016) and CharacTER (Ling et al. 

2015), showing that the interactive NMT system required fewer edits than the interactive 

SMT system for both metrics. In terms of post-editing effort, they conclude as follows: 

We demonstrated that technical effort calculated on the final product as expressed by TER 

and CharacTER scores does not always reflect actual effort as expressed by the KSMR scores. 

This corresponds to findings of Daems et al. (2017) that “product effort measures do not 

necessarily measure post-editing effort the way process effort measures do”. When 

developing new MT systems or translation tools it would be good to take these differences 

into account.  (Daems and Macken, 2019, 14-15) 

 

Finally, in terms of perceived usability, Daems and Macken carried out a survey to assess      

whether translators preferred either the SMT proposal, the NMT proposal or neither of them. 

To accomplish this, the survey showed one source sentence together with four options: the 

SMT proposal, the NMT proposal, a “neither” option, or a “no preference” option. The MT 

proposals were randomly presented for each sentence, and no information on the type of MT 

system creating them was given. The results of the survey showed that the NMT proposal was 

the option chosen most often (18/40 times), together with “neither” (14/40). The SMT 

proposal option was considerably less preferred. 

 

3.2.5.3. Sánchez-Torrón’s PhD Dissertation on CASMACAT 

In her PhD dissertation, Sánchez-Torrón (2017) performed two empirical studies with English 

to Spanish translators to research different productivity aspects in TPE and IPE. For the sake 

of this Chapter on IPE, only the IPE study will be described and analysed. As this PhD thesis      

also occurred after the major implementation of NMT engines, Sánchez-Torrón did the first 

study comparing TPE and IPE with a NMT engine. In this study, the term used to refer to the 
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technology behind the text prediction and translation completion proposal system is once 

again “ITP”, and the workbench used was CASMACAT. 

Eight English to Spanish translators participated in the IPE study (seven had already 

participated in a previous TPE study by the same researcher), and they were hired through 

ProZ,5 one of the biggest translation job portals. The requirements of the job advertisement 

were that translators needed to have at least two years’ translation experience and to be 

familiar with CAT tools in general. To avoid any type of bias in the participant selection, they 

were hired on a first-come-first-served basis. 

The main objectives of this study were to discover whether IPE was an efficient alternative to 

TPE in productivity terms, and to investigate whether translation productivity increased as 

translators familiarised themselves with the IPE system. To achieve these objectives, similarly 

to previous research on IPE, a longitudinal user study was carried out.  

The methodology that Sánchez-Torrón followed in her PhD thesis was as follows. First, a pre-

task questionnaire was used with the aim of obtaining information about the translators 

relevant to the main task, namely, their translation, MT and PE experience, and the languages 

they worked with. This first questionnaire was followed up by a warm-up task, where 

translators could familiarise themselves with the CASMACAT workbench. During this warm-

up task, translators had to post-edit four sentences following the TPE modality, and four 

additional sentences using the IPE modality. CASMACAT’s logs of the actions of the translators 

were then checked to see whether they were recorded correctly. This was followed by the 

main task. The main task was divided into eight translation sessions (S01 to S08) within a 

period of around four weeks. In the first translation session (S01), translators used the 

CASMACAT workbench to perform a TPE task, which was used to obtain the baseline 

productivity data of each translator. From S02 to S08, translators had to perform IPE tasks to 

study the possible learning effects resulting from the continuous use of IPE. Translators post-

edited eight different texts, one per session, which were controlled for length and syntactic 

complexity to avoid possible effects on translation productivity (Lin 1996; Green, Heer, and 

 

5 https://www.proz.com/, last accessed on the 12th of April 2021. 

https://www.proz.com/


59   
 

Manning 2013; Mishra, Bhattacharyya, and Carl 2013). The post-edited texts covered 

different topics, so that the post-editing of one text would not pose an advantage in post-

editing any other text. Finally, after the main task, translators had to fill in a post-task 

questionnaire, where their perceptions of an IPE system after using it were gathered. 

Sánchez-Torrón studied IPE taking into consideration three major aspects. In the first place, 

translation productivity or processing time. The amount of time that translators took during 

the post-editing tasks was recorded by the CASMACAT workbench at a segment level. Though 

CASMACAT did not measure the time spent outside its interface, Sánchez-Torrón measured 

this time and added it to the active time of the segment. The time spent looking for external 

sources or terminology should be considered, as it may be possible that one workflow 

required more terminology lookup than another. The processing time was calculated by 

dividing the time in seconds spent by the number of tokens of the segment. Tokens were used 

instead of words in this study to use the same productivity measure as that of the studies of 

Alabau et al. (2016) and Alves et al. (2016) to compare results. 

The second aspect to be evaluated was translation quality. For this, a MQM scorecard with 

106 issue types was used (Lommel and Melby 2014), and the author manually annotated the 

issues using the guidelines and decision trees provided in Burchardt and Lommel (2014). The 

Pass/Fail threshold in quality was established at 95%. 

The third and final aspect evaluated was technical effort, which was measured via five 

operations that translators could perform while post-editing (all these data were extracted 

from the keystroke log that CASMACAT offered): (i) manual insertions: the total number of 

alphanumeric characters manually inserted by the translator divided by the number of source 

tokens; (ii) manual deletions: the total number of alphanumeric characters manually deleted 

by the translator divided by the number of source tokens; (iii) navigation and special key 

presses (key indicator, not taken into account in the previous IPE studies): all the operations 

not considered manual deletions or insertions, that is, the use of navigation and control keys, 

and the Tab key to accept the translation completion proposals; (iv) mouse clicks: all the clicks 

the translators did while post-editing; (v) tokens of MT origin: in order to know whether the 

MT proposals that the IMT system offered were useful and translators were accepting the 

proposals during the IPE tasks, the number of MT tokens accepted were divided by the 

number of source tokens. All these five measures were calculated at the segment level. 
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After every IPE task was performed and data were analysed, Sánchez-Torrón presented her 

results in the first user study of an IPE system using NMT. In terms of processing time, five out 

of seven IPE sessions presented mean values lower than the TPE session. On average, IPE 

reduced the processing time by 0.10 seconds per source token or a time decrease of 2%. In 

terms of technical effort, as IPE and TPE involve different processes, on average, four out of 

five indicators favoured IPE against TPE because their values were lower. The only indicator 

that had a higher value was Special Key Presses. Yet, this is a positive result for IPE because it 

meant that translators had used the translation completion proposals while doing the IPE 

tasks. Most of these results were statistically significant. Regarding translation quality on a 

segment level, MQM scores for both configurations were similar, and most of the segments 

had an acceptable level of quality (Pass). Yet, IPE obtained slightly higher scores in the 

Pass/Fail ratio, that is, more segments were considered a Fail in the IPE setting than in the 

TPE one. Sánchez-Torrón argued that this could be because the TPE task already populated 

the whole target text with MT output, while in IPE translators had to type the target text by 

themselves, and they therefore introduced typing mistakes that they did not amend. It should 

also be stressed that, in terms of sessions, almost all the TPE and IPE sessions were a pass, 

but one, which was the first IPE session of one of the translators (56 out of 57 sessions 

obtained the Pass score). When looking at the type of issues, the IPE workflow had many more 

fluency issues (224% more) than TPE but had also fewer adequacy issues (27% fewer) than 

TPE. Thus, temporal effort and technical effort seemed to favour IPE, while translation quality 

indicators did not differ much between conditions and were comparable. In terms of 

translators’ perceptions, via the post-task questionnaire, five out of eight translators stated 

that they preferred IPE over TPE. Six of them also thought that they improved their translation 

speed with IPE as the study progressed. Also, clear advantage was seen in participants with 

experience in TPE, who benefited more from the IPE setting and features. 

As a summary, the statistically significant results in Sánchez-Torrón provided insights into the 

potential of IPE to pose a viable alternative to TPE in terms of technical effort. When speaking 

of productivity, translators were marginally faster with IPE over TPE, also backing the idea of 

IPE being a feasible alternative to TPE. Regarding translators’ perceptions, IPE was rated      

better than TPE, as translators stated that the interactive assistance was a favourable type of 

assistance that they would likely introduce in their workflows, a similar finding to the studies 
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by Koehn (2009) and Langlais, Foster, and Lapalme (2000). This is a contrast with the 

translator dissatisfaction or dehumanization that the TPE task implies, as Moorkens and 

O’Brien (2015) suggested. It is also worth highlighting that Sánchez-Torrón found no clear 

productivity increase in the IPE setting as the study progressed. 

 

3.2.5.4. Torregrosa-Rivero’s PhD Dissertation 

The IMT systems analysed previously used a computational strategy called a "glass-box 

approach". In his PhD thesis, Torregrosa-Rivero (2018) proposed a computational strategy 

called "black-box approach" to IMT systems. As a parallel with the field of electronics, he 

stated: 

A black box is a closed, opaque system with well-defined inputs and outputs: what happens 

inside cannot be perceived, only the outputs can be observed. Conversely, a glass box is also 

a closed system with inputs and outputs, but it is transparent: the inner components and how 

they evolve as the inputs are being processed can be observed and studied along with the 

output value. (Torregrosa-Rivero, 2018, 47). 

 

In glass-box IMT systems, the embedded MT engine is queried for translations and also for 

other features that the IMT systems offer (such as alternative translation proposals, 

confidence measures, etc). Glass-box IMT systems generate a new translation proposal for 

each keystroke (or prefix) inserted by the user. This means the translator must stop writing, 

read the new proposal, and then accept it if they deem the new proposal relevant. These 

aspects cause the computational load and requirements of glass-box IMT systems to be high.  

In the IMT black-box approach proposed by Torregrosa-Rivero (2018), the systems pre-

translate and obtain all the possible subsegments of a text when the document is loaded in 

the system, and therefore the translation proposals can be shown faster than in glass-box 

systems because black-box IMT systems do not have to recheck all the linguistic corpora each 

time the translator types a prefix. This would also help low-resource languages, making the 

black-box IMT system less dependent on huge parallel corpora. Yet, as a result, black-box IPE 

systems cannot offer whole-sentence translation proposals with good quality, but only small 

segments with limited context. This may be a drawback, as it has been seen in previous IPE 

studies that giving the translator too many options to read and choose from may be too 
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cognitively demanding, and longer translation proposals may be more productive for the 

post-editing task. In addition, if all the translation proposals are pre-translated when 

uploading the source file, there is the possibility that MT proposals may not adapt adequately 

to the text introduced by the translator because the system may have not considered every 

potential translation option. Thus, the glass-box IMT approach may be a double-edged sword, 

offering potential benefits, but also potential disadvantages. 

For this PhD thesis, the open-source, web-based tool Forecat was developed (Torregrosa-

Rivero, Forcada, and Pérez-Ortiz 2014) (Figure 3.9). In line with previous IMT systems, Forecat 

aimed to ease the coupling of a CAT tool for IPE tasks with an MT engine.  

 

Figure 3.9. Forecat interface. In the upper part, the source text can be seen. In the lower part, the 
target text box can be observed, with dropdown menu showing up to four translation completion 

proposals. Image retrieved from Torregrosa, Forcada and Pérez-Ortiz (2014). 

 

3.2.5.4.1. Evaluations with non-professional translators 

Torregrosa-Rivero (2018) worked with two different types of black-box approaches: a 

heuristic approach and machine-learning based approach.  

For the heuristic approach, Torregrosa-Rivero (2018) performed two different evaluations. In 

the first place, an automatic evaluation following the one done in Langlais et al. (2000), where 

the machine simulated a hypothetical user completing the translation task, and measured the 

keystroke ratio (KSR, the total number of keystrokes divided by the total number of characters 

of the reference translation). Two language combinations were evaluated, English to Spanish 

(offering up to 48% saving in keystrokes), and English to Czech (offering up to 31% saving in 

keystrokes). It should be stressed that this evaluation was fully automatic and reflected the 
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“hypothetical” scenario where a translator always accepted the best translation proposals 

during the post-editing of each sentence (as in TransType’s early evaluations). In the second 

place, Torregrosa-Rivero also performed a user study of the heuristic, black-box IMT 

approach. 

Eight non-professional translators (volunteer computer science students), who had no 

experience in translation, had to do some IPE tasks using the web interface of Forecat as the 

IMT workbench, connected with the RBMT engine Apertium (Forcada et al. 2011) in the 

Catalan-Spanish language pair. The user study was divided as follows. First, translators had 

two sentences to test Forecat and get used to the workbench. Then, the main task started. 

Ten sentences from the system training corpus were extracted (211 words) and were divided 

into two blocks. Five sentences were translated without computer assistance, and five with 

IPE assistance. As expected in this evaluation, all users translated faster with assistance than 

without. KSR values from the main task indicated that users could save from a minimum of 

46% keystrokes to a maximum of 77% using the ITP features. Finally, participants completed 

a survey and rate their experience with a Likert scale. All users stated that the interface was 

easy to use (median answer of 5). They also indicated they would use the tool for future 

translations (median answer of 5) and thought that suggestions were useful and that the tool 

allowed them to translate faster than unassisted (median answer of 4.5). Yet, it must be noted 

that, as a big shortcoming, users were computer science students and not translators, and 

therefore had no professional experience in translation. In addition, Torregrosa-Rivero 

compares the productivity of IPE with the productivity of non-computer-assisted tasks. With 

this comparison, it is normal and easy to claim that there has been a productivity increase. In 

a real-world scenario, translators do not work without assistance, as they normally use 

translation memories or MT with different CAT tools. Then, like in previous IPE studies, a fair 

comparison would be to contrast TPE with IPE, which would really show whether it is feasible 

to introduce in a real professional workflow the black-box IMT approach proposed in 

Torregrosa-Rivero’s PhD dissertation. It is also worth noting that translation quality was not 

assessed.  

After the first evaluations of the heuristic, black-box IMT approach were carried out, 

Torregrosa-Rivero proposed a machine-learning approach, based on the newly adapted 

neural networks (Sutskever, Vinyals, and Le 2014). Technically speaking, he used a neural IMT 
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system trained with 15,000 English-Spanish sentences from the Europarl corpus, a collection 

of proceedings from the European Parliament. Then, he connected the neural IMT feature 

with the SMT system Moses, trained with more than 150,000 sentences of the Europarl 

corpus. This machine-learning based IMT system was also automatically evaluated, but this 

time in comparison with Thot (Ortiz-Martínez and Casacuberta 2014), a glass-box IMT system 

developed with the CASMACAT workbench. The automatically evaluated KSR values of the 

machine-learning based configuration of the black-box IMT system were lower than the KSR 

values of the heuristic approach, showing statistical significance. Yet, the limitations of the 

automatic evaluation should be noted once again. Then, Torregrosa-Rivero (2018) carried out 

a preliminary user study to test and compare all the previous systems. Eight computer science 

researchers participated in the study, who were Spanish native speakers with a limited 

working proficiency of English. The users of the study had no translation education or 

experience. It is worth stressing that this is once again a major sampling drawback. If we leave 

aside the computational and algorithmic aspect of the study, which is not discussed here, how 

applicable and reliable is the profile of the study participants for the language services 

industry? In other words, how applicable to the translation industry and reliable are the 

results of a group of computer science researchers who are not familiar with translation 

techniques, have limited proficiency of English, may have a limited knowledge of their L1, and 

have never used a CAT tool?       

As per the IMT system for the IPE tasks, Forecat and Thot were integrated into the open-

source CAT tool OmegaT6 as plugins. The translation sessions were logged with the OmegaT 

session log plugin. Twenty English sentences with lengths between 15 and 25 words were 

post-edited into Spanish. These sentences were divided into four blocks of five sentences 

each, and had to be translated under different conditions: (i) induction, for the translators to 

familiarise themselves with the GUI and both suggestion models; (ii) unassisted task, with no 

suggestions offered; (iii) black-box IPE task, offering the system up to four suggestions ranked 

with a neural system; (iv) glass-box IPE task, re-running the system and offering new 

translation completion proposals every time a prefix was inserted by the user. The indicators 

 

6 https://omegat.org/, last accessed on the 15th of April 2021. 

https://omegat.org/
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studied were the total translation time (measured in seconds), the size of the final accepted 

translation by the users (measured in characters), the total number of keystrokes, the KSR, 

and the translation speed (measured in characters per second). Regarding the results of this 

user study, in comparison with the unassisted task, on average, users saved 10% on 

keystrokes and were 4% faster with the black-box approach and saved 15% keystrokes and 

were 12% slower with the glass-box system. Black-box suggestions were less useful at saving 

keystrokes but allowed users to translate faster. After the IPE tasks, users were asked to sort 

the tasks according to their perceived speed of translation (black-box, glass-box or 

unassisted), and three preferred the black-box, while five deemed they were faster with the 

glass-box one. Perceptions did not correspond with the results, as most users preferred using 

glass-box rather than black-box systems, although the black-box approach offered better 

results. Once again, it should be stated that this evaluation was carried out with computer 

science students, who had no experience with translation, and therefore the results may not 

be applicable to the real-life translation industry. In addition, no comparison with TPE was 

made      . 

 

3.2.5.4.2. Evaluation with professional translators 

Torregrosa-Rivero (2018) stated that all the previous evaluations were for testing his formulas 

and improving his black-box approach in a development stage. As has been observed in 

previous IMT system-related research, non-professional translators may incorrectly evaluate      

the translations because they lack translation knowledge. Due to the economic and resource 

limitations of a PhD researcher, Torregrosa-Rivero undertook two human evaluations with 

non-professional translators (i.e., computer science students/staff; with no earlier translation 

experience). Now, in the last human evaluation of his PhD dissertation, he hired eight 

professional translators, all of them Spanish natives, who were used to working with OmegaT. 

The system evaluated was the Forecat IMT system connected with OmegaT and Moses SMT. 

The text to be translated was extracted from the News Commentary Corpus and the United 

Nations Corpus. As the users translated the texts in one session and the whole text used the 

different MTPE modalities, the sentences were shuffled, not following any logical narrative, 

to try to avoid the learning effects of a continuous text on the MTPE modalities. All translation 
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suggestions (subsegments) were generated beforehand and were then kept in a cache, using 

the CacheTrans-OmegaT plugin, so the system could generate them instantaneously. 

In terms of the evaluation methodology, all the sentences to be translated were split into six 

sentence blocks: three induction blocks (to get used to the different types of assistance) with 

20 sentences each and three evaluation blocks with 100 sentences each. The translation task 

was divided as follows. First, a 5-minute induction session was carried out, where translators 

had no assistance whatsoever. Then, translators had 40 minutes for Task 1, which was 

translating without any type of computer-assisted translation aids. This was followed by a 15-

minute break. After the break, a second induction session of five minutes was performed, 

now using a black-box IMT system for conducting an IPE task, offering up to four translation 

completion proposals. Then, in Task 2, translators had 40 minutes to conduct an IPE task with 

the black-box IMT assistance. This was followed by a 15-minute break for answering a short 

questionnaire. A new 5-minute induction session (the third one) was then carried out, using 

a black-box IMT system with a quality threshold, meaning that the system could offer up to 

four suggestions, showing only the suggestions that were ranked best by the neural IMT 

network. In the case where there were no high-scoring translation proposals, none would be 

proposed. Finally, the 40-minutes post-editing Task 3 followed, using the previous system 

configuration. The user study then finished with 15 minutes for answering a short 

questionnaire. 

In terms of results, as logically expected, Task 2 (IPE with a normal IMT system) allowed the 

users to translate faster than Task 1 (non-assisted translation). Users also performed better 

in Task 2 than in Task 3 (IPE with an IMT containing a quality threshold). According to a 

hypothetical calculation of the keystrokes that a user could have saved, the author stated that 

this figure was between 25% and 65% over their obtained results. Yet, as in previous IPE 

studies, it has been shown that this type of automatic calculations gives much better results 

than those extracted with real post-editing process data. When user studies are undertaken, 

users do not tend to always accept the best possible solution, and their real processing time 

tends to be longer. In addition, user perception of the systems of Task 2 and Task 3 were quite 

negative, as the median result in the Likert scale (from 1 to 5) was at 2.37 and 2.25 

respectively, none of them achieving a Pass (2.5). It is worth stressing that the overall results 

of this study were negative in terms of user perceptions of the system, and that no real 
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comparison had been done with TPE. The results obtained from Torregrosa-Rivero’s (2018) 

PhD dissertation were easy to anticipate, that is, translators perform more keystrokes and 

translate slower unassisted than when having IMT assistance. This is no breakthrough. Thus, 

to really know whether the proposed black-box IMT approach was useful and a viable solution 

for the professional industry, it should have been compared with TPE, which is the norm and 

the current real-world workflow. It should also be noted that the user study methodology and 

task distribution was interesting, and that is the reason why these studies have been included 

in this literature review on IPE. 

 

3.3. Discussion on interactive post-editing (IPE) 

The previous sections provide an extensive review of studies to date based on IMT systems 

for IPE tasks. In this section, I summarize the main findings from this review and highlight the 

interesting questions that emerge from all these previous studies. One of the main findings is 

the relevance of selecting the appropriate variables to study, more specifically, users and 

texts. 

As far as users are concerned, it has been shown that non-professional translators may lack 

translation knowledge and may accept mistakes (Castilho, Moorkens, Gaspari, Calixto, et al. 

2017). Thus, the requirement for participants with translation knowledge is obvious if the 

research seeks to make valid conclusions on that cohort’s interaction with such systems. Yet, 

this translation knowledge may have considerable influence on the translation task and may 

vary significantly between users. For example, more experienced translators may be more 

reluctant to adopt (new) technology aids, as they are acquainted with more TPE workflows, 

as seen in the CASMACAT workbench (Alabau et al. 2013; Sanchis-Trilles et al. 2014). Typing 

speed is also a relevant aspect that may influence the experiment. In IPE, if the system does 

not offer the translation completion proposals rapidly, touch typists may be hampered by the 

system, having to reduce their typing speed to wait for the system proposal, read it and then 

decide whether to accept the proposal or continue to type. Also, in the past, computing 

processing power was inferior to that of today, and current IMT systems may offer faster text 

prediction and translation completion proposals, allowing the IPE process to be faster than 

ever before. 
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It must also be stressed that many professional translators have introduced TPE tasks into 

their daily workflow for some months or years already, and this may be a disadvantage for      

comparing TPE (an expert or semi-expert task) with IPE (a novel approach to the task). We 

cannot assume that, in the studies outlined above, translators had started “cold” for the TPE 

tasks. In the same way, we cannot compare the productivity of translators that had been 

translating for 10 years already with TPE, if they have only had one hour of IPE training. This 

suggests that a longitudinal study should be carried out to take better account of such 

imbalances in experience and to investigate the possible learning curve of translators when 

doing IPE tasks. According to Diggle et al. (2002), longitudinal studies would allow us to 

observe individuals on multiple occasions enabling the direct study of change. 

Another interesting finding of this review is that it is of key importance to control the text 

length and difficulty. Otherwise, results may be problematic, and trends may not be observed 

properly because processing speed for longer and easier texts was faster than for shorter and 

difficult texts, like in TransType’s last evaluation. Similarly, we can also observe an effect if 

the translator sits for too long doing a certain task, as the cognitive demands increase and 

their productivity decreases. Therefore, to avoid this fatigue effect, it is interesting to perform 

the post-editing task of each text in a single, not-too-long sitting. In addition, to avoid 

participant-dependent speed in PE and the variability of results between translators, as in 

Cettolo et al. (2013), Koehn and Germann (2014), and Sánchez-Torrón (2017), all translators 

should post-edit all the source sentences, no translator should post-edit the same sentence 

twice, and all translators should be exposed to the same amount of output from all the 

different workflows (when comparing different systems or configurations). These latter 

aspects need to be controlled correctly and considered when designing the experiment.  

Some studies have also suggested that, though users’ emotions and enjoyment of the post-

editing task is not very high, their productivity increased more than with other assistance 

types (Koehn 2009a). It may be worth discussing whether emotions have a special effect in 

human-computer interaction, on the productivity data, and/or the flow of the translation 

process, whether in TPE or IPE. 

Finally, as most of the previous IMT studies were carried out before the paradigm shift from 

SMT to NMT, most studies did not include NMT. In the moment of writing this PhD 

dissertation, the fairest comparison would be to analyse the IPE task of a text with an adaptive 
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NMT system against the TPE task of an adaptive NMT system. With the current situation and 

the excellent quality that NMT systems offer now, it is possible that TPE would be more 

productive than IPE in language combinations with MT output of high-quality because not 

many changes have to be implemented. In the case of lower quality MT language 

combinations, IPE may be a more viable option. Yet, this must be evaluated and investigated. 

In terms of user satisfaction, TPE is not seen positively by translators because of the loss of 

user agency and the dehumanization of the translator (the MT engine proposes and the 

translator adapts to the MT) (Cadwell et al. 2016; O’Brien et al. 2017; Fırat 2021), but IPE may 

be a much more rewarding task (the translator proposes and the MT engines adapts to the 

translator); IPE has the potential to be more human-centered post-editing modality, 

respecting, empowering and augmenting translators during the translation process. 
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CHAPTER 4. TRANSLATION AS A FORM OF HUMAN-COMPUTER 

INTERACTION 

This chapter provides an overview of human-computer interaction (HCI), an established field 

of research within computer science, and discusses its relationship with translation. Section 

4.1 provides a summary of relevant aspects of HCI and is followed by the introduction of the 

two most relevant concepts within the field, namely usability (Section 4.2) and user 

experience (Section 4.3). Then, a review of the studies of HCI factors in Translation Studies 

can be found in Section 4.4. Finally, Section 4.5 presents and discusses the concept of human-

centered, augmented machine translation (HCAMT). 

 

4.1. Human-computer interaction (HCI) 

Over the last decades, computers and information and communication technologies have 

developed substantially. Due to the rapid and exponential progression of the computing field, 

with improvements in algorithms and processing hardware, the main organizations and/or 

societies of the computing world (i.e., the Association for Computing Machinery [ACM] or the 

IEEE Computer Society) have been changing their focus of attention, hand in hand with 

technological developments (Association for Computing Machinery 2020). 

Yet, it is worth stressing that computational aspects are not the only perspective from which 

computers or technological devices can be studied or analysed. One of these different 

perspectives has emerged as a key subfield within computing: human-computer interaction 

(HCI) (Dix 2003). Though there is no agreed definition of HCI, Hewett et al. (1992, 5) offered 

the following general and concise definition: 

Human-computer interaction is a discipline concerned with the design, evaluation and 

implementation of interactive computing systems for human use and with the study of major 

phenomena surrounding them. 

 

The main goal of HCI is to focus on humans because they are the ones interacting with 

technological systems to achieve certain goals. Since there are many different systems or 

devices, the goals of users will also differ. Hewett et al. (1992) also suggested that HCI is a 

large interdisciplinary area, which could involve research fields like psychology (to study 
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users’ behaviour or cognitive processes when interacting with computers or devices) or 

sociology and anthropology (to assess the relationship between technology and work), among 

others. There have also been different studies attempting to pursue the terms “man-machine 

symbiosis” (Licklider 1960) or the “augmentation of human intellect” (Engelbart 1962). Today, 

it is widely accepted that HCI is a key field in today’s computing world (Dix 2010), and multiple 

conferences studying the interaction of humans with computers or intelligent devices take 

place every year and draw the attention of many researchers all over the world. 

The interdisciplinarity of the HCI field and not having a clear definition of the term “HCI” has 

caused multiple discussions in the HCI world. For instance, Liu et al. (2014) analysed all the 

keywords of the 3152 publications available in the Computer-Human Interaction (CHI) 

Conference, one of the most renowned conferences on HCI and computer science. In their 

study, Liu et al. (2014) crawled all the keywords of these publications and divided them into 

two 10-year periods to analyse them in-depth to try to find a thematic core in HCI. The first 

period included the keywords of papers published between 1994 and 2003, and the second 

period included the keywords of the publications presented in CHI from 2004 to 2014. Liu and 

colleagues (2014) observed that the HCI field changed tremendously in the 20 years 

evaluated, influenced by the rapidly evolving technology and new technological devices. 

According to the authors, almost half of the core and backbone keywords of the first 10-year 

period (e.g., “world wide web”) disappeared in the second 10-year period, and new keywords 

and topics of interest appeared (e.g., “mobile phone”). In addition, they suggested that, since 

the HCI field had no central topic, significant technological changes and the appearance of 

new technologies (e.g., studies on the design of a mouse were relevant for ergonomic mouse 

designers, but not to touchscreen designers) made the accumulation of knowledge or even 

the sustainability of the discipline more difficult. They therefore proposed to refer to HCI as a 

“field” rather than a “discipline”. 

Blackwell (2015) responded to the paper by Liu et al. (2014) suggesting that HCI researchers 

should not look for a thematic core to find the identity of HCI. Instead, Blackwell proposed 

that HCI researchers should deem HCI as a way of contributing and responding to other 

disciplines, defining HCI is an “inter-discipline”. To defend this position, Blackwell (2015) 

suggested that HCI should focus on incorporating how knowledge was created in 

interdisciplinary encounters by considering science and technology studies, as well as the 
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sociology of knowledge. In addition, Blackwell (2015) commented on Galison's (1997) book, 

where the latter proposed that the HCI community worked as a “trading zone” where 

productive exchanges took place between engineers and technology designers, and 

researchers had to provide information on user experiences and behaviour. Following this 

“trading zone” point of view, Fincher and Petre (2004) argued that computer science research 

was also a trading zone between two different stakeholders: on the one hand, the 

mathematical and technical part of computing; on the other hand, the sector focusing on how 

this must be applied in education and industry. This discussion applies to the domain 

addressed in this PhD dissertation because HCI is a key component for understanding today’s 

MT field. In the MT community, we have translators on the one hand, who are the people in 

charge of producing translations, and MT developers on the other hand, who are the people 

responsible for creating the different translation technologies for translators (e.g. CAT tools 

or different MT systems). We could even include a third party here: lay users of MT, who may 

not be translators, but only people using MT for gisting or assimilation purposes (Nurminen 

2019). Thus, we can also use the “trading zone” analogy here, as technology and MT 

developers will develop tools and workbenches with new features, and translators or lay MT 

users will be the ones using them, sometimes having to discuss with language service 

providers and clients the use of specific tools. Yet, translators sometimes reject specific 

technologies or are reluctant to introduce them into their daily workflow, normally in addition 

to many other tools they have been asked to use. Do these new tools improve or worsen 

translators’ conditions and workflows? These are aspects that have been considered for some 

time but ought to be discussed from this translator-computer interaction “trading zone” 

perspective. Going back to Blackwell (2015, 3), he suggested: 

HCI is not solely an “interface” field necessary where computer science must engage with the 

outside world, but an essential independent model that can be drawn on to maintain the 

discipline of computer science itself. 

 

Liu et al. (2014) suggested that HCI needed a thematic stabilisation to consolidate as a 

discipline. By contrast, Blackwell (2015) referred to the comparative history of science, as it 

has been suggested that disciplines emerged in communities that shared an interest within a 

professional context instead of being determined by clear bodies of scientific knowledge 
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(Lloyd 2009). In the MT field, the introduction of MT into the professional translation 

workflow has disrupted the previous scenarios of the language services industry (see Chapter 

2), and therefore new issues or negotiations between communities arose due to this 

innovation, mainly among language service providers and MT system developers on one side, 

and translators on the other. 

To back his ideas and reflect the inter-disciplinary status of HCI, Blackwell (2015) compared 

the nature of the experiments that were being undertaken in the thematic review 

subcommittees of CHI7 with the ones of the Crucible network, a research network of the 

University of Cambridge focused on interdisciplinary collaboration of technologists with the 

Arts, Humanities and Social Sciences. The lack of convergence shown in both bibliometric 

analysis (from Liu and colleagues and from Blackwell) raised the opinion that, probably, the 

purpose of HCI was not to create a stable body of knowledge, but to be a trigger for 

innovation, and to be “questioning, provocative, disruptive and awkward in relation to other 

disciplines” (Blackwell, 2015, 7). 

Finally, Blackwell suggested that HCI should look for the expectation of innovation and new 

technological advancements. He also commented that interdisciplinarity and innovation were 

related with unexpectedness, and argued that new, innovative pieces of research arose when 

different teams of researchers from different disciplines and with different points of view 

came together to address one topic, which was of interest to all the participating parts. That 

was the moment where discoveries were made. Blackwell (2015, 9) later concluded: 

HCI is not about static knowledge, but ways of deploying and engaging with knowledge in a 

technological setting. If so, HCI should not aspire to be a discipline, measured through 

bibliometric convergence on core findings, but rather a mode of challenge and provocation – 

although one that is characterised by humility, playfulness, invention and rigorously honest 

reflection rather than confrontation between alternative disciplinary frames. 

 

 

7 http://chi2015.acm.org/authors/selecting-a-subcommittee/, Last accessed on 20 January, 

2024 

http://chi2015.acm.org/authors/selecting-a-subcommittee/
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As discussed before, the transformation of the professional translation workflow by the 

introduction of new computer-assisted aids is now a reality (see Chapters 2 and 3). This fact 

has been studied from many different points of view in the literature, but mainly focusing on 

translation productivity or translation quality, as suggested in previous chapters. Less 

attention has been paid to translators themselves, to what they experience in these 

interactions with technology. Thus, following Blackwell, this PhD dissertation aimed at 

conducting a “questioning, provocative and disruptive” HCI-centered user study of this 

nature. 

 

4.2. Usability 

When looking more in-depth into HCI, we need to analyse what are the key elements of the 

interaction of a user with a technological device. According to Nielsen (1994) and Faulkner 

(2000), early computer interfaces were designed only for specialist users, but when hardware 

costs decreased, and the modern Internet and the personal computer appeared in the 1990s, 

computing and technological devices started to be used by many more users. Most of these 

new users had no specialist knowledge. Therefore, it was at this point when computer 

manufacturers started to focus on the ease of use by users, and the term “usability” came 

into play. Shackel (2009, 2) defined the usability of a system as: 

The capability in human functional terms to be used easily and effectively by the specified 

range of users, given specified training and user support, to fulfil the specified range of tasks, 

within the specified range of environmental scenarios. 

 

In Shackel’s (2009) definition, “easily” referred to a specified level of subjective assessment 

and “effectively” to a specified level of (human) performance. In a similar way, but in a more 

recent definition, according to the International Organization for Standardization, in their ISO 

9231-11:2018 (ISO 2018) standard, “usability” is: 

The extent to which a system, product or service can be used by specified users to achieve 

specified goals with effectiveness, efficiency and satisfaction in a specified context of use. 
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In the ISO’s 9231-11:2018 (ISO, 2018) definition, “effectiveness” refers to a certain level of 

completeness, accuracy, or quality to which specified tasks are completed (Bevan et al. 2016; 

Cowan 2011) and “efficiency” to the effort of the user in terms of time or cognitive resources 

(Bevan et al. 2016; Cowan 2011). We can see that these two terms refer to objective 

outcomes of interface interaction. According to Shackel (2009) and Cowan (2011), it is worth 

noting that users may opt for an interface that is more pleasurable to use, while sacrificing 

speed and accepting more errors. Users are the ones interacting with the different interfaces 

and they are the ones who say whether they would like to use specific interfaces in the future 

or even in their daily work. However, measuring the usability of a user interaction by 

measuring only objective outcomes may not be the best option. It is here that the last term, 

“satisfaction”, comes into play. In the ISO’s definition of usability, “satisfaction” refers to the 

personal perceptions and attitudes of the user towards the system or the interface (Cowan, 

2011; Bevan et al. 2016). 

In a more profound but similar definition of usability, in his seminal work, Nielsen (1994) 

deconstructed the concept of usability into five different attributes, which are explained 

below. The first attribute is ‘learnability’, which, according to Nielsen (1994), is one of the 

main elements in the HCI and usability context. When users try a system, their first experience 

is whether the system is easy to learn or not. Therefore, when using a system with good 

usability, the learning curve should be steep for novice users. This allows the user to achieve 

a reasonable level of proficiency in short periods of time, not having to spend much time 

learning all the particularities of the system. Ease of use or learnability may be the easiest 

attribute of usability to measure by having some users —who have never used the system 

before— use the system, and measuring how much time they take to acquire a certain level 

of proficiency. It is important to consider that users should be representative of the intended 

users, and the experience should be controlled. We cannot evaluate a post-editing CAT tool 

with some users with 10 years’ experience in post-editing mixed with other users who have 

never performed a post-editing task. 

The second attribute mentioned by Nielsen (1994) is the efficiency of use. This attribute also 

appears in Shackel’s (2009) and the ISO’s (2018) definitions. It refers to the level of 

performance of the user when the learning curve flattens out. Normally, involvement of 

“experienced users” is required and, for this, we must define what “experience” is. 
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Sometimes, “experience” can be assumed whenever a user has been using a system or 

interacting with an interface for some time already and has at least basic knowledge of it. 

There are different ways to find “experienced users”. One example may be to ask users to 

work for a specified number of hours and, after this time, using their efficiency as the base to 

recognize them as “experienced users”. Another way of finding experienced users is assessing 

the learning curve, and seeing at which point the learning curve flattens out, therefore 

establishing that point as the moment where users are experienced. 

The third attribute presented by Nielsen (1994) is memorability, which is the fact that a 

system is easy to remember. Memorability is applicable to casual users, that is, users who do 

not use the system every day, or who have not used the system in some time (e.g., after 

holidays or sick leave). Normally, interface memorability is calculated with a group of casual 

users, assessing whether they have difficulties using the system after some time off.  

Attribute number four is errors. An error could be defined as any action that did not achieve 

its intended goal. In the HCI context, errors may be thought of as the number of actions taken 

until a user achieves a certain task. If a user could perform a specified task in one action, but 

took ten, we could say that there were nine errors. In the translator-computer interaction 

context, errors may involve not using the system features properly (e.g., not accepting 

adequate translation completion proposals of an IMT workbench for IPE tasks). Therefore, 

error rates may give information on the usability of a system or interface.  

The fifth and final attribute proposed by Nielsen (1994) is once again satisfaction, that is, how 

pleasant it is to use a system. This is a major attribute in usability, as the attitudes of the users 

toward systems are important for many aspects: if the user is not satisfied when performing 

certain tasks with the system, they are not likely to use the system again. In addition, previous 

research has found that human agency and the sense that users are the ones with control 

over the computer improved the attitudes of the user towards technology, and the 

interactions and systems were better valued in terms of satisfaction (Kay 1970). Subjective 

satisfaction questionnaires are a good way to approach user satisfaction evaluation. They are 

conducted after the experiment, once users have tested or interacted with the system. There 

are multiple, generally-recognized questionnaires on satisfaction in the HCI world. Likert 

scales are very common. Another type of measurement are semantic differential scales. In 

this case, users are shown two opposite terms (e.g., simple and complicated; pleasing and 
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irritating), and have to rate their interaction with the system, getting closer to or further from 

each of the concepts. When using these scales, it is recommended to have a baseline or 

multiple evaluations of systems, so results can be compared. 

After analysing these three definitions of “usability”, we can say that there are two main 

elements to be considered when talking about “usability”. On the one hand, the objective 

attributes or performance (efficiency and effectiveness), which may give us indications on 

how successful the interaction of a user with an interface was; on the other hand, the 

subjective attributes or perceptions (satisfaction), which may indicate how the user has felt 

in this interaction and what they think about the interaction. Once this is clear, how should 

developers measure usability? Both objective (efficiency and effectiveness) and subjective 

(satisfaction) usability measures of the user interaction with a system can be designed and 

assessed (Cowan, 2011), and the following sections describe these processes in detail.  

 

4.2.1. Usability engineering and testing 

In the HCI literature (Nielsen 1994; Shackel 2009; Faulkner 2020), it is widely accepted that 

usability should not be considered as a one-step element in system design, but a multiple-

steps process. This process is called “usability engineering”, which takes place during the 

whole lifecycle of a product. During usability engineering, multiple elements of a system are 

assessed and evaluated through different iterations to see whether the system is usable. 

What is this process? Nielsen (1994) proposed a usability engineering model with different 

steps. 

The first step is to know the user. According to Nielsen (1994) and Faulkner (2000), always, 

when trying to build a usable system, the first thing to do is to establish who the intended 

users are and how they will use the product. Defining the concept “user” is of key importance 

because intended users will change from system to system, and their needs or tasks will vary. 

Though system developers or researchers may try to think as if they were one intended user, 

results are not as effective as if actual users are asked. Therefore, individual user 

characteristics are important, and always engaging with intended users of the system is 

required. By knowing the background of the user (e.g., their educational level, age, work, and 

computer experience, etc.), we may anticipate what problems or needs they will have when 
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interacting with the system, but this is not enough, and actual testing should be carried out. 

To get to know the user correctly, it is necessary to analyse the task they will be performing. 

The goals, needs, aims, and troubleshooting of users should be known to get a better 

understanding of their interaction with the system. It is also worth stressing that user 

attitudes towards a system change after they use the system for a period of time. This may 

be caused because they learn to use it, or because they find new ways of achieving their goals. 

This learning effect is called the “coevolution of tasks and artifacts” (Carroll and Rosson 1992). 

Therefore, we should bear in mind that users’ behaviour and/or performance may and will 

likely change after they get used to the system after some interaction. This supports the idea 

of doing longitudinal studies. For instance, when sampling translators for the studies of this 

PhD dissertation, it was important to choose wisely which users were needed, analysing in-

depth their skills, abilities, and knowledge of the systems evaluated. First, we worked on a 

CAT tool, which is the regular working environment of professional translators nowadays. 

Therefore, it would not make sense if the translators participating in the study had no 

experience with CAT tools. Secondly, we worked with MT features incorporated into the CAT 

tool. Have the users of the study post-edited before? If yes, how many years of experience of 

post-editing did they have? As commented above, we could not compare novice users 

(without or with very little post-editing experience) with experienced users (with many years 

of post-editing experience). These were important elements that were considered when 

sampling the translators for the data collection part of this PhD and are further addressed in 

the Methodology chapter (see Chapter 6). 

The second step of the usability engineering process proposed by Nielsen (1994) was doing a 

competitive analysis. Prototyping is a crucial part of the usability process because systems 

need to be developed in accordance with established usability guidelines and results from 

empirical user tests (Faulkner 2000). If the user test results are positive, it can be claimed that 

a system is competitive and helps the user perform tasks easily to achieve their goals. 

Establishing the goals of the system from the very beginning is the recommended third step 

in usability engineering (Nielsen 1994). A system may have countless aims, and they would all 

depend on what the developers want to achieve or the profile and knowledge of the actual 

users. There are multiple usability parameters that should be considered beforehand, and 

setting the usability goals of the system is therefore an important task. For example, is this 
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system designed for translators with experience in MTPE, and are translators required to do 

legal post-editing tasks? Another option may be that users are required to do subtitling post-

editing tasks. Depending on each case and situation, as well as the goal of the task, usability 

goals may differ substantially. In connection with the usability goals, it is also important to 

analyse the financial impact. For example, will this system allow translators to translate faster 

and with the same quality level if compared with existing tools? Will this new system allow 

for production costs to be reduced? This latter element is also a fundamental goal to be 

considered in industry settings. 

The fourth step is empirical testing or interface evaluation. As has been previously mentioned, 

user testing is key. For this, Nielsen (1994) proposed establishing severity rankings. When 

evaluating a system, typically multiple errors of a different nature will appear. Yet, these 

usability errors may differ greatly, and, for this reason, it is important to determine the 

severity level of the errors. Before testing the system with intended users, a possible solution      

may be to send a list with the most common errors to usability experts or experienced users 

of the system (or similar types of systems) and ask them to rate the severity of these errors. 

As experienced users, they will be able to indicate whether the problems are common or not, 

and whether they are major or minor errors (Nielsen, 1994). This type of user testing allows 

researchers to spot usability problems and to improve the system by applying the solutions 

proposed by the users, and having additional information from experts before the final user 

testing takes place. This way, through different iterations, the usability of systems normally 

improves and enhances the user experience, but two last methodological considerations 

should be taken into account when testing usability: reliability and validity. In terms of 

reliability, individual differences may seriously affect the results of usability tests with real 

users. For example, in a post-editing task with different translators, it is not uncommon to 

find substantial levels of between-subject variability in terms of translation productivity 

(Terribile 2023). Therefore, it is recommended to work with a higher number of users, so that 

results are more reliable. Statistical tests can be performed to estimate the significance of the 

differences between-users (Pedhazur and Schmelkin 2013). On the other hand, validity helps 

us measure whether the usability testing of the system measures the actual usability of the 

system in a real-life scenario with real users. Some of the most common validity problems are 

not choosing the appropriate users for the test (e.g., computer science students for assessing 
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an IPE workbench, as they have never worked as translators and probably will never do a 

post-editing task with a CAT tool either), or not including time or social constraints or 

influences (see Sections 3.2 and 3.3 for a further discussion on potential methodological 

mistakes when conducting IPE studies). 

As a final recommendation for the usability engineering and testing process, Nielsen (1994) 

recommended that usability should be considered also after the live implementation of the 

system. Continuing to observe user interactions with the system after its launch will help to 

learn new aspects that could be improved or enhanced in subsequent versions or releases. 

 

4.3. User experience (UX) 

In the last two decades, technological advancements increased exponentially, and the 

computing and intelligent devices world experienced huge changes with the introduction of 

new breakthroughs. Devices were not only usable, but also more complex and fascinating, 

including new features that aimed to create more emotions in users. These changes had the 

effect that, in the HCI world, the term “usability” started to lose traction at the expense of 

“user experience” (UX), which is one of the most researched concepts currently by 

researchers in HCI (Albert and Tullis 2022). UX seems to capture better all the changes that 

are taking place in this rapid and fast-evolving field of knowledge (Dix, 2010). 

Forlizzi and Battarbee (2004) commented that, since the development of computing and the 

increase in popularity of PCs and devices, analysing the experiences of users when interacting 

with products became more important. Usability was first considered as the most important 

aspect to be taken care of in HCI, but, with new technological devices, researchers started to 

suggest that there were many more important aspects than usability alone. According to 

Forlizzi and Battarbee (2004, 1), when using interactive systems, it was important to study “all 

aspects of experiencing a product — physical, sensual, cognitive, emotional, and aesthetic”. 

Usability did not cover all these important aspects, as it focused mainly on ease of use and 

design, and therefore the term “UX” started to gain popularity. Design teams became more 

multidisciplinary and involved people from different fields of science and knowledge (Forlizzi 

and Battarbee 2004). 
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Hassenzahl and Tractinsky (2006) later commented on the controversy and discussions that 

the term “UX” generated. As a new term appearing in the HCI literature, more and more 

researchers took it up, resulting in different definitions and use-cases. The first studies about 

UX were mainly programmatic, and tried to convince HCI researchers that, in an interaction, 

there were many more aspects to be analysed than only the task-related and satisfaction-

related ones considered in the usability paradigm. Alben (1996, 1) regarded UX as “all the 

aspects of how people use an interactive product: how they feel using it or how well they 

understand how it works”. Overbeeke et al. (2002) had a similar idea of UX, suggesting that 

ease of use was not the only important element in the interaction of a user with a product, 

but also emotions, which were extremely relevant for the experience. These simpler and 

earlier UX definitions were later superseded by more conceptual studies, and the concept of 

UX evolved subsequently. Hassenzahl (2018) proposed a new UX model, suggesting all the 

aspects that constituted UX and should be taken care of (the subjectivity of UX, the 

importance of satisfaction, and the context of the interaction). In a similar framework to the 

one of Hassenzahl (2018), Wright, McCarthy, and Meekison (2004) suggested that UX was a 

set of feelings, emotions and particular situations and contexts where the interaction takes 

place, resulting in different experiences for the user. Interestingly, Wright, McCarthy and 

Meekison (2004) commented that, unlike usability (and usability engineering), researchers 

cannot design or engineer UX, but should design for UX. 

The International Organization for Standardization is also concerned with UX, and in its ISO 

9241-11:2018 standard (ISO 2018), centered on the ergonomics of human-system interaction, 

UX is defined as a “person’s perceptions and responses resulting from the use and/or 

anticipated use of a product, system or service”, a definition aligned with the previous UX 

frameworks and definitions presented above. This latter definition introduces an essential 

element that is worth stressing: perceptions and/or responses of users that matter most are 

not the ones that appear after using the system only, but also the ones that happen before 

the use of the product, that is, user pre-task perceptions. Pre-task perceptions have an 

important role in the UX. For instance, if translators are not happy with the idea of using MT 

systems for post-editing, their experience will probably be negative even before starting to 

use the system. Thus, considering both the pre- and post-task experience of translators will 
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be of vital importance. This issue is a key element tackled in this PhD dissertation (see Chapter 

5). 

All the above-mentioned definitions and conceptualizations for UX had the same goal: 

establishing a concept of what good UX is. Hassenzahl and Tractinsky (2006) also gathered all 

research trends in the UX field and described three different research trends that UX 

researchers were following at that time.  

In the first place, UX should go beyond analysing merely instrumental use, which was 

previously the main topic of HCI research. What does this mean? Since the inception of 

research on HCI, most research focused mainly on the achievement of certain goals when 

performing a task (Law et al. 2009). Therefore, user-centered studies were putting all their 

effort and energies into evaluating the task, looking for and testing usability, but the 

appearance of different elements, also of key importance in an interaction, compromised this 

early focus of HCI research. Some of the most important elements that appeared later were 

beauty (or aesthetics) (Alben 1996), diversion or intimacy (Gaver and Martin 2000), or novelty 

and stimulation (Hassenzahl, Burmester, and Koller 2003). All these elements implied 

something more than just ease of use and linked the attributes of the project with the needs 

and values of the user. After recognising the importance of these proposed aspects, the 

problem was how to understand and define them? And then, how to translate them into 

quality of the product or system? These are questions that current UX studies still try to 

answer. 

The second research trend in UX was focusing on the affective and emotional aspects of the 

interaction. According to Hassenzahl and Tractinsky (2006), emotions are critical for a group 

of human-computer interactions, such as subjective well-being (Diener et al. 1999) or 

decision-making (Loewenstein and Lerner 2003). For example, in the language services 

industry, a translator with specialist knowledge in MT will likely be more open to accepting 

and performing post-editing tasks (Alabau et al. 2013). This translator knows what the MT 

engine can offer, and their emotions will help them tackle the post-editing task more easily. 

If the translator has never worked with MT output before, they are likely to feel discouraged 

and to reject that task when offered less money for the same number of words than in a 

“normal” translation task (Fırat 2021). Affective computing is thus a focus in the UX field 

because designing systems that aid irritated or dissatisfied users may lead to a better UX, 
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enhancing the interaction of the user with the system (Cockton 2002). This trend is now 

studying positive emotions that users feel when interacting with systems, like joy, fun and 

pride (Blythe and Monk 2018). UX research dealing with emotions is also divided in two 

different ways considering emotions and affect (Hassenzahl 2018): one research line focuses 

on the importance of emotions as a consequence of product use (Kim and Yoo 2021; 

Hassenzahl, Burmester, and Koller 2003), and another line centers on the importance of 

emotions before the use of the product and as evaluative judgements (Norman 2007). 

The third and last research trend proposed is focusing on the nature of the experience. This 

view on UX has two main aspects regarding technology use. The first one is the situation 

and/or context, and the second is the temporality. In this approach, an experience is a 

combination of elements (regarding the user and the product, e.g., their mood, expectations, 

or goals) that extend over a period of time and have a beginning and an end. All these 

elements interact with each other and are related to each other. Thus, it is important to 

analyse the UX within a particular and situated context and scenario, as well as during a 

certain period of time, to see whether the UX changes, evolves and improves or worsens 

during the interaction. For instance, the changes in the UX of a translator using an IMT      

workbench for IPE tasks may happen throughout the whole interaction, from the moment a 

translator receives a task assignment, to the moment they start using a new IMT workbench, 

to the scenario where they are recurrent users of such a workbench and their perceptions 

towards the system and their UX may change over time. 

After this discussion on UX, taking into account the different definitions proposed by 

researchers in the HCI field and the various trends in research, we can suggest the defining 

aspects of UX. First of all, UX should have more than a task-focused and instrumental use, as 

UX should always take the context and the subjectivity of the user into account. UX relies 

vastly on the internal state of the user (their expectations and perceptions) and depends on 

the features of the system (its complexity, usability, functionality), as well as on the context 

where the interactions take place (in a real-life working scenario, in a social setting or in a 

volunteering situation). All these elements make UX a much more complex concept than 

usability, as different elements must be considered. Aligned with this brief summary, 

Hassenzahl and Tractinsky (2006, 6) concluded with a thoughtful sentence, suggesting that, 

instead of following the traditional HCI assumption where a “good system” is one without 
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errors, the main goals of HCI should be to “to contribute to our quality of life by designing for 

pleasure rather than for absence of pain”. If transposed to the context of this PhD: Do IPE 

workbenches, MT systems and post-editing tasks contribute to pleasurable or painful 

experiences when translating? These are some of the questions addressed in this PhD 

dissertation (see Chapter 5). 

 

4.3.1. User experience from different angles 

Since UX is a broad concept including multiple elements to be considered (satisfaction, 

emotions, feelings, specific contexts, etc.), there are different types of perspectives taken to 

research UX. The most common approaches to the study of UX are: interaction-centered 

studies, product-centered studies, and user-centered studies (Albert and Tullis 2022). As the 

focus of this PhD is working with translators, the UX studies that are reviewed and analysed 

in this section are user-centered ones. 

The user-centered approach focuses on helping product developers and designers to 

understand the people who will be using their products. In the literature, this has been 

studied from different angles and points of view, according to what the goals were of the 

researchers. Instead of focusing on the traditional goal- and task-oriented usability paradigm, 

new frameworks appeared, which concentrated on the wide range of elements considered in 

the UX paradigm. For example, Hassenzahl (2018) studied the fun experienced by the user 

when interacting with specific products or systems, and whether the interaction was fruitful 

in terms of enjoyment. Users’ motivations and context of use were also studied (Mäkel and 

Suri 2001), and Jordan (2003) proposed that a good UX should look to provide users with 

usability, pleasure, pride and functionality, as every product or system should activate all 

these senses before, during or after an interaction happened. Mao et al. (2005) later 

commented on the growing importance of user-centered design for achieving a good UX, as 

researchers started to focus on this topic, and user-centered design started to be a focal point      

in the main conferences on HCI. Thus, we can say that user-centered design is a key element 

in HCI, whether we talk about a website that leads a user to their goal with just a mouse click 

—instead of with nine mouse clicks— or if we talk about a translator using a CAT workbench 

including MT and TM functionalities that do not consider what their needs and objectives are 

(O’Brien et al. 2017). Negative experiences may result in users abandoning such systems to 
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look for other products offering better user experiences, or directly not adopting such 

systems in their daily workflows (Albert and Tullis 2022). 

In 2006, taking into consideration all the previous frameworks and models of UX to date, Roto 

(2006) suggested a new holistic model, proposing that user-centered UX was a group of 

building blocks. Figure 4.1 presents Roto’s UX framework. Firstly, we have the system, which 

was defined as “all products, services, and infrastructures that are involved in the interaction 

when using the examined product” (Roto 2006, 3). In an IMT workbench for IPE tasks, we 

could talk about the TM and the MT features being vital to the translation completion 

proposals, which are exclusive to these types of workbenches. UX is a combination of all the 

attributes of the system, so an IMT workbench will evoke different user experiences if 

compared when translators perform TPE or IPE tasks, as translation completion proposals 

may appear or disappear depending on the MTPE modality. 

 

Figure 4.10. Building blocks for user-centered UX proposed by Roto (2006). Image retrieved from Roto 
(2006). 

Secondly, Roto (2006, 3) talks about the context, which is “the physical, social, and temporal 

factors, and (optionally) the task context for the experience”. This second component 

contains four types of contexts that should be analysed together. The physical context is 

everything the user can see or feel; for example, the office or desk where the translator is 

working, its ergonomics, the temperature, or the lightning (Schilit, Adams, and Want 1994). 

This supports some situated, embodied cognition work undertaken in the Translation Studies 
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field (Risku and Rogl 2020). The social context includes the expectations and influence that 

other people have about the user. In a real-life working scenario, project managers will expect 

to receive a high-quality translation within a limited deadline. Or, in a lab experiment, what 

expectations do researchers have when a translator participates in a study? Therefore, 

analysing the UX of translators in their normal context of interaction with technologies may 

be the best situation to obtain valid data. The temporal context refers to the period of time 

that a user can dedicate for the system under certain context restrictions. For example, if a 

client needs an urgent translation, will the translator perform light- or full-post-editing of a 

text to meet a tight deadline? The task context is also regarded as a key element of the context 

component, as the situation where the task is performed is also relevant. 

Finally, the user is the most important component of Roto’s (2006, 3) approach to UX, where 

the focus is on “the mental and physical state of the person who interacts with the system”. 

Users are without any doubt the most important element in user-centered UX. In this 

component, we should analyse the personal experiences and expectations of the user, which 

will affect the interaction with the system. Is the translator used to post-editing? Does the 

translator know the system? What does the translator think about post-editing? This will 

influence vastly how the translator interacts with the system and the resulting UX after the 

interaction. 

 

4.3.2. User experience evaluation 

The wide acceptance of UX in the HCI world and its widespread use has undoubtedly had 

some consequences. As seen above, different researchers have focused on different 

experiential elements included in the “UX” concept (see Section 4.3.1). The questions that 

arise now are: how can we measure these experiential elements? Understanding and 

interpreting emotions is difficult (Forlizzi and Battarbee 2004), but researchers claim that, 

even if no generally accepted measures for UX exist, UX could be measured in different ways 

(Roto, Obrist, and Väänänen-vainio-mattila 2009). This section provides a summary of the 

most used UX measures and evaluation methods to date. 

Bargas-Avila and Hornbæk (2011) reviewed 51 publications on UX from 2005 to 2009, to find 

which was the most common UX evaluation method in the field during that time. The data 
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sources used were three well-known scientific repositories: the ACM Digital Library, ISI Web 

of Knowledge and ScienceDirect. In this analysis, the authors found that most evaluation 

methodologies were qualitative scales and questionnaires, which were built on previous 

usability studies. Emotions, enjoyment, and aesthetics were the most analysed factors in the 

studies reviewed. 

Some years later, Law, van Schaik, and Roto (2014) performed a second analysis and inspected 

58 studies. The examined period was from 2010 to 2012. In this second analysis, most studies 

measured UX together with other cognitive factors (e.g. learning efficacy when reading) 

(Mumm and Mutlu 2011) and behavioural factors (e.g. task completion time). The methods 

employed by all studies were validated questionnaires or scales (e.g., AttrakDiff, the User 

Experience Questionnaire, Self-assessment Manikin, Flow State Scales, or PANAS, among 

others), and some studies measured psycho-physiological measures such as heart rate and 

keystroke patterns to link them with confidence, hesitance, relaxation, etc. (Epp, Lippold, and 

Mandryk 2011). Interestingly, both Bargas-Avila and Hornbæk (2011) and Law, van Schaik and 

Roto (2014) found that all research analysed was measuring UX in a non-work-related context. 

As mentioned previously (see Sections 3.2 and 4.2), in the framework of this PhD, analysing 

and studying non-work-related contexts may lead to biased and unreliable results because 

translators would not interact with the product in the actual way they do in their normal 

routines and working days. 

Traditionally, usability was measured with stopwatches or logging keystrokes or user actions 

because these were objective measures that could provide information about the number of 

clicks or errors, or even about the time users took to execute a certain task (see Section 4.2.1). 

UX is subjective, and therefore these objective measures were not appropriate. This 

subjectivity meant that UX could not be measured by just observing users performing a task; 

UX should go beyond the objective level (Obrist, Roto, and Väänänen-Vainio-Mattila 2009). In 

addition, not only the “satisfaction” concept included in the “usability” definition was of 

importance here, but also users’ motivations, expectations, emotions and lived experiences 

(Kankainen and Suri 2001; Kaye 2007). In another review of UX evaluation methods, 

Vermeeren et al. (2010) also highlighted the importance of field evaluation instead of lab 

evaluation. Since the most important thing to analyse is what the user experiences, 
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investigating UX in the most realistic scenario possible is key, backing up once again the idea 

of analysing translators working from home or in an office, instead of from a lab. 

Roto, Obrist and Väänänen-vainio-mattila (2009) performed a categorization of different UX 

evaluation methods, so that researchers could know which ones to use depending on their 

study: of the samples they studied, there were lab tests, field studies, surveys, expert 

evaluations, and a mix of these methods. 

The first type of UX evaluation method proposed by Roto, Obrist and Väänänen-vainio-mattila 

(2009) was lab studies, which were a common and popular method in usability evaluation. In 

this type of evaluation, users are asked to perform a task with a product, and to think aloud 

during the interaction. This way, researchers may observe and analyse some actions and 

emotions of the user while carrying out the task. This is a good method for assessing UX in 

early phases of product development, to know early what users think of any interaction. An 

example of a lab study is the Tracking Realtime User Experience (TRUE) method (Ganglbauer 

et al. 2009), which includes psycho-physiological measurements (Hazlett 2006; Mandryk, 

Inkpen, and Calvert 2006), and these types of methods sometimes require a controlled setting 

and specialized equipment such as eye-trackers and key loggers. 

The second method proposed were field studies. Again, since that context has a great 

importance and effect on UX, it is relevant to analyse user experiences in real-life scenarios 

(Fields et al. 2007; 2008). Field studies can also be longitudinal to see how the experience of 

the user evolves during the interaction with a product or system (Kujala et al. 2011). This 

latter method may be interesting for a longitudinal study on the UX of translators doing IPE 

tasks, so we can reduce the experience difference that TPE vs IPE tasks entail. 

Another feasible method in UX evaluation is to carry out surveys. They are a convenient way 

of getting feedback from real users and, due to the fact they can be done online, surveys allow 

for reaching a much bigger group of participants than a lab study. Roto, Obrist and Väänänen-

vainio-mattila (2009) mentioned AttrakDiff™ (Hassenzahl, Burmester, and Koller 2003), 

Emocards (Desmet 2002) and the User Experience Questionnaire (Laugwitz, Held, and 

Schrepp 2008) in this context. 

Expert evaluation is another method for evaluating UX. To cut costs in recruiting participants 

from the exact target group to interact with the evaluated system, a common step in early 
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prototyping of the product is to have usability and field experts evaluate the product with 

usability heuristics (Nielsen 2010). It is recommended to go over this step in every project 

before doing the user test, in a pilot experiment, which would allow for detecting and 

correcting minor usability issues that would ruin the expensive and time-consuming user test. 

The most common method is to use a heuristics matrix or to focus on a specific experiential 

element of the interaction and then have an expert rate this element (e.g., enjoyment in the 

interaction). 

The final UX evaluation method proposed by Roto, Obrist and Väänänen-vainio-mattila (2009) 

was a combination of different evaluation methods mentioned above, like mixing objective 

observation data with a keylogging program while collecting subjective feedback from the 

user through questionnaires, interviews or surveys. This way, richer data can be collected 

from users and interactions, and therefore the analysis may bring more robust results after 

triangulation. 

As a conclusion for this section, in the HCI field, there has been substantial discussion about 

the methodology for measuring UX, and different methods have been proposed depending 

on the objective of each researcher or study (Obrist, Roto, and Väänänen-Vainio-Mattila 

2009). Some examples put the attention on the Hedonic Quality (HQ) of a product, and pay 

closer attention to more subjective emotions, hedonic elements or sensations (Hassenzahl, 

Beu, and Burmester 2001), while others have focused on the Pragmatic Quality (PQ) of a 

product, paying closer attention to a mix of subjective and pragmatic elements (Vermeeren 

et al. 2010). Therefore, the most appropriate UX evaluation method will depend on the goals 

of each research project, and whether a more HQ or PQ focus is desired. However, the 

conclusion that has been reached is that questionnaires are the most viable tool for collecting 

UX measures, and there are different questionnaires that are most commonly used in terms 

of UX in the HCI world, specifically AttrakDiff and UEQ (Law et al. 2009). 

 

4.4. Studies of HCI factors in Translation Studies involving MT 

The previous sections of this chapter, containing definitions, frameworks, and evaluation 

methods of key concepts of the HCI world, allow for easily differentiating usability from UX. 

These two terms are central to the study of today’s interaction with digital devices, products, 
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or systems. Current HCI studies focus on a wide variety of topics, such as intelligent personal 

assistants, user speech production, and communication with interactive voice or text 

response systems (Clark et al. 2019), just to name a few. If we look closer at these topics, we 

can see that there is one in-depth element that is common to all of them: language. Whether 

users talk to intelligent personal assistants like Siri or Alexa, or communicate with interactive 

voice response systems, one of the most important factors that enables these interactions is 

language. Some studies demonstrate that the lack of language coverage for intelligent 

personal assistants hinders usage and hamper accessibility depending on the native language 

of the speaker (Wu et al. 2020). This highlights the importance of communication, language, 

and translation in making all these technologies available to the wider public. Nevertheless, 

as (O’Broin 2011; 2012a; 2012b) commented a decade ago in the magazine Multilingual, the 

translation or MT fields have not paid attention to the critical role of translation and language 

in enabling the interactions and experiences of users with intelligent and digital devices. In 

this section, a literature review of HCI factors studied in Tanslation Studies and the MT 

community is presented. To conduct this review, proceedings of all major venues and 

conferences in Machine Translation (AMTA, EAMT, MT Summit, etc.) and HCI (CHI, ACMMM, 

ACM UI) have been analysed by looking for specific keywords and specific words in the titles 

or abstracts, namely “UX”, “experience”, “usability”, “HCI”, “human-computer interaction”, 

“interaction”. From the articles found, abstracts have been read to see whether they studied 

any HCI factor in relation to translation and MT. Also, this search method was used in Google 

Scholar and other scientific repositories such as ScienceDirect, Scopus and Web of Science. Of 

all the articles found, only the ones that appear in sections 5.1 and 5.2 were relevant to this 

PhD research. 

 

4.4.1. Usability in Translation Studies involving MT 

Traditionally, a popular branch of research in Translation Studies is the study of the translation 

process (Alves and Jakobsen 2020), focusing mainly on the particularities of the translation 

task by using keylogging and eye-tracking methodologies (as alluded to previously in Section 

2.3.1). This allows researchers to focus on the analysis of the time spent in performing certain 

translation or post-editing tasks, the number of keys pressed, etc. Data obtained from 

translation process research is objective, and there may be some elements that cannot be 
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investigated or fully observed or studied without taking subjective feedback or user 

perceptions into consideration (Bundgaard 2017).  

Thus, special attention is also paid to subjective feedback in Translation Studies, which allow 

for introducing usability into translation process research. A literature review demonstrates 

that two main approaches to analysing usability can be observed. The first approach looks for 

direct feedback from translators when interacting with MT. For instance, Etchegoyhen et al. 

(2014) claimed that subjective feedback from translators is an important aspect when 

considering the usability of MT in a translation workflow, and that translators’ perceptions 

should also be accounted for along with other typical indicators, such as translation 

productivity measurements. In a study with 19 translators, Etchegoyen and colleagues (2014) 

ran a questionnaire to capture what translators thought about their post-editing tasks in a 

subtitling environment, and the process and the usability of introducing MT in a subtitling 

workflow was negatively rated overall (the results showed an average of 2.37 on a 5-point 

Likert scale, where 1 was regarded as a poor post-editing experience, and 5 as an excellent 

experience). Similarly, Torres-Hostench et al. (2017) analysed the usability of a mobile app for 

post-editing comparing keyboard and voice input. The usability was assessed through think 

aloud protocols and discussion groups between five participants and five observers. Later, 

Teixeira et al. (2019) conducted two usability experiments of a desktop interface to conduct 

post-editing tasks via touch and speech input, and collected the satisfaction of participants 

via questions and open comments, though most participants preferred the traditional 

keyboard and mouse input modality for post-editing. 

The second usability approach is the most common in the literature, and changes its focus 

from translators to end-users, that is, the readers of machine translated texts. By following 

this second approach, the end-user is the central point of the study, and the evaluated 

elements are the effects that a machine translated text has for usability and acceptability 

from the end-user (reader) point of view (Suojanen, Koskinen, and Tuominen 2014). In this 

latter line of research, other researchers also analysed end-user comprehension of machine 

translated text (Roturier 2006; Stymne et al. 2012), but they only considered the subjective 

reception of the final text (i.e., how usable was the final text) and did not consider objective 

measures, such as productivity. Therefore, the “effectiveness” and “efficiency” factors of the 
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ISO definition of “usability” were not assessed, and we conclude therefore that they studied 

usability only partially. 

In a more recent study, Doherty and O’Brien (2014) assessed objective and subjective 

elements, more specifically, the usability of unedited MT output through eye-tracking and a 

post-task questionnaire looking at goal completion, satisfaction, effectiveness, and efficiency. 

This study did not deal with translation tasks, but with the impact that machine translated 

instructions had on users interacting with online documentation. They therefore followed the 

second approach to usability in Translation Studies mentioned above. The goals of this 

research were to study whether goal completion, satisfaction, effectiveness and efficiency 

were affected by the instructions the users read to complete a certain task. One set of 

instructions was originally written in English, and the other set of instructions was machine 

translated into Spanish, French, German and Japanese, without any type of editing. Thirty 

native speakers participated voluntarily in the study, and they had to perform specific tasks 

with the help of instructions written in their mother tongue. There were 15 English, 4 French, 

3 German, 4 Spanish and 4 Japanese native speakers; only the English speakers read the 

original instructions, while the rest of the speakers read a raw machine translated set of 

instructions. A post-task questionnaire was used, including 12 items in a 5-point Likert scale, 

and results showed that the English participants rated their instructions higher than any other 

group of participants who read the machine translated instructions. The rating of some 

questionnaire items such as comprehension, end-user satisfaction or the value of the 

instructions to complete the required task showed statistical significance. From this study, 

the authors concluded that end-users’ reception of texts was worse in machine translated 

texts than in originally written texts. 

Later, in her PhD thesis, Castilho (2016) analysed the acceptability of machine translated text 

for end users. Here, acceptability was understood as a combination of usability, quality, and 

satisfaction. In a first pilot study, 18 Brazilian Portuguese native speakers were asked to 

interact with a product by reading some instructions. These native speakers were divided into 

two groups; one group had to read the raw MT instructions, without editing, while the second 

group read the post-edited instructions. The goal was to perform certain tasks, such as setting 

up an automatic calendar within a time tracking product. Participants’ actions were 

monitored with an eye-tracking tool by looking at eye fixation time, count and duration. Also, 
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participants had to complete a 5-point Likert scale questionnaire on their level of satisfaction 

after performing the required tasks by rating the instructions provided. Results showed that 

post-editing increased usability and user satisfaction in comparison with raw MT instructions 

(Castilho et al. 2014). In a second part of her PhD, Castilho (2016) also studied the usability of 

people interacting with a spreadsheet program. In terms of usability experiments, eye-

tracking software was used and, following the ISO definition of usability, effectiveness (via 

goal completion), efficiency (in terms of task time and goal completion) and cognitive effort 

(via fixation duration and count, and visit duration and count) were considered. Two groups 

of users were studied: translators and people who read the final translation. Participants 

interacted with different translation modalities (raw MT output, post-edited texts, and 

human translations), which were also analysed. The final instructions were considered usable 

if participants could use them satisfactorily in the intended context of use. In addition, end-

user satisfaction was also studied in terms of how pleasant it was to use such texts as 

instructions. For satisfaction, both a post-task questionnaire (in a Likert-scale way) and a 

satisfaction survey (where users had to answer YES/NO to whether the information was 

useful) were carried out. Results showed that post-editing significantly improved acceptability 

of target-text readers in all the language combinations analysed (Castilho and O’Brien 2017). 

 

4.4.2. User Experience in Translation Studies involving MT 

With researchers from Translation Studies looking each time with more interest to the HCI 

world because of the digitalization of the translation field (O’Brien 2012b), the term UX 

started to appear in some studies of MT.  

Bowker (2015) was the first person to reportedly study UX after reading O’Broin's (2011, 

2012a) reflections of UX in the language industry. As a consequence, Bowker (2015) carried 

out a study to analyse whether the UX and the translatability of a website text were 

correlated. In this study, Bowker did not follow the ISO definition of UX, and instead regarded 

UX as “things such as whether a product is easy to figure out, whether it is difficult to 

accomplish simple tasks, or how it feels to interact with that product (e.g. satisfying, 

frustrating)” (Bowker 2015, 3). Two sample texts were then re-written by following UX-

oriented guidelines (e.g., to avoid jargon and write simple sentences) or translatability-

oriented guidelines (e.g., use the active voice and write short sentences). Then, text readers 
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were asked to provide feedback on their “experiences” when reading these texts. One-

hundred and seven people were asked to evaluate the source-language texts. 61% of 

participants preferred texts written following the UX-oriented guidelines, in comparison with 

the 39% of the translatability-oriented ones. Then, the sample texts were machine translated, 

and three professional translators evaluated the quality of the resulting MT raw output in 

terms of adequacy and fluency. All translators rated the translatability-oriented text higher 

than the UX-oriented text. The final study of the paper was carried out on the target-language. 

A recipient questionnaire was undertaken, asking native target-language readers to state 

which MT output they preferred. 62% of participants preferred the text written by following 

the translatability-oriented guidelines. Bowker finally concluded that, as translatability 

increased, the UX of source-language readers decreased, while the UX of target-language 

readers increased. Bowker and Ciro (2018) carried out a second study, with a bigger sample, 

which also used Bowker’s (2015) definition of UX, but the focus was still on acceptability and 

readability of texts from an end-user perspective, more specifically for readers of MT content. 

Therefore, we can say that these two studies were more usability-focused than UX-focused, 

in line with previous studies of usability and in accordance with the latest ISO definition of UX 

considered in this literature review (ISO 2018) (see Section 4.3). 

In a smaller-scale experiment, Matusov, Wilken, and Georgakopoulou (2019) undertook a 

user experiment with two translators, who worked in the audiovisual translation field, and 

subtitled a program with MT assistance. According to the authors, translators were asked to 

rate “their MTPE experience”, but they only had to rate if they liked post-editing MT output 

in the subtitling task with a 5-point Likert scale, and the average obtained was a 3. As we have 

seen in the theoretical UX section, UX should include pre-task perceptions, measurement of 

a wide range of emotions while performing the task, and the experience after doing the task, 

so we cannot claim to have addressed UX by just offering a simple Likert scale after interacting 

with MT. Though the authors claim to have addressed UX, this study should also be classified 

as a usability-oriented study. We could even say that the study by Matusov and colleagues 

(2019) looked at usability in a rapid and superficial manner, only using a simple Likert-scale 

questionnaire after users performed a task with a tiny sample (two translators), which did not 

allow for the use of statistical analysis. 
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More recently, Guerberof-Arenas, Moorkens, and O’Brien (2021) published a paper called 

“The impact of translation modality on user experience: an eye-tracking study of the 

Microsoft Word user interface”, researching the impact of different translation modalities on 

the “user experience”. Yet, considering strictly the ISO definition of UX, Guerberof-Arenas, 

Moorkens and O’Brien (2021) mainly measured usability, considering the following elements: 

(i) Effectiveness, which was calculated through task completion. The more tasks users 

completed within the allotted time, the more effective they were; (ii) Efficiency, which was 

measured after analysing the number of tasks users completed in relation to the time it took 

to complete the tasks. The lower the time spent to complete the tasks, the higher the 

efficiency of the user; and (iii) Satisfaction, which was measured with the IBM computer 

usability questionnaire (Lewis, 1995), where users had to rate a series of statements on a 7-

point Likert-type scale. Gaze data were then replayed, and translators were interviewed 

through a think-aloud protocol. Guerberof-Arenas, Moorkens, and O’Brien (2021) concluded 

that effectiveness was not significantly different when observing different translation 

modalities. Yet, the efficiency and satisfaction values showed statistical significance 

depending on whether users worked with a computer program translated by a human or a 

machine. Once again, these users did not interact with the MT assistance themselves in an 

editing/translating workflow, but worked with machine translated content. Interestingly, the 

previous experience of participants impacted substantially on how well they performed the 

tasks, even if the MT output was not correct. This is also applicable to IPE, as seen in Chapter 

3, because previous experience in post-editing tasks results in less resistance to the 

introduction of (new) technologies in translation workflows and reduces translators’ 

reluctance to technology (Alabau et al. 2013; Sanchis-Trilles et al. 2014). The participants of 

Guerberof and colleagues’ study (2021) were not people interacting with MT, and the goals 

of the study were to evaluate whether the translation modality affected the acceptability or 

usability of an application (MS Word). Once again, there is no analysis on UX specifically as 

per the ISO definition of UX, and we could therefore say that the authors undertook a 

usability-oriented study. This is also supported by the fact that the subjective questionnaire 

used was named “IBM computer usability satisfaction questionnaire” (Lewis 1995). 

As can be seen in the review of literature thus far, most researchers claim to have researched 

UX in relation to MT, but none of them has actually followed a current UX-methodology. 
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Instead, usability methods and questionnaires have been used, focusing mainly on efficiency 

and effectiveness, neglecting user satisfaction. In the theoretical section on UX (see Section 

4.3), we have seen that there are many more aspects to be considered when researching UX, 

which have not been applied in the above studies of this section. 

Koponen et al. (2020) have been found to be the first researchers to actually focus on UX 

involving MT, as per the ISO standard definition of UX. Koponen et al. (2020) collected 

feedback from 12 translators who produced subtitles through MTPE. It is worth stressing, 

however, that these translators had no experience in combining subtitling with MTPE. 

Translators’ feedback was collected through a UX questionnaire and later with semi-

structured interviews. The main research questions sought to know whether translators 

thought that these subtitling tasks were positive or negative, to understand their experience, 

and to study how this experience could be improved. Koponen and colleagues (2020) slightly 

modified the User Experience Questionnaire (UEQ) created by Laugwitz, Held, and Schrepp 

(2008) to adapt it to a subtitling task, with the aim of collecting the perceptions of translators 

after performing the post-editing tasks. The UEQ uses 26 opposite adjective pairs (e.g., 

easy/difficult) on a 7-point Likert scale to rate the experience of users when interacting with 

a product or system. The authors of this study amended the original UEQ and reduced the UX 

questionnaire to 13 different adjective pairs. Then, they converted the UX results and 

established experience thresholds from a range of -3 to +3, where average scores between -

0.8 and +0.8 were neutral, scores below -0.8 were considered negative, and scores over +0.8 

were deemed positive. As for the UX results, most evaluated adjective pairs were neutral, and 

none of the ratings assigned by the translators fell below the -0.8 value. The most negative 

adjective pair overall was “limiting/creative”, which is normal in an audiovisual translation 

setting because subtitle segmentation and character limit play an important role in this 

translation domain. Semi-structured interviews were then carried out to collect more 

feedback from the translators and how they experienced the MTPE tasks in such a subtitling 

workflow. The interviews were later transcribed, anonymised, and analysed thematically with 

the software Atlas.ti, with a special focus on identifying positive and negative comments. 

Koponen et al. (2020) identified 143 total statements, where 55% were negative, 29% positive 

and 15% neutral. Most negative statements focused on specific spotting or segmentation 

issues related to the subtitling domain. In terms of the positive statements analysed, the vast 
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majority were acknowledging the good results and solutions that the MT output offered, 

more specifically about useful lexical options or terminology use. Out of the 143 statements, 

42 stated that MTPE had a strong impact in the subtitling process, and most of these 

comments were negative, as translators perceived that MT reduced their productivity and the 

creativity of the resulting post-edited output was lower than if translated without MT 

assistance. Yet, these were only user perceptions, which may not correlate with empirical 

data and measurements, where quality or productivity need to be measured and triangulated 

with these subjective data (as suggested in Section 4.3). Interestingly, translators proposed 

different improvements to the systems used, though they were not asked about them. From 

Koponen et al.’s study (2020), we can therefore conclude that the experience of subtitlers 

was not negative (none of the elements evaluated fell below the –0,8 value). Using the 

amended UEQ version allowed for identifying the friction points of subtitler-MT interaction 

(e.g., segmentation, creativity), and allowed for identifying areas of improvement in the 

development of translation technology tools for achieving a better UX.  

Building on the previous study by Koponen et al. (2020), Karakanta et al. (2022) conducted a 

new study with 22 subtitlers, who were asked to post-edit automatically generated subtitles. 

Then, subtitlers’ UX was collected with Koponen et al.’s amended UEQ, and results were also 

normalised to UX scores ranging from -3 to +3. The authors shared that the subtitlers' UX was 

neutral or positive, as 12 of the 13 pairs of adjectives analysed had an average UX score above 

0, and the only pair of adjectives with an average negative UX score was very close to 0. 

Finally, Karakanta and colleagues included a questionnaire with open questions to investigate      

subtitlers’ opinion about the MT quality and subtitlers’ perceptions of automatic 

segmentation and automatic subtitling. The answers to these open-ended questions were 

then coded with thematic analysis (Braun and Clarke 2006), and analysed further. The 

thematic analysis results showed that the main issues of automatic subtitling originated from 

failures in speech recognition, which caused error propagation, translations out of context 

and inaccuracies.  

Although Koponen et al. (2020) and Karakanta et al. (2022) were the first to use UX evaluation 

methods from the HCI field, the UEQ they used underwent major modifications. A validated 

questionnaire with 26 adjective pairs was adapted to a questionnaire with only 13 adjective 
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pairs. These amendments may compromise the validity of the questionnaire (Taherdoost 

2016), and further methodological consideration should be undertaken. 

  

4.4.3. Ergonomics, situated interactions, and hedonomics in Translation Studies involving MT 

Besides “usability” and “UX”, there is a third important concept in the HCI world that has 

caught the attention of translation and MT researchers: “ergonomics” (or human factors). 

According to the ISO 9241-11:2018 standard (ISO 2018), named Ergonomics of Human-System 

Interaction, a more recent definition of ergonomics is: 

[a] scientific discipline concerned with the understanding of interactions among human and 

other elements of a system, and the profession that applies theory, principles, data, and 

methods to design in order to optimize human well-being and overall system performance 

(ISO, 2018) 

 

Ergonomics therefore tries to understand better the interactions between humans and 

computers, and not only consider system/task performance, but also human well-being. 

Traditionally, the study of ergonomics focused on preventing people’s pain in their workplace 

but has evolved to a discipline devoted to improving the physical and cognitive environment 

of people by changing, designing and redesigning elements of their surrounding environment 

(Salvendy and Karwowski 2021). User interfaces should be easy to use for users to have an 

appropriate interaction, and it is the same with translation technologies. For example, 

translation memories are supposed to ease translators’ cognitive effort (Muñoz Martín 2012) 

because translators are automatically offered already (partially) translated segments. 

When speaking of ergonomics, Doherty and King (2005, 2) commented that “[s]ystem 

development projects have typically been viewed as exercises in technical change, rather than 

socio-technical change”, not taking into account the thoughts and experiences of users, in line 

with Olohan (2011, 6), who added that “the human and organizational aspects are not 

addressed at all, or only implicitly, […] when the system is being developed”. Not listening or 

paying attention to the users of a system may be considered a critical issue in other industries, 

but why does this not happen in the MT community and, more broadly, in the translation 

technology fields? This may have serious consequences. Thus, what translators think while 

they translate is not the only thing that affects performance, but also how translators interact 
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with their environment and context. This leads us towards considering current translation 

workflows as “situated” activities. 

Suchman (1987; 2007) was one of the early researchers who started theorizing about the 

situatedness of activities and cognition. In translation studies, situated cognition was first 

introduced by Vienne (1994), in relation to the functional approaches to translation, 

suggesting that translating was not only a problem-solving task with a specific text, but there 

were many other important aspects, like the context of the translator, the type of assignment 

and text, etc. More recent research on situated cognition has also explored practice theory 

(Olohan 2017), ergonomics (Ehrensberger-Dow and Heeb 2016), and embodied, embedded, 

extended, enacted, affective (4EA) cognition (Risku and Rogl 2020).  

In the contemporary language services industry, which implies, without any doubt, a form of 

human-computer interaction, Ehrensberger-Dow and Heeb (2016) studied the impact of the 

translation context (e.g., the physical conditions of the translation workplace or the use of 

language technology) on the cognitive aspects of the translation process by recording the 

screen of the translator, as well as the room where the translator was working. They 

concluded, “If translators are overly constrained (e.g., by the tools they use), they may adjust 

their cognitive processes and actions to fit those constraints instead of searching for creative 

solutions to the problems that TM and their other language technology tools cannot properly 

deal with” (Ehrensberger-Dow and Heeb 2016, 13). Ehrensberger-Dow and O’Brien (2015) 

studied “cognitive friction” and the role of ergonomics in complex translator-computer 

interactions, with a focus on translation workplaces for both in-house translators and 

freelance translators, and found different common issues (e.g. sitting for too long translating) 

and commented on ergonomic solutions to relieve these problems. Some other research has 

been carried out on ergonomics by taking into account the importance of the situated 

interaction of translators with their environment (tools, computers, offices, etc.), and 

researchers have studied how ergonomic issues in translators’ workspaces impacted their 

efficiency and the quality of their resulting translation, specifically at the moment where a 

strong digitalization of the translation process was taking place, and TM and MT technologies 

were merging to “assist” and “ease” translation workflows (Ehrensberger-Dow and Massey 

2014; Ehrensberger-Dow et al. 2016; Ehrensberger-Dow 2014; 2017; 2020;). In addition, the 

ergonomics of specific tools have also been analysed, by focusing on the interaction of 
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translators with CAT tools, suggesting that tool developers actually did not take into account 

users’ perspectives when designing such tools (Lagoudaki 2008), which may be irritating in 

some real-life scenarios (O’Brien et al. 2017). These ergonomics studies also support Doherty 

and King’s (2005) and Olohan’s (2011) comments on the non-inclusion of user feedback in 

system development. 

In this context of ergonomics and pain relief, Hancock, Pepe, and Murphy (2005, 1) coined 

the term “hedonomics” as “[the] branch of science and design devoted to the promotion of 

pleasurable human-technology interaction”, and introduced this concept into the human 

factors/ergonomics lexicon. The main purposes of hedonomics were (1) to promote pleasant 

and enjoyable human-computer interactions and (2) to promote well-being through 

technological augmentation (Oron-Gilad and Hancock 2017). Here, again, appears the ‘human 

augmentation’ concept proposed earlier by Engelbart (1962) (see Section 4.1). While 

ergonomics is more focused on preventing pain, hedonomics is centered on the promotion of 

pleasure. Yet, Oron-Gilad and Hancock (2017) highlighted the importance and difficulty of 

setting the boundaries and balances between affective- and productivity-driven frameworks. 

A hedonomic interaction is not a utopia where people interact with systems without demands 

or constraints. Although productivity and performance are very important elements in today's 

society for economic reasons, user satisfaction and well-being should also be analysed and 

considered in human-computer interactions, and, ultimately, be taken into account in system 

development. Hancock, Pepe, and Murphy (2005) proposed a framework for the study of 

hedonomics. In the development of any product or system, according to Maslow's (1958) 

model of optimization of human satisfaction, there are some low-level needs that need to be 

satisfied before dealing with other higher-level needs. In this framework, safety for users 

should be the first concern, and only after ensuring the product or system is safe, functionality 

becomes a priority. Then, only after ensuring the lowest-level need, we can move forward to 

the next level need. When functionality is achieved, usability should be considered. Once a 

system is usable, we can then move to promoting pleasurable experiences to the user. It is 

therefore of utmost importance to set the hierarchy levels in the translator-MT interaction. 

The hierarchy may change depending on the context, as we deem the translation activity as 

a situated form of human-computer interaction, but users’ pleasure in the interaction should 

be looked for and considered regardless of the context this interaction takes place in. As the 
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review in Section 4.4 shows, the experiences of translators in modern translator-computer 

interactions have received very limited attention. 

 

4.5. Human-centered, augmented MT (HCAMT) 

In this context of increasing attention towards the user in human-computer interactions, 

recent technological developments have led to a surge in popularity of AI, and its adoption 

and influence have increased exponentially. The most prominent example of these 

developments is the launch of ChatGPT in November 2022,8 which captivated the general 

public's interest in AI and expanded their utilisation beyond academic and industrial contexts, 

facilitating their integration into the daily lives of non-experts, as explored and demonstrated 

by Yue et al. (2023). 

Amidst the growing excitement surrounding the potential of AI, with heightened attention 

from the media, academic circles, and the industry, recent research has begun to explore its      

transformative impact across various spheres of life, ranging from education (Kasneci et al. 

2023) to software development (White et al. 2023), or translation (Jiao et al. 2023; Lyu, Xu, 

and Wang 2023; Castilho et al. 2023; Briva-Iglesias, Camargo, and Dogru 2024), among other 

professional domains. Concurrently, numerous concerns have been voiced regarding the 

possible negative consequences of these emerging technologies in the workplace, including 

job displacement or disruption due to increased automation (Eloundou et al. 2023), the 

hazards associated with adhering to AI-generated guidance (Oviedo-Trespalacios et al. 2023), 

and the ethical (Zhuo et al. 2023) and privacy (Sebastian 2023) challenges that are likely to 

emerge soon, underscoring the need for more stringent regulation and oversight of these 

technologies (Hacker, Engel, and Mauer 2023). 

This brings into question the goal of developing AI technologies and how to adopt them. 

According to Shneiderman (2022a), the main goal of developing traditional AI technologies 

has been the creation of an intelligent agent that emulates human behaviour and acts as an 

autonomous system that automates human tasks. As a consequence, a novel technology 

design framework has gained a foothold recently: human-centered AI (HCAI), where instead 

 

8 https://openai.com/blog/chatgpt, last accessed 09/02/2024. 

https://openai.com/blog/chatgpt
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of human replacement, the aim is to produce a powerful tool that augments human 

capabilities, enhances performance, and empowers users, who are at all instances in 

supervisory control of such systems (Shneiderman 2020a; 2020b; 2020c; 2022b). A key 

element in the HCAI framework is that of “augmentation” of the human intellect. Human 

performance is constrained by cognitive load and augmentation seeks to overcome this 

limitation (Alicea 2018), to amplify intelligence (Stanney et al. 2015) by deploying 

technologies related to human perception and cognitive performance. Raisamo et al. (2019) 

also deal with augmentation as technologies that enhance human productivity or capability, 

or that somehow add to the human body or brain. This shift, moving from emulation to 

empowerment, aligns with the concept of Intelligence Amplification (IA), placing humans at 

the centre of AI technology (Shneiderman 2020a). This reorientation, emphasizing the 

synergy and collaboration between humans and machines, heralds a new era where AI 

becomes a partner rather than a substitute. In the language services industry, this human-

centered augmented approach to translation has been recently proposed by O’Brien (2023). 

In this context of exponential technological developments, we consider that it is essential to 

follow and adopt a human-centered, augmented approach to MT (HCAMT). 

Ethical principles play a crucial role in the design and deployment of HCAMT tools and 

workflows. Therefore, ethical considerations such as reliability, safety and trust become 

essential in this context (Shneiderman 2020c). In the language services industry, these issues 

underscore the importance of a conscious decision-making process in designing MT 

workflows, considering both the values of developers and the impact on translators and end-

users (Moorkens 2022). In addition, the recent commentary towards “augmented 

translation” workflows, which involve combining human capabilities with AI-driven 

technologies to overcome human limitations (O’Brien 2023), also gain strength in this context 

of inevitable translator-computer interaction. Therefore, considering these ethical principles 

is imperative to ensure that the translation tools developed under the umbrella of HCAMT 

not only enhance productivity but also uphold ethical standards and respect the rights and 

roles of all stakeholders involved (Moorkens 2022; Briva-Iglesias and O’Brien 2023; O'Brien 

2023). 

As a conclusion, in the language services industry, HCAMT's role is not just about enhancing 

technological capabilities but also about transforming the users' perception of technology. By 
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positioning AI or MT as a tool that augments human skills rather than replaces them, HCAMT 

fosters a paradigm where technology adoption grows not just through its efficiency but also 

through its capacity to empower users, whose control must remain paramount (Shneiderman 

2020b; O’Brien 2023). In essence, the successful implementation of HCAMT in the language 

services industry may lead to sustainable, diverse, and ethically sound development in MT 

systems and other technological tools through a wide variety of users and use-cases (Briva-

Iglesias and O’Brien 2023). 
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CHAPTER 5. RESEARCH RATIONALE AND RESEARCH QUESTIONS 

In the previous chapters, we have presented a comprehensive literature review of translation 

technologies in the language services industry and of interaction with MT. First, state-of-the-

art translation technologies have been reviewed and their application in contemporary 

translation production workflows has been discussed (Chapter 2). Secondly, IPE has been 

analysed in depth, its historical evolution described, and the reasons why its adoption in 

today's industry could be interesting have been discussed (Chapter 3). Thirdly, the field of HCI 

and its most relevant concepts have been presented from a transdisciplinary point of view,      

with a focus on the concepts of usability and UX and on the language services industry. In 

addition, studies of HCI factors applied by the Translation Studies and MT communities have 

also been reviewed, finishing with the introduction of the concept of HCAMT (Chapter 4).  

Through this literature review, we have observed that today’s language services industry 

requires, without any doubt, human-computer interaction. Computers and technology are 

now a vital element in current commercial translation production workflows, and translators 

are bound to use these digital tools to be competitive in today’s language services industry. 

Nevertheless, in modern translator-computer interactions, we have also observed that the 

MT community has focused mainly on productivity and quality for increasing automation, 

neglecting to focus on how users interact with current technological systems. This has had 

serious repercussions on human factors and, consequently, we have seen an increase in 

translators' rejection of TPE (Torres-Hostench et al. 2016; Macías 2020), the dehumanisation 

of the translator and the commodification or uberisation of translation workflows (Fırat 

2021), as well as the non-adoption of post-editing as a technology (Cadwell, O'Brien, and 

Teixeira 2018). These are not the only worrying studies on the direction of current translator-

computer interactions; other recent studies reveal an increase in translators' fears of MT or 

AI (ELIS Research 2023) or the use of algorithms as the only element to manage translators' 

participation in current commercial translation production workflows (Moorkens 2023), 

which leaves translators as a simple cog that can be easily replaced in a large machine, if 

needed (Moorkens 2020). In addition, we have observed that technology adoption has 

followed a process of human adaptation (Winner 2007; Vallor 2024), that is, technology has 

been developed first and users have been asked to adapt to this developed technology at a 

later stage. It is at this stage when we raise the question on whether the process should be 



105   
 

the opposite: first, we understand what users need from technology, and then we develop 

new technologies to meet these needs and augment users.  

Hence, we consider that the translation technology and MT communities should re-visit their 

technology design, development and adoption focus, and should shift their attention from 

the translation productivity- and quality-first approach towards a HCAMT approach. This 

HCAMT approach is built on the basis of the HCAI (Shneiderman 2022b; 2022a) framework. 

The HCAMT approach and the focus on translation quality and productivity do not have to be 

mutually exclusive and should be applied together. HCAMT technologies should be developed 

considering the needs of its users as a central point, but also their productivity and quality if 

applied to different translation production workflows. MT users vary substantially (Nurminen 

2019), and therefore covering them all is out of the scope of this PhD thesis. The overarching 

aim of this research is to lay the basis of a new methodology to foster the development and 

adoption of HCAMT tools, systems and workflows, using today’s language services industry 

as a specific use case. By narrowing the scope of the work to a specific use case, this PhD 

research will explore whether IPE may be a better alternative to TPE by analysing MTUX, 

translation productivity and translation quality. The remainder of this chapter will elaborate 

on this rationale and introduce the main research questions to be addressed. 

 

5.1. Operationalising MTUX 

From the literature review in the HCI domain, we can easily conclude that users’ feedback 

resulting from the use and the anticipated use of any product should be crucial in the 

development of any technological tool or system, regardless of whether this feedback takes 

the form of a usability evaluation, an ergonomic evaluation, or a UX evaluation. The latter 

form of user feedback assessment, the UX evaluation, is deemed to be the most appropriate 

to undertake from our standpoint, as it includes all the previous types of evaluation given that 

“UX” is a broader concept that incorporates usability, ergonomics and hedonomics. All the 

studies analysed in Section 4.4.1 aimed to study “usability” to some extent by measuring 

some of the concepts included in the ISO definition (ISO, 2018): effectiveness, efficiency, 

and/or satisfaction. It is worth highlighting that only some researchers focused their studies 

on the real users interacting with systems (Etchegoyhen et al. 2018), and most studies on 
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usability focused on the readers (end-users) of machine translated texts and the acceptability 

of such machine translated information. Acceptability of a machine translated text is, without 

a doubt, of relevance for the translation and MT fields. However, when considering 

acceptability, we are only paying attention to the user reception of a static text, and there is 

no actual interaction of a user with any type of product or system. We could therefore argue 

that these studies are more similar to text reception studies (Hall 1980) and deal with how 

readers understand and interpret a text produced via different modalities (by a human 

without technological assistance, post-edited or direct raw MT output) than to usability 

testing. Furthermore, some studies only researched usability vaguely because satisfaction 

was not included in their projects (for example, Roturier (2006)), and only Doherty and 

O’Brien (2014) and Castilho (2016) examined the three concepts within the usability 

paradigm. 

This allows us to suggest that the most important element of user-computer interaction has 

been traditionally forgotten by the MT community: the users. The “satisfaction” term of the 

ISO’s definition of usability has been neglected in most studies reviewed, and there is a whole 

world beyond if we consider ISO’s definition of UX, which establishes UX as a “person’s 

perceptions and responses resulting from the use and/or anticipated use of a product, system 

or service”. If we apply this definition of UX to our use case, we can extract two pieces of 

information that have utmost importance in this PhD dissertation. On the one hand, “person’s 

perceptions and responses resulting from the use of a product, system or service”, that is, 

what do translators experience when using MT? How do they feel after engaging with such a 

product or system? Is this a rewarding task, and do they feel that their productivity is being 

augmented or reduced by such a system? On the other hand, the importance lies not only in 

the resulting experiences after system use, but also on “person’s perceptions and responses 

resulting from the […] anticipated use of a product”, which will undoubtedly affect how the 

translator faces such an interaction with MT. Do translators like post-editing MT? How does 

a translator feel before using MT as an aid? Do translators think that post-editing tasks are a 

threat to their profession? From the literature review in section 4.4.2, we have found that 

most studies reportedly analysed UX, but only performed some basic Likert-scale 

questionnaires (Bowker and Ciro 2018; Matusov, Wilken, and Georgakopoulou 2019) or used 

usability questionnaires and did not consider users’ responses or perceptions before, during 
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and after task completion (Guerberof Arenas, Moorkens, and O’Brien 2021). The only 

research project found to apply actual UX methods as per the ISO definition was Koponen et 

al. (2020) and Karakanta et al. (2022) in the audiovisual translation domain, but they only took      

into consideration users’ post-task perceptions or responses, and with substantial 

modifications to a validated questionnaire. 

Therefore, this PhD study pursues a concept of UX that has not been fully engaged with to 

date by the Translation Studies and the MT communities and intends to raise awareness of 

the importance of UX in these fields. Building on Roto's (2006) framework of UX, we consider 

that user-MT interactions are a situated activity that should consider the context where the 

interaction takes place, the system employed, as well as the experience of the user. 

Consequently, we propose the concept of MTUX as a person’s perceptions and responses 

resulting from the use and/or anticipated use of MT. 

This study aims to be a catalyst for a step change within the MT community and beyond to 

consider MTUX as a crucial concept within MT research. If the MTUX of translators (or any 

other user of such tools) is not evaluated or considered when designing these technologies, 

interactions will undoubtedly not offer the best MTUX possible, which should be the ultimate 

goal of translation technology tool designers and MT system developers in order to establish 

a strong relationship with users and products. Therefore, MTUX should be an indispensable 

element in MT studies (to date, neglected), which should without any doubt include HCI 

methods (Dillinger and Lommel 2004) and a HCAMT approach. In this work, we consider 

MTUX as a holistic approach to traditional UX, where different elements need to be 

considered in the interaction of users with MT: pre-task perceptions and post-task 

perceptions.  

User pre-task perceptions should be analysed to see whether they impact user performance 

(in terms of quality or productivity). In addition, user post-task perceptions are also key to 

identify pain points in the interaction and see how tools can be improved to offer better user 

experiences. If we consider these two elements, we will be able to develop better HCAMT 

tools, systems and workflows. But not only these subjective elements should be studied, 

objective elements (productivity and quality) should also be considered to triangulate 

performance data with the final post-task perceptions resulting from the MTUX evaluation. 

In a very competitive market like the language services industry, time, quality and costs are 
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key to ensure profitability and business feasibility. However, the users have been neglected 

to date. This work aims to show that improving productivity and quality is not mutually 

exclusive from respecting the user. The focus of the translation technology and MT 

communities should be to develop HCAMT technologies and workflows that lead to 

sustainable, diverse, and ethically sound technological developments, hand in hand with 

translation quality and productivity gains. 

In such a big industry, it is worth stressing that there are a wide range of users that interact 

with MT systems. Consequently, their tool and workflow expectations, as well as their goals 

may differ. This may directly impact their MTUX. Some examples of different MT users include 

academics (Escartín et al. 2017) or legal practitioners (Nurminen 2019), among many others. 

This may result in different types of MTUX, and MT system developers may even be able to 

adapt their tools to the different users to improve their specific MTUX (O’Brien and Conlan 

2018). For instance, in the language services industry, even if translation may be considered 

the central activity, there are specific tools for the multiple domains in which translation takes 

place, like subtitling (Subtitle Workshop, AegiSub), localisation (Passolo) or more general 

translation (Trados Studio). Therefore, the goal of studying MTUX aims to put every user in 

the centre of the interaction and devise how they feel when interacting with MT tools, 

pursuing HCAMT. This will allow for detecting points of friction that can be easily addressed 

in the MT tool development stage and solve problems that may translate into a better 

interaction, leading to increased satisfaction and pleasure of the user, more productivity and 

efficiency, a resulting product of higher quality, and higher adoption of technology.   

However, as there are many different MT users and analysing their different MTUXs is out of 

the scope of this PhD, here we will only focus on professional translators in a very specific 

type of translator-MT interaction: TPE and IPE tasks. The goal is to establish a methodology 

for developing HCAMT tools through the measurement of MTUX and the comparison with 

translator performance data (translation quality and productivity), so that researchers 

interested in other types of users can replicate this methodology for fostering HCAMT 

technologies and workflows for their intended users. 
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5.2. Research questions and hypotheses 

This research work is therefore driven by the following overarching research question (RQ): 

● RQ. Is IPE a better alternative to TPE in terms of machine translation user experience 

(MTUX), translation productivity, and translation quality? 

The overarching RQ is affected by three factors: MTUX, translation productivity and 

translation quality. These factors guide the experiments performed and therefore the 

research questions are separated in this section by these three factors. 

5.2.1. Factor one: Machine Translation User Experience (MTUX) 

The MTUX factor in this research work will be assessed through different RQs, which are as 

follows: 

● RQ1. Is MTUX statistically significantly impacted by MTPE modality (TPE or IPE) and 

does this vary with increased experience? 

With this twofold research question, we will be able to obtain the following information:  

(i) Whether either of the MTPE modalities has a statistically significant effect on MTUX. This 

would mean that translators using a particular MTPE modality would experience a better level 

of translator-MT interaction.  

(ii) Whether this effect on MTUX evolves when translators have more experience in the MTPE 

modality. As IPE is a more novel modality and translators are inexperienced in it, but many     

have experience in TPE, we cannot compare both modalities because it would be an unfair 

comparison to IPE. Therefore, we will conduct a longitudinal study to assess whether there is 

a difference in experience in the MTUX results. If point (i) above did not report a statistically 

significant difference from the beginning, it may be the case that, after translators’ experience 

with IPE increased, initial MTUX results may change.  

Section 6.2 in Chapter 6 discusses the methodology used to address RQ1. Section 7.1 in 

Chapter 7 presents the results that answer RQ1. 
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5.2.2. Factor two: translation productivity 

The translation productivity factor of this research work will be assessed through the 

following RQ: 

● RQ2. Is translation productivity statistically significantly impacted by MTPE modality 

(TPE or IPE) and does this vary with increased experience? 

With this twofold research question, we will be able to obtain the following information:  

(i) Whether either of the MTPE modalities has a statistically significant effect on translation 

productivity. This would mean that translators using a specific MTPE modality would be able 

to translate faster.  

(ii) Whether this effect on translation productivity evolves when translators have more 

experience in one or other of the MTPE modalities. By conducting a longitudinal study, we 

will account for this experience difference in MTPE modality and study whether it influences 

translation productivity. 

Section 6.2 (Chapter 6) discusses the methodology to address RQ2. Section 7.2 (Chapter 7) 

presents the results that answer RQ2. 

 

5.2.3. Factor three: translation quality 

The translation quality factor of this research work will be assessed through two RQs, which 

are as follows: 

● RQ3. Is fluency statistically significantly impacted by MTPE modality (TPE or IPE) and 

does this vary with increased experience? 

● RQ4. Is adequacy statistically significantly impacted by MTPE modality (TPE or IPE) and 

does this vary with increased experience? 

With these two RQs, we will be able to obtain the following information:  

(i) Whether either of the MTPE modalities has a statistically significant effect on translation 

quality (measured through fluency and adequacy). This would mean that translators using a 

specific MTPE modality would be able to produce translations with higher quality (in terms of 

fluency or adequacy).  
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(ii) Whether this effect on translation quality (fluency or adequacy) evolves when translators 

have more experience in one of the MTPE modalities. By conducting a longitudinal study, we 

will account for this experience difference in MTPE modality and study whether it influences 

translation quality (in terms of fluency or adequacy). 

Section 6.2 discusses the methodology to address RQ3 and RQ4. Section 7.3 presents the 

results that answer RQ3 and Section 7.4 those of RQ4. 

 

5.2.4. Further exploration of Machine Translation User Experience 

In addition, as this is the first research work analysing MTUX, it is interesting to explore all the 

implications of the data collected via the questionnaires. We will obtain two types of MTUX 

data: pre-task perceptions of MTPE and MTUX scores. Therefore, we will study whether these 

two types of MTUX data have any relationship with translation quality (fluency and adequacy) 

or translation productivity. Thus, a further exploration of MTUX will be assessed through 

various RQs, which are as follows: 

● RQ5. Do pre-task perceptions of MTPE correlate with fluency? 

● RQ6. Do pre-task perceptions of MTPE correlate with adequacy? 

● RQ7. Do pre-task perceptions of MTPE correlate with translation productivity? 

With these research questions, we will be able to obtain the following information: 

(i) Whether pre-task perceptions have any correlation with translation performance 

measures, namely translation quality (fluency or adequacy) or translation productivity. Our 

hypothesis is that translators with negative pre-task perceptions of MTPE may record lower 

quality translations and reduced productivity if compared with translators with positive pre-

task perceptions of MTPE.  

Section 6.2 discusses the methodology to address RQ5, RQ6, and RQ7. Section 7.5 presents 

the results that answer RQ5, RQ6 and RQ7. 

● RQ8. Does MTUX correlate with fluency? 

● RQ9. Does MTUX correlate with adequacy? 

● RQ10. Does MTUX correlate with translation productivity? 
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With these research questions, we will be able to obtain the following information: 

(i) Whether MTUX scores have any correlation with translation performance measures, 

namely translation quality (fluency or adequacy) or translation productivity. Our hypothesis 

is that translators with higher MTUX scores may record higher quality translations and 

increased productivity if compared with translators with lower MTUX scores.  

Section 6.2 discusses the methodology to address RQ8, RQ9, and RQ10. Section 7.6 presents 

the results that answer RQ8, RQ9 and RQ10. 

The next chapter will introduce the methodology used to gather and analyse data in order to 

respond to each of these questions.  
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CHAPTER 6. METHODOLOGY 

This chapter addresses the methodology used for answering the research questions 

governing this PhD thesis. As discussed in Chapter 5, a HCAMT tool, system or workflow 

should consider both subjective and objective elements of the user-MT interaction. 

Therefore, different but complementary experiments were conducted to assess all these 

elements. Section 6.1 describes a pilot experiment performed to identify potential 

methodological issues before the main study. Then, Section 6.2 describes the methodology 

employed for the main longitudinal study after applying the lessons learned from the pilot 

experiment. As the experiments involved human participants, application was made to the 

DCU Faculty Research Ethics committee for approval, and the approval letter is included in 

Appendix A. Finally, Section 6.3 explains the selection of a mixed-methods approach that will 

inform the analysis and interpretation of the results of the main longitudinal study. 

6.1. Pilot experiment 

The aims of the pilot experiment were twofold: (i) to identify the best UX questionnaire for 

measuring MTUX, and (ii) to test the methodological design of the main longitudinal study. 

The funding for the pilot experiment was granted through the European Association for 

Machine Translation (EAMT) Sponsorship of Activities – Students Edition of 2021. The results 

of this experiment were presented in two venues: a first paper covering the selection of the 

UX questionnaire for MTUX measurement at the EAMT2023 Conference (see Briva-Iglesias 

and O’Brien 2023); and a second paper covering the pilot user study in the journal Translation, 

Cognition and Behavior (see Briva-Iglesias, O’Brien, and Cowan 2023). 

6.1.1. Participants 

Involving professional translators, and not crowd workers, is crucial for obtaining valid and 

expert feedback from the interaction with MT (Läubli et al. 2020). We therefore hired 15 

English-Spanish professional translators on a first-come, first-served basis through ProZ and 

paid them €20 hourly. The hiring requirements were to have between one and five years of 

full-time professional translation experience,9 to have Spanish as an L1 and have professional 

 

9 We wanted to work with junior translators, who have been suggested to be more inclined to adopt newer 
technological tools and workflows (Weinberg 2004) and also because this is the generation of translators who 
will have to deal more with future technological advances in translation. 
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experience in the legal domain because this was the domain of the content to be translated. 

We chose legal translation because it is one of the main domains in the language services 

industry (ELIS 2022) and the legal language has intrinsic linguistic complexities that difficult 

the translation process (Borja 2000; Briva-Iglesias 2021). We also controlled the experience 

level of participants to minimise variable levels of translation experience. Hiring one 

translator with two years of experience and another with 25 years of experience may have an 

impact in the results. In addition, we hired three senior reviewers with more than five years 

of industry experience in reviewing by following the same hiring methodology. These 

reviewers elaborated a set of guidelines for translation quality assessment through different 

iterations, and one of them evaluated every translation by following the guidelines through 

an adequacy and fluency assessment. 

6.1.2. Content 

Complex English legal contracts were the texts chosen for our controlled pilot experiment. 

Each translator worked with four different texts, two under each condition (two texts in TPE 

and two texts in IPE), and we randomly divided the assignments, ensuring that the 

combination of text and modality were counterbalanced across the experiment. Also, to avoid 

problems associated with text difficulty that occurred in previous studies on IPE (see Sanchis-

Trilles et al. 2014), all texts were controlled for length and complexity with the Flesch-Kinkaid 

index and the type token ratio (TTR). 

6.1.3. IPE workbench 

The IPE workbench used was Lilt, where the participants were assigned both TPE and IPE 

tasks. Though Lilt is a proprietary tool, the advantages of using Lilt outnumbered any other 

possible open-source IMT workbenches for conducting IPE tasks. In the first place, to have 

valid results in line with today’s industry-standard tools, we needed a tool with good quality 

MT output for the language pair under consideration. Lilt offers high-quality MT output from 

English into Spanish (the raw MT output of the texts of the pilot study received an average 

Adequacy score of 3.4/4 and an average Fluency score of 3.65/4, according to the three 

reviewers), and we could turn on or off the interactive translation completion proposals for 

recreating the TPE or IPE modalities.  
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Figure 6.1. Graphic user interface of Lilt in the TPE modality 

Figure 6.1 shows the graphic user interface of Lilt in the TPE modality with one of the sample 

texts used. In the screenshot, the translator was editing segment 23, and the MT completion 

proposal was already fully propagated in the target segment. Therefore, the translator had to 

conduct a TPE task by amending the static, adaptive MT output. 
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Figure 6.2. Graphic user interface of Lilt in the IPE modality 

In contrast, Figure 6.2 shows the graphic user interface of Lilt in the IPE modality with a 

different sample text. In this screenshot, the translator was editing segment 24 and could see 

the MT completion proposal, which they could accept partially or completely with specific 

hotkeys. The word “en” highlighted in purple was the next completion proposal that the 

system was suggesting at a word-level, which the translator could accept with a hotkey. 

Should the translator think that this word was not appropriate, and start writing an 

alternative, the MT completion proposal would change in real time by considering the 

addition of the translator. Thus, the translator had to conduct an IPE task by amending the 

interactive, adaptive MT output. 

Lilt was contacted to collaborate with the experiments, and they provided an academic 

license of the platform and the system to conduct the study. We ensured that the workflow 
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was controlled to eliminate any potential compounding effect when creating the different 

translation tasks. Before creating any translation task, the following tasks were controlled: 

a. The platform MT system was reset. According to the terminology of the 

platform, we created a new “Custom model” for the English to Spanish 

combination, so that we could ensure that there was no difference in the MT 

between the first and the last translator participating in the experiments. 

b. A new translation memory was created. According to the terminology of the 

platform, we created a new “Data source”.  

This project configuration and strict methodology allowed us to ensure that every translator 

was shown the same MT proposals, both in the TPE and the IPE methodologies, and that every 

translator worked under the same conditions. In addition, by using Lilt’s academic license, we 

did not have to train an MT system for the study, reducing costs and emissions (Zhong et al. 

2023). Since we did this research from a UX perspective, no CAT tool was identified that was 

both open-source, interactive, and met the basic requirements for a real-life, professional 

translation tool, which included an easy-to-use GUI. 

 

6.1.4. Design of the controlled user study 

We performed a user study, using a within participants’ design. First, translators completed a 

pre-task questionnaire, where we collected their pre-task perceptions of MTPE and 

experience with translation technologies.  

Then, translators were asked to conduct the post-editing tasks from their home, as if they 

were doing their day-to-day work as freelance, professional translators. Research shows that 

real-life scenarios are the most appropriate way to collect reliable data, and that lab 

interactions may impact the results (Alabau et al. 2013; Ehrensberger-Dow 2014; 

Ehrensberger-Dow and Heeb 2016). To ensure that these post-editing tasks were conducted 

as requested and required by the controlled user study, translators were asked to connect to 

an end-to-end encrypted computer from Dublin City University through AnyDesk, a remote 

open-source software application. Thus, translators worked in the encrypted Dublin City 

University computer, even if they were at their home. We screen recorded the interaction of 

the translators with both post-editing modalities to ensure that they were working the 
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allocated time, and to measure the productivity (in words per hour). Even though screen 

recording could have been used to further analyse the keystrokes, the fact that Lilt is a 

proprietary tool hampered this empirical analysis, unlike open-source tools like PET (Aziz, 

Castilho, and Specia 2012) and Translog (Carl 2012). In addition, even if it would have been 

interesting to gather such additional data, it is worth noting that keystroke analysis was 

beyond the scope of the research questions governing this PhD thesis. 

When translators connected to the encrypted computer, they had 20 minutes to test Lilt, both 

in TPE and IPE conditions. Guidelines explaining Lilt’s hotkeys for using the IPE features were 

provided. It is worth stressing that none of the participants had experience with IPE, but all 

had experience with TPE. This participant profile represents the reality in the high-tech 

translation industry at the moment, where many translators have experience with TPE, but 

very few have thus far experienced IPE. When carrying out our analysis, we were cognisant of 

the fact that there were deficits in IPE experience and took this into account when 

interpreting results. Thus, translators completed four tasks with both systems, divided across 

two consecutive days, to see whether increased experience had any effect on MTUX, 

translation quality or productivity in either of the different MTPE modalities. The order effect 

of the TPE and IPE tasks were changed for every translator and every translation session, so 

that the order had no effect on the final experience. After performing each of the MTPE tasks, 

translators completed a post-task questionnaire that included two UX questionnaires to 

measure MTUX: the User Experience Questionnaire (UEQ) (Laugwitz, Held, and Schrepp 2008) 

and AttrakDiff (Hassenzahl, Burmester, and Koller 2003). To triangulate the results obtained 

from the subjective MTUX evaluation, translation time was tracked within Lilt and the quality 

of the resulting texts was assessed by one of the expert reviewers. 

6.1.5. Results and lessons learned 

When comparing both UX questionnaires, we observed that the UEQ was more suitable for 

measuring MTUX than AttrakDiff. This is because the UEQ focuses on both Hedonic Quality 

(HQ) and Pragmatic Quality (PQ) factors, while in AttrakDiff the HQ factor is given more 

attention (see Section 4.3.2). Thus, it was decided that hereafter, we would use UEQ to 

measure MTUX as per the conclusions shared in Briva-Iglesias and O’Brien (2023). 

In terms of MTUX scores, translators indicated that their MTUX during IPE tasks was higher 

than during TPE tasks. This difference was statistically significant. Consequently, these results 
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would suggest that IPE presented a workflow in which the user felt more comfortable, and 

translators enjoyed the translator-MT interaction more. However, with only two interactions, 

this difference may have been due to the novelty of the IPE system. This reinforces the need 

of conducting a longitudinal study to analyse whether this difference continues to be present 

or if, as translators’ experience of IPE increases, their MTUX in this MTPE modality decreases. 

In terms of productivity, there was no statistically significant difference between working with 

TPE or IPE. The average productivity was slightly higher in the IPE modality, but it is important 

to note that there were only two interactions. It was planned that the longitudinal study 

would allow us to see, with increased experience in IPE, the effect that MTPE modality has on 

productivity changes. 

Regarding quality, we also did not obtain a statistically significant difference in the results. 

This implies that the MTPE modality had no effect on the quality of the translations. There 

was also no statistically significant correlation between MTUX scores and translation 

performance measures (translation quality or translation productivity). 

Thus, in summary, the pilot experiment allowed us to observe that the methodological design 

was adequate and sound, and it suggested that IPE provided a statistically superior MTUX to 

TPE. However, with only two interactions, we did not have enough data to fairly compare TPE 

(all translators had experience in this MTPE modality) with IPE (none of the translators had 

used IPE before). Hence, the need to conduct a longitudinal study to minimise the impact of 

varying experience levels in these MTPE modalities, as well as to obtain a larger amount of 

data to strengthen the statistical analyses conducted. 

  

6.2. Main longitudinal study 

In this section, the methodology of the main longitudinal study is explained in detail. The main 

study adopts a mixed-methods approach (Saldanha and O’Brien 2013), integrating both 

qualitative and quantitative methodologies to enhance the robustness and depth of our 

findings through data triangulation (Alves 2003; Mellinger and Hanson 2016) (further details 

in Section 6.3). As the results of the pilot experiment highlighted the importance of increasing 

the number of interactions with the MTPE modalities to collect a larger data set to see if the 

pilot experiment results were replicated over a longer period of time, in the main study we 



120   
 

implement a two-week longitudinal study, offering significant advantages over traditional 

cross-sectional studies (Diggle et al. 2002). This longitudinal aspect allows us to observe 

changes in user behaviour and attitudes over time, providing insights into the dynamics of 

HCI in the context of MT. Such a design not only facilitates a deeper understanding of 

immediate user responses but also sheds light on the evolution of these interactions, enabling 

a more detailed and informed analysis of the factors influencing user engagement with MT 

tools, systems and workflows (Caruana et al. 2015). 

6.2.1. Participants 

6.2.1.1. Translators 

Longitudinal studies have high costs because data must be collected from participants on a 

recurring basis to gather information on the evolution of the study variables. Taking this into 

account, we had an available budget to work with 11 translators over two consecutive weeks 

by paying them an hourly rate of €20. Thus, we first contacted the participants from the pilot 

experiment and offered them the opportunity to participate in the main longitudinal study. 

Six of the participants from the pilot experiment confirmed their interest in participating. The 

only experience these six translators had with IPE were the two interactions from the pilot 

study, which took place one year and a half before the main study. As a consequence, we 

consider that their IPE experience was very limited. Then, we hired five additional 

professional translators on a first-come, first-served basis through ProZ and X (formerly 

Twitter) (see the recruitment ad for translators of the main longitudinal study in Appendix B). 

We ensured that every translator: 

• Had between one to five years of full-time professional translation experience (for the 

reasons explained earlier). 

• Had Spanish as an L1. 

• And had professional experience in the legal domain, as this was the domain of the 

content to be translated. 

The 11 participants were professional translators with experience in TPE tasks. Their 

professional experience as full-time translators ranged from 12 to 48 months (N = 11, M = 29; 

SD = 12). However, in terms of experience in MTPE tasks, their experience ranged from one 

to 24 months of full-time professional experience (N = 11; M = 10; SD = 8). 
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6.2.1.2. Reviewers 

In addition, like in the pilot experiment, we hired three senior reviewers. We published a 

recruitment ad on ProZ and X (formerly Twitter) (see the recruitment ad for reviewers of the 

main longitudinal study in Appendix B) and hired three reviewers with more than five years 

of experience by following once again the first-come, first-served methodology. Then, we 

used the annotation guidelines compiled in the pilot experiment as a starting point for 

homogenizing the quality evaluation criteria with these three reviewers, but only escalated 

and assessed the bulk of the texts with one expert reviewer (more information below in 

Section 6.3.5.3) after obtaining a solid inter-annotator agreement (IAA). 

  

6.2.2. Design of the controlled, main longitudinal study 

The 11 translators were asked to translate for two consecutive weeks, from Monday to Friday. 

This involved 10 days of interaction (for a more visual overview of the main longitudinal study, 

see Figure 6.3). 

 



122   
 

 

 

Figure 6.3. Design of the controlled, main longitudinal study 

Before starting any translation task, translators had 5 minutes to complete a pre-task 

questionnaire (see Appendix C). Here, we collected data on their past experiences and pre-

task perceptions of MT and MTPE. Then, as in the pilot study, translators connected to an 

end-to-end encrypted computer from Dublin City University through AnyDesk and had 25 

minutes to read instructions on how to use Lilt and to understand the hotkeys for the IPE 

modality. During this warm-up session of 25 minutes, translators had time to work on a 

sample project, so they could get acquainted with the tool and the interactive, adaptive 

features. 

After these introductory steps, the two-week longitudinal study started. Every week was 

structured in the following way: 
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• On the first day (Monday), translators interacted for 45 minutes with TPE and had 5 

minutes to complete a MTUX questionnaire to collect their experiences after the 

interaction with TPE (see Appendix D). Then, translators interacted for 45 minutes 

with IPE and had 5 additional minutes to complete another MTUX questionnaire about 

the IPE interaction. The MTPE modality of the starting task was randomised to avoid 

any compounding order effect. 

• In the remaining days of the week (from Tuesday to Friday), translators only interacted 

45 minutes with IPE and completed a MTUX questionnaire after each interaction. 

• The only exception to this structure was the last day of the study (on Friday of the 

second week), where translators also conducted a double translation session 

consisting of 45 minutes of TPE plus 5 minutes to complete the MTUX questionnaire, 

and 45 minutes of IPE and 5 other minutes of MTUX questionnaire. Again, the MTPE 

modality of the starting task was randomised. 

Thus, we ended the longitudinal study with 10 interactions of IPE and 3 interactions of TPE 

for every translator. This longitudinal study design allowed us to directly compare the TPE and 

IPE interaction sessions in days 1, 6 and 10. Hereafter, these interaction sessions where we 

have data for TPE and IPE will be named “evaluation sessions”. Then, the 10 interactions with 

IPE allowed us to analyse the change in IPE over time in finer granularity, as well as the effect 

of increased IPE experience on the different measures (MTUX, translation quality and 

productivity). Hereafter, these 10 interaction sessions of IPE will be named “learning 

sessions”. 

The order of the TPE and IPE tasks was randomised for every translator and every translation 

session, so that it reduced any potential order effect on the final experience. Although the 

ideal situation would have been to do the same number of TPE and IPE interaction sessions, 

this was impossible due to the limited budget for the study. Thus, the number of IPE 

interactions was higher (as this was the MTPE modality in which the translators had the least 

experience, and we wanted to account for that expertise difference), and different TPE 

sessions were scheduled at the beginning, middle and end of the study to be used as a 

baseline. 
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6.2.3. Texts 

As in the pilot experiment, complex English legal contracts were the texts chosen for our 

controlled study. Each translator worked with 13 different texts, under different conditions 

(10 in TPE and 3 in IPE), and we randomly divided the assignments, ensuring that the 

combination of text and modality were counterbalanced across the experiment. Again, all 

texts were controlled for length and complexity with the Flesch-Kincaid index and TTR. TTR is 

the total number of unique words (types) divided by the total number of words (tokens) in a 

given segment of language. This indicates text complexity. The higher the number of unique 

words, the higher the complexity of the text, and the lower the TTR. The contracts used here 

were therefore highly complex texts from the legal domain, with an average TTR of 0.29. As 

a comparison, a normal piece of news from a Spanish newspaper has a TTR of 0.433. Table 

6.1 summarises information about the texts used in the main longitudinal study. 
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  No. of Words Flesch-Kincaid TTR 

Text 1 1189 21.7 0.29 

Text 2 1102 26.5 0.28 

text 3 1149 25.1 0.28 

text 4 1032 26.9 0.33 

text 5 1195 24.3 0.32 

text 6 1022 27.9 0.3 

text 7 1043 24.3 0.26 

text 8 1098 26.3 0.3 

text 9 1117 20.1 0.29 

text 10 1103 27.2 0.29 

text 11 1071 33.1 0.29 

text 12 1094 27.4 0.3 

text 13 1160 26.1 0.3 

        

avg 1106 26 0.29 

        

total words per 
translator (total no. 
of words) 

14,375 (158,125)     

Table 6.1. Characteristics of the texts of the main longitudinal study 

The final word count if we grouped every text was 14,375 words per translator (158,125 

words if we include the 11 translators). Nevertheless, some translators did not finish 

translating the complete text during the 45-minute period, and therefore we ended up having 

120,102 translated words. Every translator worked approximately 9.75 hours (107.25 hours 

in total).  

If compared with all the previous IPE studies reviewed in Chapter 3, our study is one of the 

biggest samples of TPE and IPE research in terms of translating time over a longitudinal period, 

the number of words translated, and the number of professional translators hired. TT1a’s 

study only worked with ten translators (four professionals and six students) for 20 minutes. 
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TT1b’s study counted with nine translators (it is not stated whether they were professionals) 

for 36 minutes. The ER4 and ER5 of TT2 hired six professional translators, who worked for 10 

days and translated around 20,000 words (Macklovitch 2006). The evaluation of CAITRA 

involved 10 students who worked with 5,000 words, but some of them were non-native 

speakers of the languages they were working with (Koehn 2009a). The longitudinal study of 

CASMACAT involved five professional translators who produced around 24,000 words over 

two weeks (Alabau et al. 2016). CASCAMAT’s third field trial hired seven translators who 

worked only two days and produced around 9,000 words (Ibid.). Alves and colleagues (2016) 

worked with 16 professional translators who worked with only 36 segments. Daems and 

Macken (2019) hired 4 translators who worked with 20 segments, and Torregrosa-Rivero 

(2018) hired 8 translators who had to translate a maximum of 300 sentences over two hours. 

To facilitate the replicability, or encourage the further analysis of this big dataset, the source 

and translated texts can be found in Zenodo.10 

  

6.2.4. IPE workbench 

Again, in the main longitudinal study, the IPE workbench used was Lilt, where the participants 

were assigned both TPE and IPE tasks. The three professional reviewers assessed the MT 

quality of the 13 different texts, and obtained an average Adequacy score of 3.48/4 and an 

average Fluency score of 3.71/4, indicating high-quality raw MT output. 

Once again, before creating the different translation tasks of the main longitudinal study, the 

following tasks were controlled: 

a. The platform MT system was reset. According to the terminology of the 

platform, we created a new “Custom model” for the English to Spanish 

combination, so that we could ensure that there was no difference in the MT 

between the first and the last translator participating in the experiments. 

b. A new translation memory was created. According to the terminology of the 

platform, we created a new “Data source”.  

 

10 Link to the source and translated texts: https://xl8.link/fulldataset  

https://xl8.link/fulldataset
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This project configuration and methodology allowed us to assure that every participant was 

shown the same MT proposals, both in the TPE and the IPE modalities, and that every 

participant worked under the same conditions. 

  

6.2.5. Measures 

6.2.5.1. Translators’ pre-task perceptions 

To collect translators’ pre-task perceptions of MTPE, we created an online questionnaire to 

be completed before starting the post-editing task. This included the following questions. 

• Experience in MTPE tasks: How long have you engaged with MTPE tasks? Give an 

approximate time of use with months or years and months (e.g., 1 year and 6 months). 

[These experiences were then normalized to the number of months]. 

• Do you like MTPE?: On a scale of 1-7, where 1 is “Strongly Dislike” and 7 is “Strongly 

Like”, please rate your perception of doing MTPE tasks in professional translation 

projects. 

• Do you trust MTPE?: On a scale of 1-7, where 1 is “Not trustworthy at all” and 7 is 

“Very trustworthy”, please rate if you can trust MTPE to help you successfully deliver      

a professional translation project. 

• MT as a threat: Please rate how much you agree or disagree with this statement: 

“Machine Translation is a threat to the sustainability of the translation profession 

(Score 1 is “Disagree”, Score 7 is “Agree”). 

• Is MTPE boring?: Please rate the following statement: “When I am doing MTPE tasks, 

I find them [SCORE]”. (Score 1 is “Boring”, Score 7 is “Engaging”). 

We correlated translators’ pre-task perceptions with final translation quality and productivity 

to examine if there was any relationship between them. 

  

6.2.5.2. Machine Translation User Experience (MTUX) 

Translators completed a self-report UX questionnaire after completing each post-editing task, 

resulting in ten measures of MTUX for IPE, and three measures of MTUX for TPE. As per the 

work reported in Briva-Iglesias and O’Brien (2023), we used the User Experience 
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Questionnaire (UEQ; Laugwitz, Held and Schrepp 2008). UEQ is a validated questionnaire that 

measures UX, commonly used in the field of HCI (Schrepp, Hinderks, and Thomaschewski 

2014; Schrepp, Thomaschewski, and Hinderks 2017). UEQ is a 26-item semantic differential 

scale that assesses the experiences of users. Each adjective pair is scored on a 7-point scale 

(e.g., Annoying–Enjoyable, Impractical–Practical, Slow–Fast) with items focusing on six 

factors: 

• Attractiveness (6 items, Cronbach alpha = 0.91): The overall impression of the system. 

Do users like it? 

• Perspicuity (4 items, Cronbach alpha = 0.74): Is the system easy to learn and 

understand? 

• Efficiency (4 items, Cronbach alpha = 0.71): Is the system fast and not effort 

demanding? 

• Dependability (4 items, Cronbach alpha = 0.73): Do users feel in control of the 

interaction? Is the system predictable and secure? 

• Stimulation (4 items, Cronbach alpha = 0.85): Is the system exciting and motivating to 

use? 

• Novelty (4 items, Cronbach alpha = 0.90): Is the system innovative and creative? 

The display of the 26 items at each point were randomised with positive and negative poles 

for each item alternated to avoid any confounding order effects or response acquiescence 

(see Appendix D). 

6.2.5.3. Translation productivity 

Translation productivity was measured within Lilt while translators were performing the 

MTPE tasks by recording the number of words translated per hour (WPH). 

6.3.5.4. Translation quality 

Section 2.4.1.2 makes clear the difficulty of human evaluation of translation quality. The 

literature suggests that, whenever possible, it is advisable to use several evaluators to reduce 

the subjectivity of each evaluator (Guerberof-Arenas 2008; Rossi and Carré 2022). Given the 

impossibility of hiring several people to review 120,102 words each, we used another 

methodology that is very common in computer science to minimise the annotators’ individual 

bias and obtain more robust results: a homogenisation of evaluation criteria with different 
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evaluators through different evaluation steps, and then escalation of the evaluation with one 

expert evaluator after a high IAA has been achieved (Artstein and Poesio 2008). 

In other words, we hired three professional reviewers at an early stage of the project and sent 

them the annotation guidelines developed in the pilot experiment (Briva-Iglesias, O’Brien and 

Cowan 2023) to assess 50 translated segments with similar complexity to the texts to be 

translated. We then calculated the IAA and obtained a result of 0.83 (Artstein 2017). Though 

this result is already good, we held a meeting over Zoom with the three reviewers to go over 

the inconsistencies and updated the annotation guidelines. We then sent 50 additional 

segments to be annotated with the updated guidelines. The resulting IAA from the second 

evaluation with the three reviewers was 0.95. We then annotated all the translations 

performed by every translator (120,102 words) plus the MT raw output (14,734 words) with 

one of the three reviewers, which we consider to be the expert reviewer after homogenizing 

the annotation criteria. The expert reviewer was able to see the complete texts, so the 

translation quality evaluation was performed by taking the context into consideration 

(Castilho 2021). To further validate that the evaluations of the expert reviewer still followed 

consistent criteria, at 50% of the evaluation performed, 250 random segments were selected 

and annotated by the two other reviewers. The resulting IAA was 0.88, which indicated a 

strong and robust quality evaluation thanks to the annotation guidelines. The annotated data 

can be found in Zenodo.11 

6.3. The mixed-methods approach 

One of the most important elements in the research design process is to decide what methods 

will inform the research questions and how to interpret the results. After careful 

consideration, we decided that the mixed-methods research approach was the most 

appropriate way to conduct our study because it combined elements of both quantitative and 

qualitative research methodologies, providing a more comprehensive analysis of a research 

problem. Saldanha and O’Brien (2013) and Moorkens (2012) suggested that mixed-methods 

research allows for providing a better understanding of the research problem than could be 

obtained from either method alone. Thus, the mixed-methods approach leverages the 

 

11 Link to Zenodo: https://xl8.link/fulldataset  

https://xl8.link/fulldataset
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strengths of both quantitative and qualitative methods to address more complex research 

questions (Johnson, Onwuegbuzie, and Turner 2007). 

According to Creswell and Clark (2007), mixed-methods research has multiple advantages. 

One of them is that we can conduct a more comprehensive data analysis because we collect 

a broader array of data, offering a richer, more nuanced understanding of the research 

problem. In addition, the triangulation of both quantitative and qualitative data also allows 

for enhancing the credibility and validity of the research findings by corroborating data from 

different sources and methods (Alves 2003; Johnson, Onwuegbuzie, and Turner 2007). 

Yet, we need to take into account that, when speaking of mixed-methods studies, we can 

classify them based on whether the qualitative or quantitative component is dominant, or 

whether both are given equal emphasis. Creswell and Clark (2007) suggest that there are 

several types of mixed-methods designs: First, the explanatory sequential design, in which 

quantitative data is collected and analysed first, followed by qualitative data to explain or 

elaborate on the quantitative findings. Second, the exploratory sequential design, where the 

study begins with qualitative data collection and analysis, which then informs the subsequent 

quantitative phase. Third, the convergent parallel design, in which both qualitative and 

quantitative data are collected simultaneously but analysed separately, with the results 

compared or combined during the interpretation phase. Fourth, the embedded design, where 

one type of data (qualitative or quantitative) is nested within a larger, primary research design 

of the other type. 

The analysis and discussions of this PhD thesis are governed by a convergent parallel design, 

as we concurrently collected and analysed both qualitative and quantitative data to cross-

validate and corroborate findings (Creswell and Clark 2007; Johnson, Onwuegbuzie, and 

Turner 2007). Through a process of triangulation (Alves 2003), we did not give priority to any 

specific method, and both types of data were analysed separately but concurrently. The 

results from qualitative and quantitative analyses were then compared and integrated during 

the interpretation phase to provide a more robust understanding of the research problem. 

In other words, in the PhD, the qualitative data on MTUX scores collected through 

questionnaires from professional translators (see Section 6.2.5.2) was analysed alongside 

quantitative data on translation productivity (6.2.5.3) and translation quality (6.2.5.3). Using 
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mixed-methods and triangulation enhanced the reliability and validity of the research 

findings, offering a holistic view of the research problem that leverages the strengths of both 

qualitative and quantitative approaches (Johnson, Onwuegbuzie, and Turner 2007).  

Otherwise, we could see ourselves in a situation in which a specific post-editing modality 

reported higher MTUX scores (qualitative data), but lower translation productivity and/or 

quality (quantitative data). This would not suffice to answer our main research question, as 

our interest lied in knowing whether a higher MTUX could also go hand in hand with higher 

productivity and comparable quality. This can only be interpreted after the triangulation of 

the both subjective (qualitative) and objective (quantitative) data commented above through 

a convergent parallel design process. 

This chapter provides a detailed account of the methodology of the main longitudinal study, 

which was first tested via a pilot experiment. In the next chapter all results will be presented 

and discussed  
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CHAPTER 7. RESULTS OF THE MAIN LONGITUDINAL STUDY 

Chapter 7 describes the data analyses performed with the data collected during the main 

longitudinal study. This PhD is governed by the following overarching RQ: Is IPE a better 

alternative to TPE in terms of machine translation user experience (MTUX), translation 

productivity, and translation quality? As discussed in Chapter 5, this overarching RQ is divided 

into different RQs. Therefore, Chapter 7 is divided into different subsections that cover these 

RQs. Finally, Section 7.7 presents a discussion of the results of all the RQs. 

7.1. RQ1. Is MTUX statistically significantly impacted by MTPE modality (TPE or IPE) 

and does this vary with increased experience? 

The main longitudinal study design allowed us to collect 10 MTUX measures for IPE and 3 

MTUX measures for TPE. MTUX scores were collected through a 7-point Likert scale, but 

results were normalized to scores ranging from −3 (very bad experience) to +3 (very good 

experience).  On days 1, 6 and 10, we have data for both TPE and IPE interactions (hereafter, 

“evaluation sessions”). In addition, we have data for IPE interactions from day 1 to day 10 

(hereafter, “learning sessions”). 

This longitudinal study design allows us to make a direct comparison of the evaluation 

sessions on days 1, 6 and 10 by comparing the MTUX scores at these exact times. The 

evaluation sessions also allow for analysing if there is any change in MTUX with the increased 

experience in either of the MTPE modalities. Then, the “learning sessions” allow us to visualise 

the evolution of the MTUX scores during the 10 IPE sessions with more granularity, as this is 

the MTPE modality in which the translators had no experience. Even if the MTUX scores could 

range from -3 to +3, we are only visualising the 0 to +3 range because there were no negative 

values. 

Thus, we will perform different 2x3 repeated-measures ANOVAs to analyse the effect of the 

MTPE modality (Levels: TPE and IPE) and interaction session (Levels: Interaction 1, Interaction 

6, Interaction 10) on MTUX scores by considering the data of the evaluation sessions. Then, 

the data of the learning sessions will also be visualised. Section 7.1.1 describes the statistical 

analyses conducted to analyse the effect on average MTUX scores, while Section 7.1.2 

describes the MTUX scores per factor analysed in the UX questionnaire. 
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7.1.1. Average MTUX scores 

 

 

Figure 7.1. MTUX Score Comparison in the Evaluation Sessions (with SD bars) 

Figure 7.1 shows the visualization of the average MTUX scores in the different MTPE 

modalities across the different evaluation sessions analysed, including the error bars 

displaying the standard deviation. The repeated-measures ANOVA results indicated that 

there was a statistically significant main effect of MTPE modality on MTUX (F (1, 10) = 9.91, p 

= 0.01), with a statistically significantly higher MTUX score when post-editing using an IPE 

workflow (M = 1.24, SD = 0.16) compared to when using a TPE workflow (M = 0.72, SD = 0.36). 

This means that translators perceived their interactions with MT through the IPE modality 

improved their user experience, which was substantially better if compared with TPE. 

The repeated measures ANOVA also suggests that there was a statistically significant 

difference in MTUX scores between the different interaction sessions across the MTPE 

conditions (F (2, 20) = 4.29, p = 0.04). This suggests that translators reported higher MTUX 

scores with increased experience with the tool (Interaction 1: TPE M = 0.72, SD = 0.36; IPE M 

= 1.22, SD = 0.16/ Interaction 6: TPE M = 0.77, SD = 0.34; IPE M = 1.21, SD = 0.15/ Interaction 

10: TPE M = 0.79, SD = 0.15; IPE M = 1.63, SD = 0.15). However, the ANOVA results show that 

there was no statistically significant interaction effect between the interaction session and 

MTPE modality (F12, 120 = 2.78, p = 0.09). This means that the effect of interaction session 

does not vary across the MTPE modalities. 
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Figure 7.2. MTUX score evolution during the learning sessions 

If we change the focus, Figure 7.2 displays the evolution of the MTUX over the 10 interactions 

of participants with IPE (the learning sessions). MTUX scores initially averaged at 1.3, 

reflecting a moderate but positive level of user satisfaction with the MTPE modality. Over 

subsequent interactions, these scores exhibited a general upward trajectory, indicating an 

enhancement in MTUX as users became more familiar with the IPE features. Notably, a minor 

decrease in MTUX scores during the 7th interaction could suggest a temporary plateau in the 

learning curve or point to specific aspects of the tool that might benefit from further 

optimization. Overall, the positive slope of the trend line underscores the potential of IPE 

tools to improve participant satisfaction, provided users are afforded adequate time to 

acclimate to this new MTPE modality. 

 

7.1.2. MTUX scores per factor 

This section presents the different 2x3 repeated-measures ANOVAs conducted to analyse the 

effects of the MTPE modality and the interaction session on MTUX factors. 



135   
 

Attractiveness 

In our MTUX questionnaire, Attractiveness was measured through the following opposite 

adjective pairs: annoying-enjoyable, bad-good, unlikable-pleasing, unpleasant-pleasant, 

unattractive-attractive, and unfriendly-friendly.  

 

Figure 7.3. Attractiveness MTUX Score Comparison in the Evaluation Sessions (with SD bars) 

In our analysis of the impact of TPE and IPE on the Attractiveness factor of MTUX, a 2x3 

repeated measures ANOVA was conducted. The main effect of interaction session on 

Attractiveness revealed a statistically significant effect (F (2, 20) = 4.12, p = .03). From a 

practical standpoint, this suggests that the perceived attractiveness does not remain 

constant; instead, it is contingent upon the specific session, implying that users' perceptions 

of attractiveness may evolve or change as they become more familiar with the modalities 

over time. 

The main effect of the modality on Attractiveness was also significant (F (1, 10) = 6.73, p = 

.03), pointing to inherent differences in attractiveness between the MTPE modalities 

themselves. In lay terms, there is an MTPE modality that is intrinsically more appealing to 

users than the other, regardless of the session or interaction frequency. Figure 7.3 displays 

the Attractiveness scores comparison in the evaluation sessions, and we can therefore see 
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that IPE (M = 1.17; SD = 0.16) was the MTPE modality best valued by the translators, offering 

statistically significantly higher attractiveness than TPE (M = 0.67; SD = 0.39). 

Conversely, the interaction between interaction session and MTPE modality did not yield a 

statistically significant effect (F (2, 20) = 2.83, p = .08), indicating that there was no 

combination of interaction session with MTPE modality that had a unique influence on 

Attractiveness. This implies that, while overall sessions and modality types do affect 

Attractiveness, no single session-modality pairing stood out as having a distinct impact. 

The results underscore the importance of considering both the type of MTPE modality and 

the cumulative experience of users across sessions when evaluating Attractiveness. These 

findings have implications for the iterative design and refinement of such systems, 

highlighting the dynamic nature of user experience in the context of MTPE modalities. 

 

Perspicuity 

In our MTUX questionnaire, Perspicuity was measured through the following opposite 

adjective pairs: not understandable-understandable, difficult to learn-easy to learn, 

complicated-easy, confusing-clear. 

 

Figure 7.4. Perspicuity MTUX Score Comparison in the Evaluation Sessions (with SD bars) 
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The statistical analysis of Perspicuity in terms of MTUX, with respect to different MTPE 

modalities and interaction sessions, was evaluated using a 2x3 repeated measures ANOVA. 

The results indicated a statistically significant main effect of interaction sessions on 

Perspicuity (F (2, 20) = 4.26, p = .029), which suggests that participants’ perceptions of the 

system's ease of use varied across different sessions (Interaction 1: TPE M = 0.98, SD = 0.44; 

IPE M = 1.52, SD = 0.17/ Interaction 6: TPE M = 1.41, SD = 0.41; IPE M = 1.66, SD = 0.16/ 

Interaction 10: TPE M = 1.39, SD = 0.47; IPE M = 2.09, SD = 0.18). This implies that as 

participants engage with the system over time, their understanding and ease of use of the 

system could change, potentially improving as they become more accustomed to it. 

Moreover, the main effect of MTPE modality on Perspicuity was found to be significant as 

well (F (1, 10) = 5.34, p = .044), demonstrating that there was one MTPE modality perceived 

as inherently easier than the other, irrespective of the session. This means that certain 

modalities are more intuitive or user-friendly, leading to a better immediate understanding 

and use of the system by participants. Figure 7.4 shows that participants perceived that IPE 

(M = 1.59; SD = 0.18) was easier to use than TPE (M = 1.26; SD = 0.41). This result is interesting 

because we could expect participants to perceive TPE as an easier workflow since they already 

had full-time professional experience in this MTPE modality. However, it may be due to the 

fact that the IPE system highlights the word to be inserted in the translation completion 

proposals that it has a statistically significantly higher ease of use, according to the 

participants. 

The interaction effect between interaction sessions and modality was not significant (F (2, 20) 

= 1.80, p = .1908), indicating that there was no specific session-modality combination that 

stood out in affecting the system's perspicuity. This finding suggests that while individual 

sessions and modalities each have an effect on ease of use, there is no compounded effect 

when they are combined that significantly enhances or detracts from the system's 

perspicuity. 

These findings provide valuable insights into the design and development of MTPE systems, 

emphasizing the need for modalities that support perspicuity from the first interaction and 

that can maintain or improve ease of use across multiple sessions. The significance of session 

effects points to the potential benefits of providing participants with sufficient time and 

experience with a system to achieve optimal ease of use. 
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Efficiency 

In our MTUX questionnaire, Efficiency was measured through the following opposite adjective 

pairs: slow-fast, inefficient-efficient, impractical-practical, cluttered-organized. 

 

 

Figure 7.5. Efficiency MTUX Score Comparison in the Evaluation Sessions Sessions (with SD bars) 

Our study's 2x3 repeated measures ANOVA analysed the effects of interaction sessions and 

MTPE modality on the perceived efficiency, which reflects the system's speed and the effort 

required from users. Statistically, the main effect of interaction sessions was not significant (F 

(2, 20) = 1.90, p = .18), indicating that there were no substantial changes in perceived 

efficiency across different sessions. This suggests that, from a user's perspective, the system's 

efficiency does not markedly improve or deteriorate with repeated use over time. 

However, the main effect of modality on perceived efficiency was statistically significant (F (1, 

10) = 8.94, p = .0136), revealing that one modality was inherently perceived as faster and less 

effort-demanding than the other. Figure 7.5 compares the Efficiency scores during the 

evaluation sessions, and we can observe that participants’ perceived efficiency of IPE (M = 

1.26; SD = 0.14) is statistically significantly higher than perceived efficiency of TPE (M = 0.7; 

SD = 0.33). In practical terms, this means that the design characteristics of IPE makes it more 
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efficient from the users' standpoint, highlighting the importance of modality design in user 

satisfaction. 

The interaction between interaction sessions and modality was not statistically significant (F 

(2, 20) = 1.46, p = .2554), suggesting that no particular combination of session and MTPE 

modality uniquely impacts the perceived efficiency of the system. Essentially, while each 

factor has its own influence, they do not synergistically affect how users perceive the system's 

efficiency. 

In conclusion, this ANOVA highlights the significance of modality selection for enhancing the 

efficiency of MTPE systems. The findings emphasize the importance of the MTPE modality 

features in determining user efficiency perceptions, which has direct implications for the 

development and optimization of user interfaces in translation tools. 

 

Dependability 

In our MTUX questionnaire, Dependability was measured through the following opposite 

adjective pairs: unpredictable-predictable, obstructive-supportive, not secure-secure, does 

not meet expectations-meet expectations. 

 

 

Figure 7.6. Dependability MTUX Score Comparison in the Evaluation Sessions Sessions (with SD bars) 
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Dependability refers to the users’ perception of control over the interaction and the 

predictability of the system. The repeated measures ANOVA was conducted to evaluate the 

influence of interaction sessions and MTPE modality on the perceived Dependability. From a 

statistical viewpoint, the main effect of interaction sessions on dependability was not 

significant (F (2, 20) = 1.51, p = .34), suggesting that users’ sense of control and predictability 

did not significantly vary over multiple sessions. This implies that the familiarity gained 

through repeated use does not appear to alter the perception of dependability in a 

statistically significant way. 

The main effect of MTPE modality was also non-statistically significant (F (1, 10) = 2.62, p = 

.14). From a practical perspective, the results displayed in Figure 7.6 point to a potential 

preference for IPE (M = 1.29; SD = 0.16) over TPE (M = 1.04; SD = 0.34) regarding how in 

control users feel and the predictability of the system, though this preference is not strong 

enough to be conclusively supported by the data. This may be caused because IPE is a novel 

methodology, the translation completion proposal suggestions are a new feature for the 

participants, and getting used to them may be difficult with only 10 interactions. 

The interaction effect between interaction sessions and MTPE modality on dependability was 

also not statistically significant (F (2, 20) = 0.98, p = .39), which indicates that no specific 

session-modality combination had a significant effect on users’ perceptions of dependability. 

This means that the variations in how dependable the system felt were not dependent on the 

particular combinations of session and modality. 

Overall, the analysis suggests that while there are some indications of differences in perceived 

dependability associated with the MTPE modality, these are not substantial enough to be 

considered statistically significant within the bounds of this study. The perceived 

dependability of MTPE systems appears to be relatively stable across different interaction 

sessions, and the interaction between sessions and modality does not significantly affect 

users’ sense of control and predictability. Therefore, the design and selection of modality 

should cautiously consider these trends towards dependability, even if current results do not 

show a strong statistical backing. Future research could explore these dynamics further, 

potentially with larger sample sizes to detect subtler effects, to enhance the development of 

dependable MTPE systems and interfaces. 
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Stimulation 

In our MTUX questionnaire, Stimulation was measured through the following opposite 

adjective pairs: inferior-valuable, boring-exciting, not interesting-interesting, demotivating-

motivating. 

 

 

Figure 7.7. Stimulation MTUX Score Comparison in the Evaluation Sessions (with SD bars) 

In exploring the effects of interaction sessions and MTPE modality on the perceived 

Stimulation, our study employed a 2x3 repeated measures ANOVA. The interaction sessions 

did not have a significant main effect on stimulation (F (2, 20) = 0.47, p = .63), suggesting that 

the excitement and motivation provided by the system did not vary significantly across 

different sessions. This result indicates that users' engagement levels, in terms of stimulation, 

are consistent over time when interacting with the system. 

The main effect of MTPE modality on stimulation was statistically significant (F (1, 10) = 10.92, 

p = .0079), demonstrating that IPE (M = 1.11; SD = 0.17) is perceived as more stimulating than 

TPE (M = 0.42; SD = 0.43) (see Figure 7.7). This significant difference in the excitement and 

motivational appeal of the modalities suggests that some designs inherently elicit a more 

positive and engaging experience for users. 
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However, the interaction effect between interaction sessions and modality was not 

statistically significant (F (2, 20) = 0.35, p = .71), indicating that no specific session-modality 

combination had a significant impact on how stimulating the system was perceived to be. In 

essence, while modalities differ in their ability to engage users, these differences do not 

depend on the number of times a user has interacted with the system. 

These findings are particularly relevant to the design of MTPE systems, tools and workflows, 

underscoring the importance of the MTPE modality in fostering an engaging and motivating 

user experience. The distinct impact of modality on stimulation highlights the potential for 

enhancing user engagement by carefully designing the interface and interaction processes of 

MTPE systems. This could lead to increased user satisfaction and potentially improve the 

overall performance and wellbeing of people using such systems. 

Novelty 

In our MTUX questionnaire, Novelty was measured through the following opposite adjective 

pairs: dull-creative, conventional-inventive, usual-leading edge, and conservative-innovative. 

 

Figure 7.8. Novelty MTUX Score Comparison in the Evaluation Sessions Sessions (with SD bars) 

Again, we measured the effects of interaction sessions and different MTPE modalities on the 

perceived novelty of the system with a 2x3 repeated-measures ANOVA. From a statistical 

perspective, the interaction sessions did not have a significant main effect on novelty (F (2, 
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20) = 1.97, p = .16), indicating that users' perceptions of the system's novelty did not 

significantly change across the different sessions. This suggests that the users' initial 

impressions of the system's novelty likely remained stable over time. 

In terms of MTPE modalities, the main effect was statistically significant (F (1, 10) = 11.44, p 

= .006), which means that one modality was perceived differently in terms of its innovation 

and creativity. By looking at Figure 7.8, this result implies that IPE (M = 1.02; SD = 0.19) is seen 

as more novel than TPE (M = 0.25; SD = 0.44), which could have substantial implications for 

user engagement and satisfaction. This result was to be expected because of the participants’ 

different experience levels in each of these MTPE modalities. 

The interaction between interaction sessions and modality was not statistically significant (F 

(2, 20) = 1.29, p = .29), suggesting that there wasn't a specific session-modality combination 

that stood out in influencing the perception of novelty. Essentially, while MTPE modalities 

themselves can be distinguished by their perceived novelty, this perception is not significantly 

affected by repeated use or by specific combinations of use over time. 

These findings highlight the importance of modality design in MTPE systems to foster a sense 

of innovation and creativity. The significant main effect of modality suggests that investing in 

the development of novel features can be crucial for enhancing user experiences and 

maintaining user interest. This could encourage ongoing user engagement and potentially 

contribute to the long-term success of MTPE tools. 

 

7.2. RQ2. Is translation productivity statistically significantly impacted by MTPE 

modality (TPE or IPE) and does this vary with increased experience? 

With each TPE or IPE interaction, we tracked translation time with Lilt, and we measured the 

number of words translated per hour (WPH) in each of the translation sessions, both for TPE 

and IPE. Again, a 2x3 repeated-measures ANOVA was conducted to assess whether there was 

a statistically significant effect of MTPE modality (Levels: TPE and IPE) and interaction session 

(Levels: Interaction 1, Interaction 6 and Interaction 10) on average translation productivity by 

considering the evaluation sessions.  
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We found that the main effect of interaction session on translation productivity was not 

statistically significant (F (2, 20) = 3.38, p = 0.05). This suggests that when we only look at the 

number of interaction sessions, it does not seem to make a real difference in terms of 

productivity. This makes sense since participants already have professional experience in TPE, 

and therefore they may have already attained their maximum productivity speed in this MTPE 

modality (this is further supported by Figure 7.9, where we can see that productivity in TPE is 

flat).  

 

Figure 7.9. Productivity Comparison in the Evaluation Sessions Sessions (with SD bars) 

In addition, we found a statistically significant effect of MTPE modality on productivity (F (1, 

10) = 19.63, p = 0.001). This means that the MTPE modality used has a clear impact on 

productivity. By looking at Figure 7.9, we can see that participants worked statistically 

significantly faster in the IPE modality (M = 1578.85; SD = 935) than in the TPE modality (M = 

1359.28; SD = 1004.74). 

Lastly, ANOVA results also suggest that there was a statistically significant interaction effect 

between the two independent variables (F (2, 20) = 16.56, p = 0.0001). This interaction effect 

suggests that the effect of MTPE varies with experience with improvements in productivity 

within the IPE condition over time and the TPE performance staying relatively stable across 

the sessions.  
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Figure 7.10. Productivity evolution during the learning sessions 

When observing the learning sessions (see Figure 7.10 above), over a span of 10 interactions, 

the participants demonstrated a consistent increase in productivity, as measured in WPH. The 

graph illustrates this ascent from an initial average productivity of 1317 WPH to nearly 1800 

WPH. This pattern underscores a significant enhancement in translation productivity, 

correlating positively with the participants' growing familiarity with the IPE functionalities. 

These results highlight the effectiveness of IPE tools in optimizing the translation workflow, 

indicating that such technologies can substantially elevate productivity levels when users are 

given the opportunity to adapt to this new MTPE modality. 

 

7.3. RQ3. Is fluency statistically significantly impacted by MTPE modality (TPE or IPE) 

and does this vary with increased experience? 

Again, a two-way repeated measures ANOVA was conducted to assess the impact of 

interaction session and MTPE modality on the fluency scores of participants. The results 

indicated a non-statistically significant effect of the interaction session on fluency scores (F(2, 

20) = 1.79, p = 0.20). This suggests that there was no substantial variance in fluency scores 

that could be attributed to the interaction session. That is, when participants got acquainted 

with the tool, their fluency score did not improve (see Figure 7.11).  
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Figure 7.11. Fluency Comparison in the Evaluation Sessions Sessions (with SD bars) 

By contrast, the main effect of MTPE modality on fluency was statistically significant (F (1, 10) 

= 9.80, p = 0.01), indicating that MTPE modality alone did statistically significantly influence 

fluency outcomes. By observing the averages in both MTPE modalities, we can see that 

Fluency scores in IPE (M = 3.89; SD = 0.09) were statistically significantly higher than Fluency 

scores in TPE (M = 3.87; SD = 0.09).  

The interaction effect between interaction session and MTPE modality was also statistically 

significant (F (2, 20) = 10.19, p = 0.001), which implies that the effect of interaction session on 

fluency scores is modulated by the MTPE modality. In essence, while increased experience 

alone does not change fluency scores, the MTPE modality has a statistically significant effect 

on fluency scores. In addition, the two factors together (interaction session and MTPE 

modality) also have a significant impact on fluency. That is, that the effects of experience vary 

for each MTPE modality. 
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Figure 7.12. Fluency evolution during the learning sessions 

Figure 7.12 illustrates that fluency scores, anchored firmly around the score of 4, remained 

remarkably consistent throughout the 10 learning sessions. This sustained level of fluency 

suggests that fluency scores did not change with increased experience with IPE. It is also 

worth stressing that fluency scores were close to the maximum fluency score of 4, affirming 

the viability of IPE for professional translation tasks where fluent and natural-reading 

translations are paramount. 

 

7.4. RQ4. Is adequacy statistically significantly impacted by MTPE modality (TPE or IPE) 

and does this vary with increased experience? 

The statistical analysis of the influence of the interaction session and the MTPE modality on 

the adequacy scores of the translations produced by the different participants was also 

assessed through a 2x3 repeated measures ANOVA.  
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Figure 7.13. Adequacy Comparison in the Evaluation Sessions 

The analysis did not indicate a statistically significant main effect of interaction session on 

adequacy scores (F (2, 20) = 0.31, p = 0.71), suggesting that increasing interaction session 

alone did not substantially enhance the adequacy of translations. Similarly, the main effect of 

MTPE modality on translation adequacy was not statistically significant (F (1, 10) = 0.77, p = 

0.40), indicating that the choice of MTPE modality by itself did not statistically significantly 

influence the adequacy of the translations. Even if the adequacy scores of the IPE modality 

(M = 3.76; SD = 0.19) were higher than the adequacy scores of the TPE modality (M = 3.74; SD 

= 0.15), no statistically significant difference could be observed, as observed in Figure 7.13. 

The interaction between interaction session and MTPE modality was also not statistically 

significant (F (2, 20) = 1.85, p = 0.19). This implies that the potential effect of interaction 

session on translation adequacy did not vary with the different MTPE modalities. Collectively, 

these results suggest that neither the increased experience with a system nor the MTPE 

modality significantly impacts the adequacy of the translations. 
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Figure 7.14. Adequacy evolution during the learning sessions 

Figure 7.14 reflects the adequacy evolution across the 10 learning sessions. Adequacy scores 

consistently hovered around the maximum adequacy score (4), indicating a stable 

performance in maintaining the integrity of the source content throughout the interactions. 

It is significant to note, however, that these scores were modestly lower than those obtained 

for fluency in the section above. This applies both to TPE and IPE: even if IPE scores in terms 

of adequacy and fluency are generally higher than TPE scores, both TPE and IPE adequacy 

scores report slightly lower global scores than fluency. This discrepancy emphasizes a critical 

nuance in translator-MT interactions: while fluency may be more readily achieved with the 

aid of state-of-the-art NMT systems, ensuring the translation's adequacy—a measure of how 

well the source message is preserved—may pose a greater challenge, and may depend more 

on the translator. 

7.5. RQ5 to RQ7. Do pre-task perceptions of MTPE correlate with fluency, adequacy, 

or productivity? 

As discussed in Chapter 5, there were some additional elements related to participants’ 

perceptions that we wanted to assess in this longitudinal study. As this PhD thesis can be 

considered the first study analysing MTUX in translator-MT interactions, exploring all the 

potential implications of MTUX (in terms of pre-task perceptions or post-task perceptions) 

may give us indications for developing more HCAMT tools, systems, or workflows. 
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Consequently, to answer RQ5 to RQ7, we conducted a series of statistical tests to see whether 

there was any correlation between participants’ pre-task perceptions and fluency, adequacy, 

or productivity (Briva-Iglesias and O’Brien 2024). 

First, we ran some descriptive statistics tests to see the distribution of the data, so we could 

use more appropriate inferential statistical tests. In addition, we plotted every variable in 

histograms to see whether the variables were normally distributed, and to strengthen our 

methodology we also performed the Shapiro-Wilk’s test.  As data violated the assumptions of 

normal distribution (p>.05), we conducted a Kendall’s T correlation test for all the variables 

so as to explore the relationships between the measures collected, by following recent 

recommendations to use Kendall’s T over Spearman’s correlation for non-parametric data 

(Mellinger and Hanson 2016). Due to the number of correlations performed, increasing the 

likelihood of type I error, we recommend interpreting correlations at the .05 level with 

caution. In addition, it is worth stressing that the strength of the correlation coefficients vary 

according to the statistical test conducted. Therefore, by following Schober, Boer, and 

Schwarte's (2018) advice, we interpret Kendall Tau’s correlation coefficient strength in the 

following form: Weak (0.06-0.25), Moderate (0.26 to 0.49), Strong (0.50 to 0.71), and Very 

strong (0.71 to 1). Below, different heatmaps display the correlation coefficients of every pre-

task perception variable in relationship to adequacy, fluency, and productivity. Variables 

containing an asterisk “*” show a statistically significant correlation. 
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Fluency scores 

 

Figure 7.15. Correlation of translators' pre-task perceptions of MTPE with fluency scores 

Figure 7.15 shows that participants’ feeling of boredom or engagement when performing 

MTPE assignments in a professional environment (r (10) = -.012, p = .85) showed no 

statistically significantly correlation with Fluency scores. 

However, all the other pre-task perceptions variables showed a statistically significant 

correlation with Fluency. On the one hand, the level of experience that participants had in 

performing MTPE tasks (r (10) = .12, p = .002) and participants’ attitude towards liking or 

disliking post-editing tasks (r (10) = -.21, p = .0007) showed weak statistically significant 

correlations. On the other hand, participants’ pre-task perceptions of MT being a threat to 

the translation profession (r (10) = -.37, p = .001) and the level of trust they had on MTPE (r 

(10) = .36, p = .02) showed statistically significant moderate correlations. This means that 

participants who had higher levels of trust in MTPE tasks as an aid in their professional 

translation projects tended to report higher fluency scores, as the moderate correlation 
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shows. In a similar way, those participants who thought that MT was a threat for their 

profession tended to produce less fluent translations. 

Adequacy scores 

The correlation heatmap of Figure 7.16 provides a visual summary of the statistical analysis 

conducted on participants’ pre-task perceptions of MTPE and their translation quality results, 

specifically focusing on translation adequacy. Notably, the heatmap reveals a spectrum of 

correlations, from strongly positive to strongly negative.  

 

 

Figure 7.16. Correlation of translators' pre-task perceptions of MTPE with adequacy scores 

One of the most notable results within our participants group is that we observed a strong 

statistically significant positive correlation (r (10) = .58, p = 0.0001) between participants’ trust 

in MTPE and the adequacy scores, implying that higher trust in the system is linked to higher 

performance levels in producing adequate translations. The other remarkable result is that 

participants’ view of MT as a threat yielded a strong statistically significant negative 



153   
 

correlation (r (10) = -.58, p = 0.0001), suggesting that apprehensions about the technology's 

impact on the profession may undermine translation adequacy.  

Factors such as the enjoyment of conducting MTPE tasks (r (10) = -.31, p = 0.0001), and the 

overall experience in MTPE (r (10) = .21, p = 0.0004), showed less pronounced yet statistically 

significant correlations, indicating that these perceptions might not be as critical in influencing 

the adequacy of translation outcomes.  

These insights contribute to the ongoing discourse on the human factors influencing 

contemporary translator-computer interactions, underscoring the complex interplay 

between subjective perceptions and objective translation performance metrics. These results 

show that participants’ lack of trust in MTPE tasks and the consideration of MT as a threat to 

their profession may have an effect on translation quality, even before the task has already 

started. 

 

Productivity scores 

Figure 7.17 provides a quantitative depiction of the correlations between participants’ pre-

task perceptions of MTPE and their measured productivity in WPH. The results from every 

pre-task perception variable were statistically significant.  
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Figure 7.17. Correlation of translators' pre-task perceptions of MTPE with productivity 

The data indicates that positive sentiments towards MTPE, such as liking MTPE tasks as a 

professional aid (r (10) = .43, p = 0.0001), finding them engaging (r (10) = .38, p = 0.0001), or 

the level of trust in MT (r (10) = .37, p = 0.0001) are moderately correlated with higher 

productivity scores.  

Conversely, the negative moderate correlation with the perception of MT as a professional 

threat (r (10) = -.33, p = 0.0001) highlight potential areas of concern. These findings may 

reflect a complexity in MTPE’s perceived impact on the translation industry, which could 

influence translator productivity. There is also a weak statistically significant negative 

correlation with MTPE experience (r (10) = -.22, p = 0.0001). 

The results of this section reveal the psychological impact of participants’ pre-task 

perceptions on translation performance measures, affirming the importance of considering 

MTUX in the design of MTPE systems, tools and workflows. These results also have 

implications in translator training. If negative translators’ pre-task perceptions are correlated 

with lower productivity and lower quality, teaching translators the potential benefits of MT 
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(if applied in an ethical way) may translate into translators being more productive and offering 

higher-quality translations. 

 

7.6. RQ8 to R10. Does MTUX correlate with fluency, adequacy, or productivity? 

We also wanted to analyse whether MTUX scores had any statistically significant relationship 

with translation quality or productivity. Thus, different variables were checked for correlation, 

namely translator’s overall MTUX scores in the TPE and IPE condition with measures of 

translation adequacy, fluency, and productivity. First, we checked data normality with 

Shapiro-Wilk’s test. MTUX scores both in the TPE and the IPE modalities followed a normal 

distribution (p-value > .05). Adequacy scores in IPE were also normally distributed. All the 

other variables (i.e., productivity scores in TPE and IPE, fluency scores in TPE and IPE, and 

adequacy scores in IPE) did not follow a normal distribution (e.g., violated the assumption for 

normality (p-value < .05)). We therefore performed a Kendall’s T correlation test for every 

non-parametric variable, except when we correlated the normally distributed variables, 

where we conducted a Pearson’s correlation test. As a conclusion, we found there were no 

statistically significant correlations between MTUX scores and final translation quality. MTUX 

scores in the TPE condition [Adequacy: r (32) = -0.04, p = 0.83; Fluency: r (32) = 0.05, p = 0.67] 

and in the IPE condition [Adequacy: r (109) = 0.11, p = 0.08; Fluency: r (109) = 0.08, p = 0.19] 

did not significantly correlate with final translation quality. Regarding participants’ 

productivity, MTUX scores in the TPE condition [r (32) = 0.08, p = 0.295] or in the IPE condition 

[r (109) = −0.09, p = 0.14], did not significantly correlate with measures of translator 

productivity. 

 

7.7. Discussion of the results 

This section discusses the findings of the main longitudinal study reported in Chapter 7. As 

discussed in the rationale for conducting a longitudinal study in Chapter 5, the overarching 

research question is affected by different factors, namely MTUX, translation productivity, and 

translation quality. As a consequence, the results are also discussed considering these factors, 

first individually, and then as a whole. This section starts with a discussion of the MTUX scores, 

first on an average level, and then at a subfactor level (Section 7.7.1), followed by the 
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translation productivity factor in Section 7.7.2, the translation quality in Section 7.7.3,  and 

the correlations that MTUX have on translation quality and productivity (Section 7.7.4). The 

Chapter ends with a final discussion on the implications of the results (Section 7.7.5). The 

research questions are revisited to find whether they are answered by the findings presented.      

7.7.1. IPE produces a statistically significantly higher MTUX 

The findings of this PhD research underscore the superiority of the IPE modality over TPE in 

terms of average MTUX scores. It is evident from the statistical analyses that participants 

perceive a more HCAMT workflow when engaging with MT through IPE tasks. This observation 

is supported by the statistically significantly higher MTUX scores in the IPE modality, indicating 

a substantial enhancement in the overall user experience if compared with MTUX scores in 

the TPE modality. The observation also allows us to answer affirmatively the first part of RQ1. 

Is MTUX statistically significantly impacted by MTPE modality (TPE or IPE) and does this vary 

with increased experience? IPE produces a statistically significantly higher MTUX than TPE. 

These results support the findings of previous IPE studies that reported that this MTPE yielded 

higher translation satisfaction (Sánchez-Torrón 2017). Furthermore, the results also suggest 

that, as participants become more familiar with the IPE features, their proficiency and 

comfort with this type of translator-computer interaction improve, leading to a more positive 

perception of the MTUX, answering affirmatively the second part of RQ1. This highlights the 

importance of adequate training and adaptation time for translators to fully acclimatize to 

the IPE modality and leverage its benefits in their workflows, as suggested by previous 

research on IPE (Sánchez Torrón 2017; Sanchis-Trilles et al. 2014). If the perspective from 

which MTUX scores are analysed is changed, and the different MTUX subfactors are 

scrutinised for finer granularity, we can also extract additional interesting lessons. 

The main longitudinal study reveals that IPE is perceived as a more pleasant and friendly MTPE 

modality by our participants. The inherent appeal of the IPE modality, as evidenced by its 

higher Attractiveness scores, suggests a more engaging and user-friendly interface that 

resonates well with users. In addition, IPE's ease of use and understandability are notably 

superior to TPE (as measured by Perspicuity scores). Even though participants already had 

professional experience with TPE tasks, IPE’s design, highlighting translation completion 

proposals and providing different complementary aids, has been deemed more intuitive and 

straightforward. 
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Participants also perceived that IPE tasks were faster than TPE tasks (by considering Efficiency 

scores). However, it is important to triangulate these subjective assessments with empirical 

productivity data for a more comprehensive understanding of IPE’s efficiency. As reported by 

Guerberof-Arenas (2008), translators sometimes perceived that they were faster without MT, 

but empirical data showed the opposite, indicating a higher productivity when post-editing. 

In section 7.7.2 below, we describe how participants’ productivity data shows that IPE tasks 

allowed them to translate statistically significantly faster than with TPE. Consequently, 

perceptions need to be examined alongside productivity. 

The findings of the main longitudinal study also indicate that IPE is a more motivating and 

exciting MTPE modality for participants in a substantial way (Stimulation factor). This could 

be attributed to the interactive nature of IPE, which may stimulate more cognitive 

engagement and interest in the translation task. In addition, IPE tasks are perceived as more 

creative, possibly due to the novel features and the dynamic interaction they offer, 

challenging participants to engage more actively with the translation process (if considering 

Novelty scores). This dynamic interaction may also influence translation fluency. In TPE, 

translators need to adapt static MT output and most of the text may remain unchanged. In 

IPE, on the other hand, translators start typing and the MT output adapts on the fly to the 

proposed translation of the translator. As a consequence, the resulting text may be more 

fluent in IPE, though this should be analysed with empirical data. Section 7.7.3 below covers 

the effects on translation quality, in terms of fluency and adequacy. Once again, empirical 

data back participants’ perceptions, and they produced more fluent translations in IPE than 

in TPE.  

The non-statistically significant difference in Dependability scores between IPE and TPE 

suggests that participants are still adapting to the IPE modality. Familiarity with TPE might 

contribute to a sense of reliability, whereas IPE, being a newer MTPE modality, may require 

more time for participants to fully trust and adapt to its features, as suggested previously by 

Macklovitch (2006). However, it is worth stressing that average Dependability scores were 

higher for IPE in every interaction session, even if this difference was not statistically 

significant. 
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7.7.2. IPE allows for working statistically significantly faster after some acclimatisation 

The statistical analysis conducted to answer RQ2. Is translation productivity statistically 

significantly impacted by MTPE modality (TPE or IPE) and does this vary with increased 

experience? revealed that the MTPE modality played a crucial role in translation productivity 

scores. The data indicates a statistically significant effect of the MTPE modality on 

productivity, with IPE outperforming TPE in terms of translation productivity in WPH. This is 

a key finding, underscoring the effectiveness and efficiency of interactive tools in the 

translation process. 

Interestingly, initial interactions did not show a substantial difference between IPE and TPE. 

This can be attributed to the initial learning phase and adaptation to the IPE interface and 

functionality (Alabau et al. 2013;Alabau et al. 2013; Sanchis-Trilles et al. 2014). As participants 

progressed in their use of IPE, a clear increase in productivity was observed, as suggested 

previously by Casacuberta et al. (2009). On average, over the 10 interaction sessions, 

participants increased their productivity in IPE by 64%. By contrast, in TPE, this figure only 

increased by 5%. For example, the translator 1 (T01) had a TPE productivity of 704 WPH at 

the start of the experiment and ended up with a TPE productivity of 701 WPH at the end of 

the experiment (a -0.4% productivity change, suggesting that their productivity in TPE stayed 

flat). Conversely, T01 had an IPE productivity of 632 WPH at the start of the experiment and 

ended up with an IPE productivity of 1216 WPH (a 92% increase after acclimatisation to the 

tools and the 10 interaction sessions). 

The longitudinal approach of this study played a crucial role in capturing the evolving 

proficiency of participants with the IPE system, considering their varying experience levels 

with each MTPE modality. This approach provided a nuanced understanding of how 

familiarity and expertise with IPE tools influence translation productivity over time. 

This research distinguishes itself as the first in the field to harness empirical data in 

demonstrating the impact of the IPE modality on productivity. Previous studies speculated on 

this effect based on regressions and hypothetical calculations (e.g. the work on CASMACAT 

reported in Alabau et al. (2014) or the early TransType prototypes (Esteban et al. 2004; 

Macklovitch 2006)), but our work substantiates these theories with direct data analysis. This 

leap from theoretical to empirical validation marks a significant advancement in the study of 

translator-computer interactions and situates IPE as a feasible and viable workflow for today’s 
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contemporary language services industry. IPE does not only grant a higher MTUX to 

participants, but also allows them to translate faster. 

It is worth stressing that these results may also be partially attributed to recent technological 

advancements. With the adoption of NMT as a new state-of-the-art MT paradigm (Castilho, 

Moorkens, Gaspari, Sennrich, et al. 2017), plus improvements in computational power, these 

advancements have likely contributed to the faster generation of translation completion 

proposals and higher quality MT output, streamlining the translation process. This 

technological evolution, coupled with refined IPE tools, and state-of-the-art, adaptive NMT      

systems has paved the way for greater translation productivity in translation, setting a new 

benchmark in the field. 

 

7.7.3. IPE statistically significantly impacts fluency, but not adequacy 

Regarding translation quality, this PhD research tried to answer, through RQ3 and RQ4, 

whether IPE produced a statistically significantly higher fluency and adequacy scores than 

TPE. The findings indicate that participants produced more fluent translations when working 

with the IPE modality. This fluency difference with their TPE translations was statistically 

significant. This suggests that the intrinsic dynamic interaction of the IPE modality, where 

translation proposals are adapted on the fly, enhances the fluency of the output, as suggested 

above (see Section 7.4). The ability of IPE to adjust translation suggestions in real-time in 

response to translator inputs appears to be a key factor in achieving higher fluency levels (a 

step-by-step example of how participants produce more fluent translations with IPE if 

compared with TPE can be seen in Appendix E). Recent research has identified the 

phenomenon of “post-editese” (Daems, De Clercq, and Macken 2017; Toral 2019; Castilho 

and Resende 2022), a distinctive feature set in post-edited translations. Post-edited 

translations have been found to be simpler and to have a higher degree of interference from 

the source language than human translations. An intriguing future research question emerges 

from our findings: does the interactive nature of IPE reduce the occurrence of "post-editese"? 

This question opens new avenues for exploring how different MTPE modalities influence the 

linguistic characteristics of translated texts and poses IPE as a potential MTPE modality that 

helps produce more natural translations, as if written directly in the target language. 
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In addition, it is worth noting that the data reveals consistently high fluency scores for both 

IPE and TPE modalities across all interaction sessions. This uniformity in fluency can likely be 

attributed to the advancements in NMT, known for generating highly fluent outputs 

(Bentivogli, Bisazza, et al. 2016).  

In terms of translation adequacy, the study did not find a statistically significant difference 

between TPE and IPE over time. However, it is noteworthy that the average adequacy score 

was slightly higher for IPE than for TPE. This suggests that while IPE may offer a marginal 

benefit in maintaining the integrity of the source message, the difference is not substantial 

enough to be statistically significant. From these results, we can also extract that translation 

adequacy is translator-dependent, i.e., a good translator will deliver high translation quality 

in both MTPE modalities, regardless of experience level; just as a less skilled translator will 

deliver poorer quality translations, regardless of the MTPE modality or the experience. 

To have a more comprehensive view of the translation quality produced by the participants 

of the study and the relevance for the language services industry, we have compared the 

fluency and adequacy scores of the raw MT output with the final adequacy and fluency scores 

of the TPE and IPE modalities. The raw MT output obtained an average Adequacy score of 

3.48/4 and an average Fluency score of 3.71/4. The TPE output obtained an average Adequacy 

score of 3.74/4 and an average Fluency score of 3.86; and the IPE output and average 

Adequacy score of 3.76/4 and an average Fluency score of 3.89/4. Thus, we can consider that 

participants of the main longitudinal study produced translations that are valid and meet the 

industry requirements. This finding is significant for the language services industry, as it 

underscores the practical applicability of both MTPE modalities in professional settings. 

 

7.7.4. Perceptions of MT influence quality and productivity 

RQs 5 to RQ10 attempted to investigate whether participants’ MTUX perceptions, analysed 

before, during, and after interacting with MT, had any relevant relationship with translation 

quality and productivity. Even if the study results indicate that during- and post-task MTUX 

perceptions collected via the UX questionnaire did not demonstrate a direct correlation with 

translation performance (neither at the quality nor productivity level), we deem them critical 

in forming translators' pre-task perceptions. These pre-task perceptions, in turn, have shown 
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a moderate to strong statistically significant correlation with translation quality and 

productivity. Consequently, we consider that it is essential to study translators' pre-task and 

post-task perceptions of MTUX collectively, as they together influence the overall experience 

and expectations of translators. The reasons that justify why we think that pre- and post-task 

MTUX perceptions should be analysed together are described below in Section 8.1, after 

explaining the correlations between translators’ pre-task perceptions and translation quality 

and productivity in this section. 

One of the study's salient findings is the statistically significant correlation between 

participants' pre-task perceptions of MT and translation quality and productivity. The most 

notable correlation coefficients were observed in two specific variables: participants’ level of 

trust in MTPE and the perception of MT being a threat to the translation profession. 

The level of trust participants have in MT showed a strong correlation with Adequacy and a 

moderate correlation with Fluency, supporting once again the results discussed above, which 

suggested that Adequacy was more translator-dependent, while Fluency was more influenced 

by NMT quality (Castilho, Moorkens, Gaspari, Sennrich, et al. 2017). These correlations 

indicate that participants who trust MT systems to help them work in their daily tasks offered 

higher final translation quality than those who did not trust MT systems. These results are in 

line with previous research in cognitive science (Albarracín 2021), which indicated that prior 

negative perceptions are an important and crucial determinant for future attitudes and 

behaviours. In our case, participants’ pre-task perceptions of MTPE tasks had a strong 

negative correlation with the quality of the translation. This may be because participants who 

do not trust MT do not enjoy this interaction or do not give their best when interacting with 

MT in their regular workflows. This backs up the results of the second pre-task perception 

variable with a strong negative correlation in our study, that is, whether participants consider 

MT as a threat to the translation profession. The perception of MT being a threat to the 

profession showed a statistically significant moderate to strong association with Fluency and 

Adequacy, respectively. What this correlation implies is that participants who, even before 

starting a post-editing task, think that MT is a threat and harmful for the translation profession 

are more likely to produce lower translation quality. If we combine this negative correlation 

with the positive correlation of trust in MTPE tasks, we can say that translators' pre-task 

perceptions have a strong relationship with the final quality of the translation, and that the 
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mindset or attitude with which translators start a post-editing task is key to their ability to 

deliver high-quality translations.  

Furthermore, the results of the main longitudinal study also suggest that translation quality 

is not the only variable affected by participants’ pre-task perceptions. Whether participants 

liked or disliked doing MTPE tasks in their professional workflow was also positively correlated 

with translation productivity. This meant that participants who liked post-editing recorded      

higher productivity scores than those who did not like MTPE tasks. 

The study's findings on the relationship between participants’ perceptions and translation 

quality and productivity have profound implications, offering novel insights into the dynamics 

of modern translator-computer interactions. It is evident that the approach translators adopt 

towards a task plays a critical role in determining the final outcome, with varying degrees of 

influence on different aspects of translation performance (in terms of quality or productivity). 

This highlights the vital importance of MT literacy (Bowker and Ciro 2019), so that translators 

working with MT know what they can or cannot do with MT, so their views or perspectives 

change even before this specific type of user-MT interaction takes place. The chapter below 

concludes with a reflection on these implications. 
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CHAPTER 8. CONCLUSIONS, STRENGTHS, LIMITATIONS AND FUTURE 

WORK 

The aim of this research was to answer the following overarching research question: 

● RQ. Is IPE a better alternative to TPE in terms of MTUX, translation productivity, and 

translation quality? 

The PhD thesis demonstrates that IPE is a better alternative to TPE at different levels in the 

use case analysed. In terms of MTUX, participants reported a statistically significantly higher 

MTUX when interacting with MT in the IPE modality. This means that participants perceived 

the IPE task to be more pleasant, friendly, practical, and efficient, among other experiential 

elements. The objective results also show that, after some acclimatisation to the novel 

features of IPE, participants were able to translate faster than with TPE at a statistically 

significant level. In terms of translation quality, on the one hand, participants produced more 

fluent translations with IPE than with TPE, probably due to the advantages of the interactive 

human-MT interaction. On the other hand, although the adequacy evaluation revealed no 

significant statistical difference between the translations produced via IPE or TPE, IPE 

consistently yielded slightly higher adequacy scores. This underscores the significance of IPE 

in enhancing HCAMT in contemporary translation workflows because IPE does not only 

produce a more pleasurable human-machine interaction, but also augments translators and 

allows them to work faster and produce more fluent translations with comparable adequacy, 

at least within the scope of our study. 

It is worth stressing that these results may be applicable to the professional translation of 

specialized, complex legal texts from English into Spanish. However, we must be aware that 

this is a language combination between two major languages with high-quality MT. 

Consequently, even if we cannot claim generalisability of the results, we can anticipate that 

there may be transferability in similar scenarios (Saldanha and O’Brien 2013). In other words, 

the results may be applicable in other translations directions between major languages where 

there is high-quality MT available, and the translation takes places in the legal domain. It 

remains to be investigated whether these results will also be the same in other specialised 

fields, such as medical translation, or in more generic fields of translation. 
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Yet, it is important to stress that, with the current situation and the excellent quality that NMT 

systems offer now, we hypothesised it was possible that TPE would allow translators to be 

more productive than IPE in language combinations with MT output of high-quality because 

not many changes had to be implemented through post-editing. Results show that, even in 

this case, translators are statistically significantly faster in IPE. In the case of lower quality MT 

language combinations, IPE may be even a more viable option because the adaptivity features 

may improve the low-quality MT output by considering what the translator has already 

started to type. This is another research question that needs to be further explored.  

 

8.1. Breaking the vicious circle: designing for pleasure rather than for absence of pain 

An additional goal of this PhD thesis was to establish a methodology for developing HCAMT 

tools, systems, and workflows through the measurement of MTUX and the comparison with 

objective performance data (e.g., translation quality and productivity in the case of the 

language services industry), so that researchers interested in other types of users, language 

pairs, and domains, could replicate this methodology. Consequently, this study marks one of 

the early ventures in UX- and HCI-informed research on MT. To date, technology adoption in 

the language services industry has been done through human adaptation (Winner 2007; 

Vallor 2024), where the technology is developed in the first place, and humans are then 

trained to adapt to the technology. 

We consider that this is not the appropriate way forward. Hence, this research makes a 

theoretical contribution by fostering the adoption of technology by following the opposite 

direction: understanding users first and, then, developing technology that meets users’ 

needs. This should be the goal of HCAMT tools, systems, and workflows. This theoretical 

contribution has been built by utilising Roto's (2016) components of UX (considering the user, 

the system, and the context where the interaction takes place), which has proven to be a 

fruitful basis for the research design. At the very least, it moved beyond previous research 

where user experience, background, context, task and system interaction were often 

neglected, as discussed in Chapter 4. We therefore emphasise the pivotal role of MTUX in 

human-MT interactions, spotlighting its critical role in shaping the dynamics between users 
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and MT. Understanding users’ perceptions before, during, and after interaction with MT can 

(and should) inform the development of more HCAMT tools, systems, and workflows.  

The foundational rationale behind this PhD research stemmed from the growing 

dissatisfaction among translators towards technology (as discussed in Chapter 5). Historically, 

the focus of MT development by companies has been predominantly on enhancing 

productivity and quality, neglecting the user's experience and needs in translator-computer 

interactions (Briva-Iglesias, O’Brien and Cowan 2023). This oversight has led to generally 

negative user experiences in TPE tasks, fuelling a vicious cycle of translator dissatisfaction, 

rejection of technology or non-adoption of MTPE modalities (Torres-Hostench et al. 2016; 

Macías 2020; Cadwell, O’Brien, and Teixeira 2018; Fırat 2021; ELIS Research 2023; Moorkens 

2020; 2023). This technology rejection can be seen as a double-edged sword. By 

acknowledging that technology should always be developed and adopted in an ethical and 

sustainable way, the rejection of technology may hinder translators from leveraging the 

advancements in MT, potentially leading to reduced augmentation, increased cognitive effort 

and the need to do more repetitive and time-consuming tasks. This can contribute to job 

dissatisfaction and burnout due to the continued reliance on more traditional translation 

methods. On a larger scale, technology rejection could also have a societal impact and slow 

the overall advancement and adoption of efficient translation solutions, impacting global 

communication and information exchange, especially in multilingual contexts where rapid 

and accurate translation is crucial (e.g. in the legal, medical, or academic domains). On the 

other side, technology rejection can also have positive outcomes because it can drive the 

development of more human-centered tools, systems, and workflows, encouraging a shift 

from a purely efficiency-focused approach to one that better addresses the needs and 

experiences of users. Today’s increasing technology rejection in the language services 

industry is what triggered and motivated this PhD thesis. 

Our results highlight a vicious circle that starts with today’s non-human-centered technology 

development and adoption. If MT users are not satisfied with their interactions with MT, they 

will have negative perceptions of MT, viewing it less as an aid and more as a hindrance. The 

next time translators will interact with MT, these negative pre-task perceptions will result in 

a user-MT interaction where translators will not give their best, as suggested by our results. 

Then, this will translate into a non-pleasurable and demotivating interaction, as well as to 
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lower translation productivity. This vicious cycle is perpetuated by the continuous interaction 

of translators with systems that do not align with their expectations or needs. 

Thus, how can we break this vicious circle? Although post-task MTUX scores did not show a 

direct correlation with translation performance measures, they are identified as the key 

element in breaking this cycle. The development and adoption of HCAMT tools, systems, and 

workflows aims to elevate MTUX scores. By enhancing MTUX during- and post-task 

perceptions, translators will be in a position where their pre-task perceptions of MTPE are 

higher before engaging in new translator-MT interactions. As a consequence, translators are 

expected to engage more positively with MT in future interactions. This positive engagement 

is not just about feeling respected and in control, but also about being comfortable in their 

interaction with MT. Consequently, such an enhanced MTUX is anticipated to lead not only to 

higher satisfaction and motivation, but also improved translation quality and increased 

productivity, breaking the vicious circle that the use and adoption of non-human-centered 

technology originated. 

As a conclusion and reusing Blackwell’s (2015) quote on the goal of HCI, we conducted a 

“questioning, provocative, and disruptive” research project on contemporary human-MT 

interactions. This PhD advocates for a paradigm shift in the development of MT, aiming to 

design systems, tools and workflows that prioritize user pleasure and satisfaction over mere 

functionality and efficiency through better user-MT interactions. Technology development 

and adoption should contribute to our quality of life by designing for pleasure rather than for 

absence of pain. By focusing on enhancing MTUX, the research suggests a pathway to more 

pleasurable and efficient human-computer interactions, urging developers to implement and 

measure these improvements. We have demonstrated that taking care of users’ needs and 

experiences is not mutually exclusive from today’s productivity and efficiency focus. Indeed, 

these two approaches should be considered together. 

  

8.2. Strengths 

As per the notable contributions this PhD thesis makes to the Translation Studies and the MT 

communities, we must stress that this research project was conducted applying mixed 

methods, utilizing both quantitative and qualitative data to triangulate findings. This 
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enhanced the robustness and reliability of the results (Alves 2003). In addition, the innovative 

use of a standardized HCI UX questionnaire in a previously neglected area of MTUX marks a 

significant advancement, providing validated insights into user satisfaction and interaction 

with MT systems. This proposed methodology will allow researchers to explore the 

experiences and MT needs of different MT users in multiple use cases. The execution of a 

two-week longitudinal study with professional translators is exceptionally rare in the domain 

of Translation Studies and MT due to its logistical challenges and costs. This approach has 

provided invaluable longitudinal data, capturing the evolving user experience and 

productivity over time, a methodological strength that offers deeper insights than cross-

sectional studies. In addition, the data is shared in an open repository to invite researchers to 

further explore the TPE and IPE processes, as well as to allow for the replication of this study. 

Working with complex legal texts deviates from the norm of using simpler texts (normally 

news) in MT research, thereby challenging state-of-the-art MT systems and providing insights 

into their performance on more demanding content. The engagement of professional 

translators ensures the validity and reliability of the data collected, recognizing the 

importance of expertise in translation tasks. This choice underscores the study's commitment 

to capturing authentic interaction experiences and outcomes. 

The meticulous approach to reducing reviewer subjectivity in quality assessment, involving 

multiple reviewers and robust translation annotation guidelines after achieving a high IAA, 

demonstrates a rigorous and methodologically sound approach to evaluating translation 

quality. This aspect of the study addresses a common critique in Translation Studies regarding 

the subjectivity of human assessments of translation quality. 

Collectively, these methodological choices and the study's execution showcase a rigorous, 

innovative, and comprehensive approach to understanding the nuances of human interaction 

with MT systems, particularly in professional translation contexts. This research not only 

contributes valuable empirical evidence to the field but also sets a new standard for future 

studies in MT and HCI within the domain of Translation Studies. 
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8.3. Limitations 

Even if this research represents one of the few longitudinal studies in Translation Studies and 

MT, providing valuable insights into the interaction between professional translators and MT 

over time, it is important to acknowledge the challenges and limitations inherent in 

conducting such a study. Ideally, evaluating ten TPE interactions, akin to our approach with 

IPE, would have offered a more comprehensive view, allowing for a direct comparison of TPE 

and IPE in every translation session. Unfortunately, due to budget constraints, this was not 

feasible and we could only collect data from three TPE interactions. 

Another limitation of our study is the lack of analysis concerning the potential benefits of IPE 

for translators who are not touch typists. The impact of typing speed on the productivity of 

IPE versus TPE remains an unexplored dimension in our research. Typing skills could 

potentially influence a translator's interaction with IPE because slow translators may give 

additional time to the system to rerun its algorithm and offer new translation completion 

proposals. This, together with the fact that Lilt is a proprietary tool and that we had no 

application to measure the keystrokes, could have provided additional insights. Future 

research could beneficially explore these aspects to provide a more holistic understanding of 

how different translators interact with IPE and TPE systems. 

In addition, at the late stages of the PhD, a new MT architecture based on large language 

models (LLMs) appeared (Jiao et al. 2023). Although the MT capability of these systems has 

started to be researched (e.g. Lyu, Xu, and Wang (2023), Castilho et al. (2023), Briva-Iglesias, 

Camargo, and Dogru (2024)), the user studies of the PhD used NMT and LLMs have not been 

considered. 

8.4. Future work 

Future research should investigate the applicability of these results to different language 

combinations, especially those with lower-quality MT outputs. It would be valuable to 

determine if IPE offers greater advantages in such scenarios, potentially offering insights into 

MT's adaptability across diverse linguistic contexts. In addition, exploring the effectiveness of 

IPE in various translation domains remains an open question. The PhD focused on the legal 

translation field, but additional translation domains like technical, medical, or literary 

translation may benefit differently from IPE. This could provide a broader understanding of 
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its utility across the translation spectrum. For instance, Guerberof-Arenas and Toral (2022) 

report that translators are less creative with TPE and this impacts on their UX. Would IPE 

impact similarly on the product from a creativity perspective and on their perceptions? It may 

be the case that translators could leverage the interactivity of IPE and produce more creative 

translations. This is a question that needs to be further explored. 

Another intriguing avenue is examining how IPE advantages may vary between novice and 

experienced translators. This could reveal insights into the learning curves associated with IPE 

and how different levels of translation expertise interact with new MT modalities. Then, 

exploring the study beyond the 10 days of interaction may also be really interesting to see 

when the productivity in IPE flattens, and compare the maximum human productivity in both 

MTPE modalities. 

In addition, there is potential in exploring whether IPE can aid in language learning or in 

developing diverse translation strategies. This aspect could be particularly beneficial in 

educational settings, offering a dual advantage of language acquisition and translation skill 

development. To date, there has been limited work on the use of MT for language acquisition 

(Deng and Yu 2022), and IPE may be a more appropriate way of interacting with MT than TPE 

to this specific end. 

But, most importantly, this PhD opens a vast new research world because of the 

generalisability of MTUX. The significance of MTUX extends beyond professional translators. 

According to Nurminen (2019), a vast majority of MT users, approximately 99.5%, are non-

professionals. To date, focus on MT research has been on professional translators, accounting 

for approximately only the 0.05% of the MT users. This diverse user base includes subtitlers, 

academics, medical professionals, and others, each with unique needs and expectations from 

MT interactions. This latter area is where we need to put the attention focus on future 

research. For instance, a patient whose main language is not English living in Ireland may 

benefit from the use of MT to communicate with their doctor if there is no interpreting help 

available. What are the needs of this MT user? These needs will also differ from what the 

doctor expects of MT. Due to the increased globalisation worldwide and the limited resources 

of contemporary health systems, MT may form a core component in future health 

communications (Ugas, Giuliani, and Papadakos 2024). Another example is that of subtitlers. 

Preparing the subtitles of a TV series requires specific translation tasks related with 
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segmentation and/or a character limits (García-Escribano and Díaz-Cintas 2023). As a 

consequence, subtitlers’ needs of MT will differ from those of legal translators. Why are these 

MT needs neglected and not considered when developing new technologies for this use case? 

One last example may be non-English native academics, who need to publish their research 

in English because it is the lingua franca of research (Bennett 2014). Some researchers have 

already started analysing the potential benefits of MT in scholarly communication 

(Steigerwald et al. 2022). IPE may be a very viable MT modality for specialists in one specific 

field that know what they want to write, who will be able to receive additional MT help while 

writing. The MT needs of these academics whose L1 is not English will also be different to the 

needs of the other use-cases analysed. Consequently, understanding users’ specific MT 

requirements is crucial for personalizing tools, systems, and workflows, thereby enhancing 

their MTUX, aiming to optimize MT for every user category. There is a whole world of MT 

users to explore, so that we can develop HCAMT systems, tools and workflows for them. 

This PhD underscores the relevance of HCAMT through the study of MTUX and paves the way 

for making Translation Studies scholars and the translation technology and MT developer 

communities work together for fostering more human-centered ways of interacting with MT 

for a wide variety of users and use-cases. The dialogue between these different stakeholders 

has been largely absent to date, and this research is a first step towards that shift from a 

perspective that only focuses on productivity and quality, towards a newer perspective that 

also includes MTUX and users’ needs in software development and newer technology 

adoption. HCAMT through the analysis of MTUX is the way forward in the AI age. 
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APPENDIX B. RECRUITMENT JOB AD FOR THE MAIN STUDY – 

TRANSLATORS AND REVIEWERS 

For translators 

To Whom It May Concern, 

We are looking for 11 junior English-Spanish translators specialized in the legal domain to 

participate in a paid research study called “Machine Translation User Experience: The 

Forgotten Element in Machine Translation”. This study compares the user experiences of 

translators interacting with two different Machine Translation Post-Editing (MTPE) 

modalities, namely traditional post-editing and interactive post-editing. The texts to be 

translated are from the legal domain in the English-Spanish language combination, and 

translators will be paid at an hourly rate of €20. Your entire participation will take no longer 

than 11.5 hours of your time. 

We are interested in the experience of the translator when using different MTPE modalities. 

This study is part of a research project funded by the SFI CRT of Digitally-Enhanced Reality (d-

real). It is being carried out by Vicent Briva-Iglesias under the supervision of Dr Sharon O’Brien 

and Dr Benjamin R. Cowan. 

If you accept to participate, you will be asked to complete a pre-task and a post-task 

questionnaire, and to post-edit different English legal texts using two different MTPE 

modalities. We will make sure to keep the collected data anonymous and confidential at all 

times. These are the requirements for being eligible to participate: 

• You are a junior translator, that is, you have less than 5 years’ full-time experience in 

the language services industry. 

• You are a native Spanish speaker, and your main language combination is English-

Spanish. 

• You have translation experience in the legal domain. 

ONLY IF YOU MEET THE REQUIREMENTS and are interested in participating, please send us an 

email at the address below expressing your interest and attaching your CV with the following 

SUBJECT: “[MTUX Study Translator]”. Please only apply to participate if you are willing to 



196   
 

participate in the entire study. Please also note that only those who complete the entire set 

of tasks will be paid. Non-completion will result in no payment. 

Thank you in advance for your cooperation, 

Vicent Briva-Iglesias (vicent.brivaiglesias2@mail.dcu.ie) 

 

For reviewers 

To Whom It May Concern, 

We are looking for three senior English-Spanish reviewers specialized in the legal domain to 

participate in a paid research study called “Machine Translation User Experience: The 

Forgotten Element in Machine Translation”. This study compares the user experiences of 

translators interacting with two different Machine Translation Post-Editing (MTPE) 

modalities, namely traditional post-editing and interactive post-editing. Three reviewers will 

assess the translation quality of texts translated by professional translators over some 

iteration rounds. They will be paid at an hourly rate of €20. Two reviewers are expected to 

work around 3 hours. The third reviewer is expected to review a higher volume of work, and 

their entire participation will take around 55 hours of their time. 

We are interested in the experience of the translator when using different MTPE modalities. 

This study is part of a research project funded by the SFI CRT of Digitally-Enhanced Reality (d-

real). It is being carried out by Vicent Briva-Iglesias under the supervision of Dr Sharon O’Brien 

and Dr Benjamin R. Cowan. 

If you accept to participate, you will be asked to assess and score different translations made 

by professional translators by following strict Translation Quality Assessment (TQA) 

guidelines. We will make sure to keep the collected data anonymous and confidential at all 

times. These are the requirements for being eligible to participate: 

• You are a senior reviewer, that is, you have more than 5 years’ full-time experience in 

the language services industry. 

• You are a native Spanish speaker and your main language combination is English-

Spanish. 

mailto:vicent.brivaiglesias2@mail.dcu.ie
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• You have translation experience in the legal domain. 

ONLY IF YOU MEET THE REQUIREMENTS and are interested in participating, please send us an 

email at the address below expressing your interest and attaching your CV with the following 

SUBJECT: “[MTUX Study Reviewer]”. Please only apply to participate if you are willing to 

participate in the entire study. Please also note that only those who complete the entire set 

of tasks will be paid. Non-completion will result in no payment. 

Thank you in advance for your cooperation, 

Vicent Briva-Iglesias (vicent.brivaiglesias2@mail.dcu.ie)  
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APPENDIX C. PRE-TASK QUESTIONNAIRE 

Questions regarding machine translation post-editing (MTPE) 

We understand MTPE as the process where a translator corrects raw machine translated 

output according to specific guidelines and quality criteria. 

Q1. Do you have experience with MTPE tasks? 

Yes / No 

Q1.1. How long have you engaged with MTPE tasks? Give an approximate time of use with 

months or years and months (e.g., 1 year and 6 months). 

Q2. On a scale of 1-7, where 1 is “Strongly Dislike” and 7 is “Strongly Like”, please rate your 

perception of doing MTPE tasks in professional translation projects. 

Q3. On a scale of 1-7, where 1 is “Not trustworthy at all” and 7 is “Very trustworthy”, please 

rate if you can trust MTPE to help you successfully delivery a professional translation project. 

Q4. Please rate how much you agree or disagree with this statement: “Machine Translation is 

a threat to the sustainability of the translation profession. [1 is “Completely disagree” and 7 

is “Completely agree”] 

Q5. Please rate the following statement: “When I am doing MTPE tasks, I find them [SCORE]”. 

[1 is “Boring” and 7 is “Engaging”] 
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APPENDIX D. MTUX QUESTIONNAIRE 

This research aims to study Machine Translation User Experience (MTUX), a new concept in 

Translation Studies, which we consider to be the user experience of translators interacting 

with machine translation (MT). 

The initial hypothesis of this work is that a positive MTUX may influence the translation 

process, resulting in increased productivity in the long term and a more enjoyable task for MT 

users in the short term, as well as in a final product (translation) of better quality. 

You will now complete one MTUX questionnaire (User Experience Questionnare), so we can 

analyse your UX when interacting with MT. In the questionnaire, you will find word pairs that 

are intended to aid you in assessing the product that you have just become acquainted with. 

The word pairs represent extreme opposites, with seven graduations possible between them. 

An example: 

 

Please mark the box to acknowledge that you have read the instructions of the questionnaire 

and that you commit to complete it completely. 

 

Adjective pairs: 

Annoying-Enjoyable 

Not understandable-Understandable 

Creative-Dull 

Easy to learn-Difficult to learn 

Valuable-Inferior 

Boring-Exciting 

Not interesting-Interesting 
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Unpredictable-Predictable 

Fast-Slow 

Inventive-Conventional 

Obstructive-Supportive 

Good-Bad 

Complicated-Easy 

Unlikable-Pleasing 

Usual-Leading edge 

Unpleasant-Pleasant 

Secure-Not secure 

Motivating-Demotivating 

Meets expectations-Doest not meet expectations 

Inefficient-Efficient 

Clear-Confusing 

Impractical-Practical 

Organized-Cluttered 

Attractive-Unattractive 

Friendly-Unfriendly 

Conservative-Innovative 
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APPENDIX E. FLUENCY DIFFERENCE BETWEEN TPE AND IPE 

This appendix contains a step-by-step explanation of how the TPE and IPE modalities impact 

translation fluency. The IPE process has been reproduced in a table after thorough 

examination of the screen recordings of the main longitudinal study. The fragment selected 

is extracted from the segment 11 of Text 6. The TPE was produced by T0010, while the IPE 

was produced by T0008. 

Source WHEREAS, it is reasonable, prudent and necessary for the Company 

contractually to obligate itself to indemnify, and to advance expenses on behalf 

of, such persons to the fullest extent permitted by applicable law so that they 

will serve or continue to serve the Company free from undue concern that they 

will not be so indemnified; 

 

Raw MT CONSIDERANDO que es razonable, prudente y necesario que la Compañía se 

obligue contractualmente a indemnizar y anticipar los gastos en nombre de 

dichas personas en la medida máxima permitida por la ley aplicable para que 

sirvan o continúen sirviendo a la Compañía sin preocupación indebida de que 

no serán indemnizados; 

 

Target 

TPE 

(T0010) 

CONSIDERANDO QUE, es razonable, prudente y necesario que la Compañía esté 

obligada contractualmente a indemnizar y adelantar los gastos en nombre de 

dichas personas en la medida máxima permitida por la ley aplicable para que 

sirvan o continúen sirviendo a la Compañía sin preocupación de no ser 

indemnizados; 

 

Target 

IPE 

(T0008) 

Es razonable, prudente y necesario que la Empresa se obligue por contrato a indemnizar 

y a adelantar los costes en nombre de estas personas dentro de los límites legales para 

que trabajen o sigan trabajando para la Empresa con la garantía de que serán 

indemnizadas;  

 

Table E.1.  
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Table E.1 contains the source language text, the unedited MT system proposal, and the final 

translation proposals for TPE (T0010) and IPE (T0008). The colour coding of Table E.1 is as 

follows:  

- Fragments highlighted in yellow are preferential changes that have been made to the 

source text. That is, changes that are neither correct nor incorrect, but which the 

translator has deemed necessary. 

- Fragments highlighted in red are errors. In this case, they only appear in the segment 

post-edited by TPE and are errors in the MT that the translator did not change. 

- Fragments highlighted in green are appropriate and correct translation solutions. 

These fragments can be caused either by a change of the translator or by an update 

of the interactive system's MT proposal. 

Thus, we can see that, in the TPE example, T0010 makes a number of preferential changes 

and leaves much of the TPE proposal identical to the TA proposal. The final evaluation of this 

translation is Adequacy 3 and Fluency 3, as the fragments highlighted in red detract from the 

quality of the translation.  

In contrast, the IPE proposal has a rating of 4 both in Adequacy and Fluency. The different 

iterations carried out after reviewing the recordings are detailed and explained below. The 

colour coding of the tables below is:  

- In green, you can see the words that the translator has validated in the IPE modality. 

- In red, you can observe the deletions that the translator has made in a segment. 

- In square brackets, the additions that the translator has made to a segment can be 

seen. 

- Next to the bracketed word, and underlined, the word selected in purple by Lilt is 

observed (in other words, the next word that could be automatically added with the 

hotkey) (see Figure 6.2). 

- In bold, you can observe the words that are updated in the MT proposal when the 

translator makes a change. 

Iteration 

0 

MT CONSIDERANDO que es razonable, prudente y necesario que la 

Compañía se obligue contractualmente a indemnizar y anticipar los 
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gastos en nombre de dichas personas en la medida máxima permitida 

por la ley aplicable para que sirvan o continúen sirviendo a la 

Compañía sin preocupación indebida de que no serán indemnizados; 

Iteration 

1 

User CONSIDERANDO que Es razonable, prudente y necesario que la 

[Empresa]Compañía se obligue contractualmente a indemnizar y 

anticipar los gastos en nombre de dichas personas en la medida 

máxima permitida por la ley aplicable para que sirvan o continúen 

sirviendo a la Compañía sin preocupación indebida de que no serán 

indemnizados 

MT Es razonable, prudente y necesario que la Empresa se obligue 

contractualmente a indemnizar y anticipar los gastos en nombre de 

dichas personas en la medida máxima permitida por la ley aplicable 

para que sirvan o continúen sirviendo a la Empresa sin preocupación 

indebida de que no serán indemnizados 

Table E.2. IPE iteration 1 

In Iteration 1, T0008 deletes “CONSIDERANDO que”, validates a series of words, and makes a 

preferential change of “Empresa” instead of “Compañía”. When this happens, the IPE system 

re-runs itself and reproduces the change of “Empresa” later in the MT proposal. Should this 

change have happened in the TPE workflow, T0008 would have needed to change 

“Compañía” twice. 

Iteration 

2 

User Es razonable, prudente y necesario que la Empresa se obligue 

[por]contractualmente a indemnizar y anticipar los gastos en nombre 

de dichas personas en la medida máxima permitida por la ley 

aplicable para que sirvan o continúen sirviendo a la Empresa sin 

preocupación indebida de que no serán indemnizados 

MT Es razonable, prudente y necesario que la Empresa se obligue por 

contrato a indemnizar y a adelantar los costes en nombre de estas 

personas en la medida máxima permitida por la ley aplicable para que 

sirvan o continúen sirviendo a la Empresa sin preocupación indebida 

de que no serán indemnizados 

Table E.3. IPE iteration 2 



204   
 

In Iteration 2, T0008 introduces “por” and then the MT proposal makes a series of changes 

highlighted in bold. In this case, the changes done by the MT system are only preferential and 

do not add anything positive or negative to the MT proposal. 

Iteration 

3 

User Es razonable, prudente y necesario que la Empresa se obligue por 

contrato a indemnizar y a adelantar los costes en nombre de estas 

personas [dentro de]en la medida máxima permitida por la ley 

aplicable para que sirvan o continúen sirviendo a la Empresa sin 

preocupación indebida de que no serán indemnizados 

MT Es razonable, prudente y necesario que la Empresa se obligue por 

contrato a indemnizar y a adelantar los costes en nombre de estas 

personas dentro de los límites legales para que sirvan o continúen 

sirviendo a la Empresa sin preocupación indebida de que no serán 

indemnizados 

Table E.4. IPE iteration 3 

In Iteration 3, T0008 introduces “dentro de” and guides the IPE system to change the main 

structure of the MT output, which replaces “en la medida máxima permitida por la ley 

applicable” (a very literal translation proposal of the source text in English) for “dentro de los 

límites legales” (a more fluent and natural collocation in Spanish). 

Iteration 

4 

User Es razonable, prudente y necesario que la Empresa se obligue por 

contrato a indemnizar y a adelantar los costes en nombre de estas 

personas dentro de los límites legales para que [trabajen]sirvan o 

continúen sirviendo a la Empresa sin preocupación indebida de que 

no serán indemnizados 

MT Es razonable, prudente y necesario que la Empresa se obligue por 

contrato a indemnizar y a adelantar los costes en nombre de estas 

personas dentro de los límites legales para que trabajen o continúen 

trabajando para la Empresa con la garantía de que serán 

indemnizadas 

Table E.5. IPE iteration 4 

Finally, in Iteration 4, T0008 changes “sirvan” (a non-adequate verb in Spanish, which is a 

literal translation from the English source text) into “trabajen”, and the IPE system re-runs 
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itself once again to implement different changes in the MT proposal. This time, the system 

learns from all the previous validated words and changes “con la garantía” (a more 

appropriate translation solution than previously suggested) and “indemnizadas” (correcting 

a mistake, as the previous MT proposal was in masculine, while it should be in feminine). 

As a consequence, we can see that in the IPE workflow, the system adapts to the proposals 

of the translator. This does not only allow for better translation solutions (and higher 

adequacy) in this case, but also to a higher fluency because the final translation is less similar 

in terms of syntactic structure than the raw MT output edited in the TPE proposal, and reads 

more natural in Spanish. 
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