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ABSTRACT

Lifelogging can be referred to as the process of passively collect-
ing data on an individual’s daily life. Lifelog data provides a large
amount of information which can be used to understand the lifelog-
ger’s lifestyle and preferences. This data can also support the lifel-
oggers in saving their memories and important moments. Question-
answering (QA) is a common task in natural language process-
ing (NLP) and can be extended to multi-modal such as the visual
question-answering task. QA for lifelog data can be described as
the task of answering questions about a lifelogger’s past using
lifelog data, which can significantly help lifeloggers understand
their life by asking questions about their lifelog. QA for lifelogs can
also provide useful insights into lifelogger’s life for those exploring
their lifelog. This paper presents the MemoriQA lifelog dataset
designed to explore the question-answering task for lifelogs. This
dataset provides 61-day lifelog images and other lifelog data such
as internet activity, health metrics, music listening history and GPS.
A comprehensive annotation process is performed to create the
description as well as question-answer pairs. We propose some
methods to address the QA in lifelog problem in this paper.
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1 INTRODUCTION

Lifelogging can be defined as the process of passively collecting
digital data from an individual’s daily life [12]. Various types of
daily life data can be logged, ranging from visual data such as
images and/or videos from wearable cameras, context data such
as location, time, and weather, biometric data from smartwatches,
and activity on the internet. These data can be used in a wide
range of applications from health care [3, 5] to memory support
[15] and lifestyle enhancement [16]. Biometrics and visual data can
help monitor health indicators and food that a lifelogger consumes
[25]. This data can promote a healthier diet or alert individuals to
potentially dangerous patterns. Visual and contextual lifelog data
can be utilized to retrieve past events [22, 23]. The retrieval system
aids lifeloggers to find, browse and explore events stored within
their lifelog. This can be used, for example, to support the memory
of the lifelogger [2, 19]. Lifelog data provides a significant amount
of information about lifeloggers’ lives, such as their eating habits
and online activities. One type of useful exploration of a lifelogs
is use of a question-and-answer (QA) format. In QA, lifeloggers
pose questions to the QA system, which then receives answers
[20]. The use of QA in lifelog exploration is interesting because it
helps to understand more about the lifeloggers’ lifestyle and can
be used to enhance it. To support research into lifelog QA, we have
constructed the MemoriQA dataset.

Research into QA for lifelogging has recently attracted interest
from several researchers [20, 21]. In this task, a question regarding
lifelog data serves as the input and a QA system generates an an-
swer based on information from the lifelog dataset. For example,
when the lifelogger asks the system the question “How long did I
have dinner at the ABC restaurant in May 2023?”, the QA system
finds the event in the lifelog and generates the answer based on the
information it locates. QA in lifelogging encompasses visual QA
tasks, which involve interpreting visual data from specific moments,
as well as answering questions based on context data and other
sources [21]. However, the question “How long did I spend at the
ABC restaurant for dinner in May 2023?” necessitates calculating
both contextual and visual data to derive the answer, thus making
it distinct from a visual QA task. QA in lifelogging differs from
traditional QA tasks in several ways. It involves a retrieval process
to find relevant lifelog moments before generating the answer. In
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addition, the QA in lifelogging task requires computation for aggre-
gated questions and several data sources to find a correct answer,
so it can be considered a more challenging task than traditional
QA. For example, a topic in the QA task in LSC’23 [10] is "Which
airline did I fly with most often in 2019?" involving metadata and
visual information to find which airline the lifeloggers flew in 2019
before aggregating the candidate answers and get the most often
travelled airline.

There are several challenges that the QA in lifelogging imposes.
Firstly, due to the nature of lifelogs, there are a lot of life moments
that can be unique, but there are also many recurring moments. In-
corporating diverse data sources is crucial for enriching the contex-
tual understanding of lifelog data and ensuring accurate responses.
Secondly, given the vast amount of lifelog data, an accurate retrieval
component is necessary for the QA model to find relevant moments
that address the question. Thirdly, integrating various modalities
of lifelog data, such as images/videos, time-series data, and textual
descriptions, poses a challenge. To tackle these challenges, we de-
velop a comprehensive dataset for lifelogging, aiming to construct
an efficient and accurate QA model tailored to lifelog data.

In this paper, we introduce the MemoriQA dataset, which is a
lifelog dataset specializing for the QA task. This dataset comprises
61 days lifelog data, from 10th December 2023 to 23rd February
2024 by a lifelogger in their daily life. The data includes lifelog
images captured by an AutoGrapher wearable camera, GPS data
from the Geo Tracker application! on mobile phones, health data
from Fitbit?, My Google Activity data®, and music listening data
from Spotify*. In addition, we also provide the annotation on the
lifelog data with narrative descriptions and the question-answers.
These data are expected to be the training data for building a QA
system that can answer the question in lifelog domain.

2 RELATED WORK

Although lifelog applications have been researched for many years,
from the early proposal for a personal information system (Memex)
by Vannevar Bush in 1945 [6], to the MyLifeBits project by Gordon
Bell in 2001 [9], the QA task in lifelog has only been explored in
recent years. The Lifelog Search Challenge (LSC) [10] has orga-
nized a task of question answering in lifelog data since LSC’22 in
2022 [13], but in this challenge, the answers were lifelog moments
rather than textual answers. In the following challenge LSC’23
[10], the QA task became a standard task with textual answers
required. MyEachtra [22] achieved the top 1 position in the QA
task in LSC’23 with a FrozenBiLM video question-answering (QA)
model [24] to answer the question. The system adapts the model
to lifelog question-answering by using a prompt “[CLS] Question:
<Question>? Answer: [MASK]”

The Workshop on Al-Powered Q&A Systems for Multimedia
(AIQAM) [18] is for the first time organized at the International
Conference on Multimedia Retrieval 2024 Conference (ICMR 2024).
This workshop draws significant attention from researchers about
QA systems on multimedia, and QA on lifelog is also an application
of multimedia. Several QA datasets have been constructed recently.

!https://geo-tracker.org/
https://www.fitbit.com/
3https://myactivity.google.com/
“https://spotify.com/

Quang-Linh Tran, Binh Nguyen, Gareth J. F. Jones, and Cathal Gurrin

Tran et al [21] built a QA lifelog dataset of 85 days of lifelog data
from the LSC20 dataset [11]. They used the lifelog images and meta-
data to construct the dataset. The dataset comprises a total of 15,065
QA pairs, which are primarily formatted as multiple-choice and
yes-no questions. Both rule-based and neural network approaches
were employed to generate the question-answer pairs, followed
by a review process to eliminate redundant or duplicated entries.
Despite the considerable challenge posed by this dataset, as evi-
denced by the human gold-standard baseline accuracy of 0.8417 for
yes/no questions and 0.8625 for multiple-choice questions, there are
still limitations in this dataset in the question format. The multiple-
choice and yes/no questions have limited use cases in real world
application, and the automatically generated wrong answers can at
times be misleading. In contrast to the use of multiple-choice and
yes/no questions, we opted for open-ended question-answering in
the MemoriQA dataset to enhance its realism for practical applica-
tion.

Another QA lifelog dataset is TimelineQA [20]. TimelineQA gen-
erates textual lifelogs of imaginary people, spanning a wide range of
time and activities, from significant life events such as high school
graduation to routine activities like going for a run. They created
synthetic episodes for each life experience of the imaginary person
and also the question-answers for these episodes. Questions were
categorized into atomic queries, complex multi-hop queries, com-
plex aggregate queries, and temporal queries. Additionally, they
explored various methods to address the QA challenge in lifelog
data, including extractive QA [14], retrieval-augmented QA [17],
and table QA [4]. The performance of these QA models is promis-
ing with good accuracy. However, due to the synthetic process of
generating lifelog data, the data is not realistic and cannot reflect
a person’s daily activity. Moreover, the data of lifelog is various
in modalities, from visual to textual, but the synthetic data in this
dataset is mainly text, which makes it more like a textual open-
ended QA. In addition, the dataset contains only a limited number
of episodes per day, whereas real lifelog data tends to be more di-
verse and complex. While this research provides a valuable baseline,
real-world datasets may present additional challenges for the QA
task.

3 DATASET

This section provides detailed information about the MemoriQA
dataset. The process of constructing the dataset follows Dang-
Nguyen’s process of disclosing a lifelog dataset [7]. Figure 1 il-
lustrates the process of constructing the MemoriQA dataset. The
blue box shows the data collecting stages, in which lifelog data from
different sources are collected. The data goes through a time align-
ment process to synchronize the datetime in different data sources.
Then the lifelog data is annotated manually and semi-automatically
by LLM to generate the descriptions and question-answers, which
are depicted in the green box. All annotated data is double-checked
to ensure the data quality. The final result is the completed Memo-
riQA dataset. The dataset is available upon request, please get in
touch with the corresponding authors to request the dataset.
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Figure 1: Dataset construction process

3.1 Data Collecting

We collect lifelog data from five different data sources, namely:
images, GPS, Google Activity, music streaming, and health data. A
lifelogger wore an Autographer camera in front of the chest for 61
days to collect the lifelog images. This lifelogger performed their
normal daily activities, without impact from the lifelogging device.
The camera was set to a medium capture rate, allowing it to capture
approximately 2 to 3 images per minute. The camera could continu-
ously capture images for up to 4 hours before requiring recharging.
The resolution of images is 2592x1936 pixels. The camera collected
a total of 84,249 images with approximately 10 hours per day. The
lifelogger then filtered out images they do not wish to include in the
dataset. Furthermore, we discarded low-quality images, including
those that are completely black or highly blurred. The number of
remaining images is 57,021 images. We further anonymized the
images by utilizing the Retina Face detection model [8] to blur faces
and manually inspect each image to remove any other identifiable
objects (items that may identify individuals such as name tags).
The lifelog images are named according to the time of capture and
stored on a local hard disk for future use. Examples of lifelog images
from the dataset are shown in Figures 2.

The GPS information is collected through the Geo Tracker ap-
plication, which is installed in the data gatherer’s mobile phone.
This app tracks and saves the latitude and longitude of the phone
every second. The exported data in the format of GPX is processed
and converted to a CSV file for easy processing. The CSV file of
GPS data has three columns, namely time, latitude, and longitude
to present the location for each time.

Google provides a large number of applications on mobile phones
applications and websites. These applications range from office
applications such as Google Drive, and Google Docs to daily used
applications such as Youtube, and Maps, and Google stores every
action that users do in their applications. This data can provide
many insights into what the users do on the internet. Google also
supports exporting this data through the MyActivity website >. We
collected the Google Activity data of the lifelogger in the period of
collecting data from December 2023 to February 2024. The activity
data of over 32 Google applications is aggregated into a single file
with a standard format. The CSV file that saves the Google activity
data contains 3 columns with datetime, application, and action and
36,787 data points.

Spotify is a big music streaming application and the lifelogger
used this application to listen to music in the collecting data period.
Spotify supports exporting the data with JSON files and we convert
and standardize the data to a CSV file with 4 attributes, namely
endTime, artistName, trackName and msPlayed. There is a total of
1599 tracks that had been streamed in the collecting period.

Biometric / Health data is collected from a Fitbit Versa 2 smart-
watch. The lifelogger wore this device for 24 hours in 7 days to
collect biometric data. We export the Fitbit data from Google and
get the following biometrics: Active Zone Minutes, heart rate vari-
ability, sleep score, oxygen saturation (SPO2), stress score and wrist
temperature.

Shttps://myactivity.google.com/
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Figure 2: Lifelog images captured from the AutoGrapher camera

Month | #Day | # Images | # Descriptions | # QA pairs | AVG question length | AVG answer length
Dec 2023 22 19995 886 1468 10.39 4.62
Jan 2024 27 26254 737 1515 9.97 5.35
Feb 2024 12 10772 302 661 9.52 5.20
Total 61 57021 1925 3644 9.96 5.05
Table 1: Some statistics on the MemoriQA dataset
3.2 Data Annotation Category Distribution

After collecting all the lifelog data and performing the time align-
ment, we annotate the description of lifelog data for each day. Firstly,
we segment the lifelog images into events, which are sequences
of images that indicate a single activity. An annotator manually
creates a description for each event in the view of the first person.
For example, the description "20231012_120391, I was having lunch
with rice and fish" indicates the event of having lunch at the given
time. The dataset contains a total of 1,925 descriptions, averaging
approximately 31.55 descriptions per day.

Once the description annotation process is complete, we proceed
to annotate question-answer pairs. Initially, the annotator manually
creates approximately 20 question-answers per day based on the
description. There are 9 categories with many question templates
for the annotator to create question-answer based on that. They
also classify the created question-answers into 1 of 9 categories and
1 of 4 question types, referencing the time of the event. There are
1,256 question-answers created by this method.

From the manually created descriptions and question-answers,
we continue to generate more question-answers by using Large
Language Models (LLM). We utilize GPT-4 [1], developed by Ope-
nAl to generate more question-answers. The prompt used for this
task is: “Based on these descriptions <DE> descriptions <DE>, each
row indicates a description and the start time and the end time
is the start time of the next description. You should provide the
correct time. Generate 100 questions and answers along with cate-
gory and difficulty level, with 20 How long questions and 80 other
questions, from the provided descriptions and follow the template:
<QA> manually-created question-answers <QA>” Through this au-
tomated process, 2,388 question-answers are generated, averaging
approximately 39.1 question-answers per day. A double-checking
process is conducted to ensure annotation quality. An annotator
checks all LLM-created question-answers to modify any wrong
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Figure 3: Question Category Distribution

information in the answer. All duplicated question-answers are
deleted.

3.3 Dataset Information

After the annotation phase, we have a completed MemoriQA dataset.
Table 1 provides some general information about the MemoriQA
dataset. There are a total of 61 days from December 2023 to Feb-
ruary 2024 in the dataset. There are a total of 57,021 images, with
January 2024 having the largest number. The manual annotation
process creates 1,925 descriptions. Despite December 2,023 having
fewer images than January 2024, it has more descriptions. This
is due to the lifelogger engaging in more activities in December,
including a trip to Japan. A total of 3,644 question-answers are
created, including both manual and LLM-generated. The average
question length is 9.96 words, while the average answer length is
5.05 words.
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We also do some analysis on the question category and type.
There are 9 categories of life activity in the dataset and each ques-
tion should belong to one of these categories. These categories
are selected from proposed categories in previous research [20],
including daily activity, entertainment, transportation, working,
socializing, care for oneself, accidents, pets and summary. The
first eight categories cover nearly all aspects of a normal person’s
lifestyle, while the last category is for summarising the narratives
for the whole day. Figure 3 shows that the Daily Activity category
has the highest number of questions, totalling over 1,400. The cate-
gory Entertainment follows with nearly 1,200 questions. In contrast,
categories such as Accidents and Pets have a relatively low number
of questions. This is because the lifelogger does not have any pets
and rarely encounters any accidents. There are 4 types of ques-
tions in the MemoriQA dataset, that inherit from TimelineQA [20].
Figure 4 illustrates the distribution of question types. The atomic
and aggregation question types have the highest number of ques-
tions, totalling 1,282 and 1,225, respectively. The temporal question
type has 904 questions while the complicated type only has 233
questions.

4 PROPOSED RESEARCH

In this section, we propose a research direction that can utilize the
MemoriQA dataset to build a QA model in lifelog data. With re-
cent developments in LLMs, the QA task becomes less challenging
thanks to the generative capability of LLMs. Methods such as RAG
[17] and fine-tuning are employed to integrate external knowledge,
such as medical and legal data, to improve the accuracy of LLMs in
specific domains. We can apply these methods to the MemoriQA
dataset to construct a QA model. A retrieval component retrieves all
relevant information related to an incoming question about lifelog
in the dataset. The retrieved results and question can be concate-
nated to a prompt and an LLM can generate the answer from that
prompt. The fine-tuning methods can be used to incorporate the
MemoriQA data into an LLM. The question-answers and descrip-
tions can be formulated to a prompt. An LLM can be fine-tuned on
that prompt to provide a desired answer for each question and de-
scription. A comparative experiment can be conducted to measure
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the pros and cons of both methods in building a QA model from
the MemoriQA dataset.

To evaluate the performance of QA models in the MemoriQA
dataset. We can use some traditional metrics about QA such as accu-
racy, and BLUE score or we can evaluate these models’ performance
using LLM. Many research now use state-of-the-art LLM such as
GPT-4 to evaluate the performance of the LLM model. GPT-4 scores
several metrics such as relevance score, accuracy score, coverage,
coherence, etc. These metrics can help to evaluate the performance
of the QA model.

5 CONCLUSIONS

In this paper, we introduce the MemoriQA dataset, which is a lifelog
dataset specialized for the question-answering task. We describe the
process of collecting data from different sources such as wearable
cameras, smartwatches, google activity, music streaming, and GPS
tracking. The annotation process to create the description and
question-answer is presented. We also propose some methods that
can be applied to this dataset to solve the QA task in lifelog data. In
the future, we will carry out the experiment to examine the quality
of this dataset and construct QA systems that can accurately answer
the question in this MemoriQA dataset.
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