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Abstract  
Metal Oxide Nanostructures for DNA Analysis 

Paul Cannon, B.Sc. (Hons) 

Nucleic acids are excellent biomarkers for disease identification; however, their isolation 

and detection are laborious and time-consuming, requiring specialised techniques which 

pose significant challenges when integrating into microfluidic devices for point-of-care 

diagnostics. In this work, the synthesis and characterisation of novel SiO2 nanostructures 

for nucleic acid isolation and detection is demonstrated. Nanomaterials have emerged as 

promising candidates for functional materials that can be incorporated into these small 

portable devices; however, these structures come with costly and complex synthesis 

procedures, reducing their compatibility with the themes of low-cost diagnostics, and 

limiting their adoption by the wider research community that don’t have access to the 

required instrumentation. This work outlines the synthesis and characterisation of SiO2 

nanostructures synthesised using low-cost techniques, enabling both DNA isolation and 

detection within a microfluidic device. A novel and straightforward SiO2 deposition system 

was developed, based on the thermal decomposition of polydimethylsiloxane at > 450 °C, 

and a systematic investigation into the effect of the system parameters on the deposition 

morphology was studied. The ability to produce high quality, 2D thin films (1 - 18 nm 

thickness) and 3D nanostructures was demonstrated. Additionally, an investigation into the 

efficient production of both ligand-free and DNA-functionalised SiO2 nanoparticles by the 

well-established but traditionally inefficient method of laser ablation synthesis in solution 

(LASiS) was carried out. The LASiS technique demonstrated the ability to produce 

biocompatible SiO2 nanoparticle surface coatings which were used as a model prototype 

for increased functionality biocompatible implants. The DNA isolation capabilities of each 

SiO2 nanostructure morphology were investigated within microfluidic channels using 

standard fluorescence spectroscopy, followed by the development of a label-free DNA 

detection mechanism by growing these SiO2 nanostructures on piezoelectric quartz crystal 

microbalance substrates. By measuring the change in frequency and dissipation of the 

crystal oscillations, DNA binding events were analysed and quantified. These 

nanostructures show significantly enhanced DNA capture capabilities compared to planar 

substrates, which was verified by both fluorescence spectroscopy and changes in 

piezoelectric resonance frequency.  
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This work not only provides a breakthrough in low-cost, accessible SiO2 deposition 

techniques but also significantly enhances the functionality and biocompatible of surfaces 

and biosensors, paving the way for more widespread adoption of point-of-care diagnostics. 
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1. Introduction 
1.1. Point-of-Care Diagnostics 

Now more than ever, the importance of rapid and easily accessible disease detection has 

been recognised by not just the scientific community, but the worldwide population as well. 

However, even prior to the COVID-19 pandemic, there had been a shift in the priority for 

disease detection, moving away from the traditional centralised laboratory approach to a 

Point-of-Care (POC) approach [1], [2]. POC systems are laboratory standard tests which are 

designed to be used outside of the lab setting, right at the point of patient care. Traditionally, 

diagnostic systems were located in well-funded laboratories in highly regulated and quality-

assessed environments, using bulky and expensive equipment and chemical agents while 

requiring highly skilled workers to carry out the manual diagnostic procedures [1]. POC 

systems are designed to be used outside of these environments, in locations like a 

physician’s office, patient’s homes, and in poorer and more disadvantaged regions of the 

world that don’t have access to modern healthcare facilities. Especially with diseases like 

bacterial meningitis and sepsis for example, where early detection of disease can make all 

the difference [3], [4], [5], the ability to run tests and obtain results immediately will allow 

for better and more tailored treatment of disease. Additionally, with the growing dangers of 

antibiotic-resistant bacteria, fast, reliable disease detection mechanisms can combat 

antibiotic over-prescription. The final major benefit of POC systems is the reduction of cost 

compared to traditional diagnostic systems, which comes from the reduction in sample 

and reagent consumption, time spent in healthcare settings like emergency rooms, and the 

reduced cost of detection equipment that arises from miniaturization. 

The WHO Sexually Transmitted Diseases Diagnostics Initiative have developed a generic 

set of requirements/criteria to consider when designing POC diagnostic systems, 

particularly when focusing on those for the developing world [6]. They should be: 

1. Low cost and affordable for those at risk of infection. 

2. Highly specific to the target disease/biomarker with good sensitivity. 

3. User friendly and simple to perform with minimal training, ideally having as much 

automation as possible and requiring minimal user input.  

4. Robust manufacturing with rapid results to enable treatment at first visit. 
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Three commonly known and utilised POC diagnostic devices are, glucose test strips to 

measure glucose levels for the management of diabetes [7], pregnancy tests which utilise 

lateral flow microfluidic channels and colloidal metals to detect the presence of human 

chorionic gonadotropin hormone, which is produced in the body around a week after 

fertilisation [8], and, most recently, SARS-CoV-2 lateral flow assays for the detection of 

coronavirus antigens [9]. It is well understood that the COVID-19 antigen tests, while useful 

for initial screening, do not qualify as a true (or official) diagnosis. The current gold standard 

for definitive diagnosis is the detection of viral nucleic acids (NAs) using the polymerase 

chain reaction (PCR), a centralised laboratory technique. PCR-based testing centres were 

rapidly established worldwide to meet the demands of the COVID-19 pandemic, with the 

single goal of detecting of detecting COVID-19, proving highly effective in documenting and 

controlling the spread of the virus. However, this centralised approach is not sustainable 

for long-term health monitoring, especially if multiple diseases become widespread 

simultaneously. The PCR technique involves several intricate steps, first requiring the 

isolation of DNA (which itself is a multi-step process that is described in section 1.2.2.), 

which is then amplified/multiplied through thermal cycling, and detection using 

fluorescence spectroscopy [10]. Each step requires precise control and highly trained staff 

to ensure accuracy, and the process demands sophisticated equipment to manage the 

thermal cycling and detect the fluorescent signals of labelled NAs, making PCR challenging 

to perform outside of centralised laboratories. This specialised nature of PCR therefore 

presents significant challenges for integration into POC systems, highlighting the need for 

innovative solutions that maintain diagnostic accuracy while being adaptable to POC 

settings. 

To satisfy these WHO criteria [6], two emerging fields have shown promise in their attempt 

to address these issues in miniaturising biomolecule diagnostics. The first are microfluidic 

systems, which offer the capability to condense complex fluidic handling processes, using 

small amounts of samples, into simple automated devices. The second is the use of 

nanomaterials, which due to their small size and unique physicochemical properties, offer 

highly specific and sensitive biomolecule capture and detection capabilities. 

Nanomaterials show great promise in biomedical settings, with many receiving approval 

from the U.S. Food and Drug Administration, and the European Medicines Agency, in the 

areas of nanomedicine and enhancing laboratory based diagnostic techniques [11]. Most 

recently, antibody functionalised gold nanoparticles (NPs) incorporated into microfluidic 

devices have achieved emergency authorization worldwide for COVID-19 antigen testing 
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[12], paving the way for further research into nanotechnologies for POC diagnostics and 

their approval for real world use [13], [14], [15], [16], [17]. 

 

1.2. Nucleic Acids 

1.2.1. Molecular Structure 
Nucleic acids (NAs) are long polymeric molecules made up of a chain of nucleotide 

monomers, with the most well-known relevant NAs being ribonucleic acid (RNA) and 

deoxyribonucleic acid (DNA). Nucleotides consist of a phosphate group, a carbon sugar 

(ribose or deoxyribose), and a nitrogenous base [18]. NAs encode the instructions for cells 

to carry out specific functions, and these instructions are encoded by the nitrogenous base 

sequences of the NA strands. These codes are given a sense of direction, as the “top” of a 

DNA strand is terminated a 5’ phosphate group, and the end of the chain is terminated with 

a 3’ hydroxyl group, with a “5” and “3” denoting the number of carbon atoms in the 

deoxyribose sugar molecule that are bonded with the phosphate groups [18]. This 

directionality is related to the current gold standard for DNA detection discussed in section 

1.2.2. [19]. The molecular structure is illustrated below in Figure 1.1. 

 

Figure 1.1: Molecular structure of NAs, including the phosphate group (red) and pentose sugar (blue) backbone 
and the nitrogenous bases of both DNA and (inset) RNA. [20] 
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The phosphate group and sugar make up the negatively charged backbone of the NAs, and 

the nitrogenous bases on one nucleotide connect to the complementary nitrogenous bases 

on another nucleotide by hydrogen bonding to create the characteristic double helix coil 

shape. This is the natural case for DNA, which is the NA of focus in this work, whereas RNA 

tends to exist in single strand form, but it can conform to this double stranded arrangement 

when introduced to its complementary strand. Both DNA and RNA have four nitrogenous 

bases, which are adenine, cytosine, guanine, and thymine in DNA, with uracil replacing 

thymine in RNA. Adenine can only bind to thymine (and uracil) by hydrogen double bonds, 

and cytosine will only bind to guanine by hydrogen triple bonds, giving rise to the 

complementary strand specificity which is crucial for specific NA recognition and 

detection. The sequence of nitrogenous bases is unique to each function of the cell or 

organism the NAs belong to, making NAs an unparalleled biomarker for disease. 

To put his into real world context, viral infections are diagnosed by detecting the presence 

of NAs of the target virion by reading the nitrogenous base sequence required for it to 

replicate itself inside human cells. Taking COVID-19 as an example, the nitrogenous base 

sequence of SARS-CoV-2 RNA is entirely specific to that virion, and observing this base-pair 

sequence within human cells is therefore definitive proof of infection. In order to read these 

sequences, a complex, multi-step procedure is required, and the general workflow is 

described in the following section to allow comparison with the state-of-the-art extensions 

proposed by this research work. 

1.2.2. Testing Stages 
NA testing consists of three distinct stages; first is the extraction of NAs from the complex 

samples, second is the cleaning or purification of extracted NAs, and third is the detection 

of specific NA strands of interest. NA testing often follows the well-established Boom 

chemistry method to extract and purify the NAs [21], with numerous viable detection 

mechanisms emerging in recent years. This work hopes to minimise the NA testing 

workflow into microfluidic devices, overcoming bottlenecks associated with capture and 

detection in microfluidic channels, and to use low cost, label-free detection mechanisms. 

1.2.2.1. Extraction 
Extraction involves the lysing or rupturing of sample cells in order to expose, capture, and 

collect the NAs. The lyses method depends on the cell type due to differences in cell-wall 

structures, but typically mechanical shear force and/or chemical lysing reagents are used 
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to accomplish this.  After the cellular components have been extracted, the NAs must be 

isolated and then purified for detection.  

1.2.2.2. Purification 
Following lysis, the sample is passed, by centrifugation, through a filter or membrane 

containing silica beads, which have a strong affinity for NA binding [22]. The lysed sample 

is mixed with a high ionic strength binding buffer containing a chaotropic agent (typically 

guanidinium thiocyanate). The chaotropic agent disrupts the surrounding hydrogen shell of 

NAs (i.e. break the hydrogen bonds between NA backbone and water) exposing the 

negatively charged DNA backbone. The silica membrane surfaces are also negatively 

charged, but the positively charged ions from the binding buffer form a bridge between both 

the negatively charged DNA and negatively charged silica, allowing extraction of only NAs 

from complex biological samples. While the NAs remain on the silica beads after mixing, 

so do a multitude of other contaminants. Therefore, the beads are washed multiple times 

with organics solutions of isopropanol and ethanol, removing contaminants while leaving 

behind the strongly bound NAs. Then the bound NAs are removed from the silica with an 

elution buffer which has a low salt concentration and higher pH (> 7) which encourages NA- 

 

Figure 1.2: Illustration of steps involved to isolate and purify DNA from lysed samples. (a) First the DNA is 
isolated through binding to an SiO2 membrane under the high ionic strength conditions of the binding buffer. (b) 
Next, the bound DNA is cleaned with a wash buffer, removing contaminants while DNA remains bound to the 
SiO2 membrane. (c) Lastly, the DNA is removed from the SiO2 membrane with an elution buffer so that it can be 
collected ((d) and (e)) for further analysis. 

silica separation, and the NAs are re-suspended in solution to be prepared for detection. 

The process is illustrated in Figure 1.2. 
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1.2.2.3. Detection 
The most widely utilised detection method is the polymerase chain reaction (PCR) [23]. This 

technique amplifies the number of NA strands, being able to take a single strand of target 

NA and generating thousands or millions of copies of that one target sequence. 

Amplification through thermal cycling involves repeatedly heating and cooling the NAs, 

denaturing and renaturing them, to enable the enzymatic replication of the target DNA 

sequence [24]. DNA is heated to 95 °C, denaturing it by dissociating the hydrogen bonds 

between complementary base pairs of the double stranded NA, reducing the double 

stranded NA to two single NA strands. Immediately following denaturation, synthetic 

primers (i.e. short single-stranded sequences of DNA of ~ 15 – 30 nucleotides in length, 

designed to be complementary to the regions either side the target sequence) are 

introduced which bind to the complementary sequences on the single-stranded target DNA 

when annealed [10]. Then the sample is annealed at a temperature ranging from 37 – 72 °C 

(depending on the primers used) allowing for the hydrogen bonds to reform between the 

sample NA strand and the primers. Primers are essential for this process as DNA 

polymerase cannot synthesise DNA from nothing, they can only attach new DNA 

nucleotides to existing strands of nucleotides, and to create a primer that covers the entire 

target sequence would be impractical, expensive, and challenging, as target sequences 

can be hundreds or thousands of nucleotides long [25].  After annealing, the sample is kept 

at 75 – 80 °C to enable optimal activity of DNA polymerase, and this step is known as 

elongation. DNA polymerase attaches to the annealed primers, and begins extending the 

primer across the target sequence, synthesising DNA in a 3’ to 5’ direction, producing 

strands identical to the target sequence. The primers are then removed, and the gaps are 

filled by the DNA polymerase, resulting in a complete replication of the single-stranded 

DNA and duplication of the number of target NA strands present before the thermal cycling. 

An illustration of a single PCR cycle is shown in Figure 1.3. 

These cycles are repeated 10s to 100s of times to amplify the target NA to a concentration 

that is detectible by fluorescence spectroscopy. PCR is coupled with a fluorescently 

labelled hybridization probe (i.e. a synthetically synthesised complementary strand) that 

will only bind to the target sequence, enabling the detection of that specific DNA sequence 

by fluorescence spectroscopy which will be described in detail in section 2.2.  
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Figure 1.3: Illustration of the three steps involved in PCR DNA replication for specific DNA strand detection. [26] 

Each of these PCR steps demands specialised reagents, equipment, and highly trained 

personnel to carry out the exhaustive procedures and ensure accuracy and reliability, 

making PCR challenging to integrate into portable, user-friendly POC systems. It is therefore 

necessary that further research is conducted into the design and implementation of 

alternative techniques for capturing and detecting NAs on POC devices. 

 

1.3. Motivation & Objectives 
There are two major roadblocks preventing true NA diagnosis on POC devices. The first is 

related to the sample preparation process, specifically the inability to reproducibly capture 

and clean DNA in microfluidic devices. The current state-of-the-art sample preparation 

process is the well-established Boom chemistry method, which is lengthy and labour-

intensive [21]. This process utilises silica beads to capture DNA, but they are difficult to 

incorporate into microfluidic channels. The second roadblock is the current need for large 

and expensive equipment and reagents required to analyse the NAs. The ultimate goal of 

this work is to utilise SiO2 nanomaterials, whose small dimensions are highly compatible 

with microfluidic channels and biomolecular interactions, to address both of these 

roadblocks. In particular, this work focuses on: 

1. The synthesis and physicochemical characterisation of novel SiO2 nanostructure 

morphologies. 

2. Employment of SiO2 nanostructures for DNA capture and detection. 
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1.4. Nanomaterials for Sensing Applications 
Nanomaterials are objects that have at least one dimension in the nanoscale (1 - 100 nm). 

Metal and semiconductor nanostructures host an abundance of material- and 

morphology-dependant properties that make them highly desirable for not only 

diagnostics, but sensing applications in general. The high surface to volume ratio of NSs 

offers greater reactivity, and altered optical, electrical, and catalytic properties than their 

bulk counterparts, allowing for a broad range of detection capabilities [27]. These 

properties can be fine-tuned by modifying their size, morphology, and composition (through 

doping) [28], [29], [30]. This work looks at two different types of NSs; namely ZnO and SiO2, 

to utilise their high surface to volume ratios to increase the amount of DNA capture, 

isolation and detection that can be achieved in microfluidic channels.  

1.4.1. Zinc Oxide 
ZnO is widely studied metal oxide semiconductor, particularly in relation to its applications 

in electronic and optoelectronic devices. ZnO is an intrinsically n-type, group II – IV 

compound semiconductor with a wide bandgap energy of 3.37 eV at room temperature and 

pressure in its most stable wurtzite crystal structure [31]. This structure arranges the atoms 

such that each electronegative-ion (O) is surrounded by four electropositive-ions (Zn) at the 

corner of the tetrahedron and vice versa. The Zn and O ions are arranged alternatively along 

the c-axis or c-plane resulting in positive and negative polar planes in the vertical direction 

(see Figure 1.4). The lateral a-plane and m-plane are terminated with both Zn and O atoms 

and are therefore non-polar.  

It is this combination of a polar vertical plane and non-polar lateral planes that allows for 

the preferential 1-dimensional growth of ZnO NSs along the c-axis [32], [33]. This propensity 

for controlled growth along the c-axis is exploited for this work. ZnO is often characterised 

by the relative ease with which nanostructured morphologies can be synthesised by 

bottom-up, self-organised methods. High surface to volume ratio ZnO NSs can be 

synthesised using low-cost, facile techniques compared to the much more complex and 

specialised synthesis of SiO2 nanostructures. Therefore, for the work presented in this 

thesis, 1D ZnO nanorods were grown to act as a nanoscaffold to be coated with a thin SiO2 

film, with the subsequent core-shell structure mimicking the effects of pure SiO2 nanorods. 
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Figure 1.4: Wurtzite crystal structure of ZnO. Yellow indicates Zn atoms and grey indicates O atoms. Source: 
[34], public domain. 

1.4.2. Silicon Dioxide 
Silica, otherwise known as silicon dioxide (SiO2), is one of the most abundant materials on 

the earth’s surface, existing in a variety of forms, either amorphous or crystalline, with a 

well-known allotrope being quartz. There are countless allotropes of silica, but α-quartz is  

 

Figure 1.5: α-quartz crystal structure. Red indicates oxygen atoms and yellow indicates silicon atoms. [35] 

the most stable form of solid silica. Crystalline quartz has each Si atom surrounded by four 

pairs of electrons at tetrahedron corners, which act as bonds connecting it to four 

equidistant oxygen atoms. Each O atom is also surrounded by four tetrahedrally oriented 

electron pairs, two of which serve as bonds connecting the O and Si atoms [36]. This 

orientation can be seen in Figure 1.5, and is anisotropic in nature, giving rise to the 
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piezoelectric effect along certain crystallographic directions that will be discussed in more 

detail in section 2.13 [37]. Silica is the current state-of-the-art capture mechanism for DNA 

isolation as stated in section 1.2 due to its well-established affinity for DNA adsorption and 

inherent biocompatibility [22]. 

1.4.3. Nanomaterial-Based Point-of-Care Diagnostics 
Nanomaterials have been widely used for detecting biomolecules. Although this work uses 

the NSs as capture mechanisms with detection achieved by other means, NSs often come 

with inherent sensing properties that can be utilised for detection, which could be a focus 

of future work. The most common of which are Au nanomaterials, who obtain unique 

optoelectronic properties at the nanoscale. As discussed earlier, AuNPs have been 

approved for use in over-the-counter COVID-19 POC diagnostic tests [12]. However, these 

tests provide purely qualitative results, indicating the presence or absence of infection by a 

single colourimetric indicator. AuNPs exhibit a property called localised surface plasmon 

resonance, which gives rise to the brilliant red colour seen in the COVID-19 lateral flow 

assay, also provides a quantitative measurement of biomolecule detection. LSPR is caused 

by the displacement and coherent oscillations of the conduction electrons on the NP 

surface when excited by incident light of a particular resonance frequency. This frequency 

strongly depends on the NP size, morphology, and surrounding dielectric mediums. When 

biomolecules bind to the AuNP surface, this causes local refractive index changes around 

the NP which in turn changes the LSPR resonance frequency. The relative change in LSPR 

wavelength depends on the amount of biomolecule binding, providing quantitative 

measurements [38]. This principle has been utilised in many POC diagnostic tests, for 

detecting nucleic acids and antigens [38], [39]. However, AuNPs come with costly raw 

material costs and complex synthesis procedures [40]. This work pursues low-cost and 

facile NS synthesis techniques that can provide similar capture and detection capabilities 

as the current gold standard. 

ZnO nanomaterials are often employed in photoelectrochemical-based biomolecule 

sensing [41]. This high isolectric point of 9.5 (i.e. the pH at which no net migration takes 

place in an electric field) provide ZnO with strong adsorption ability for low isoelectric point 

biomolecules like enzymes and proteins. One such enzyme is glucose oxidase, and by 

coating electrode surfaces with these ZnO-enzyme hybrids, glucose detection can be 

achieved [42], [43], [44]. When glucose comes into contact with glucose oxidase in the 

presence of O2, it undergoes an oxidation reaction facilitated by the enzyme. The enzyme 

catalyses the transfer of electrons from glucose to O2, which acts as an electron acceptor. 
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This reaction produces gluconic acid and more importantly, hydrogen peroxide (H2O2) as a 

by-product. The ZnO NSs detect the presence of this H2O2 byproduct through an 

electrochemical reaction. Given ZnOs semiconducting nature and good electron mobility, 

when H2O2 is adsorbed onto the electrically biased ZnO surface, the electrons from H2O2 

are transferred to the ZnO electrode, generating an increased current under an applied 

voltage. The high surface area of ZnO NSs provides significantly increased binding sites for 

glucose and H2O2 interactions, enhancing the overall sensitivity of the sensor. This sensor 

response can additionally be enhanced by photoactivation. When exposed to UV 

wavelengths with energies greater than the ZnO bandgap, electron-hole pairs are generated 

which can participate in electrochemical reactions, increasing the rate of the reaction and 

further improving the glucose sensing response. This principle can be applied for detecting 

a variety of other molecules, from human health biomarkers to food safety and 

environmental monitoring markers [45]. However, the surface properties of ZnO differ 

significantly from SiO2, and hence their interaction with biological species such as NAs and 

proteins is quite different to that of SiO2. 

Si-based biosensors provide a wide range of detection technologies for different types of 

biomolecule sensing. An emerging tool is the use of Si cantilever arrays, typically used in 

atomic force microscopy, as highly sensitive sensors, capable of not only static 

biomolecule sensing, but for also studying the dynamics of biomolecule binding [46]. 

Typically, the top of each cantilever is functionalised with the appropriate capture 

molecules (antibodies or DNA probes) designed to bind target molecules. When a target 

molecule binds to the functionalized surface, the induced stress or mechanical loading 

causes changes in the resonance frequency of the piezoelectric cantilever (detected either 

optically or electrically), and the magnitude of this change provides a quantitative measure 

of the binding interaction between capture and target molecules. A key advantage of these 

arrays is the ability to provide simultaneous detection of multiple analytes on different 

cantilevers in parallel, enabled by their small physical dimensions, making them highly 

suitable for multiplexed biosensing applications [47]. An additional benefit of these arrays 

is the ability to use a reference cantilever placed amongst the sensing cantilever, which 

reduces the noise and compensates for non-specific changes such as an environmental 

variations in temperature, humidity, or mechanical drift, improving the accuracy of these 

sensors. 

Nanostructured SiO2 does not have inherent optical or electronic properties for direct 

biomolecule sensing. However, SiO2 is still widely incorporated into microfluidic devices 
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and has been used to enhance currently researched diagnostic techniques, such as the 

aforementioned LSPR sensing. LSPR sensing relies on the LSPR propagation along the 

Au/dielectric interface, where the dielectric is the layer of immobilised capture molecules 

such as antibodies or enzymes for the specific target analyte. A relatively new 

enhancement of this technique involves the creation of symmetric dielectric-metal-

dielectric structures to increase the sensitivity of LSPR sensing [48]. SiO2 thin films have 

been identified as a promising dielectric, due to their tuneable refractive index that is 

similar to most water-based sensing mediums and biological fluids, which allows for better 

matching with the interface of the metal and sensing medium [49], [50]. The increased 

sensitivity arises from constructive interference between the surface plasmon waves 

occurring at the two identical metal-dielectric interfaces separated by the thin, usually ≤ 20 

nm, Au film, providing much higher signal-to-noise ratios compared to normal SPR.  

SiO2 NPs have often been used for biosensing, as their surface can be easily functionalised 

with capture molecules, and these have been used to enhance laboratory-based 

techniques like ELISAs. Typical sandwich ELISA testing involves the immobilisation of a 

capture antibody or single stranded DNA (ssDNA) on a chamber surface which captures the 

target analyte or its complementary DNA strand. Then more antibodies, or the same 

capture DNA strand, each functionalised with a single fluorophore, specific to the analyte 

are added to the chamber. These detection antibodies/DNA only bind to the analyte 

immobilised by the capture antibodies/DNA, and everything else is washed away. Porous 

SiO2 NPs have been used to increase the detection signal, by encapsulating multiple 

fluorophores within their SiO2 matrix [51]. Instead of the detection antibodies/DNA being 

functionalised with a single fluorophore, they are functionalised with SiO2 NPs 

encapsulating multiple fluorophores, providing a much higher fluorescence signal for the 

same concentration of target analyte. This sandwich assay principle is how the POC lateral 

flow assays work, with the colourimetric red line indicator arising from AuNP-functionalised 

detection antibodies. 

As mentioned in section 1.2, SiO2 has a high affinity for DNA binding, and is used as the 

capture medium for DNA isolation and purification for subsequent detection. 

Nanostructured SiO2 has a significantly larger surface area, and therefore available binding 

sites than its bulk counterpart, enabling higher efficiency DNA capture and isolation, and 

ultimately higher detection sensitivity. Incorporating free SiO2 microbeads like those used 

for lab-based PCR into microfluidic channels results in inconsistent and irreproducible 

capture and isolation efficiencies [52]. Instead, SiO2 micropillars are being incorporated 
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into microfluidic channels to overcome these challenges with high binding efficiencies [53], 

[54]. However, the creation of these SiO2 nanostructured deposits is quite challenging, due 

to the complexity of SiO2 deposition and structuring methods, often involving etching and 

physical/chemical vapour deposition under high vacuum conditions which are highly-

specialised and expensive techniques [55].   

This work explores novel routes for the creation of nanostructured SiO2 deposits using 

relatively simple laboratory-based methods to enable high efficiency DNA capture and 

detection. This should enable significant advances in research areas such as biosensors 

and biomedical devices, reducing the barrier and limitations preventing widespread SiO2 

nanostructure growth and to enable point-of-care DNA isolation and label-free detection. 

1.5. Outline of Thesis 
This thesis describes the synthesis of novel SiO2 nanostructures to enable reproducible 

DNA isolation and detection within microfluidic devices. The SiO2 NSs were used to capture 

DNA, and their DNA binding efficiencies were analysed. A brief outline of each chapter is 

as follows: 

Chapter two describes the theoretical principles that underpin each of the experimental 

techniques used to characterise the NSs and their DNA binding capabilities. The 

instruments and general procedures used are included. 

Chapter three details the development and optimisation of a novel SiO2 deposition 

technique for producing 2D thin films and high surface to volume ratio NSs. The 

experimental setup is shown, alongside a systematic investigation into the effect the 

controllable variables have on the resultant SiO2 deposit characteristics. The ability of the 

system to produce ultrathin conformal thin films with high controllability, alongside “3D” 

nanostructures with high surface-to-volume ratios depending on the chosen system 

parameters is demonstrated.  

Chapter four details the synthesis and characterisation of SiO2 nanoparticles and an 

investigation into dynamic flow conditions to enable high efficiency nanoparticle 

production and surface functionalisation using DNA as a model biomolecule. The chapter 

concludes with the characterisation of a novel nanoparticle drop casting technique used to 

produce uniform SiO2 nanoparticle coatings for bioapplications.  

Chapter five demonstrates a number of bioapplications of the SiO2 nanomaterials. Firstly, 

traditional fluorescence spectroscopy techniques were used to compare the DNA binding 
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capabilities of planar SiO2 surfaces, SiNPs, ZnO NRs, SiO2 nanodendrites, and ZnO-SiO2 

NRs nanostructures. This was done in both microwell plates and as part of microfluidic 

channels for DNA isolation and subsequent detection. SiO2 nanostructures are then grown 

on piezoelectric QCM substrates to enable label-free DNA detection. The chapter 

concludes with preliminary work using SiO2 nanoparticle coatings to promote cell growth 

for biocompatible implant applications. 

Chapter six outlines the final general conclusions of the thesis and includes some 

suggestions for further work for each topic covered in the thesis. 
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2. Experimental Techniques 
The results showcased in this thesis were obtained using a large range of well-established 

experimental equipment and techniques, and this chapter outlines the theoretical 

principles of each technique and the instruments and procedures used. 

This chapter begins with a description of well-established synthesis techniques adopted 

for this work. ZnO nanorods were synthesised to act as scaffolds for novel SiO2 deposition, 

and physical vapour techniques were used to deposit thin Au layers to enable of electrical 

characterisation and electron imaging of insulating samples. 

A major focus of this work was the investigation of the effects of nanostructure (NS) 

morphology on DNA binding ability. NS morphologies were imaged using various electron 

microscopy (EM) techniques. EM provides high magnification images beyond the resolution 

capable of optical microscopy, allowing direct observation of nanometre scale structures 

and features. EM enables measurement of NS height, width, and interspacing by capturing 

images at various angles (0-90°). 

Novel synthesis techniques were utilised to create both homogenous (single-component) 

and core-shell (dual-component) NSs. To determine the chemical properties of these 

structures, such as elemental makeup, stoichiometry and chemical bonding, x-ray 

photoelectron spectroscopy (XPS), energy-dispersive x-ray spectroscopy (EDX), and 

Fourier transform infrared spectroscopy (FTIR) were utilised. XPS and EDX in particular 

provided information about composition of samples, with XPS allowing depth profiling, i.e. 

chemical characterisation of the first ~ 10 nm of sample. FTIR was used to complement 

these results as it is capable of identifying the various molecular bonds present within 

samples. 

Thin film thicknesses were measured using spectroscopic ellipsometry and contact 

profilometry (CP) and complemented by XPS depth profiling and EM. The roughness of 

these films was characterised using atomic force microscopy (AFM) and CP. The dielectric 

breakdown characteristics of thin films were determined using current – voltage sweeps 

and analysed using Weibull statistics. 

This chapter concludes with a description of the techniques used to quantify DNA. DNA 

binding efficiencies of NSs were assessed through a combination of traditional 

fluorescence spectroscopy techniques and quartz crystal microbalance (QCM) 

measurements. 



16 
 

2.1.  Nanostructure Synthesis 

2.1.1. ZnO Nanorod Growth 
As mentioned in section 1.4.3, the growth of silica micro- and nanostructures requires the 

use of complex and specialised top-down techniques such as photolithography, etching, 

and vacuum based deposition technologies. In this work, the goal was to use facile, 

substrate independent techniques to produce ZnO structures via bottom-up techniques to 

act as nano-scaffolds for the development of core-shell ZnO-silica nanostructures, where 

the silica shell mimics the effects of silica nanorods whose production is far more 

challenging. This section details the growth technique for the ZnO nanorods using well 

established methods, with chapter 3 discussing the design and optimisation of the novel 

silica coating mechanism. 

2.1.1.1. Chemical Bath Deposition 
Chemical bath deposition (CBD) techniques are relatively inexpensive and highly versatile 

techniques, especially for the low temperature growth (< 100 °C) of ZnO nanostructures and 

thin films. There are many different combinations of materials and precursor compounds 

that can be used, but generally it involves the use of Zn salts such as Zn acetate, nitrate, 

formate, sulphate, or chloride as a source of Zn ions. These Zn salt precursors are paired 

with a base chemical as a source of O or hydroxide ions that can form a partially soluble Zn 

hydroxide [56]. Under the right conditions, this Zn hydroxide can be decomposed to form 

ZnO or Zn2+ which may then become ZnO through oxidation [57]. A wide range of 

substrates, bases, precursors, solvents, and surfactants can be used in different 

combinations to provide precise control over resultant morphology. In this work, the 

predominant CBD growth method used was the direct thermal decomposition of zinc 

acetate in aqueous solution. The lower temperature and relatively neutral pH of the reaction 

is much more suitable for a wide range of substrates as more commonly used CBD 

conditions can result in etching of various templates or masks. However, while this CBD 

technique will create ZnO nanostructures, without appropriate nucleation sites, ZnO 

nanostructures will form in solution and deposit randomly on the substrate. For our 

application, we require highly ordered, vertically aligned nanorods to efficiently and 

reproducibility capture DNA by flowing a solution through them. The technique used was 

adopted from Greene et al., using a facile seeding process that allows vertically aligned 

growth without the need for epitaxial matching [32]. The chemical pathway for the seed 

layer was unravelled by Byrne et al., and is illustrated in Figure 2.1 [58]. 
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Figure 2.1: Chemical pathway to the formation of ZnO crystal seeds by drop-coating a solution of zinc acetate 
in ethanol. [33] 

A 5 mM zinc acetate solution is prepared by dissolving zinc acetate dihydrate in anhydrous 

ethanol. 3.5 μL/cm2 of this solution is drop coated onto a clean substrate (polished Si wafer) 

and is allowed to spread evenly across the substrate surface. After 20 seconds have 

elapsed, the substrate is thoroughly rinsed in absolute ethanol and gently dried with a 

nitrogen stream. Typically, this process is repeated four more times, but it is strongly 

dependent on the relative humidity of the room as water vapour in the atmosphere drives 

the reaction that produces ZnO seed crystals. More drop coatings are required at low 

humidity (< 20%) and less at higher humidity (> 45%). In our lab, five dropcoats were 

typically used. The reaction is additionally dependent on the hydroscopic nature of the 

ethanol in the zinc acetate solution. Under high enough humidity, water from the 

atmosphere diffuses into the drop coated solution and reacts with the zinc acetate, forming 

an insoluble zinc acetate hydroxide precipitate which deposits onto the substrate in  

4 - 5 nm crystals. After sufficient drop coats, the seeded substrate is annealed at 350 °C for 

30 minutes. Here the zinc hydroxide becomes ZnO and water, with the latter being 

evaporated off leaving behind only small ZnO nucleation sites. These seed crystals lie with 

their basal planes parallel to the substrate surface, allowing well textured growth, given 

ZnOs preferential growth along the c-axis. It is this seeded substrate that is placed in a CBD 

reaction to facilitate vertically aligned ZnO nanorod growth, and the reaction is illustrated 

in Figure 2.2. 
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Figure 2.2: CBD deposition of ZnO nanorods on seeded substrates illustration. 

The Zn acetate CBD reaction involves dissolving Zn acetate in deionised (DI) water to create 

a 25 mM solution, or 5.28 mg Zn acetate per mL of solution, and heating to (65 ± 5) °C. 

Similar to the seeding process, zinc acetate reacts with water to form zinc hydroxide, which 

decomposes into ZnO which deposits on ZnO seeds. Heating zinc acetate results in the 

loss of the acetate anion leading to the formation of partially soluble zinc hydroxide. The 

sample is submerged in the solution and is left for 1 - 3 hours to produce nanorods of a 

reasonable length (approximately 400 nm every 90 minutes). Constant agitation throughout 

the deposition is required to prevent precipitation build-up on the surface, and this is 

achieved with magnetic stirring. Due to the hexagonal wurtzite crystal structure, ZnO will 

grow preferentially along the c-axis to minimise the free energy which is why ZnO nanorods 

are the predominant ZnO structure. The top or basal c-plane surface of ZnO is a polar face, 

alternately terminated in either Zn or O, whereas the side faces are nonpolar, allowing ZnO 

to be easily grown in nanowire form. When the CBD growth stage is performed on a 

substrate seeded using the method mentioned above, the nanorods will be aligned with the 

c-axis normal to the substrate surface. SEM images of CBD nanorods grown for this work 

are shown in Figure 2.3. 
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Figure 2.3: (Left) Plan-view and (Right) cross-section view of ZnO CBD buffer layers grown on Si substrates. 

2.1.1.2. Carbothermal Reduction Vapour Phase Transport 
It is from this CBD buffer layer that high aspect ratio carbothermal reduction vapor phase 

transport (CTRVPT) NRs were grown. ZnO will not readily deposit on SiO2 (the native oxide 

of Si substrates), and the lattice mismatch between ZnO and Si will generally result in 

randomly aligned nanorods [59]. The previous ZnO buffer layer serves two crucial functions; 

it provides energetically favourable sites for ZnO nucleation, and the crystallographic 

texture allows for the growth of vertically aligned ZnO nanorods along the c-axis from the 

already c-axis aligned buffer NRs [60], [61], [62]. This growth method is based on the 

reduction of a metal oxide by a carbon-based reducing agent at high temperatures. ZnO 

powders are reduced by graphite to produce a Zn vapour and carbon monoxide.  

𝑍𝑛𝑂(𝑠)  +  𝐶(𝑠)  →  𝑍𝑛(𝑔) + 𝐶𝑂(𝑔) 

The Zn vapour is then re-oxidised into ZnO which will deposit on energetically favourable 

sites provided by the aligned ZnO buffer layer.  

𝑍𝑛(𝑔)  +  
1

2
𝑂2(𝑔)  →  𝑍𝑛𝑂(𝑠) 

In this work, CTRVPT depositions were carried out in a quartz tube (length: 1.15m, diameter: 

3.7 cm) positioned with the hot zone of a single temperature zone horizontal tube furnace 

(Lenton Thermal Designs). The quartz tube was connected to a high purity argon (99.999%) 

flow controlled by a mass flow controller (MFC Analyt GFC 17). A schematic diagram of the 

tube furnace is shown in Figure 2.4.  

For this work, 60 mg of high purity ZnO powder (99.9995%) and 60 mg of graphite powder 

(99.9999%) were carefully mixed via mortar and pestle to create a homogenous mixture and 

increase the contact area for CTR. This ground powder mixture was spread across a 2 cm 

length of an alumina crucible. Substrates coated in the buffer layer were suspended 
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Figure 2.4: Schematic diagram of tube furnace used for CTRVPT ZnO NR growth. 

directly above the ZnO-graphite mixture, with the buffer layer facing down towards the 

powder, and the alumina boat containing sample and powder was loaded into the quartz 

tube so that the powder and substrate were in the centre of the furnace hot zone. The ends 

of the quartz tubes were enclosed, and argon was flowed at a rate of 90 sccm for 5 minutes 

to purge the tube. Once purged, the system was heated to 925 °C, maintaining argon flow 

for the whole growth process. This temperature was kept for 40 minutes, after which the 

temperature is reduced, and the system allowed to cool for 1 -2 hours to < 400 °C before  

 

Figure 2.5: SEM images of CTRVPT ZnO NRs at (a) 0°, (b) 30°, (c & d) 90° viewing angles. 
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argon flow is stopped, and the alumina boat is removed. In spite of the argon purging, there 

is enough residual O2 present in the tube to enable ZnO NR growth. SEM images of these 

CTRVPT NR arrays are shown in Figure 2.5. 

2.1.2. Physical Vapour Deposition 
Physical vapour deposition (PVD) techniques were used in this work to deposit Au films to 

act as electrodes for dielectric breakdown testing of SiO2 thin films, and to deposit Au layers 

onto insulating sample surfaces to allow for SEM analysis. Two techniques were used in this 

work depending on sample dimensions and deposition chamber compatibilities. Au 

electrodes were deposited on SiO2 coated substrates using electron-beam evaporation, 

and 3D printed PLA stents were coated in a thin 15 nm Au layer by magnetron sputtering. 

2.1.2.1. Electron Beam Evaporation 
Electron beam evaporation uses a focused beam of electrons to heat and evaporate target 

materials in a high vacuum environment [63]. The deposition material is loaded into a 

crucible inside a vacuum chamber, and the crucible is placed near a tungsten wire. A large 

current is passed through the wire to cause thermionic emission of electrons. The emitted 

electrons are accelerated towards the target deposition material by a high voltage, heating 

the material to its evaporation or sublimation point. The target material atoms or molecules 

become vaporised and travel in straight lines towards the substrate positioned above the 

 

Figure 2.6: Schematic diagram of the electron-beam evaporator used in this work. The crucible containing the 
sputter target, in this work an Au foil, is located underneath the tungsten wire electron source (red), and the 
substrate is positioned directly above the sputter target. A high voltage accelerates electrons emitted from the 
wire towards the Au sputter target, vaporising the target atoms which then travel towards the substrate where 
they condense, forming a thin film. 
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crucible. The vaporised atoms/molecules condense onto the cooler substrate, forming a 

thin film. The thickness is monitored with a piezoelectric crystal monitor, using the known 

density and acoustic impedance of the evaporated material, and the electron source 

current and accelerating voltages are turned off when the desired thickness is achieved 

[64]. A typical schematic is shown in Figure 2.6. This work utilised an Edwards Auto 306 

vacuum coater. The deposition was performed under a ~ 1 – 3 keV accelerating voltage for 

the electron beam and ~ 25 mA current in the filament. The values varied depending on the 

deposition rate and total thickness required. 

2.1.2.2. Magnetron Sputtering 
Magnetron sputtering utilises a plasma to eject atoms from a solid target material and 

deposit them onto a substrate. A working gas, in this case argon, is introduced into the 

vacuum at low pressure. The cathode contains an arrangement of magnets, in such a way 

that one pole is positioned at the central axis of the target and the second pole is formed by 

a ring of magnets around the outer edge of the target. A high voltage is applied to the 

cathode (which is covered by the sputter target), causing electrons to spiral around the 

magnetic field lines with a well-defined frequency and radius, which is dependent on the 

strength of the magnetic field [65]. These spiralling electrons ionise the argon gas to create 

an argon plasma, and the argon ions are accelerated towards the sputter target. This ion 

bombardment causes the removal of sputter target atoms/molecules, which are then  

 

Figure 2.7: Schematic diagram of magnetron sputter coater used in this work. A gold foil is wrapped around the 
cathode and is sputtered by an argon plasma and deposited on a substrate lying beneath the gold foil. The argon 
gas is ionised by electrons spiralling around the magnetic field lines along the surface of the gold foil generated 
by the alternating arrangement of magnets within the cathode. 
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deposited on the substrate. The process is illustrated in Figure 2.7. This work utilised a 

Quorum Technologies K650X Magnetron Sputter Coater. The desired deposition 

thicknesses were achieved by following manufacturer guidelines. Au coating was 

performed at an argon pressure of 1 x 10-1 mbar and a deposition current of 20 mA, resulting 

in a deposition rate of 7.5 nm/min. 

 

2.2. Nanostructure Characterisation 

2.2.1. Electron Microscopy 
Electron microscopy (EM) was the primary tool for NS analysis, due to the scale of the 

features under investigation. According to the Rayleigh criterion, two-point sources of light 

are considered resolvable if the central maximum bright spot of the diffraction pattern 

produced by one source overlaps with the first minimum dark spot of the diffraction pattern 

produced by the second source. This yields a resolution limit which is linearly proportional 

to the wavelength of light. Due to the scale of the features under investigation being similar 

to, and often smaller than the wavelength of visible light, optical microscopy was not 

suitable for examining the morphology of these structures. 

This resolution limit can be overcome by the use of radiation with smaller wavelengths. The 

deBroglie wavelength, i.e. the wavelength associated with a massive particle, is given by: 

𝜆 =
ℎ

𝑝
=

ℎ

𝑚𝑣
=

ℎ

√2𝑚𝑒(𝑈)
                                             (𝐸𝑞𝑛. 2.1) 

Where λ is the DeBroglie wavelength of the particle, h is the Planck constant, and p, v, m, e 

and U are the momentum, velocity, charge, and accelerating voltage of the particle 

respectively. Since electrons have a very small rest mass (~ 9.11x10-31 kg), even relatively 

modest velocities can result in significant momenta, leading to very small deBroglie 

wavelengths [66], [67]. In scanning electron microscopy (SEM), electrons are typically 

accelerated to 1 - 30 kV energies, resulting in deBroglie wavelengths of 0.039 – 0.007 nm, 

much smaller than the wavelengths of visible light (400-700 nm). EM must be performed 

under vacuum due to high electron scattering and absorption probabilities with gaseous air 

molecules. EM works by directing a beam of these high energy electrons at the sample, and 

in this work, two different EM techniques were utilised, SEM and scanning transmission 

electron microscopy (STEM). A schematic diagram representing a typical SEM is shown in 

Figure 2.8 alongside an illustration of the various processes that occur during electron 

beam bombardment. 
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Figure 2.8: SEM setup-up and information arising from a sample under e-beam bombardment. (a) Typical 
schematic diagram of a SEM instrument. (b) Illustration of the atomic processes and sample interactions with 
the primary electron beam that give rise to the topological and chemical information obtained from SEM 
analysis. (c) Electron beam interaction volume and escape depth of the various signals from within the sample. 
The interaction volume is proportional to the energy of the incoming primary electrons. 

2.2.1.1. Scanning Mode 
The SEMs used in this work were primarily based on the principle of thermionic emission. 

Current is passed through a cathode, known as the electron gun, which is either a tungsten, 

or in the case of this work, a lanthanum hexaboride filament, and electrons are emitted by 

thermionic emission. Below the electron gun is an anode to accelerate the electrons and 

direct them down the column and towards the sample. The beam is directed, shaped, and 

focused by a system of apertures and magnetic lenses by utilising the Lorentz force. A 

condenser lens adjusts the spot size and beam current, and an objective lens focuses the 

beam on the sample surface. These lenses also allow the beam to raster scan over the 

sample and the resultant interactions and emitted species are measured by a variety of 

detectors. Applying small currents to the scanning coil induces a magnetic field that can 

move the beam depending on the direction of the scanning current. The system must be 

operated under high vacuum to reduce scattering of the electron beam from anything other 

than the sample surface. In SEM systems, secondary electron (SE) detectors, backscatter 

electron (BSE) detectors, and x-ray detectors are each used to provide different information 

about the sample under analysis. 

The incoming electrons from the electron-beam interact with the target material in a variety 

of ways which produce different signals that are picked up by the aforementioned 

detectors. The most commonly used detector in this work was the SE detector. When 
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electrons in the beam undergo inelastic scattering with the target material, they can cause 

the ejection of electrons in its outer shell. These ejected electrons from the target material 

are called SEs. Due to the inelastic scattering, they are low energy electrons (~ < 50 eV) and 

therefore have short escape depths, meaning only electrons close to the surface escape a 

sample. This provides high surface sensitivity, and these SEs are used to form images of the 

sample surface and visualise topography. The number of SEs produced by the sample at 

each scanned point are plotted to give a two-dimensional image, with the number of 

scattered electrons being proportional to the brightness of the pixel. To detect these 

electrons, they must be accelerated by a positive bias to activate a scintillator, after which 

they are multiplied by a photomultiplier tube to produce the signal used to create the image. 

The second type of electrons used for sample analysis are elastically scattered electrons 

from the original electron beam, known as backscattered electrons. This process is strongly 

dependent on the atomic mass of the atoms in the target material, with higher atomic 

masses resulting in greater numbers of backscattered electrons. These electrons therefore 

contain information about the elemental composition of the sample, with the image 

contrast arising from differences in atomic mass. The higher energy of these electrons 

allows them to escape from much deeper than SEs, so they do not provide as much 

topological information and are used primarily for compositional information. Because of 

this, they do not need to be accelerated towards the detector, and most of them travel back 

up the optical axis to a circular scintillator surrounding the beam emission point for 

detection.  

In this work, a Karl Zeiss Evo LS15 was used for SE imaging, and Jeol JSM-IT 100 

InTouchScope SEM was used for SE and BSE imaging. 

2.2.1.2. Scanning Transmission Mode 
The second type of EM used in this work was scanning transmission electron microscopy 

(STEM). Rather than detecting electrons that are emitted or scattered from a sample, STEM 

detects electrons that have been passed through a thin sample in a method more 

analogous to standard light microscopy [68]. Typically, in STEM, the electron beams are 

produced by field emission rather than thermionic emission to produce a more coherent, 

monochromatic, and narrow beam to enable higher resolution imaging and provide 

superior energy control for elemental analysis. Field emission sources are sharp metal tips 

(~ <100 nm diameter), and electrons are extracted by applying a high voltage at the anode, 

causing electrons to overcome the metal work function and tunnel through the vacuum 
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barrier. The emission can be precisely regulated by adjusting the applied voltage allowing 

for a highly coherent, monochromated, and narrow beam which contributes to a high 

brightness and spatial resolution. Higher voltages are typically used in STEM compared to 

SEM as electrons need to pass through the samples to generate images. 

Since STEM detects transmitted electrons, the image contrast is provided primarily by both 

differences in atomic weight and the thickness of samples. Higher Z values will result in 

greater absorption and scattering of the electron beam, and thicker regions will reduce the 

transmission of electrons. There are two contrast and detection mechanisms in STEM, 

namely bright field (BF) and dark field (DF) imaging. BF imaging detects electrons that are 

directly transmitted through the specimen. Bright regions correspond to areas where more 

electrons are transmitted through the specimen, while darker regions correspond to areas 

of higher absorption or thickness. DF imaging is not the exact inverse of BF, but instead the 

BF detector collects electrons that are scattered to high angles and are not transmitted 

directly through the specimen. Not only does DF provide contrast based on sample 

thickness and Z-value, but also on crystal orientation and defects.  

In this work a Hitachi S5500 Field Emission SEM was used for STEM imaging. 

2.2.1.3. Energy-Dispersive X-Ray Spectroscopy 
During the elastic interaction that creates the SEs, another signal is produced 

consequently. When SEs are emitted from the sample, a vacant hole is left behind which is 

filled by another electron from a higher orbital of that atom. This relaxation from a higher 

energy position to the lower energy vacancy is mediated by the emission of a characteristic 

x-ray. These x-rays have discrete energies corresponding to the exact energy difference 

between the two orbital states it transitions between. Each element has a unique electron 

configuration, and as a result, the energy levels, and transitions between them are unique 

to each element. Therefore, the characteristic x-rays serve as a fingerprint for identifying 

different elements in the target material. By coupling an x-ray detector to an EM instrument, 

spatially resolved chemical information can be obtained in a complementary fashion [69]. 

This technique is known as energy-dispersive x-ray spectroscopy (EDX), and the process of 

characteristic x-ray emission is illustrated in Figure 2.8b.  

In this work, both the Karl-Zeiss LS15 and Hitachi S5500 were equipped with oxford 

instruments x-ray detectors to enable EDX imaging alongside electron imaging.  
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2.2.2. X-Ray Photoelectron Spectroscopy 
X-ray photoelectron spectroscopy (XPS) is a surface sensitive characterisation technique 

that provides chemical information of the first ~ 10 nm of sample [70]. XPS utilises the 

photoelectric effect to eject valence band electrons from surface atoms. When incident x-

rays ionise target atoms, a free electron is ejected (a photoelectron) with a kinetic energy 

Ke: 

𝐾𝑒 = ℎ. 𝑣 − 𝐵𝑒                                                      (𝐸𝑞𝑛. 2.2) 

Where h is the Planck constant, v is the frequency of the incident photon (hv = incident 

photon energy) and Be is the binding energy of the emitted photoelectron. When the 

absorbed photon energy is greater than the electron binding energy, the electron is ejected 

with a kinetic energy equal to the difference between the photon and binding energies. The 

lower the binding energies, the more kinetic energy the photoelectron will have upon 

emission [71]. As discussed in section 1.1.3, the energy of each core electron is unique to 

every element, and this variation in kinetic energy allows for unique fingerprinting of the 

different elements present in a sample. An illustration of the typical XPS experimental setup 

and the photoemission processes that take place on x-ray irradiation is shown in Figure 2.9. 

 

Figure 2.9: XPS setup-up and information arising from a sample under x-ray irradiation. (a) Typical schematic 
diagram of a XPS instrument. (b) Illustration of the process of photoelectron emission after x-ray absorption 
which allows for chemical identification.  
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XPS provides information on composition, chemical bonding, and depth profiling. 

Composition can be determined from the binding energy spectra obtained and comparing 

the results to standardised libraries of known binding energies. Samples are irradiated with 

a monochromatic x-ray beam, and photoelectrons with Ke ranging from 0 eV to the incident 

hv are emitted and detected, which can be easily converted to a binding energy spectrum 

using Eq. 2.2 above. Additionally, the shift in kinetic energy is of value as this provides 

information regarding the chemical bonding of the atom. Shifts in kinetic energy from 

expected values for pure atoms arise from interactions with neighbouring atoms. In this 

work, a key shift observed is from the oxidation of the Si 2p electrons. In crystalline Si, the 

Si 2p binding energy is 99.4 eV. However, when Si is bonded with O in a SiO2 stoichiometry, 

the Si 2p orbital shifts to 103.5 eV. The electronegativity of the oxygen atom results in the 

increased binding energy of the Si 2p electron, and this shift is used to identify the presence 

of SiO2 from pure Si crystals.  

X-rays are produced by bombarding a metal target, typically Al, with electrons (emitted by 

thermionic emission) that have been accelerated with > 10 kV voltages. The anode is made 

of copper and is coated with an x-ray generating material, and in this work this coating was 

Al. The x-rays are monochromated (1486.7 eV Al Kα emission) before being focused on the 

sample at a spot size of about 100 μm2. The electrons are emitted and then collected by an 

electron energy analyser consisting of three main components: the electrostatic collector 

lens, concentric hemispherical energy analyser, and the detector [72]. 

The surface sensitivity of XPS arises from the inelastic mean free path (IMFP) of the 

photoelectrons, which is defined by the distance electrons can travel in a solid before 

undergoing an inelastic scattering event. Although the Al Kα x-rays have a penetration depth 

on the order of microns, the inelastic mean free path (IFMP) of photoelectrons is 

approximately 10 nm [73]. XPS must be carried out in ultra-high vacuum (< 1x10-8 mbar) to 

detect these low energy photoelectrons.  

In this work, XPS was carried out using a Scienta Omicron x-ray photoelectron 

spectrometer. XPS measurements were performed by Mr. Darragh O’Neill at the School of 

Physical Sciences in Dublin City University. 

2.2.3. Ellipsometry 
Ellipsometry was used in this work to determine the thickness and refractive index of  

< 20 nm thin films by measuring the changes in polarisation state of light when it interacts 

with a sample. Light is directed from a source, through a polariser, generating two 
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orthogonal waves of linearly polarised light, one oscillating parallel to the plane of 

incidence (P-waves) and one oscillating perpendicular to the plane of incidence (S-waves) 

that are in phase with one another. When this light interacts with the sample, it undergoes 

changes in its polarisation state dependant on the thickness and optical properties of the 

material it has interacted with  [74]. Upon reflection from the sample, the two orthogonal 

waves will have a different relative amplitude and phase than their initial states. It is this 

difference between initial and final polarisation that can be used to infer optical properties 

and the thickness of materials. The change in polarisation is given by: 

𝜌𝑟 =
𝑟𝑠

𝑟𝑝
= 𝑡𝑎𝑛𝛹𝑒𝛥𝑝                                                  (𝐸𝑞𝑛. 2.3) 

Where ψ is the amplitude component and ∆p is the phase difference which are measured 

by the ellipsometer, rs and rp represent the complex reflection coefficients of the s and p 

polarised light respectively. A schematic diagram is shown in Figure 2.10. 

 

Figure 2.10: Ellipsometry setup illustration. The sample is irradiated with two orthogonally polarised light waves, 
and changes in polarisation occur after sample interaction which is measured by the polarisation analyser and 
detector. 

By applying the Fresnel equations, which describe each material with its thickness and 

optical constants, experimental data is compared to mathematical models that calculate 

the predicted response of the sample material to determine the thickness and refractive 

indices which provide the closest fit, using parameters such as the mean squared error to 

ensure the quality of the fit [75]. In this work, SiO2 films on Si substrates were analysed using 

ellipsometry. Cauchy models, which can be used for optically transparent materials, were 

used to ensure refractive indices close to the expected values for SiO2, within the 

wavelength region SiO2 is transparent in, but prebuilt SiO2 on Si models were used for 

accurate thickness determination across the entire wavelength region utilised by the 



30 
 

instrument (245 – 1700 nm) as this model produced lower fit mean squared errors than the 

Cauchy models, likely due to minor absorption characteristics at ultraviolet (UV) and 

infrared (IR) wavelengths. In this work a J.A. Woollam M-2000UI spectroscopic ellipsometer 

was used and data was analysed using the Woolam CompleteEASE software. 

2.2.4. Contact Profilometry 
Contact profilometry (CP) is a technique used to measure the surface topography over 

relatively large scan areas compared to AFM (cm2 vs μm2 areas), providing 2D line profiles 

of the surface with nanometre sensitivity. CP consists of passing a mechanical diamond-

tipped stylus across a surface with a constant force [76]. The movement of the stylus as it 

traces the sample topography is sensed electromechanically using a linear variable 

differential transformer (LVDT). The stylus is linked to a moveable coil of the LVDT with an 

AC current provided by a primary coil to generate a magnetic field, and any vertical 

movement of the stylus causes this core to move up or down. Within the LVDT are fixed 

secondary coils, and as the stylus coil moves up and down, it induces voltages in these 

secondary coils proportional to the displacement of the stylus and therefore the coil. 

Changes in the voltage output correspond to changes in the height of the sample. A 

schematic is shown in Figure 2.11. 

 

Figure 2.11: Contact profilometer setup showing the stylus tip that traces the sample surface and the LVDT 
which measures the change in height by inducing voltages (light blue) in secondary coils. (Stylus and LVDT are 
not to scale). 

An important detail to remember about CP is that the obtained step heights are a 

convolution of the tip shape and diameter with the step heights and feature dimensions of 
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the sample [77]. In this work, a Bruker Dektak XT Profilometer with a 2.5 μm radius stylus 

was used. Sample scan parameters varied depending on scan length, but all scan speeds 

were ≤ 100 μm/s, often chosen to produce 300 nm/pt resolutions. 

2.2.5. Atomic Force Microscopy 
Atomic Force Microscopy (AFM) measures surface topography over relatively small areas 

with much higher vertical and lateral resolution than CP, providing 3D profiles of the surface 

with sub nanometre sensitivity [78]. AFMs consist of a laser focused onto the upper surface 

of a flexible cantilever, with the light reflected onto a four-quadrant photodetector. The 

cantilever is mounted on a piezoelectric crystal in a tripod configuration to enable 

movement in 3-Dimensions. At the end of the cantilever is a small (≤ 10 nm radius) probe 

tip, which is traced over the sample surface in a raster scan. As the cantilever is moved 

across the surface, it will move up and down with changes in the surface topography due to 

interactions with the probe and surface, deflecting the laser towards different quadrants of 

the photodetector which is used to measure variations in surface height [79]. A schematic 

diagram of a typical AFM instrument and the beam deflection detection mechanism is 

shown in Figure 2.12. 

 

Figure 2.12: AFM set-up and operation. (a) Schematic diagram of a typical AFM instrument. (b) Illustration of 
cantilever movement determination by measuring beam deflection during tapping mode oscillations. 

There are different modes of operation available with AFM, but this work only utilised a 

variation of tapping mode which is the only mode which will be discussed here [80]. This 

mode involves vibrating the cantilever close to its resonant frequency (which is typically 

tens to hundreds of kHz depending on the material) while bringing it close to the sample 
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such that it makes intermittent contact with the surface. As the tip approaches the surface, 

the interatomic forces between the tip and sample cause changes to the cantilever’s 

oscillation and phase [81]. A feedback loop is employed to maintain a constant oscillation 

amplitude by adjusting the height of the tip above the sample surface. This change in height 

is detected by deflection of the cantilever which provides the imaging data. 

In this work, a Bruker ICON AFM system was used to measure 3D surface topography using 

their proprietary variation of tapping mode called PeakForce Tapping ScanAsyst mode [82]. 

The same principles as tapping mode apply, but the cantilever is driven at frequencies 

significantly below resonance. AFM measurements were performed with a scan rate of  

0.5 Hz and with 512 samples per line across areas of 1 μm2. 

2.2.6. X-Ray Diffraction 
X-ray diffraction (XRD) is used to determine the crystalline structure of materials. By 

irradiating a sample with x-rays, two distinct processes occur. First is the absorption of x-

rays, which can cause ejection of electrons if the incident energy exceeds that of the 

electron binding energy, which is the basic principle of XPS discussed in section 1.2. The 

second process is the incident x-rays can be scattered both elastically and inelastically. It 

is the elastic scattering of monochromatic x-rays that enable the probing of crystalline 

structures. Elastic scattering results in the scattered x-rays being partially coherent, and 

they can interfere with one another under certain conditions, with the condition for 

constructive interference described by the Bragg equation [83], [84]: 

2𝑑. 𝑠𝑖𝑛𝜃 = 𝑛𝜆                                                       (𝐸𝑞𝑛. 2.4) 

Where d is the interatomic distance of the material, θ is the incident angle and λ is the 

wavelength of the x-rays, and n is an integer representing the order of the reflection. The 

incident x-rays strike the crystal planes of the material and are elastically scattered at an 

angle θ, with each plane separated by a distance d. When the path length between x-rays 

scattered from each of the adjacent planes differs by an integer multiple of the incident x-

ray wavelength, constructive interference occurs. By analysing these interference patterns, 

crystallographic information can be obtained.  

The Bragg condition and typical experimental configuration are illustrated in Figure 2.13. 

Experientially in the so-called θ-2θ method, the beam source is fixed, and the sample is 

rotated by θ while the detector is rotated by 2θ which simultaneously measures the 

intensity of scattered x-rays, creating the interference pattern. In doing so, the angles 

incidence and reflection with respect to the surface normal remain equal during the entire 
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Figure 2.13: XRD setup and operation showing the θ-2θ geometric configuration for XRD measurements and the 
Bragg diffraction condition.  

scan. The intensity peaks in this pattern are located at θ which satisfy the Bragg equation, 

which allows the interatomic spacing of each of the crystal planes, “d”, to be calculated. 

This in turn enables XRD to achieve material and phase identification, which is one of the 

primary uses of XRD in this work. By comparing measurements to standardised databases 

and theoretical calculations, materials and their crystallographic structure can be 

identified.  

The second used mode of operation in this work is the rocking curve, which is used to 

determine the degree of alignment or texture of nanostructures. This allows us to measure 

how well vertically aligned our ZnO nanorods are with respect to the substrate. This is done 

by keeping the position of the detector constant (on the 2θ angle at which the desired 

crystal plane was detected) and rotating the sample about the θ angle (sometimes called 

the  angle), measuring the change in peak intensity for angles within ~ ±15 degrees of the 

detected peak in the interference pattern. A narrow rocking curve peak shows well aligned 

and ordered nanostructures, whereas a broad peak indicates more random orientations.  

In this work, a Bruker AXS D8 Advance Texture Diffractometer was used to obtain XRD 

measurements. 
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2.2.7. Absorption Spectroscopy 
2.2.7.1. UV-Vis 

Ultraviolet-visible (UV-Vis) spectroscopy is a technique used to measure the concentration 

of a substance based on the absorption of ultraviolet and visible wavelengths of light, 

typically in the range of 200-800 nm. It involves the excitation of atomic energy levels of the 

sample atoms/molecules, which results in the absorption of that excitation wavelength and 

is used to detect the presence and quantity of the desired substance. Since the energy of 

atomic orbitals is quantised, when light of energy equal to the energy difference between 

these orbitals is incident on the atom, it is absorbed. This results in an electron from the 

lower energy orbital becoming excited to the higher energy orbital. The Lambert-Beer law 

describes this absorption [85]: 

𝐴 = 𝜀𝑐𝑙 = 𝑙 𝑛 (
𝐼0

𝐼𝑇
)                                                  (𝐸𝑞𝑛. 2.5) 

Where A is the absorbance [%], ε is the molar absorptivity coefficient of the sample 

[moles.cm-1], c is the molar concentration of the sample [moles], l is the optical path length 

[cm], I0 is the light intensity detected through the reference cell, and IT is the transmitted 

light intensity measured through the sample. 

A spectrophotometer consists of a light source, a monochromator (prism or grating), a 

beam splitter, a sample cell, and a detector. This is a facile technique, simply measuring 

the reduced intensity of incoming light as it passes through a sample cuvette, and this can 

be related back to sample concentration by Eqn. 3 since the path length is known. The 

spectrophotometers can be used to scan a sample for a specific absorption wavelength, or 

the grating can be rotated continuously, so the full 600 nm range of wavelengths is scanned 

across the sample A schematic diagram of the setup is shown in Figure 2.14. 

 

Figure 2.14: UV-Vis spectroscopy setup showing the white light source and monochromatic wavelength 
selection via a dispersive element, in this case a prism. 
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This technique is ubiquitous for DNA and RNA detection, as Nucleic Acids (Nas) have an 

absorbance maximum at 260 nm [86]. The technique is also used to determine the purity 

of a sample, using a ratio of the absorbance of 260 nm to 280 nm. The five nucleotides of 

DNA and RNA exhibit widely different 260/280 spectral intensity ratios. Therefore, the 

weighted average of each 260/280 nucleotide ratio is taken to get the overall ratio for either 

DNA or RNA as one of their nucleotide bases varies (DNA contains Thymine and RNA 

contains Uracil). The commonly used rule of thumb is that pure DNA has a ratio of 1.8, and 

pure RNA has a ratio of 2.0. Various factors can affect this ratio, such as the acidity of the 

solution, wavelength accuracy of the instrument, contamination of the sample and low 

concentrations of DNA. On the other hand, absorbance at 230 nm is generally due to some 

sort of contamination within the sample, so the 260/230 ratio can also provide more 

information. The strong absorbance of DNA in this ultraviolet region is due to the π → π* 

transitions of the pyrimidine and purine ring systems of the nucleobases. UV-Vis 

spectroscopy is a calibrated tool used for the determination of DNA concentrations by the 

following equation: 

𝐶𝑠𝑎𝑚𝑝𝑙𝑒 = 𝐴260 𝑥 50
𝜇𝑔

𝑚𝐿
                                            (𝐸𝑞𝑛. 2.6) 

Where Csample is the concentration of sample DNA [μg/mL] and A260 is the absorption at 260 

nm [0 - 1 a.u.]. This work utilised a Biochrom Libra S22 UV/Vis Spectrophotometer and 

quartz cuvettes with a 1 cm pathlength.  

2.2.7.2. FTIR 
Fourier Transform Infrared (FTIR) spectroscopy operates on similar principles as UV-Vis 

spectroscopy, but infrared radiation is used to study molecular vibrations.  Rather than 

probing electronic transitions, IR absorption probes the vibrational energies of molecules 

and is influenced by the structural characteristics of molecules such as the strength of 

interatomic bonds and the environment around the molecule. These vibrations are 

associated with a change in the dipole moment of the molecule and are classified into 

either bending or stretching vibrations. Stretching represents the continuous change of 

distance between two bonded atoms, and bending represents a change in angle between 

the bonds in the molecule. Stretching vibrations can be further categorised into symmetric 

(in-phase) stretching or asymmetric (out-of-phase) stretching [87], [88]. 

The experimental setup differs quite significantly to that of UV-Vis spectroscopy, using an 

interferometer to modulate the intensity of the IR source which is passed through the 

sample. The typical experimental setup for FTIR can be seen in Figure 2.15, with the most 
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common optics configuration being the Michelson interferometer. The Fourier transform 

operation is applied to the resultant transmitted intensity variations with moving mirror path 

length in the interferometer and an absorption vs wavelength spectrum is generated by 

taking the ratio of a blank (reference) spectrum to a sample spectrum.  

 

Figure 2.15: Schematic diagram of a typical interferometer arrangement for FTIR spectroscopy. 

However, due to the nanoscale dimensions of the features studied in this work, standard 

“single pass” transmission FTIR was often not used, as the resultant absorption of such thin 

samples is too weak to be detected. To overcome this issue, attenuated total reflection FTIR 

(ATR-FTIR) was used. This technique passes light through the sample multiple times, 

increasing the amount of interaction between light and sample [89]. The multiple passes 

are achieved by exploiting total internal reflection. Total internal reflection occurs when 

light propagates from a more optically dense medium (higher refractive index) to an 

optically rare medium (lower refractive index) at an incidence angle greater than the critical 

angle. At the interface between both media where reflection occurs, a portion of the 

electromagnetic field penetrates the lower refractive index media caused by the 

constructive interference of the incoming and outcoming beams. This portion of the field 

extends only a short distance beyond the interface and decays exponentially with distance 

from the interface, and this decaying field is known as an evanescent wave. The depth of 

penetration of this evanescent wave is on the order of 10s of nanometres, allowing probing 

of ultrathin structures. The beam is internally reflected multiple times across the sample 

before reaching the detector, with the evanescent wave undergoing small amounts of 

absorption each time, ultimately leading to a detectable attenuation of the totally reflected 
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beam and allowing for the determination of absorbed wavelengths and identification of 

chemical bonding. This process is illustrated in Figure 2.16. 

 

Figure 2.16: Illustration of total internal reflection of IR radiation within a crystal of high refractive index in 
contact with a sample containing a thin film of rarer refractive index. Pressure is applied via a clamping arm to 
ensure contact of sample with the ATR crystal. 

This work utilised a Perkin Elmer Two FT-IR system in both transmission and ATR mode. 

2.2.8. Dielectric Characterisation 
This work reports the development a novel SiO2 deposition system, capable of producing 

2D thin films. The dielectric breakdown strength of these novel SiO2 films were analysed 

and compared to industrial thermal oxides of the same thickness to determine the 

electrical quality of PDMS-based SiO2. All electrical measurements were made on devices 

that resemble a metal oxide semiconductor capacitor. The SiO2 films serves as the 

dielectric medium, with the silicon substrate serving as one conducting plate, and a  

 

Figure 2.17: Illustration of metal oxide semiconductor capacitors developed and tested in this work to 
determine the dielectric breakdown characteristics of SiO2 thin films. 
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deposited Au film serving as the other conducting plate. An illustration of this structure is 

shown in Figure 2.17. 

Electrical breakdown characterisation was performed by an in-house system based on a 

Keithley 4200 semiconductor characterisation system. 

2.2.8.1. Current – Voltage Sweeps 
Current – Voltage (I – V) sweeps are used to characterise the electrical properties of 

dielectric films by applying varying voltage across the dielectric material and measuring the 

resulting current. Eventually, as the applied voltage increases, the insulating properties of 

the dielectric film will breakdown at a certain value (Vb). At and above this breakdown 

voltage, the dielectric film is no longer an insulator, allowing the flow of current through it. 

The dielectric remains permanently damaged as a result. Before breakdown, there is 

negligible current flow, and at and beyond the breakdown voltage, current readily flows 

through the dielectric. The voltage at which breakdown occurs at for each capacitor is 

recorded and analysed by Weibull statistics to determine the dielectric strength and failure 

characteristics of the film. If the thickness of the oxide is known, the breakdown voltage Vb 

[V] can be converted to its breakdown field Eb [V/nm], which is used for this work as oxides 

of known thicknesses are compared.  

2.2.8.2. Weibull Statistics 
Measuring I-V curves on multiple capacitors on single samples and identical samples will 

result in a range of breakdown voltages being recorded. To quantify this spread of results, 

the Weibull distribution is commonly employed, especially in the electrical 

characterisation of dielectrics[90], [91]. For current – voltage sweeping, the Weibull 

distribution is described by the following equation: 

𝐹 = 1 − 𝑒
(

𝐸𝑏
𝜂

)
𝛽

                                                     (𝐸𝑞𝑛. 2.7) 

Where F represents the cumulative probability of failure (i.e. the fraction of failed devices), 

β is the shape parameter or Weibull slope, Eb is the measured electric field strength at which 

breakdown occurred, and η is the scale parameter (i.e. the electric field value at which 63% 

of the sample capacitors have undergone dielectric breakdown).  

To determine the two fit parameters (β and η), one can rearrange equation (2.7) to give 1 – F 

on the left hand side, and then take the natural log of both sides of equation 2.8, which 

gives: 
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ln[− ln(1 − 𝐹(𝐸𝑏))] = 𝛽 ln(𝐸𝑏) − 𝛽 ln(𝜂)                            (𝐸𝑞𝑛. 2.8) 

A plot of ln[-ln(1-F(Eb))] versus In(Eb) provides a straight-line graph where β is the slope, and 

the y-intercept represents – β.ln(η). A low β value indicates a poorer quality film with a wide 

range of Eb values, and a high β indicates a more reliable device with a narrower range of 

expected breakdown values [92]. The parameter η is the scale parameter or 63 % value, i.e. 

the breakdown field (Eb) when ~ 63 % of the sample set have undergone dielectric 

breakdown. This is a measure of the breakdown field for the sample. The cumulative 

distribution function F(Eb) is estimated by first sorting the measured breakdowns from 

smallest to largest, followed by the application of a ranking algorithm. In this work, a median 

ranking was employed, through the use of the Benard approximation: 

𝐹(𝑖) =
𝑖 − 0.3

𝑛 + 0.4
                                                      (𝐸𝑞𝑛. 2.9) 

Where F(i) is the failed device number and n is the total number of tested devices [93]. 

2.2.9. Contact Angle 
Contact angle measurements are used to assess the wettability of a solid surface by a 

liquid, typically DI-H2O. The contact angle is the angle formed at the interface between a 

solid surface, a liquid droplet, and the surrounding gas or vapour phase, and is measured 

at the point where the liquid meets the solid surface. The angle is formed by the tangent to 

the liquid surface at the three-phase (solid, liquid, vapour) boundary (see Figure 2.18) and 

indicates the degree of wettability.  

The wettability of a material is dependent on the surface tension between the solid 

substrate, liquid, and vapour, and the interatomic forces between the liquid and solid 

surface [94]. A low contact angle, close to 0° indicates high wettability (hydrophilicity), 

meaning the liquid spreads easily over the surface. A high contact angle, greater than 90°, 

indicates low wettability or hydrophobicity, where the liquid tends to form a well-defined 

droplet on the surface. For a material to be highly wetting, the substrate surface energy 

must exceed that of the cohesive forces within the liquid, causing the liquid to spread 

across the substrate surface. For non-wetting surfaces, the cohesive forces within the 

liquid are much greater than the surface energy of surface, and the liquid forms a well-

defined droplet instead of spreading across the surface. 
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Figure 2.18: Illustration of the quantities involved in the calculation of contact angle. 

Contact angle measurements can be used to calculate the surface energy of a solid surface 

using known surface tensions and the Young-Laplace equation: 

𝑐𝑜𝑠𝜃𝑐𝑎 =
𝜎𝑠𝑣 − 𝜎𝑠𝑙

𝜎𝑙𝑣
                                               (𝐸𝑞𝑛. 2.10) 

Where θca is the contact angle, and σsv, σsl, and σlv, are the surface tension between the solid 

and vapour, solid and liquid, and liquid and vapour, respectively. In biomedical applications, 

contact angle measurements help assess the biocompatibility of materials. For example, 

surfaces with specific contact angles may promote or inhibit the adhesion of cells or 

biomolecules, influencing the performance of medical devices or implants [95]. 

This work utilised a Dataphysics OCA 35 contact angle instrument to provide contact angle 

measurements. 

2.2.10. Dynamic Light Scattering 
Dynamic light scattering (DLS) measures time-dependent fluctuations in the scattering 

intensity that arise from particles undergoing random Brownian motion, i.e. smaller 

particles move faster, and larger particles move slower [96]. Particle size information can 

be extracted from analysing these fluctuations. These time-dependent fluctuations in the 

intensity of scattered light are analysed using vendor-specific curve-fit algorithms to 

estimate a size distribution. The speed of the Brownian motion is measured, which provides 

the translational diffusion coefficient ‘D.’  
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This diffusion coefficient is related to the hydrodynamic diameter by the following Stokes-

Einstein equation: 

𝐷𝐻 =
𝑘𝑇

3𝜋𝜂𝐷
                                                      (𝐸𝑞𝑛. 2.11) 

Where DH is the hydrodynamic diameter [m], k is the Boltzmann constant [J.K-1], T is the 

temperature [K], η is the dynamic viscosity [Pa.s], and D is the diffusion coefficient [m2.s-1].  

 

Figure 2.19: Schematic diagram of a typical DLS system. The scattering detector, positioned at an angle of 90° 
detects time dependent fluctuations in the intensity of light scattered from small particles within a solution. 

The basic setup is shown in Figure 2.19. A monochromatic laser is directed at the sample 

in a cuvette. If there are particles in the sample, this incident laser light gets scattered in all 

directions due to the random motion of the particles. The scattered light is detected at a 

specific angle over time, and the signal is then analysed with an autocorrelation function to 

determine the size distribution. The autocorrelation function correlates the intensity of the 

scattered light at one point in time with its intensity at another point in time. These intensity 

fluctuations decay over time, and the rate of this decay is related to the motion of the 

particles, i.e. the faster the particles are moving, the quicker the decay. This decay time is 

therefore related to the diffusion coefficient. For size analysis, this angle of scattered light 

detection is usually 90 degrees (side-scattering), or 175 degrees (back-scattering) for 

smaller particles at low concentrations [97].  

This work utilised a NANO-flex® 180° DLS Size from Microtrac Ltd. 

2.2.11. Zeta Potential 
The zeta potential is a property that arises from colloidal particles in a solvent, and that 

magnitude of this property is an indicator of the potential stability of the colloid. If a charged 
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particle with a given surface potential is dispersed in a liquid, counter ions will be strongly 

bound to the particle surface. These counter ions form the Stern layer or potential, with the 

opposite charge to the surface layer. This Stern layer is strongly bound, but additional ions 

are attracted the particle outside of the Stern layer, although these are less firmly 

associated, forming the diffuse layer or the slipping plane. These layers can be seen in 

Figure 2.20 and are known together as the electric double layer [98]. 

 

Figure 2.20: Various electrostatic layers of a colloidal particle with a negative surface charge in suspension. 

Although these outer ions are less firmly associated, these ions will move with the general 

motion particle with which they are loosely bound to. The zeta potential is a measure of the 

potential at this slipping plane boundary and is therefore dependant not only on the 

colloidal surface material, but the surrounding solvent as well. Large zeta potentials 

indicate strong electrostatic repulsion between particles, and therefore higher stability. The 

lower the repulsive electrostatic force, the easier it is for particles to aggregate. In literature, 

particles with zeta potentials outside of the range of – 30 mV to +30 mV are considered 

stable [99], [100]. Zeta potential of colloidal particles is measured by placing them under 

an external electric field. For example, negatively charged particles will move towards the 

positively charged electrode and vice versa. The tightly bound counterions of the Stern layer 

will move with the particle under the strong electric field, however those ions in the diffuse 

layer will “slip” off when a certain potential is reached as the drag force will exceed their 

relatively weak electrostatic attractive force compared to those of the Stern layer. To 

determine the zeta potential, particles are accelerated at different electrode potentials, 
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and a laser beam is incident on the sample cuvette which indirectly measures the particle 

speed by measuring the Doppler frequency shift in scattered light from the moving 

particles. This particle velocity determined from frequency shift is converted into a value 

for electrophoretic mobility using equation 2.12: 

𝜇𝑒 =
𝑣

𝐸
 (𝐸𝑞𝑛. 2.12)  

Where μe is the electrophoretic mobility [m2.V-1.s-1], v is particle velocity [m.s-1], and E is the 

electric field magnitude [V.m-1]. Electrophoretic mobility is then used to calculate zeta 

potential using equation 2.13: 

𝜁 =
𝜖𝑟𝜖0

𝜇𝑒𝜂
(𝐸𝑞𝑛. 2.13)  

Where ζ is the zeta potential [V], εr is the relative permittivity of the liquid medium [F.m-1], ε0 

is the electric permittivity of vacuum [F.m-1], and η is the viscosity of the liquid medium 

[Pa.s]. Zeta potential can be measured using the same system used for DLS measurements 

described previously, albeit requiring a capillary cuvette with electrodes on either side. A 

voltage is applied across the capillary, and a laser is incident on the particles. The scattering 

pattern is related back to particle velocity as previously described. Zeta potential 

measurements were only performed on ligand free SiNPs in DI water, as the presence of 

ligands significantly reduces the reliability of zeta potential measurements as indicators of 

particle charge and stability [64]. The ligands induce a drag force, slowing down the 

particles which now invalidates the relationship between electrophoretic mobility and zeta 

potential. Additionally, ligands have steric stabilization effects, and zeta potentials only 

consider electrostatic effects. Surface ligands can provide low zeta potential particles with 

high stability, which is the typical case for polymer-stabilised particles which display ~ 0 mV 

zeta potentials yet display high stability.  

This work utilised a Malvern Zetasizer Ultra. 

 

2.3. DNA Analysis 

2.3.1. Fluorescence Spectroscopy 
Fluorescence spectroscopy involves the use of fluorophores, which are molecules that 

emit light upon excitation, to tag biomolecules. Fluorophores have three general types: 

organic dyes, naturally fluorescent biological molecules, or quantum dots. Specially 
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selected fluorophores are mixed with the sample so that they only bind to the specific target 

analyte, which is known as fluorescent labelling. A light source is used to excite the 

fluorophore by stimulated absorption, and its electrons are stimulated to a particular 

excited state. After absorption, the molecule enters an excited state with higher energy. 

However, the excited state is not stable, and the molecule undergoes rapid vibrational 

relaxation. During vibrational relaxation, the excess energy is rapidly dissipated as heat 

through collisions with neighbouring molecules. Then it relaxes back down to the ground 

state via radiative recombination, emitting a photon of light with energy slightly lower than 

the excitation energy and this process is illustration in Figure 2.21 [101]. 

 

Figure 2.21: Photon absorption from an electron in a ground state (S0) to an excited state (S1), followed by 
vibrational relaxation, and then photon emission by radiative relaxation leading to fluorescence. 

 This difference in energy is known as the Stokes shift. The larger the Stokes shift, the more 

spectrally distinguishable the excitation signal is which reduces background noise due to 

less spectral overlap between excitation and emission wavelength signals. These emitted 

photons are measured with a detector and are used to determine the presence of the 

analyte. The intensity of the total emitted light is a measure of the concentration of the 

analyte. Typically, known concentrations of the target analyte are measured simultaneously 

to produce a standard curve of intensity vs known concentration, and the intensity of the 

unknown sample concentration is compared to the standard curve to calculate the sample 

concentration. 

The fluorophores used in this work were cyanine dyes, a class of organic dyes that 

selectively bind only to double stranded DNA (dsDNA). Cyanine dyes contain a central 
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chromophore structure consisting of a chain of carbon atoms with alternating single and 

double bonds, often with heterocyclic rings at each end. This conjugated system is 

responsible for the absorption and emission of light, giving cyanine dyes their fluorescent 

properties. A PicoGreen dye consists of a cyanine dye molecule that is attached to a 

quaternary ammonium group which intercalates between the base pairs of the DNA double 

helix. The intercalation affects the probability of certain energy transitions occurring, giving 

rise to fluorescence emission over other energy loss pathways [102]. 

The operating principle of this technique involves using a light source that emits light of a 

specific excitation wavelength, which causes excitation of the fluorophore. The excitation 

light is passed through the sample cuvette, which causes the emission of photons. The 

photons are passed through an optical filter, which only allows wavelengths equal to the 

known fluorophore emission wavelength through, which are then incident on a detector. In 

this work a Tecan Safire 2 spectrofluorometer and a Tecan Infinite Pro 200 M Plex 

spectrofluorometer were used with Quant-iT Picogreen dsDNA assay fluorophores to 

quantify DNA concentrations ≤ 2 μg/mL, with a limit of detection of ~ 25 pg/mL. The 

excitation (λex) and emission (λem) wavelengths were 480 nm and 520 nm respectively. 

2.3.2. Piezoelectric Effect for Small Mass Detection 
Quartz crystal microbalances (QCMs)se were used in this work for the label-free detection 

of DNA. Quartz is a piezoelectric material, meaning mechanical deformation of the quartz 

along certain crystallographic orientations produces a voltage across it, generating 

electricity. This is a reversible process and conversely, applying a voltage across a 

piezoelectric material causes physical deformation of that material [103]. Quartz is 

piezoelectric in many orientations, especially along its c-axis, but the AT-cut of α-quartz is 

the most commonly used in sensing applications. In an AT-cut quartz crystal, the 

crystallographic orientation is such that the angle between the c-axis and surface normal 

is ~ 35.25°. After cutting, a pair of Au electrodes are directly evaporated on the top and 

bottom faces of the quartz disc. The measurement principle of QCMs is based on the 

application of an alternating voltage across the quartz crystal leading to an oscillatory 

deformation, producing acoustic waves within the quartz [104]. At certain frequencies, the 

mechanical vibrations of the quartz become amplified, and these are the resonance 

frequencies of the quartz which are dependent on the thickness, physical dimensions, and 

mechanical properties of the quartz crystal. The AT-cut gives rise to a pure thickness shear 

mode oscillation, reducing lateral motion of the crystal and focusing the mechanical 

deformation primarily in the thickness direction, allowing for more direct coupling between 
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resonance frequency and mass deposition, allowing quartz crystals to be used as accurate 

mass transducers.  

In 1959, Gunter Sauerbrey discovered that upon adding mass to the surface of a QCM, the 

resonance frequency decreases proportional to the amount of mass added so long as the 

mass is small compared to the total weight of the crystal (< 2%). An illustration of this 

frequency response upon mass loading is shown in Figure 2.22.  

 

Figure 2.22: Frequency response with increasing mass loading on QCM illustration. 

The exact relationship between changes in resonance frequency and deposited mass are 

defined by the Sauerbrey equation [105]: 

𝛥𝑓

𝑛
=  −

2. 𝑓0
2

𝐴. √𝜌𝑞 . 𝜇𝑞

𝛥𝑚                                            (𝐸𝑞𝑛. 2.14) 

Where ∆f is the frequency shift [Hz], n is the overtone number (1, 3, 5, 7, etc.), f0 is the 

resonance frequency of the fundamental mode [Hz], A is the piezoelectrically active area 

of the electrodes [cm2], ρq is the density of quartz [2.648 g.cm-3], and μq is the shear 

modulus of AT-cut quartz [2.947 x 1011 g.cm-1.s-2]. As most of these values are material 

dependant constants, the equation is commonly rewritten in the form: 

𝛥𝑚 =  −𝐶.
𝛥𝑓

𝑛
                                                   (𝐸𝑞𝑛. 2.15) 

Where C is the thickness dependant mass sensitivity constant [4.42 ng.Hz-1.cm-2 for 10 MHz 

quartz]. This equation is valid under three conditions: (1) the added mass is small 

compared to the mass of the crystal itself, (2) the added mass is rigidly adsorbed, and (3) 

the mass is evenly distributed over the active area of the crystal. The second condition is 

particularly important for liquid biosensing, as many polymers and lipids result in 
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viscoelastic films, violating the Sauerbrey condition of requiring rigidly bound material. 

These viscoelastic films cause dissipation of oscillation energy due to mechanical losses 

in the flexible mass, often resulting in underestimation of the amount of absorbed mass. 

Therefore, it is important to take dissipation into account during liquid biosensing to 

determine the validity of the Sauerbrey equation [106].   

The dissipation can be measured using a ring-down approach [107]. The quartz is excited 

to its resonance frequency for a short period by an applied voltage, which is then turned off, 

and the number of oscillations and time taken to reach 50% of the original amplitude is 

counted, i.e. the decay time constant. The decay time depends on the rigidity or softness of 

the absorbed mass. Rigid materials couple strongly to the oscillating quartz, and the 

oscillation takes longer to decay. However, viscoelastic materials have a poor coupling with 

the quartz, significantly damping the oscillation and causing a rapid decay. This is 

illustrated in Figure 2.23. 

 

Figure 2.23: Dissipation measurement of an unloaded QCM, a rigidly bound material, and a viscoelastic 
material bound to the QCM surface. 

However, the frequency response of a QCM is not only sensitive to changes in the surface 

mass loading but also the viscoelastic properties of the medium in contact with the QCM 

surface [108]. When a viscoelastic layer or viscous layer is in contact with the QCM, the 

frequency response can also decrease due to viscous drag from the liquid, described by 

the Kanazawa-Gordon equation: 
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Δ𝑓 =  −𝑓0

3
2

√
𝜂𝐿𝜌𝐿

𝜋𝜌𝑞𝜇𝑞
                                               (𝐸𝑞𝑛. 2.16) 

Where ∆f is the frequency shift [Hz], n is the overtone number (1, 3, 5, 7, etc.), f0 is the 

resonance frequency of the fundamental mode [Hz], ηL is the absolute viscosity of the liquid 

[g.cm-1.s-2], ρL is the density of the liquid [g.cm-3], ρq is the density of quartz [2.648 g.cm-3], 

and μq is the shear modulus of AT-cut quartz [2.947x10 11 g.cm-1.s-2]. 

QCMs have been successfully employed in a variety of biosensing applications, and have 

shown to be promising tools for the rapid detection of infectious diseases [109]. QCMs have 

been used to detect antibody-antigen interactions, as well nucleic acid hybdridization for 

the detection of disease [110], [111]. However, regarding NA detection, NAs are often 

amplified via PCR to obtain a sufficient concentration of analyte that can be detected by 

the QCM-based sensor [109]. The reliance on laboratory procedures prevents their 

applicability for on-site point-of-care applications. Additionally, the NAs are often bound 

with heavy molecules, such as Au NPs to produce a measurable frequency response, which 

is similar to requiring fluorescent or colorimetric labels, further increasing the complexity 

of the device [111]. This work aims to enhance the frequency response of QCMs for 

biosensing without the need for NA mass enhancement via amplification or binding to 

heavier molecules.  

This work utilised the Novaetech S.r.l. openQCM Q-1 sensing module capable of 

simultaneous frequency and dissipation monitoring for DNA binding studies. 

The changes in frequency and dissipation can be monitored simultaneously in real time by 

the careful design of the associated QCM electronics. The changes in resonance frequency 

are monitored by measuring the phase difference between the driving signal and the QCM’s 

oscillation. At exact resonance, the QCM oscillations will be in phase with the driving signal, 

but changes in resonance frequency due to mass loading will induce a phase shift between 

them. When a phase shift is measured, the driving signal frequency is adjusted to re-align 

the phases, keeping the QCM at resonance. The dissipation is then measured by 

momentarily turning off the driving voltage to allow the QCM to oscillate without external 

excitation. This oscillation decay can be measured on very short timescales (µs to ms), 

meaning the oscillation doesn’t come to a complete stop and enabling the system to 

quickly resume resonance. This allows the QCM system to rapidly switch between 

measuring frequency and dissipation without disrupting the oscillation. 
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3. Novel PDMS-Based SiO2 Deposition 
In this chapter SiO2 thin films and nanostructures (NSs) grown by thermal degradation of 

polydimethylsiloxane (PDMS) in air are examined. First, a description of the thermal 

degradation of PDMS and subsequent generation of SiO2 vapour is described. This is 

followed by the initial exploitation of this degradation to produce SiO2 coatings from mm to 

nm dimensions before a thorough investigation into the optimisation of this process to 

produce nanoscale and nanostructured SiO2 coatings in the second half of the chapter. 

Three primary variables were investigated, i.e. the amount of PDMS source mass used, the 

steady-state deposition temperature, and the heating rate up to the steady-state deposition 

temperature. The coatings were deposited on planar and nanostructured substrates, and 

the deposited morphologies were studied. The physicochemical and dielectric breakdown 

properties of the PDMS-based coatings were measured to ensure that the deposited 

material was indeed SiO2. 

 

3.1. Degradation Mechanism of PDMS 
This work was possible due to the foundations laid by Camino et al. who studied the thermal 

degradation mechanisms of PDMS in nitrogen and air environments [112], [113]. Their 

ultimate goal was to understand the nature of the solid residue formed during PDMS 

thermal degradation which seemed to be dependent on the rate at which PDMS is heated. 

The molecular structure of PDMS is shown below, consisting of alternating Si and O atoms, 

with Si bonded to two methyl groups. It is well known that the thermal degradation of PDMS 

results in depolymerization over the range of 400 - 650 °C to produce cyclic oligomers, 

although this was studied in inert atmospheres and under vacuum [114], [115]. The 

thermally weakest bond in PDMS is the C-Si bond of 78 kcal.mol-1, however kinetic 

simulations from Camino et al. found that in order to generate these cyclic oligomers, it is 

the Si-O bond of 108 kcal.mol-1 that must break instead [116]. This suggests that the 

molecular structure and chemical kinetics of PDMS are the main factors governing 

depolymerization rather than solely the bond energies.  

As PDMS is heated, Si-O bond scission leads to siloxane bond rearrangement, generating 

volatile cyclic oligomers. This rearrangement eliminates the cyclic dimethyl siloxane, 

resulting in a shortening of the residual chain length. This bond splitting repeats until the 

residual structure is too short to further cyclise. In the presence of air, the volatile oligomers  
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Figure 3.1: Proposed reaction of PDMS with O2 to produce SiO2. [112] 

oxidise, leading to a gaseous silica species which will deposit on solid surfaces [112]. The 

chemical reaction is illustrated in Figure 3.1.  

Two groups have used this to create nanostructures by coating the inner walls of a hollow 

alumina template [117], [118]. Our goal was to exploit this process to instead coat the outer 

surface of our solid ZnO NRs as a means of creating facile, low-cost SiO2 NSs. In doing so, 

this approach could open a pathway to a cost-effective and accessible method for SiO2 

deposition performed entirely in ambient air at relatively low temperatures. 

 

3.2. Materials & Methods 

3.2.1. Synthesis of PDMS 
PDMS was synthesised using the Sylgard 184 silicone elastomer kit from Dow Corning 

Corporation. The PDMS base and curing agent were mixed well in a 10:1 ratio by weight (40:4 

g), respectively, and this mixture was poured into a clean petri dish. The petri dish was 

placed inside a desiccator and a vacuum was applied until all air bubbles were removed. 

The degassed PDMS mixture was allowed to cure at room temperature for at least 48 hours. 

3.2.2. SiO2 Deposition 
The SiO2 deposition was carried out in a Nabertherm Muffle Furnace LT 3/11/B410. The 

furnace allows careful control of temperatures from ambient to 1100 °C and heating rates 

from 1-9999 °C/hour, although with the temperatures used in this work (450 - 650 °C) the 
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heating rates would not exceed 2400 °C/hour (i.e. 40 °C/min) before reaching the set 

deposition temperature even if heating rates up to 9999 °C/hour were set.  

The depositions were performed on cleaned Si substrates. Si wafers were cleaved into 

individual samples, typically with lengths and widths between 1.5 – 2.5 cm, and 0.5 – 2.0 

cm, respectively. Once cleaved to the desired size, the substrates were blown under a 

nitrogen stream to remove any silicon fragments remaining on the sample after cleaving. 

Immediately before deposition, these substrates were cleaned by sonication in acetone for 

ten minutes, followed by rinsing fresh acetone, then sonication in absolute ethanol for ten 

minutes, followed by rinsing in absolute ethanol, and lastly, drying under a nitrogen stream.  

ZnO films and NRs were synthesised on the same cleaned Si substrates described above 

using CBD and CTRVPT methods detailed in section 2.1.1. 

3.2.3. Deposition Characterisation 
The SiO2 depositions were analysed using a wide variety of techniques for complete 

characterisation.  

Film thicknesses were measured using contact profilometry (CP), electron microscopy 

(SEM, FESEM, STEM, and EDX), spectroscopy ellipsometry and x-ray photoelectron 

spectroscopy (XPS). CP was used to measure films greater than 20 nm in thickness, with 

ellipsometry and XPS used to study films from 0 – 20 nm and 0 – 10 nm respectively. EM and 

EDX data were used in conjunction with these techniques to verify film thickness 

measurements, and to image the various nanostructure morphologies. 

Deposited film roughness was measured using CP and AFM. CP was used to measure 

roughness across much larger 2D line scan lengths (0.5 – 20 mm), with AFM providing much 

higher lateral resolution with shorter scan areas (~ 1 µm2). The difference in lateral 

resolution is provided by the difference in probe diameter (CP ~ 2.5 µm, AFM ~ 10 nm). 

Physicochemical properties were analysed using XPS, grazing angle attenuated total 

reflection FTIR spectroscopy (GATR-FTIR), and EDX. EDX and FTIR were the primary tools 

used for measuring stoichiometry and chemical bonding, with chemical identification via 

XPS supporting these measurements. 

Dielectric characterisation was carried out by performing current-voltage sweeps on Au 

electrodes on each SiO2 sample and analysing the data using a 2-parameter Weibull 

distribution. A 12 x 12 array of 100 nm thick Au electrodes (determined by the piezoelectric 

crystal monitor) were deposited by e-beam evaporation of an Au target through a copper 
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mask. The electrode area was (4.8 ± 0.8) x 10-3 mm2 which was measured from SEM data of 

the electrodes after deposition. The probe of the Keithley 4200 was carefully positioned on 

each electrode using a built-in microscope, with care being taken not to damage the 

electrode. The voltage was then swept from 0 – 21 V in 0.1 V intervals and the subsequent 

current was measured, and the voltage at which breakdown occurred was recorded.  

 

3.3. Initial Investigation 
To begin, the setup of Hu et al. was adopted in an attempt to produce nanoscale SiO2 

coatings on bare Si wafer substrates before attempting to coat ZnO nanorods, whose 

characterisation would be more challenging. First, the PDMS block was loaded into an 

alumina boat and the substrate was placed vertically above the PDMS, across the top 

opening of the boat. This boat, containing both PDMS and substrate, was placed in the 

centre of the muffle furnace and heated in air to 650 °C (the steady-state deposition 

temperature) at a rate of 12 °C/min, remaining at this temperature for 2 hours. Three 

different deposition configurations were investigated throughout this subsection, which 

will be discussed in order, but they are shown here in Figure 3.2 for clarity.  

 

Figure 3.2: Configurations used to investigate PDMS-based SiO2 deposition. In (a) the substrate is placed 
directly above the PDMS block whereas (b) has the substrate placed at a lateral distance of 5.5 cm away from 
the PDMS block and is positioned between the PDMS and furnace exhaust. (c) is the same as (b) except the 
entire crucible is placed within a hollow quartz tube to contain the SiO2 vapour. 

This first setup described, which is refered to as “configuration one” from this point 

onwards, resulted in coatings that were millimetres, rather than nanometres, thick (Figure 

3.3). This is because our solid, nonporous substrate caused build-up of the material due to 

its impermeable nature and close proximity to the vapour source. Additionally, it was found 

that the PDMS expands greatly during the thermal cycling and physically came into contact 
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with the substrate, which drastically reduced the quality of the deposited coating. These 

issues were not relevant to the work of Hu et al. who were coating only the internal walls of 

a porous anodic aluminium oxide template, which would allow only a fraction of the vapour 

to enter and coat the nanopores [117].  

 

Figure 3.3: Photograph of SiO2 deposition following the procedure of Hu et al. i.e. configuration one, showing 
the thick coatings and expansion of PDMS during heating. 

To overcome the issues of PDMS expansion and to reduce coating thickness, the substrate 

was placed downstream from the PDMS, 5.5 cm away and facing the exhaust of the muffle 

furnace. This setup was called “configuration two” and is illustrated in Figure 3.2b. However, 

while this produced a significantly thinner coating, it was very uneven across the sample 

surface (Figure 3.4a). 

A review of the literature showed the work of Favours et al. who aimed to utilise the same 

nanotubes as Hu et al. but noted that their setup resulted in significant SiO2 deposits on the 

faces of the alumina templates [118]. This SiO2 deposition on the faces of the template 

required thorough sanding to be removed before the templates could be dissolved and the 

nanotubes extracted. To overcome these issues, they modified the setup to include a tube 

furnace, sub-atmospheric pressures, and controlled gas flows to produce nanometre 

thickness coatings on all faces of the alumina template. Their technique also required 

significantly less PDMS, using 50 mg compared to the 600 mg used in the original work. For 

the novel approach to the work described here, their approach was modified to one which 

requires neither a tube furnace nor a vacuum pressures and controlled gas flow to achieve 
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conformal nanometre coatings in a standard muffle furnace/oven, which is also open to air 

at atmospheric pressure.  

By simply placing the alumina boat containing PDMS with the sample downstream, all 

inside a hollow cylindrical quartz tube with similar length to the alumina boat, the vapour is 

confined and directed entirely over the sample surface, resulting in more deposition and 

uniformity of silica (Figure 3.4c). This was called “configuration three” (Figure 3.2c). Given 

that the entire vapour is directed over the sample, the coating for configuration three was  

 

Figure 3.4: (a) Photograph of SiO2 deposition by PVD configuration two i.e., alumina boat without quartz tube. 
The regions of visible light colours observed on the substrate arise from thin film interference effects due to 
areas of SiO2 deposition with thicknesses equal to n.λ/2. (b) SiO2 film thickness measurements across samples 
(a) and (c). (c) Photograph of SiO2 deposition by configuration three i.e., the alumina boat contained within a 
hollow quartz tube configuration. Both depositions were carried out under the same conditions (∼47.5 mg 
PDMS, 650 °C steady-state deposition temperature, 12 °C/min heating rate). Both samples are ~ 2 cm in length. 
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much thicker than it was when using the same setup without the quartz tube (configuration 

two), going from an average thickness of 500 nm to ~1700 nm in the centre region. Samples 

were photographed immediately after deposition, which can be seen in Figure 3.4, to better 

illustrate each setup. 

The configuration three results show full sample coverage when compared to the 

deposition performed without the quartz tube (i.e.  configuration two), however the 

profilometry results show large variations in thickness of the order of microns over length 

scales of microns. The contact profilometry results in isolation would suggest the quartz 

tube gives rise to significantly poorer quality coatings, but the visual images show a clear 

difference in sample coverage and uniformity on across the whole sample (Figure 3.4). 

These results indicated the benefit of the quartz tube method, however also showed the 

likelihood that significantly too much PDMS was being used. A more detailed schematic 

diagram of the furnace and configuration three used for the remainder of the SiO2 

deposition investigation are shown in Figure 3.5. 

 

Figure 3.5: (a) Schematic diagram of PDMS-based SiO2 deposition. (b) Labelled components of PDMS-based 
SiO2 deposition. 

The sample grown using configuration three was imaged under SEM (Figure 3.6) to better 

understand the large roughness observed in Figure 3.4. EDX was also performed to confirm 

that a pure SiO2 coating was being obtained. By using a relatively low accelerating voltage 

(9.00 keV) and given that the coating thickness was ∼ 1-2 µm, EDX spectra were obtained 

without signals from the substrate due to a ∼ 300 nm penetration depth for the primary 

electron beam. The SEM image in Figure 3.6a shows clear island growth which is consistent 

with the contact profilometry results observed. Calculating the atomic percentages from 
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the weighted EDX results in Figure 3.6b gives a (69.3 ± 1.1 % : 30.7 ±1.1 %) or 2.26:1 ratio of 

oxygen to silicon, which is again consistent with the result expected for silicon dioxide and 

is in agreement with the values obtained by Favors et al. [118]. 

Hu et al. found that the SiO2 thickness was linearly dependant on the amount of PDMS 

used, so the next step was to significantly reduce the amount of PDMS used in the process 

to produce thinner coatings of nanometre dimensions [117]. Depositions were performed 

 

Figure 3.6: (a) SEM image of the sample grown using 47.5 mg of PDMS via configuration three, as shown in Figure 
3.4c. The coating displays island-type growth, characteristic of SiO2 on Si using PVD, with individual islands of 
∼1 µm in size, alongside multi-island structures. (b) EDX spectra of the same sample imaged in (a) showing the 
weight percentages of Si and O signals. 

using 47.5, 30.6, 12.0, 6.0, and 1.5 mg of PDMS source material and measured the resulting 

thicknesses. The results are shown in the next subsection (3.3.1.). An important point to 

note for the remainder of section 3.2 is that, in order to measure the film thickness using 
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Figure 3.7: Illustration of (a) masked substrate before deposition, and (b) the SiO2 film coated substrate with the 
masking piece removed. Left shows a top-down view and right shows a cross-sectional view. The Si substrates 
are coloured black and the SiO2 coating is coloured grey. 

CP, a section of the substrate was masked during deposition in order to provide a zero-point 

that the film thickness could be measured against. The masking was achieved by placing a 

small silicon substrate on the top of the sample. A diagram illustrating the masked 

substrate before deposition, and the SiO2 film coated substrate with the masking piece 

removed is shown in Figure 3.7. 

3.3.1. Effect of PDMS Source Mass on Film Thickness 

 

Figure 3.8: Film thickness vs. PDMS mass using a 12 °C/min heat rate, and a steady-state deposition 
temperature of 650 °C. The red line is a guide to the eye, using a parabolic form with a constant offset. Data 
points are mean ± 1 standard deviation, n = 3. 



58 
 

A rough linear trend in thickness vs source material was seen in Figure 3.8 for larger PDMS 

masses, however, there was only a 4% reduction in film thickness when reducing the PDMS 

mass from 6.0 to 1.5 mg (i.e. a 75% reduction). A nonlinear relationship is seen for smaller 

source masses, with the film thickness seeming to plateau at 6 mg of PDMS and below. The 

reasoning for this result was not clear initially, so the next step was to investigate the 

influence of both furnace steady-state deposition temperature and heating rate on the 

resultant film thickness to shed some light on the process. 

3.3.2. Effect of Steady-State Deposition Temperature 
Keeping the mass of PDMS constant at 12 mg, SiO2 depositions were initially performed 

using a large range of steady state deposition temperatures (450 – 650 °C, in 50 °C 

intervals). The lower point of the range chosen was the minimum threshold temperature 

required to initiate the degradation mechanism for PDMS, and the largest temperature was 

the one used by both Hu et al. and Favors et al. [117], [118]. Each sample was heated at a 

rate of12 °C/min and maintained at the steady-state temperature for two hours to ensure 

complete degradation of PDMS. Figure 3.9 shows the effect of the steady-state temperature 

on the SiO2 deposition process. The most obvious result is that lower temperatures give 

 

Figure 3.9: Steady-state deposition temperature dependence of SiO2 film thickness using 12 mg of PDMS at a 
heating rate of 12 °C/min. Grey highlighted areas indicate uncoated substrate regions, and blue highlighted 
areas indicate where thickness measurements were taken from. 
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much less surface roughness, although the coatings themselves do not visually appear flat 

and are continuing to increase in thickness across the substrate, whereas the higher 

temperature samples have much rougher surfaces, but the thicknesses seem to plateau. 

Surface roughness measurements, as determined by the Dektak XT software, give surface 

roughness values of 34.7, 15.8, 16.9, 8.3, and 0.4 nm from higher to lower temperature, with 

the bare Si wafer reference sample (with no deposition) having a roughness of 0.1 nm.  

Upon further investigation, it became apparent that the additional piece of Si placed on top 

of the sample (Figure 3.7), may have been affecting the SiO2 deposition thickness. This is 

used to provide a flat measurement of the bare Si surface, and this ‘‘masked’’ region can be 

seen as the flat region highlighted in grey on the lefthand side of Figure 3.9. The higher 

temperature coatings appear relatively unaffected by this, given the step edge between the 

flat region and the coated region. More gradual changes are seen between the flat and 

coated regions at lower temperatures. This was believed to be caused by the large Si piece 

deflecting the vapour more at lower deposition temperatures, causing thicker coatings to 

occur as the distance is increased from this piece.  

To investigate this effect further, a 500 °C deposition was performed without this Si piece 

(Figure 3.10, black line) and the SiO2 film was significantly flatter compared to the data 

illustrated in Figure 3.9, showing only an average 50 nm increase in thickness in the 

substrate centre. The thickness increases between 5 – 15 mm. This region corresponds to 

the area of the wafer directly above the alumina boat. These positions are where the silicon 

contacts the boat, so it is expected that an increase in coating thickness would be seen in 

the centre of the boat. 

The standard ‘‘Scotch Tape’’ test was performed (Figure 3.10) on this same sample to 

qualitatively measure the strength of adhesion, alongside repeated washing with isopropyl 

alcohol and deionised water, and the coating appeared unaffected, indicating good 

adhesion. A sticky residue remained after the test, which can be seen on the right-hand side 

of the profilometry data of Figure 3.10. For all subsequent tests, this masking Si piece was 

cleaved to be as small as possible and the substrates to be coated were increased in length 

from their initial size, equal to the width of the alumina boat (1 – 1.2 cm), to over double the 

width (2.5 cm) of the boat in order to have the Si piece as far from the boat centre as possible 

(Figure 3.11b). 
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Figure 3.10: SiO2 coating without Si piece to mark uncoated areas alongside a scan across the same sample 
after the “Scotch-Tape” test performed on the latter half of the surface (10–20 mm). 

By applying the above sample modifications, further depositions were performed between 

460 – 500 °C using only 6 mg of PDMS (Figure 3.11). No evidence of SiO2 deposition was 

observed at 450 °C, given that this is the threshold temperature required for the bond 

scission of cyclic oligomers. This temperature must be exceeded to generate the SiO2 

vapour. Figure 3.11a shows there is no significant dependence of the film thickness on the 

steady-state deposition temperature in this temperature range. Findings from Camino et al. 

suggest that there could be a temperature dependence, as the weight of the PDMS block 

gradually decreases with increasing temperature after thermal degradation begins, until it 

eventually plateaus at a higher temperature [112], [113]. However, the steady-state 

deposition temperature was maintained for two hours, whereas they measured the change 

in mass with increasing temperature without maintaining each temperature for a set 

amount of time. Our lower temperature deposition for longer periods of time may be 

broadly equivalent to increasing the temperature until the PDMS has been completely 

degraded. 

The steep incline seen at the left-hand side of Figure 3.11a (~ 2 – 7.5 mm) occurs between 

the silicon piece and the nearest contact point between the sample Si and the alumina 

boat, and the flat central region of the coating (~ 7.5 – 15 mm) corresponds to the centre of 

the alumina boat (illustrated in Figure 3.11b). The thickness of the coating begins to vary 

beyond this, starting roughly at the second contact point between sample and alumina 
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Figure 3.11: (a) Steady-state deposition temperature dependence of SiO2 coating using 6 mg PDMS at a heating 
rate of 12 °C/min using updated sample preparation. (b) Annotated top-down photograph of SiO2 PVD sample 
highlighting the different coating regions observed in (a). Grey highlighted areas indicate uncoated substrate 
regions, and blue highlighted areas indicate where thickness measurements were taken from. 

(located at ~15 mm), and continuing along the sample in the region overhanging the 

alumina. It was believed that the upward thickness trend after the horizontal position 

labelled 15 mm onwards seen for some of the samples is a result of a slight tilt of the 

sample/boat during the deposition process. 
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3.3.3. Effect of Heating Rate 
While reducing the size of the masking piece allowed us to produce flat and more uniform 

coatings across the substrate centre, they were still ~ 200 nm thick. To further reduce the 

coating thicknesses, the work done by Camino et al. was consulated, who studied the 

thermal degradation mechanisms/kinetics of PDMS [112], [113].They discovered that the 

products of the thermal degradation of PDMS depend on the heating rate, as this strongly 

affects the degree of depolymerization. Lower heating rates and steady-state temperatures 

produce the volatile cyclic oligomers required as the precursors for SiO2 vapour generation. 

However, the lower the heating rate is, the lower the degree of depolymerization is and 

hence less SiO2 vapour will be produced in this case. Rapid heating rates result in increased 

depolymerization, but these cyclic oligomers are then accompanied by linear oligomers, 

with the latter dominating the reaction products. Here, a radical mechanism occurs 

through homolytic Si–CH3 bond scission. Cross-linking of macro-radicals here decreases 

the flexibility of the PDMS chain and hinders the splitting of cyclic oligomers. So rather than 

getting more SiO2 vapour, bond reorganisation takes place with the formation of ceramic 

silicon oxycarbide, which represents the majority of the reactant product, producing less 

SiO2 vapour. 

SiO2 coatings were performed at three different heating rates under a steady-state 

deposition temperature of 500 °C; the original 12 °C/min used by Hu et al. and Favours et 

al., and also at the minimum (1 °C/min) and maximum (40 °C/min) rates achievable with 

our system [117], [118]. A non-monotonic relationship is observed in Figure 3.12, with 1 and 

40 °C/min heating rates producing significantly thinner coatings than a heating rate of 12 

°C/min. The film thickness for the 1 °C/min deposition peaks at 60 nm and ranges 

consistently between 25–50 nm in the centre of the boat. These results provide additional 

context for those observed during the initial film thickness vs. PDMS mass investigation. 

The 1.5 mg blocks of PDMS are very small, with a significantly higher surface to volume ratio 

than the other blocks used. These smaller blocks undergo more rapid depolymerisation at 

high heating rates as a result of their small size and high surface to volume ratio, resulting 

in an altered reactant product compared to the larger PDMS masses. 

Considering the results of each deposition parameter alongside the thermogravimetric 

analysis of PDMS at different heating rates performed by Camino et al., the effect of steady-

state deposition temperature on film thickness is likely more apparent at lower heating 

rates than the 12 °C/min utilised here. At large heating rates, there is rapid degradation of 

PDMS per unit temperature above the decomposition threshold, whereas slower heating 
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Figure 3.12: (Top) SiO2 thickness dependence on heating rate for a steady-state deposition temperature of 500 
°C using 6.0 mg of PDMS. Grey highlighted areas indicate uncoated substrate regions, and blue highlighted 
areas indicate where thickness measurements were taken from. (Bottom) Graph of temperature versus time for 
each heating rate used. Deposition occurs during the two-hour period at 500 °C. 

rates than the 12 °C/min utilised here. At large heating rates, there is rapid degradation of 

PDMS per unit temperature above the decomposition threshold, whereas slower heating 

rates show a much lower amount of degradation per unit temperature, with two distinct 

stages of degradation emerging. However, this was not investigated further due to the 

tunability already available from varying the PDMS mass and heating rate alone. 
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Figure 3.13: FTIR spectra of the SiO2 coatings at varying thicknesses (the same samples analysed in Figure 
3.12), showing the symmetric and asymmetric stretching vibrations of Si–O–Si at 800 and 1100 
cm−1 respectively, and longitudinal optical phonons of the crystalline silicon wafer and its native oxide at 1250 
cm−1 in the uncoated substrate. 

Finally, these thinner samples were analysed using GATR-FTIR spectroscopy to confirm 

SiO2 bonding to complement the SiO2 stoichiometry confirmed by EDX. GATR-FTIR data 

(Figure 3.13) shows the increased intensity of the symmetric and asymmetric stretching 

vibrations of Si–O–Si, at 800 and 1100 cm-1 respectively, indicative of the presence of an 

increased deposit of SiO2 in the thickest sample. The sharp peak at 1250 cm-1 observed in 

the uncoated Si sample is caused by longitudinal optical phonons of the crystalline silicon 

wafer and its native oxide [119], [120].  

While CP profilometry was required to analyse the relatively thick coatings, now that the 

coatings had been reduced to tens of nanometres, the masking Si piece was removed as it 

had a clear effect on the deposited thickness and uniformity, and the coatings were 

analysed using spectroscopic ellipsometry and XPS instead of CP. The uniformity and 

thinness of the 1 °C/min heating rate films enables the use of ellipsometry and XPS.  
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3.4. 2D Films 

3.4.1. Physical Characterisation 
Keeping the heating rate at 1 °C/min, the SiO2 thickness versus PDMS mass relationship 

was investigated using spectroscopic ellipsometry, and the results can be seen below. 

 

Figure 3.14: Thickness vs PDMS source mass determined via spectroscopic ellipsometry. The slope is 0.256 ± 
0.010 nm/mg, and the intercept is -0.015 ± 0.335 nm, with an r2 value of 0.984. The error bars represent the 
standard deviation from five independent measurements of each sample. 

Figure 3.14 shows a regression plot of the thickness of the SiO2 films deposited at a heating 

rate of 1 °C/min versus the mass of PDMS source material used. There is an excellent 

correlation, and one can see that ultra-thin SiO2 films with thicknesses down to ~ 1 nm can 

be reliably and reproducibly grown using this method. The results in Figure 3.14 

demonstrate a high degree of thickness controllability at an individual nanometre scale. 

Large increases in source mass are required to increase the SiO2 deposition by sub-

nanometre thicknesses. The removal of the masking Si pieces has had a significant effect 

on the vapour flow close to the substrate and had led to a significantly reduced deposition 

rate, allowing much thinner films to be deposited. An example of the ellipsometry data and 

the model fit obtained for a 1 °C/min 6.0 mg PDMS deposition is shown in Figure 3.15. 
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Figure 3.15: Example spectra of Ψ and Δp values recorded from a 1 °C/min 6.0 mg PDMS deposition on a clean 
silicon substrate with a 1.5 nm thick native oxide. The SiO2 on Si model was applied to the spectra, with the best 
fit determining the PDMS-based SiO2 thickness as 1.3 nm. The mean squared error of the fit was 5.3. The native 
oxide thickness was known prior to measurement. 

The films display relatively uniform thicknesses, indicated by the low variations in thickness 

across the entire substrate surface (5 independent SE measurements over a 2 cm2 area). 

AFM data of one of these films is shown in Figure 3.16 alongside data from a thermal oxide 

provided by an industrial partner in the microelectronics manufacturing sector. The data for 

PDMS-based depositions are quite featureless, speaking to the flat, thin film morphology, 

which is in agreement with the ellipsometry data of Figure 3.14. This was confirmed by 

cross-sectional FESEM data of the Au/SiO2 structure shown in Figure 3.17. To obtain 

sufficient contrast to separate the SiO2 films from the Si substrate, SiO2 layers (using 15 mg 

and 45 mg PDMS) were instead deposited between three layers of Au rather than directly 

onto the Si substrate which was the case for the SE measurements. The residual roughness 

in these images arises from the granularity of the Au layers rather than the SiO2 itself. 
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Figure 3.16: AFM data of nominal 11.5 nm SiO2 films. (a) PDMS-Based SiO2 and (b) industrial thermal oxide. 

 

Figure 3.17: Cross-sectional FESEM data of planar SiO2 films. PDMS-based SiO2 films (dark regions) were 
deposited between e-beam evaporated Au layers (bright regions) to obtain sufficient contrast for imaging. The 
substrate is at the top of the image. 
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3.4.2. Dielectric Properties 
The dielectric properties of these PDMS-based films were investigated, as the ultimate goal 

of this work was to coat conductive core ZnO nanorods, and the core-shell structure using 

conductive oxide cores such as ZnO may enable additional device functionality and 

selectivity by the use of voltages applied to the network of core nanostructures. The electric 

breakdown characteristics of the PDMS deposited films were investigated and compared 

to high-quality thermal oxide films of the same thickness. To do so, a 12x12 array of 

rectangular Au contact pads (area (4.8 ± 0.8) x 10-3 mm2) were deposited onto the SiO2-

coated Si substrates through a copper mask via thermal evaporation of an Au wire in an 

Edwards AUTO 306 vacuum coater. These data were analysed using a 2-parameter Weibull 

distribution. The data and fits to the linear regions of the datasets are shown in Figure 3.18  

 

Figure 3.18: Weibull distribution plots of breakdown field comparing different 11.5 nm SiO2 films. F indicates 
the cumulative probability of failure and Eb indicates the breakdown field (in MV/cm). The best fit lines are 
indicated by solid lines of the appropriate colour in the linear fitted regions of the two data sets. The r2 values 
are 0.982 and 0.991, for the PDMS and thermal oxide films, respectively. 

for the PDMS deposited films and high-quality thermal oxide films. The film thicknesses are 

11.5 nm ± 0.5 nm in both cases, enabling meaningful comparison of the films’ electrical 

stability. The breakdown strengths of the PDMS deposited SiO2 and the industrial thermal 

oxide can be found from the slopes and intercepts of the linear portion of the data in Figure 
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3.18 using the two parameter Weibull distribution mentioned in section 2.2.8.2. The slope 

and intercept values of the linear fits are shown below in table 3.1. 

 PDMS Thermal oxide 

Slope, ϐ 3.21 ± 0.05 3.27 ± 0.03 

Intercept, –ϐln(η) -7.65 ± 0.11 -7.93 ± 0.08 

η (MV/cm) 10.89 ± 0.05 11.28 ± 0.03 

Table 3.1: Fit parameters from Weibull distribution plots comparing different 11.5 nm SiO2 films. 

Based on the fits, the values of η for the PDMS and thermal oxide films were found to be 

10.84 ± 0.05 MV/cm and 11.30 ± 0.03 MV/cm, respectively. These values are quite close to 

each other and are also very close to the expected breakdown field of SiO2 of ~ 10 MV/cm 

[121]. The PDMS-based film displays similar leakage current to the thermal oxide at electric 

fields of 6.5 MV/cm and lower. Above this field strength, the leakage current steadily 

increases to a single order of magnitude greater at ~ 11.5 MV/cm, at which point breakdown 

occurs, as shown in Figure 3.19. This leakage current is lower than values from the literature 

for SiO2 as-deposited by atomic layer deposition (ALD) and comparable to annealed ALD 

samples and is much lower than SiO2 films grown by chemical vapour deposition (CVD) 

methods (as-deposited and post anneal) [122], [123].  

These measurements confirm that the breakdown strength of the PDMS films is 

comparable to that of high-quality industrial thermal oxides and that these ~ 11.5 nm thick 

films can sustain applied voltages of the order of 10 V at least as well as the industrial 

thermal oxide films. Hence the core-shell structure using conductive oxide cores such as 

ZnO could utilise voltages of this magnitude applied to the network of core nanostructures 

to enable additional device functionality such as selective attraction or repulsion of 

charged species in solution in a biosensor device, with this functionality further boosted by 

virtue of local field enhancement effects due to the high aspect ratio nanostructures [124], 

[125]. 

While this technique enables the deposition of ultra-thin conformal films between 0.8 – 18 

nm, using PDMS masses greater than ~ 65 mg results in reduced uniformity which can be 

detected using spectroscopic ellipsometry and SEM. Spectroscopic ellipsometry fits to the 

data in Figure 3.14 result in mean squared errors of < 10, but using greater masses results 

in much greater mean squared errors and poorer fits to the data. 
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Figure 3.19: Current density vs electric field strength for various SiO2 thin films. The arrows indicate the position 
of the breakdown field for each sample. 

 

3.5. SiO2 Coated ZnO 
While the technique described above can successfully coat Si substrates with a high degree 

of controllability, SiO2 coatings were deposited onto flat ZnO buffer layers under similar 

conditions to those deposited on Si substrates to provide elemental discrimination 

between film and substrate. This investigation was to determine if the coatings were pinhole 

free, and if similar levels of controllability were obtainable on non-Si substrates. Using XPS, 

the electron inelastic mean free path of ~ 1–2 nm means that for uniform and full coverage 

films the Zn 2p signal should be virtually undetectable for thicknesses ≥ 10 nm given our Al 

Kα x-ray source [73], [126], [127]. The XPS results for depositions on planar ZnO layers can 

be seen in Figure 3.20. 

The XPS results show the full coverage and conformality of our PDMS based deposition. The 

PDMS deposition shows clear suppression of both Zn peaks located at 1022 and 1045 eV 

with coating thicknesses of ~ 10 nm, which is at the limit of XPS sensitivity for electrons with 

a kinetic energy of < 500 eV. In a conformal, uniform, dense and pinhole-free coating, the 

concentration of photoelectrons emanating from an underlying layer of this thickness will 

be beyond the detection limits of conventional XPS, which is what was seen in the samples 
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Figure 3.20: (a) FESEM image of compact CBD ZnO planar NR films used to study SiO2 deposition on non-Si 
substrates. (b) XPS spectra of the O 1s orbital region of sample (b) coated using varying amounts of PDMS. (c) 
XPS spectra of the Si 2p orbital region (d) XPS spectra of the Zn 2p orbital region. 

coated with PDMS deposited SiO2. This effect is further illustrated by the O 1s spectra which 

shows two peaks, with the lower energy peak (531.5 eV) indicating the metal oxide bonding 

of ZnO, and the higher energy peak (533.5 eV) being that of the insulating SiO2. With 

increasing PDMS mass, a decrease is seen in the 531.5 eV peak intensity and an increase 

in the 533.5 eV peak intensity. Quantitative elemental analysis of the PDMS based 

deposited films in Figure 3.20 is shown in Figure 3.21, which shows the atomic percentage 

of Zn continually decreases from 19.81% in uncoated ZnO, to eventually 0.00% with 10+ nm 

of SiO2. Corresponding Si 2p signals show 0.00% in the uncoated ZnO, which increases 

continually to ~ 38 % with 10+ nm of SiO2. The Zn and Si 2p atomic percentages are 

approximately equal for 11 and 16 nm of SiO2 which is expected given the surface sensitivity 

of the system. 
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Figure 3.21: Atomic percentage of Zn and O vs SiO2 thickness for PDMS-Based SiO2 films deposited on ZnO 
layers. Data is from quantitative analysis of XPS data from Figure 3.20. 

Now that a comparable thickness versus mass relationship was confirmed to occur on 

planar ZnO surfaces, the next step was to coat the high aspect ratio CTRVPT ZnO NRs that 

will be used for DNA capture. A CTRVPT NR array was coated using 43.6 mg of PDMS, which 

our regression line in Figure 3.14 predicts will result in a coating of 11.2 nm. The FESEM and 

EDX results of an SiO2 coated ZnO NR are shown in Figure 3.22. By measuring the widths of 

the Si and Zn signals and subtracting the latter from the former, the SiO2 shell thickness can 

be calculated. 

The data in Figure 3.22 show an excellent conformal coating morphology at the single NR 

level on structures than are very different to the two planar substrates previously coated. 

The average nominal shell thickness of 11.2 nm predicted by the regression line in Figure 

3.14 is in excellent agreement with the measured shell thicknesses on individual NRs 

determined using the EDX data from the FESEM system (10.5 ± 3.0 nm). This again indicates 

that the deposition technique is not strongly dependent on the substrate material. STEM 

data of another NR of the same array is shown below in Figure 3.23, which is also in 

agreement with the FESEM and EDX data. XPS was also performed on the same NR array 

before the NRs were removed for STEM analysis, and the results confirm complete coverage 

and suppression of the Zn 2p signal, showing the technique provides a similar level of 

controllability on a wide variety of substrate materials and morphologies. 
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Figure 3.22: (a) FESEM image of a core-shell ZnO-SiO2 NR with an aspect ratio of 20 (Inset: Lower magnification 
SEM image of vertically aligned CTRVPT ZnO NR array tilted by 30°). (b), (c), and (d) corresponding EDX images 
of the characteristic O, Si, and Zn x-ray emission from (a). 
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Figure 3.23: Cross-sectional SEM and EDX of CTRVPT ZnO NRs before (a) and after (b) 10.5 nm SiO2 coating. (c) 
STEM image of ZnO NR coated in 10.5 nm SiO2 (d) and XPS of Zn 2p intensity of ZnO NSs of various aspect ratios 
after 10.5 nm of SiO2 coating. The 0.5 aspect ratio NRs were grown using nanosphere lithography [128] and CBD, 
and the 25 aspect ratio NRs were grown using CTRVPT and are those shown in the top row. 

 

3.6. 3D Nanostructures 
Our initial investigation of medium to high heating rates in section 3.2 (Figure 3.6) alongside 

the results of 1 °C/min depositions with source masses above ~ 65 mg in section 3.3, 

showed that non-uniform, rough films could be produced with this technique. This was 

investigated further as a potential alternative route to producing high surface area to 

volume ratio nanostructured coatings that could be compared to the ZnO-SiO2 core-shell 

NRs for DNA binding. To do so, the PDMS source mass was kept constant at 70 mg 

alongside the steady-state deposition temperature of 500 °C, and the effect of the heating 

rate on the resultant SiO2 morphology was investigated. Si substrates were coated using a 

variety of heating rates and imaged the resultant morphologies in both plan view and cross-

sectional view, and the results are shown in Figure 3.24. 
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Figure 3.24: SEM data showing effects of heating rate on SiO2 deposition morphology using a constant PDMS 
mass of 70 mg. Cross-sectional images are shown on the left and the corresponding plan-view image is shown 
on the right. The scale bar in all images represents 1 μm. 

At the lowest heating rate of 1 °C/min the 2D film morphology can be seen as expected of 

this low heating rate regime, however with the addition of very small 3D dendritic 

nanostructures emerging. At a heating rate of ~2-3 °C/min however a sharp change in the 

deposit morphology is seen, whereby the deposited material no longer forms a thin planar 
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film but rather a nanoscale 3D dendritic nanostructure. Heating rates up to 40 °C/min have 

been explored and the dendritic morphology is observed up to the maximum heating rate 

obtainable in our furnace (40 °C/min). Previous studies of the thermal degradation 

mechanisms of PDMS report that PDMS will form ceramic silicon oxycarbide at high heating 

rates [112], [113]. However, EDX analysis of the SiO2 structures shown in Figure 3.24 

confirms pure SiO2 stoichiometry, with 20 and 40 °C/min dendritic structures having Si:O 

ratios of 1:2.1 and 1:1.9 respectively. These high surface to volume ratio structures, 

particularly those obtained at 40 °C/min, are comparable in height to the CTRVPT ZnO NRs 

(approx. ~ 6 micron), allowing for meaningful comparison of their DNA binding capabilities.  

This was a very promising result, as this could provide a desirable and effective alternative 

route to producing low-cost SiO2 nanostructures in a facile, single-step manner that 

negates the need for the multi-step ZnO NR core. The 40 °C/min heating rate also drastically 

reduces the deposition time compared to the 1 °C/min heating rate required for the 2D thin 

films (12 minutes vs 8 hours required to reach the steady-state deposition temperature). A 

more comprehensive overview of these SiO2 dendrites obtained at 40 °C/min is shown 

below in Figure 3.25, with SEM images of the dendrites on an Si substrate at a variety of 

viewing angles and magnifications to demonstrate the uniformity of the substrate coating 

and dendrite distribution.  

Despite the relatively uncontrolled and random nature of the dendritic growth compared to 

the ZnO NRs, they show good surface coverage with a reasonable consistency in size and 

inter structure spacing. The large size and interspacing likely arises from the deposition 

configuration which resembles that of glancing/oblique angle deposition (GLAD) 

techniques [129]. These techniques are typically performed by magnetron sputtering under 

vacuum, and it is the high kinetic energy vapour species which do not undergo any 

collisions between source and substrate that give rise to well-defined, tilted nanostructure 

arrays. The deposition reported in this work is rather different since it is performed by 

evaporation in air at atmospheric pressure, giving rise to low kinetic energy vapour species. 

Nonetheless it was hypothesised that the large interspacing of the 3D dendritic 

nanostructures in Figures 3.24 and 3.25 very probably arises from the shadowing effects 

which are commonly seen in GLAD processes [130]. 

The realisation of the similarities between our technique and GLAD techniques helped 

provide insight into the generation of small dendritic structures even in the low heating rate 

regime. It is likely that ~ 65 - 70 mg of source mass is approximately the threshold at which  
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Figure 3.25: (Left) High and (right) low magnification SEM images of 40 °C/min dendrites at viewing angles of 
(top) 0°, (middle) 60°, and (bottom) 90° showing the uniform coverage of dendrites on the Si substrate. 

enough vapour is generated such that surface trapping and shadowing effects of GLAD 

techniques arise. These effects would give rise to these uneven deposits akin to the larger 

dendrites grown under the significant amount of vapour generated at high heating rates.  

Although the goal of producing ultrathin 2D films was achieved, the next step was to better 

understand our deposition technique and look at possible ways of overcoming the effective 

18 nm limit found in section 3.3 and produce thicker 2D films without these dendritic 

structures. To do that, bare Si wafers and ZnO buffer layers were coated in multiple cycles 

of < 65 mg of PDMS in an attempt to surpass this limit. A Si substrate and a ZnO buffer were 
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coated in three separate deposition cycles of 6 mg each and compared to single cycles of 

equivalent mass (12 and 18 mg single depositions). The Si substrates were analysed using 

SE, and the ZnO substrates with XPS. A Si substrate was coated in two cycles of PDMS-

based SiO2 using 40.1 mg of PDMS with the aim of achieving a 20.5 nm deposition (based 

on the equivalent total PDMS mass used), and the results are shown in Figure 3.26. 

 

Figure 3.26: Comparison of multiple cycles of PDMS-based SiO2 deposition and single cycles of equivalent total 
mass showing (a) XPS data for deposition on planar ZnO and (b) SE data for deposition on bare silicon 
substrates, where the straight red line is the best fit line (c) cross-sectional SEM and (d) top-down SEM images 
of an SiO2 film deposited by two consecutive deposition cycles of 40.1 mg of PDMS each. The scale bars in (c) 
and (d) represent 1 μm. 

A comparison of Zn 2p intensity of flat ZnO layers coated in one, two and three cycles of 6 

mg PDMS-based depositions, with samples coated with either one cycle of 12 or 18 mg 

PDMS is shown in Figure 3.26a, showing excellent agreement in relative intensities, with 

only slightly increased coating efficiency with multiple smaller depositions, indicating that 

the SiO2 vapour does not show significant preferential deposition on SiO2 substrates. The 

Zn 2p peak is shown because it has a much higher relative sensitivity factor than Si 2p, and 

O 1s (28.72 versus 0.817 and 2.93, respectively, used in CasaXPS), allowing us to better 

visualise small changes in the coating thicknesses [131]. The SE data of the SiO2 coating on 

an Si substrate in Figure 3.26b shows that n deposition cycles of a given mass x will return 
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a final thickness equal to n times x to a high degree of accuracy. The SEM data of the two 

40.1 mg depositions shows a lack of features in Figure 3.26d, indicating a flat 2D film 

deposition. The SE fit determined a thickness of 21.4 nm, although the cross-sectional SEM 

shows the film is less uniform than the < 18 nm coatings of Figure 3.14 and 3.17. However, 

the film is more uniform than the single 70.0 mg deposition (1 °C/min images of Figure 3.24) 

despite the equivalent mass of this deposition being 80.2 mg. This is a promising result as 

it may allow flat films >18 nm thick to be achieved without creating dendritic structures. 

 

3.7. Conclusions 
In this chapter the development and optimisation of a novel and straightforward method for 

deposition of high-quality, nanoscale SiO2 films and 3D SiO2 nanostructures using thermal 

decomposition of polydimethylsiloxane (PDMS), in a furnace in atmospheric pressure at 

500 °C was demonstrated. The temperature ramp rate is a key factor in determining the 

SiO2 deposit morphology, with slower ramp rates leading to highly conformal 2D films and 

faster ones yielding 3D dendritic nanostructures. 

Detailed characterisation using CP, SE, SEM, STEM, FESEM, FTIR, EDX, and XPS confirm 

that this method allows individual nanometre controllability of conformal pinhole-free 

layers on a variety of materials. For the 2D films the film thickness, as determined by SE 

data and confirmed by SEM data, is shown to correlate excellently with initial PDMS source 

material mass in the thickness range 0.8 – 18 nm. Depositions on high aspect ratio ZnO 

nanostructures are shown to be highly conformal, leading to core-shell ZnO-

SiO2 nanostructures whose shell thickness is in excellent agreement with the expected 

values from deposition on planar substrates. Electrical breakdown measurements confirm 

that the breakdown strength of the films is comparable to that of high-quality industrial 

thermal oxides. 

At faster temperature ramp rates an abrupt morphological transition is seen to a deposit 

which displays a 3D nanodentritic morphology with a high surface to volume ratio. Despite 

the relatively uncontrolled conditions of the deposition, the nanodendrites show 

consistent heights and interspacing across large areas of coated substrates (1 - 4 cm2). 

The findings presented in this chapter underscore the versatility, controllability, and 

precision of our novel SiO2 deposition system, allowing for high-quality SiO2 deposition of a 

variety of thicknesses and morphologies in an incredibly straightforward and low-cost 

manner compared to current SiO2 deposition techniques. 
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4. Silicon Nanoparticle Synthesis 
In this chapter both ligand-free and DNA-functionalised Silicon Nanoparticles (SiNPs) were 

produced by Laser Ablation Synthesis in Solution (LASiS) (sometimes referred to as Pulsed 

Laser Ablation in Liquids (PLAL) in literature). LASiS has emerged as relatively facile 

technique for producing either ligand-free or functionalised NPs of a wide variety of 

materials without the need for environmentally harmful solvents. The previous chapter was 

concerned with the physical vapour deposition of SiO2 NSs that will be employed as a proof 

of concept for DNA capture, with future work focused on functionalising these structures 

for capturing only specific DNA sequences. LASiS offers a means of functionalising the 

SiNPs during the synthesis step, which could be more cost-effective and efficient than 

post-synthesis functionalisation. However, typically LASiS produces low NP yields and 

functionalisation efficiencies compared to wet chemical techniques.  SiNPs were 

produced under a variety of novel solvent flow configurations to address these issues, and 

their physicochemical properties were analysed. The SiNP production efficiencies of each 

flow configuration were measured, alongside the ligand-functionalisation efficiency using 

calf thymus DNA as a model biomolecule. The last section details the investigation of a 

drop-casting method for producing SiNP coated surfaces to be used for a variety of 

biomedical/biophysical applications discussed in chapter 5. The surface topography and 

SiNP coverage of these coatings on PLA substrates were characterised. 

 

4.1. LASiS Growth Mechanism 
LASiS is a green method for the synthesis of ligand-free and functionalised NPs [132]. It is a 

cost-, labor-, and time-efficient technique that does not require chemicals that potentially 

inhibit subsequent reactions [133]. LASiS involves immersing a solid target in a solvent and 

irradiating it with a high intensity pulsed laser. The laser radiation vaporises the solid 

surface structure and surrounding liquid environment, creating an oscillating cavitation 

bubble [134]. The oscillation within the highly confined conditions and subsequent induced 

high-pressure of the cavitation bubble by the surrounding liquid causes the ablated matter 

to nucleate and agglomerate, forming NPs. This nucleation site then acts as a growing 

centre for the adsorption of species within the liquid [135]. This technique is capable of a 

high degree of customization and control, as NP morphology can be precisely controlled by 

altering the various process parameters such as the liquid solvent and laser wavelength, 

power, and repetition rate [136]. These processes are schematically illustrated in Figure 4.1. 
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Figure 4.1: Illustration of the various components of the LASiS technique. 

In this chapter, a silicon target was ablated in DI H2O to create Si-core, SiO2-shell SiNPs and 

also ablated a silicon target in a DNA solution to create SiNPs with a DNA functionalised 

surface, using double stranded DNA as a model biomarker for functionalisation. By ablating 

directly in a DNA solution, in addition to the increased binding efficiency via in-situ 

functionalisation, the scalability of this technique is increased by lowering the number of 

steps required to produce these functionalised NPs. Functionalisation of the SiNPs would 

allow for specific DNA strand capture, which is the focus of future work, beyond the scope 

of this thesis. The work in this thesis uses double stranded DNA as a proof of concept to 

demonstrate high efficiency synthesis and simultaneous single-step functionalisation. The 

SiNPs created in DI H2O were used for surface coatings to compare against the ZnO-SiO2 

NRs and the SiO2 dendrites, as Si-SiO2 microbeads are the current state-of-the-art 

structure used for DNA sample preparation for PCR analysis [21]. An additional use of these 

SiNP coated surfaces arose in collaboration with another group within DCU, which will be 

discussed in section 5.3. 

While LASiS has proven itself as a promising NP synthesis method, it is typically done under 

static flow conditions, i.e., the target material is ablated in an undisturbed petri dish or 

beaker filled with liquid [132]. This is a very simple technique to perform, but it is quite 

inefficient with low NP yields. In this work, the flow ablation process developed by Streubel 

et al. [137] and Waag et al. [138] was built upon, while using both the flow-cell design and 

recirculation configuration reported by Freeland et al. [139], [140], to recirculate liquid over 
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the target in a controlled manner to create a novel enhanced LASiS system. In doing so, the 

SiNPs are directed away from the ablation site, reducing the laser shielding effects created 

by the produced NPs, and allowing for significantly larger colloid production volumes and 

concentrations. The recirculation provides longer DNA-SiNP interaction times, at the site of 

NP creation, and under enhanced mixing conditions to further promote binding. The 

specifics of each setup are detailed further in section 4.2 below. 

 

4.2. Materials & Methods 

4.2.1. Laser Ablation 
Previous work in our group has established the optimum parameters for SiNP generation 

from a silicon target [99.999% metal basis, Alfa Aesar] submerged in a liquid using a low-

power micro-machining Nd: YAG laser [WEDGE HF 1064, Bright Solutions, Italy] as follows: 

(wavelength (λ) = 1064 nm, pulse duration (τp) = 100 ns, repetition rate (frep) = 10,000 Hz, 

fluence (F) = 1.83 J/cm2) [81]. The beam was focused on the target, and raster scanned 

across the silicon surface at a speed of 2 mm/s, moving in an Archimedean spiral, using a 

2D scanning galvanometer [Raylase SS-12]. This scanning process achieves a more uniform 

and efficient ablation compared to the cratering that occurs during stationary irradiation, 

and reduces the re-irradiation of previously generated NPs, which can create size  

 

Figure 4.2: Schematic diagram of LASiS setup. The laser is directed into a galvanometer which scans the beam 
across the sample in a spiral pattern to increase the ablation efficiency. 
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heterogeneity and further reduce production efficiency [141]. The target was maintained 

within the laser beam-waist using an M404 4PD 1-D nanopositioning stage [PI, Germany], 

maintaining the laser spot size at a diameter of 100 μm. The laser beam intensity profile is 

Gaussian, exhibiting a near TEM00 mode (ellipticity 0.97) using an F-theta lens. A schematic 

diagram of the LASiS setup is shown in Figure 4.2. 

4.2.2. DNA Preparation & Functionalisation Calculation 
DNA solutions were made by dissolving calf thymus DNA [Sigma Aldrich deoxyribonucleic 

acid sodium salt from calf thymus) in an ionic buffer solution. The ionic buffer solution was 

obtained by mixing deionised water (DI H20) and Qiagen PB binding buffer solution in a 20:1 

ratio by volume, respectively. Calf thymus mass was measured gravimetrically and 

dissolved in the appropriate volume to achieve a stock solution concentration of 1 mg/mL. 

Serial dilutions of this stock were performed to achieve lower concentrations used in this 

work. Calf thymus was utilised for all DNA binding experiments in this work as it is a widely 

used strain for DNA binding studies [142], [143].  

For DNA binding characterization, a 1mL aliquot of the colloid post-ablation was 

centrifuged [Eppendorf Centrifuge 5430R] at 17,500 rpm and 20 °C for 20 minutes. These 

parameters allowed for complete separation of unbound DNA from the DNA-SiNP 

conjugates. The DNA functionalised SiNPs formed a pellet, while unbound DNA remained 

in suspension. The fluorescence spectra of the supernatant was measured via 

fluorescence spectroscopy allowing for the quantification of unbound DNA. By measuring 

the DNA of the colloid before centrifugation (DNABefore) and subtracting the DNA 

measurement of the separated supernatant (DNASupernatant), an estimate of the percentage 

of DNA functionalised onto the SiNPs (DNAFunct.) could be acquired. The binding efficiency 

errors are calculated by propagating the standard deviations of both the colloid and 

supernatant fractions, with “n” denoting the number of measurements taken. This 

calculation is described below: 

𝐷𝑁𝐴𝐹𝑢𝑛𝑐𝑡. = 𝐷𝑁𝐴𝐵𝑒𝑓𝑜𝑟𝑒 − 𝐷𝑁𝐴𝑆𝑢𝑝𝑒𝑟𝑛𝑎𝑡𝑎𝑛𝑡                              (𝐸𝑞𝑛. 4.1) 

An illustration of this process is shown in Figure 4.3. 
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Figure 4.3: Illustration of SiNP and supernatant separation procedure to measure DNA functionalisation. 

DNA binding was measured using the Quant-iT PicoGreen dsDNA Assay [Life Technologies, 

Dublin, Ireland]. This dye uses fluorophores which will only bind to double-stranded DNA, 

which not only serves as a measurement for the DNA, but it also showed that the DNA did 

not become denatured during the ablation process. The dye was made up of a 200-fold 

dilution of the concentrated dimethyl sulfoxide solution in the 1x TE buffer supplied with the 

PicoGreen Assay kit [10 mM Trisaminomethane-HCl, 1 mM Ethylenediaminetetraacetic 

acid, pH 7.5], within reflective foil covered plastic containers. The assay was performed in 

a 96-well plate [Nunclon MicroWell, Sigma Aldrich], where a 1:1 aliquot of sample and dye 

(40 µL each) was placed in each well. Other wells were filled with 40 µL of both buffer and 

dye to serve as the background for correction. The plate was covered in reflective foil, and 

the samples and dye were left to incubate for 5 minutes before being placed in a 

spectrofluorometer [Tecan Safire 2, Tecan Group Ltd, Switzerland]. The excitation (λex) and 

emission (λem) wavelengths were 480 nm and 520 nm, respectively. 

4.2.3. Flow Configurations 
Typically, LASiS is performed under static conditions, that is, a metal target is ablated in a 

beaker containing liquid medium that is stationary and not moving. Four different ablation 

conditions were investigated, which are illustrated in Figure 4.4.  

The first method investigated was a two-step ex-situ binding (Figure 4.4a). This involved 

ablating a silicon target in 11 mL of the ionic buffer solution without DNA for 20 minutes, 
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removing the sample of SiNPs and then mixing the SiNP colloid with DNA for approximately 

10 s post-ablation.  

 

Figure 4.4: Schematic diagram of the different LASiS setups (a) Static ex-situ ablation. (b) Static in-situ ablation. 
(c) Single-pass flow ablation. (d) Recirculatory flow ablation. Created with BioRender.com. 

For static in-situ functionalisation (Figure 4.4b), the silicon target was placed in a petri dish 

and submerged in 11 mL of the ionic buffer solution containing 2, 20 or 100 μg/mL DNA and 

ablated for 20 min.  

Single-pass (non-recirculatory) flow ablations were performed using the setup shown in 

Figure 4.4c. Using the design reported by Freeland et al. a 3D-printed flow cell was custom-

designed such that the liquid flow is laminar, thereby removing occluding bubbles, 



86 
 

particles, and debris and maintaining ablation efficiency. A reservoir was filled with 2 μg/mL 

DNA solution and a peristaltic pump [Isamatic MCPV510 with Millipore XX80EL005 head] 

passes the fluid around the tubing network [polytetrafluoroethylene tubes, total volume 

22.5 mL] and into a collection beaker on the opposite end of the flow cell at three different 

flow rates (40, 85, and 135 mL/min]. Initially, the liquid was allowed to flow into a waste 

chamber for up to 10 s (this varied depending on the flow rate) before being directed into 

the new beaker. This was to ensure that only DNA-SiNP colloid was being collected instead 

of the pure DNA solution used to prime the flow system prior to ablation. The liquid is 

allowed to pass over the target only once during ablation before being collected. Contrary 

to the other methods discussed, the single-pass method was not performed for a specific 

time but rather 40 mL of DNA solution was placed in the reservoir, and the test was stopped 

after the reservoir was emptied. 15 mL was used to prime the system and the working 

volume was 25 mL. Considering the higher flow rates would require litres of DNA solution 

for a single test, and multiple repeat tests were performed, the same volume of DNA 

solution was used as the recirculatory ablation method discussed below. Because the SiNP 

concentrations during the single-pass method are time independent, this was believed to 

be an approach enabling meaningful comparison with other methods. 

Controlled recirculatory flow ablations (Figure 4.4d) utilised the same setup as Figure 4.4c; 

however, the outlet tubing was placed back into the initial DNA reservoir rather than into a 

separate collection beaker. Here, 25 mL of the same DNA solution is circulated over the 

target multiple times in a closed loop at a constant flow rate of 135 mL/minute for varying 

ablation times (5, 10, 20, 40, and 60 min). 

All samples were allowed to settle for a 12 – 16-hour period prior to centrifugation and 

binding analysis. 

4.2.4. SiNP Characterisation 
The size and morphology of the SiNPs produced were characterised via DLS, FESEM, and 

Transmission Electron Microscope (TEM) imaging. TEM was performed by collaborators1 

using a BioTwin lens with a 120 kV LaB6 emitter at 3 Å resolution limit and a Veleta 2048 × 

2048 wide angle detector. Samples were prepared using a copper mesh TEM grid with 40 μL 

of sample applied and allowed to evaporate at room temperature. 

 
1 TEM was carried out by Ms. Mandy Juillerat and Dr. Michal Dabros from the School of Engineering 
and Architecture, HES-SO University of Applied Sciences and Arts Western Switzerland, Bd de 
Pérolles 80, CH-1700 Fribourg, Switzerland. 
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The chemical and crystallographic properties of the produced particles were characterised 

using EDX, FTIR, and XRD. For EDX and XRD, 100 μL of SiNPs in concentrations ranging from 

3 to 8 mg/mL were pipetted onto silicon-carbide substrates (4H-SiC) and allowed to dry at 

room temperature. This was repeated 10 – 15 times to achieve an appropriately thick 

coating for each analysis. EDX spectra were obtained for an incident 5 keV electron beam. 

FTIR was performed by pipetting the same solutions onto the attenuated total reflection 

(ATR) attachment of the system. FTIR spectra were corrected for air, but the respective pure 

solvent spectra were recorded for comparison. EDX and transmission FTIR were also used 

to quantify SiNP surface coating coverage alongside SEM data. 

The colloid concentration was determined using UV-Vis spectroscopy and gravimetric 

analysis of the cleaned silicon target before and after ablation. The spectrometer scan 

range was 220 – 800 nm, moving in 0.5 nm intervals. The recorded UV-Vis spectra were 

corrected for the solvent (DI H2O, buffer, or DNA-buffer) contribution. 

Stability and wetting properties of SiNPs were determined using zeta potential of SiNPs in 

solution and contact angle measurements of SiNP coated PLA discs respectively. 

 

4.3. SiNP Synthesis 
By DLS measurement, ~98 % of SiNPs produced in the DNA-Buffer solution (Figure 4.4b) 

were within the size range of 25 - 100 nm, with a peak distribution at 40 nm, when measured 

shortly after synthesis. SiNPs produced in DI water were larger (peak = 60 nm), with a 

broader, long-tailed size distribution (Figure 4.5.a). This DLS measurement is supported by 

a TEM image of SiNPs produced in DI water (Figure 4.5.c) showing the nanoscale 

dimensions of spherical SiNPs. It was expected that SiNPs made in DNA-buffer would be 

smaller compared with those in DI water due to size capping effects of ligands during LASiS. 

This size-capping phenomenon has been demonstrated numerous times using 

biomolecules [133], [144], [145], [146], [147], [148]. While it is expected that SiNPs 

produced in DNA would exhibit ultrasmall diameters (5 - 20 nm), the larger apparent sizes 

seen in the DLS measurement may be due to the fact that the hydrodynamic diameter of 

the conjugated particles is measured, rather than a direct measurement of the core NP 

diameter. DNA ligands on the surface of the core NPs may also be interfering with the 

measurement, indicating a larger particle size. It is well known that hydrodynamic-based 

measurement techniques such as DLS report larger particle diameter sizes compared with 

direct imaging techniques such as TEM for conjugated and unconjugated NPs, as reported 
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widely in literature [133], [134], [145], [149], [150], [151]. Agglomeration effects for SiNPs 

made in DNA were also directly observed. Time delays between synthesis and 

measurement of these samples lead to distinct changes in the measured sizes, shown in 

 

Figure 4.5: (a) Size distribution of SiNPs with largest peaks between 25 and 100 nm in diameter (n = 3) (b) Size 
distribution of SiNPs produced in DNA-Buffer, showing the agglomeration effects over time due to a time delay 
between synthesis and measurement (c) TEM image of SiNPs with 150 nm scale bar (d) UV-Vis spectra for SiNPs 
ablated under each flow condition for 20 minutes in 2 μg/mL of DNA alongside a pure DNA sample for reference. 
(n = 3) (Single-pass ablations are time independent and DI Water and Ex-Situ ablations are free from DNA). 

Figure 4.5b. NPs tend to agglomerate over time, so for a true size comparison, the time delay 

between synthesis and measurement must be kept constant for all NP samples [134]. By 

performing synthesis in a DNA solution, followed by immediate DLS measurement, a 

reduction in size beyond that of SiNPs produced in DI water was observed. Thus, size 

capping effects of the DNA ligands were observed. However, the fact remains, that DLS 

measurement doesn’t indicate the diameter of the core SiNP, but rather its hydrodynamic 

diameter. 

Furthermore, it was observed that the peak diameter of DNA-functionalised SiNPs 

increased with ablation time during recirculatory ablation testing 20-minute recirculatory 

ablation tests reported DNA-functionalised SiNPs with hydrodynamic diameters of 80 - 150 
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nm, whereas 60-minute ablations produced NPs with diameters of 100 - 500 nm. The DLS 

size distributions for SiNPs synthesised in each flow configuration are shown in Figure 4.6. 

 

Figure 4.6: Hydrodynamic diameters of SiNPs synthesised under the various flow configurations shown in Figure 
4.4. 

Bare metallic NPs size reduction with increased ablation time under recirculatory flow 

conditions has been reported previously [152]. The authors reported that the size reduction 

was due to reirradiation of the metallic particles, however DNA functionalised NPs have 

been observed to perform differently in this work. The hydrodynamic size increase observed 

Figure 4.6 may be due to increased DNA binding on the surface of the SiNPs, leading to 

larger particle diameters measured by DLS. Indeed, increased DNA binding with ablation 

time is observed in this work (shown in section 4.4.2.). Additionally, the influence of ionic 

salts and/or DNA which may cause SiNPs to aggregate more quickly over longer time 

durations cannot be ruled out, the latter of which likely explains the large hydrodynamic 

diameters seen in the ex-situ DLS data of. Additionally, any SiNPs not functionalised with 

ionic salts could be attracted to and subsequently bind to salt functionalised SiNPs, leading 

to larger overall particle behaviour. These effects cannot be quantitatively measured using 

zeta potential measurements. However, zeta potential measurements were performed on 

ligand-free SiNPs produced in DI water under recirculatory flow conditions, indicating 

strong stability with a zeta potential of -31.02 ± 0.45 mV (Figure 4.7) [153]. 
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Ultrasmall SiNPs are known to have excitation and emission wavelengths (λex and λem) in the 

near UV and blue-green regions of electromagnetic spectrum, respectively, which is 

indicated by the steepness of the shoulder seen in the UV-Vis absorption spectra shown in 

 

Figure 4.7: Zeta potential measurements of three different 50 mL SiNP samples, indicating strong stability of 
ligand-free SiNPs (i.e. < - 30 mV). 

Figure 4.5d [154]. Since PicoGreen fluorophores (λex = 480 nm, λem = 520 nm) were used, it 

was first verified that the fluorophores did not bind to the SiNPs on their own and that the 

SiNPs themselves are not fluorescent at these wavelengths given that the shoulder occurs 

around the emission-excitation band (Figure 4.5d). The UV-Vis absorption spectra in Figure 

4.5d shows the clear presence of DNA and SiNPs (or lack thereof) in the colloids, indicated 

by the characteristic DNA absorption peak at 260 nm and the broadband absorption of all 

wavelengths associated with SiNPs. While the UV-Vis data shows qualitatively the presence 

of SiNPs and functionalised DNA, it cannot be used to quantify the functionalisation as one 

cannot distinguish the relative contributions from the DNA and SiNPs to the 260 nm peak 

of the colloid. Therefore, fluorescence spectroscopy was used for the quantification of 

captured DNA as it provides a measurement of only DNA and not the SiNPs. 

Composition and crystallographic data for the produced SiNPs were obtained using XRD, 

FTIR, and EDX. The XRD data (Figure 4.8a) for SiNPs in water indicates a polycrystalline 

deposit, with peaks in excellent agreement with theoretical angles for the cubic structure 

silicon crystal planes (JCPDS 27-1402), typical for SiNPs in literature [155], [156]. The SiNPs 
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in DNA solution similarly show the Si (111) peak (which is expected to be the most intense 

peak in a powder pattern), albeit with a significantly reduced intensity. This reduced 

intensity may be due to the smaller particle sizes/volumes, because of the size capping of 

 

Figure 4.8: (a) XRD patterns obtained for SiNPs made in DI water and DNA alongside the locations of 
theoretically calculated silicon crystal planes. (b) FTIR Spectra obtained for the same SiNP samples alongside 
their respective solvents. 

ligands, since powder pattern XRD intensities are proportional to volume [157]. The two 

other peaks present in the DNA-SiNP spectra are likely due to some remnant chloride salts 

from the ionic buffer solution. Given the reduced (111) peak intensity, the (220) and (311) 
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peaks are likely below the limit of detection. These XRD data confirm the presence of 

crystalline Si material in the NPs, as the core of the SiNPs. FTIR data (Figure 4.8b) shows a 

broad and distinct peak at 1104 cm-1 and 1086 cm-1 for SiNPs in DI water and DNA, 

respectively. These peaks correspond to the characteristic asymmetric stretching 

vibrations of the Si-O-Si bond of silica [153], [155], [158]. A smaller peak in the DNA SiNP 

spectra was observed at 966 cm-1, potentially indicative of the Si-OH bond [155] However, 

this could be a shifted peak from the DNA spectra as a similar peak was seen around 944 

cm-1. To obtain stronger FTIR signals, 60-minute recirculatory ablations were performed in 

50 mL of DI water to obtain a larger volume and concentration of colloid, and 20 mL was 

taken and centrifuged to produce a final concentration of 1.52 mg/mL. By taking 5 μL of this 

concentrated solution and allowing it to evaporate on the ATR crystal, significantly better 

signals were obtained, revealing more silica peaks that were previously hidden by the 

leftover DI water peaks of Figure 4.9.  

 

Figure 4.9: FTIR spectra of concentrated SiNP colloid revealing absorption peaks that were masked by adsorbed 
H2O in Figure 4.8b. 

These hidden peaks are the Si-OH bond at 970 cm-1, and another Si-O-Si bond at ~800 cm-

1. This FTIR data confirms the presence of silica in the NPs, and the combined XRD and FTIR 

results provide strong evidence of silicon-core, silica-shell SiNP structures, which is in 

agreement with previous reports of SiNPs made by LASiS [133], [159]. This oxide shell is of 

particular importance as previous groups have discovered that the binding of DNA to SiNPs 

during LASiS occurs at defect sites in the silica layer, which is likely to also be the 
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functionalisation mechanism for our NPs [133]. Using Raman scattering, the chemical 

bonding between SiNPs and the DNA backbone was identified as a stretching vibration of 

Si-C/Si-CH (HxC4-x-SiOx, x = 1-3). These results are supported by EDX analysis, which show 

the predominance of silicon and oxygen in the SiNP samples. The atomic percentages of 

each are shown in Table 4.1. 

Table 4.1: EDX data for SiNPs synthesised in DI H2O and DNA-buffer showing the atomic percentages of Si and 
O. 

Element DI-H2O SiNPs DNA-Buffer SiNPs 

Silicon 82.08 ± 8.41 % 55.12 ± 27.95 % 

Oxygen 17.99 ± 8.42 % 44.76 ± 27.36 % 

 

The DNA-SiNPs also contained signals from chlorine from the ionic buffer but, in both 

solutions, silicon and oxygen signals dominated the emissions. 

While Figure 4.5 shows the difference in concentration for each method during a common 

20-minute ablation, the differences in productivity and efficiency with time for each method 

is illustrated in Figure 4.10. Single-Pass concentrations were time independent and not 

calculated gravimetrically due to the unmeasurable differences in weight after such short 

ablations in the more viscous DNA-Buffer, as well as the large volumes required to perform 

experiments for such a time that the weight difference could be measured. Figure 4.10a 

shows the production efficiency plateauing due to shielding of the target by the ablated 

species after around 10 minutes in both static ablations, whereas dynamic flow ablation 

shows a close to linear relationship over the one-hour region tested, demonstrating a key 

advantage of the recirculatory set-up. It takes longer for the plateau to develop in the buffer 

compared to DI water due to their relative viscosities. The buffer is much more viscous than 

DI water, which reduces the ablation efficiency [160]. Therefore, it takes longer to 

synthesize enough SiNPs to shield the target from the laser beam. This is further shown by 

the similarities of static and dynamic ablation in buffer (& DNA buffer). They remain quite 

similar and linear up until ~20 minutes, at which point the SiNPs begin to significantly 

interact with the laser. This plateauing effect is comparable to previously published findings 

[103]. Under static conditions the SiNPs remain within the line of sight of the laser and 

shield the target, whereas under dynamic flow they move away from the target surface 

allowing a continuing and linear increase of ablation products with time. Single-pass SiNP 

concentrations are constant regardless of ablation time due to the flushing nature of the 
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technique, which has been previously characterised by Freeland et al. [161]. The relative 

concentrations can be visualised by the UV-Vis data in Figure 4.5d. 

 

Figure 4.10: a) SiNP colloid concentration vs time for varying liquid media under static and flow conditions. Both 
static ablations plateau in growth whereas the recirculatory flow shows a linear relationship with a slope of 
2.9999 and R2 = 0.9918. (n = 3 ± SD) (b) Ablation Rate vs Ablation Time for the same data showing the increased 
productivity of LASiS under dynamic flow conditions. 
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4.4. DNA Functionalisation 

4.4.1. Ex-Situ vs. In-Situ 

 

Figure 4.11: Normalised fluorescence intensity of the DNA captured at each DNA solution concentration (2, 20 
and 100 μg/ml). The in-situ data shows the efficiency of capture is highest at low concentrations of DNA and 
that the SiNPs are becoming saturated with DNA at high concentrations. The ex-situ method shows large 
variations in efficiency at the high and low DNA concentrations. (n = 9 for 2 μg/ml and 100 μg/ml and n = 3 for 20 
μg/ml) 

Initially, the functionalisation efficiency when ablating silicon in solutions of varying DNA 

concentrations for 20 minutes was investigated, which can be seen in Figure 4.11. 

Significant binding of DNA to the SiNPs was achieved across the range of concentrations 

tested, with a maximum average efficiency of 52% achieved with the 2 μg/ml DNA 

concentration using the static in-situ set-up. The ex-situ (Figure 4.4a) results also showed 

significant binding across the same range of DNA concentrations, however, with far more 

variation compared to the in-situ (Figure 4.4b) results. Figure 4.11 suggests that the SiNPs 

become saturated as the DNA concentration increases. The in-situ method exhibits higher 

binding efficiency at lower concentrations whereas the ex-situ method exhibits slightly 

higher binding efficiency at higher concentrations, though the repeatability of the technique 

decreases at the highest concentration of DNA (100 μg/ml). The results at 2 μg/mL suggest 

that the state of the NPs either during or immediately after ablation (in-situ) is more 

conducive to functionalisation than long after ablation which is the case in ex-situ 

conditions. The comparable binding efficiencies at higher concentrations are likely due to 

the sheer amount of DNA available to bind. Here there is no need for the added benefits of 
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laser ablation, as the surfaces become quickly saturated with no more available binding 

sites via physical adsorption under chaotropic conditions. Silica surfaces are terminated 

with silanol groups which provide active positions for DNA under these conditions, allowing 

relatively large ex-situ binding to occur [21], [162]. The in-situ produced SiNPs, therefore, 

benefit from this binding mechanism post-ablation combined with the aforementioned 

chemical bond between SiNP and DNA backbone of Si-C/Si-CH during/shortly after 

ablation. The 20 and 100 μg/ml samples were diluted to 2 μg/ml prior to measurement, as 

they were previously outside the linear detection range of the PicoGreen dye (a calibration 

curve from 2-2000 ng/mL was generated to validate this linearity). Significant ex-situ 

binding is to be expected at these large concentrations, given silicon’s desirable surface 

properties for physical adsorption of proteins and DNA/RNA [21], [163]. In addition, our in-

situ binding efficiency of 29.1% at 20 μg/ml is comparable to the work of Bagga et al, who 

achieved a binding efficiency of 26% of Protein A from Staphylococcus aureus when 

ablating in 25 μg/ml [164].  

4.4.2. Recirculation 
In order to improve upon these binding efficiencies further, the recirculatory dynamic flow 

conditions of the design from Freeland et al. (Figure 4.4c) were incorporated [140]. The 

dynamic flow cell setup not only provides higher SiNP ablation efficiency/productivity but 

enhances mixing/interaction mechanisms which were hypothesised to further improve 

DNA-SiNP binding. 

Figure 4.12 shows the binding efficiencies for recirculatory flow (Figure 4.4d) after five 

ablation times. Lower ablation times were investigated compared to the static ablation 

methods due to the increased volumes and NP productivity, as well as the enhanced mixing 

in the flow which could potentially increase binding on shorter timescales. It was expected 

that as SiNP concentration increases, the DNA binding efficiency would follow, due to the 

addition of free SiNP surfaces available for functionalisation. This trend is broadly 

illustrated in Figure 4.12, however the 10-minute ablation shows lower binding efficiency 

compared with 5 minute and 20-minute ablations, even though the SiNP concentration has 

been seen to increase linearly (Figure 4.10a). This indicates that either the single-step 

functionalisation has not reached a steady state of operation or factors including localised 

DNA aggregation, or the heat of the recirculated colloid and plasma plume stabilises after 

10 minutes recirculatory ablation. In both cases, the binding efficiencies were significantly 

increased compared to the traditional static LASiS, going from 52% (for the static system) 
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to 65% (for the recirculatory system) binding efficiencies for the same ablation time. The 

small relative increase in binding efficiency vs time for each recirculatory ablation suggests  

 

 

Figure 4.12: Functionalisation efficiency vs ablation time for 2 μg/mL DNA under dynamic flow conditions in 
recirculatory flow. A small increase in functionalisation efficiency occurs as ablation time is increased. (n = 9) 

an inhibiting factor limiting binding efficiency increase, such as electrostatic repulsion 

within the DNA itself and between SiNPs due to their strong zeta-potentials [16].  

We decided to investigate the thermal activity of the system by placing a thermocouple 

probe on the surface of the silicon target during a 60-minute ablation, to capture real-time 

temperature data in order to better understand the unexpected results obtained for 10-

minute ablations. A hole was drilled through the underside of the flow cell and threaded a 

thermocouple wire through it. The wire was held in place with, and the hole filled by, an 

epoxy-based glue. This ensured that the flow cell remained watertight, and that the 

thermocouple would not move significantly during the experiment. Due to the lateral 

positioning of the thermocouple (away from the inlet and outlets), the flow was not 

impeded by the thermocouple, and its presence did not induce bubble generation above 

the silicon target. The beam was positioned such that the nearest point on the ablation site 

was 0.6 mm away from the thermocouple (see Figure 4.13b). Corresponding infrared 

images were taken with an FLIR One Pro camera, but the camera's inability to measure 
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through glass resulted in temperature measurements of the borosilicate glass laser window 

rather than the ablation site itself. 

 

Figure 4.13: a) Temperature of the solution adjacent to the ablation site during a 60-minute recirculatory 
ablation in DNA-Buffer with 1 s sampling (Inset: first two minutes of the ablation with faster, 0.24 s sampling). 
(b) AutoCAD illustration of the ablation site showing the position of the thermocouple to scale. The silicon target 
diameter is 8.28 mm. 

The results in Figure 4.13a show the temperature increases initially but starts to plateau 

after ~30 minutes, but with a recurring pattern with a 2-minute period shown in greater 

detail in the inset. The thermocouple probe was sampled once every second, but to further 
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understand the periodic pattern observed, the first two minutes of the experiment were 

repeated with 0.24 s delay between measurements (which was the smallest obtainable 

delay) to obtain a more accurate representation of the temperature fluctuations. Intense 

local changes in temperature were observed due to the laser’s position relative to the 

thermocouple. The peaks and troughs are due to the laser spot spiral alternately 

approaching and receding from the thermocouple. The highest temperature differences 

were seen initially, as the spiral diameter/circumference is at its largest. The time difference 

between the first two peaks is 6.7s, and the maximum circumference of our spiral pattern 

is 14.2 mm. Our laser spot travels at 2 mm/s which means it would take 7.1 s to complete 

one full rotation, so it was expected to see the first peak after this time, consistent with the 

measured data. Slight discrepancies are likely due to the sampling intervals not exactly 

lining up with positions closest or furthest from the thermocouple. Additionally, the first 

outermost spiral was not seen as this occurs during the initial rise in temperature after ~1 

s, just prior to the cyclical pattern. Not only do the temperature differences decrease over 

time, but so do the periods between peaks. This is due to the decreasing spiral 

diameter/circumference, meaning the difference in the distance to the thermocouple 

probe along all points of the spiral also decreases. A smaller circumference means less 

distance and therefore time, to make a full revolution, and the period was seen to decrease 

to 0.5 s before the smaller sampling measurements were stopped.  

We see on the 1 s sampling data that the temperature pattern approximately converges to 

a final value without noticeable peaks and troughs as the spiral radius reaches zero. 

Thereafter the spiral pattern resets to the maximum 4.5 mm diameter and the cycle repeats 

again. While these results did not help definitively establish the cause of our 10-minute 

ablation result, these results were believed to be of interest on its own merits, since the 

dramatic temperature differences on a macroscopic scale could warrant more studies on 

a micro/nanoscopic scale.  

 

Figure 4.14: (Left) SiNP instability after 60-minute ablation indicated by visible agglomerated macroparticles of 
Si alongside SiNP coated DNA strands, (Right) SiNPs binding together along long strands of DNA. 
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Another important point to note is the adapted approach required to measure the binding 

efficiency for the longer ablation times of the dynamic flow cell tests compared to the static 

tests. It was assumed that when ablating in 2 µg/mL of DNA, the collected colloid still 

contained 2 µg/mL DNA but as a combination of bound and unbound DNA. The colloid 

fluorescence values were compared to the fluorescence of the pure 2 µg/mL DNA solution 

to ensure this was the case. However, it was found that the colloids of the 60-minute 

ablations displayed only ~25% of the pure DNA fluorescence. This is believed to be due to 

a combination of the greatly increased SiNP concentration, and the perceived lack of 

stability of SiNPs at this higher ablation time. SiNPs are remarkably stable in DI water and 

can remain in suspension for months, whereas they are noticeably less stable in DNA buffer 

and fall out of suspension in a matter of weeks. The SiNPs made during the dynamic 60-

minute recirculatory ablation fell out of suspension within the 60 minute period, indicating 

a drastically reduced ( almost non-existent) stability. It is believed that the SiNPs falling out 

of suspension and agglomerating as macroparticles may cover or hide DNA rather than 

become functionalised by the DNA, making it undetectable. This may also block the binding 

sites for the PicoGreen fluorophores, resulting in the lower signals. Evidence to support 

these claims is shown in Figure 4.14. Therefore, the recirculatory flow supernatants were 

subtracted from the pure DNA fluorescence rather than their corresponding colloid 

fluorescence values. 
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4.4.3. Single-Pass 

 

Figure 4.15: Functionalisation efficiency vs flow rate for 2 μg/mL DNA under single-pass flow conditions. A small 
but clear decrease in binding efficiency is seen as the flow rate is increased. (n = 9) 

Figure 4.15 shows the binding efficiencies during single-pass (Figure 4.4c) ablation for three 

different flow rates. The largest average binding efficiency of 22% occurs at 40 mL/min, with 

the average efficiencies decreasing with flow rate. This is expected as the slower the flow is 

above the ablation site, the larger the interaction time for DNA-SiNP interactions. Slower 

flow rates produce higher NP concentrations, but lower productivity compared to higher 

flow rates. For a given volume of liquid, as one decreases the flow rate one consequently 

prolongs the ablation time, resulting in a denser colloidal solution as one ablates for longer 

in the same volume. Therefore, while higher flowrates are ideal for producing large volumes 

of pure colloids, lower flowrates are required for higher binding efficiencies. However, each 

result displays notably large error bars, especially when compared to the previous ablation 

methods used in this investigation. This method can be loosely compared to the ex-situ 

binding, in that there is a short and somewhat random mixing/interaction between DNA and 

SiNPs, leading to large inconsistencies in binding efficiencies. It is believed that this 

method is optimised for the processing of pure colloids, but that more work is need in terms 

of the investigation of the generation of functionalised colloids. The flow rate range tested 

correspond to the maximum and minimum flow rates that could be achieved without 

introducing bubbles into the system. Bubbles significantly impact colloid generation and 

should be avoided at all costs. The flow system is stable and will not generate bubbles 
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within these flow rates when using the ionic buffer, with the range being dependent on the 

solvent used. 

4.4.4. Flow Comparison 
Lastly, as shown in Figure 4.16, recirculatory ablation achieves the highest degree of 

functionalisation. While this efficiency was increased by ablating for 60 minutes, the 

aforementioned stability issues require further investigation. A maximum average 

efficiency of 78% was achieved when ablating in the flow cell, which is much greater than 

the 52% achieved with the in-situ method, the 22% achieved with the single-pass method, 

and the 10% achieved with the ex-situ method. There are also much smaller error bars 

associated with the recirculatory and batch/static in-situ measurements, leading us to 

believe these are more consistent techniques. This was hypothesised to be due to the low 

DNA to SiNP ratio alongside the much-longer mixing time of these method. During the in-

situ and recirculatory tests, the binding process essentially occurs over 20 minutes and 5 - 

60 minutes respectively, while the silicon is being ablated, compared to the approximately 

10 s hand mixing binding method of the ex-situ test, and the short interaction time during 

single-pass ablations. The smaller number of steps taken in the in-situ test further reduces 

the possible errors as the ex-situ method has significantly larger error bars. The dynamic 

recirculatory ablation having a larger efficiency than the static in-situ is to be expected given 

the increased ablation efficiency and mixing effects of the recirculatory flow conditions.  

 

Figure 4.16: Maximum functionalisation efficiencies of each method in 2 μg/mL of DNA. (n = 9) 
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Lastly, as shown in Figure 4.16, recirculatory ablation achieves the highest degree of 

functionalisation. While this efficiency was increased by ablating for 60 minutes, the 

aforementioned stability issues require further investigation. A maximum average 

efficiency of 78% was achieved when ablating in the flow cell, which is much greater than 

the 52% achieved with the in-situ method, the 22% achieved with the single-pass method, 

and the 10% achieved with the ex-situ method. There are also much smaller error bars 

associated with the recirculatory and batch/static in-situ measurements, leading us to 

believe these are more consistent techniques. This was hypothesised to be due to the low 

DNA to SiNP ratio alongside the much-longer mixing time of these method. During the in-

situ and recirculatory tests, the binding process essentially occurs over 20 minutes and 5 - 

60 minutes respectively, while the silicon is being ablated, compared to the approximately 

10 s hand mixing binding method of the ex-situ test, and the short interaction time during 

single-pass ablations. The smaller number of steps taken in the in-situ test further reduces 

the possible errors as the ex-situ method has significantly larger error bars. The dynamic 

recirculatory ablation having a larger efficiency than the static in-situ is to be expected given 

the increased ablation efficiency and mixing effects of the recirculatory flow conditions.  

Preliminary tests with lower concentrations (0.5 mg/mL) have also been carried out, which 

show close to 100% binding efficiency (99.6 ± 6.7 %) of the DNA in solution, which was 

believed to be the highest reported functionalisation efficiency by any variation of the LASiS 

technique at the time of writing. This preliminary data suggests that further explorations 

may be worthwhile in this concentration range. Our results show significantly higher binding 

efficiencies compared to previous reports of in-situ DNA functionalisation at similar 

concentrations, with previously reported maximum efficiencies of 20% for unmodified DNA 

binding to SiNPs [133], and 40.3% efficiency for DNA modified with thiol for improved 

binding to gold NPs [151]. There have been reports of very high binding efficiencies (over 

90%) for some other types of modified ligands and NPs in flow systems, but our results for 

binding efficiencies appear to be the highest reported for unmodified DNA binding to SiNPs 

[165]. This work provides a promising route for rapid NP synthesis and functionalisation for 

specific DNA strand targeting.  
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4.5. SiNP Surface Coatings 
The SiNPs synthesised by LASiS were also considered as a potential immobilised capture 

medium for DNA isolation, and therefore a novel drop casting method to produce SiNP-

coated surfaces was investigated. Due to the straightforward nature of the LASiS and the 

mild solvent used (SiNPs in Di H2O), the coating was not reliant on monocrystalline Si 

wafers as suitable substrates as there were no high temperatures required for SiNP coatings 

compared to the SiO2 and ZnO growth methods. Instead, polylactic acid (PLA) substrates 

manufactured and polished by Mr. Dylan Doherty from the Grain-4-Lab project were used. 

PLA serves as a potential new material for low-cost, biodegradable laboratory 

consumables, such as petri dishes and microwell plates, the latter of which are commonly 

coated in functionalised NPs to perform various enzyme linked immunosorbent assays 

(ELISAs) and other assay techniques [166]. In this subsection, SiNPs of various 

concentrations were drop cast onto these PLA surfaces and studied the resultant surface 

morphology and SiNP adhesion. 

PLA discs were obtained by 3D printing and from laser cutting injection-moulded PLA petri-

dishes [166]. PLA is relatively hydrophobic and the discs were therefore first treated with an 

air plasma (Henniker Plasma HPT-200 benchtop plasma treater) for six minutes to increase 

their surface hydrophilicity to promote a more uniform SiNP coating. 1 mL of SiNP solution 

was pipetted onto each disc immediately following plasma treatment. The discs were then 

dried at 60 °C for two hours. The discs were coated in SiNP concentrations of either 76, 380, 

or 1520 µg/mL. 76 µg/mL was obtained by a 60-minute recirculatory ablation in 50 mL of Di-

H2O, and the higher concentrations were achieved by centrifugation.  

To create the higher concentrations, 1, 5, and 20 mL solutions of 76 µg/mL of SiNPs were 

pelleted via centrifugation and the supernatant was removed, and then the pellets were 

resuspended in a final volume of 1 mL of DI H2O. A photograph of the PLA discs before and 

after coating in shown in Figure 4.17.  
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Figure 4.17: Photograph of (left) uncoated PLA discs and (right) SiNP-coated PLA discs. The SiNP concentration 
increases from 76 µg/mL (top right), 380 µg/mL (middle right) and 1520 µg/mL (bottom right). 

The SiNPs were imaged by FESEM after centrifugation and resuspension to ensure no major 

changes to morphology or agglomeration occurred. 1 µL of SiNPs was drop casted onto a 

formvar-on-copper TEM grid and imaged in SE mode, and their data is shown in Figure 4.18. 

Most SiNPs were in the range of 80-120 nm in diameter, measured using the ImageJ 

software. 
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Figure 4.18: FESEM on SiNPs on formvar-Cu TEM grids after centrifugation at various magnifications. 

ATR-FTIR data for SiNPs in solution and PLA powder, alongside transmission FTIR data for 

SiNP-coated PLA discs is shown in Figure 4.19. The ATR-FTIR data shows the three 

characteristic peaks of silica, which are much more indicative of the silica shell surface 

structure on silicon core NPs determined in section 4.3. The large peak at 1080 cm-1 

corresponds to the characteristic asymmetric vibration of the Si-O-Si bond in silica. The 

small peak at 970 cm-1 arises from the Si-OH stretching bond. These are single non-bridging 

bonds, likely to be dangling silanol bonds on the SiNP surface, which act as binding sites 

for water [153], [167] . The final peak at 800 cm-1 results from the symmetric stretching 

vibration of the Si-O-Si bond, which is commonly masked when performing FTIR 

measurements in water or other solutions [153]. The small peak at 1650 cm-1 and broad 

peak at ~3400 cm-1 (ranging from 2000-4000 cm-1) correspond to the surface silanol O-H 

stretching and bending vibrations, respectively [168], [169]. 
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Figure 4.19: (a) FTIR spectra of SiNP colloids dried on the ATR crystal of the FTIR instrument. (b) Transmission 
FTIR spectra of PLA discs coated with varying amounts of SiNPs (Inset: FTIR spectra of SiNP coated discs 
corrected for the PLA contribution). 

Unfortunately, as shown in Figure 4.19a, PLA has many strong and distinct peaks within the 

same region as Si/SiO2, i.e., from 600-2000 cm-1, making it difficult to identify the SiNPs by 

their characteristic vibrations [170], [171]. The presence of SiO2 among PLA can be 

identified by the symmetric stretching vibration peak at 800 cm-1 (see Figure 4.19a), 

however, due to the relative thickness of the PLA discs (~ 1.5 mm), 100% absorption was 

seen within this region, arising from C-O stretching, C-H bending, and C=O stretching 
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vibrations. The presence of these vibration signatures, alongside the large thickness of PLA, 

causes broadband absorption of 800 cm-1. Absorption outside of this region occurs at 2900 

and 3600 cm-1, corresponding to -CH and -OH stretching vibrations. However, PLA is 

transparent to IR wavelengths outside of these values, allowing us to measure the impact 

of the SiNPs through the broad absorption of the OH bonds of the SiNPs seen in Figure 

4.19a, compared to the sharp absorption peak of OH vibrations observed in PLA. The much 

broader OH vibration peak of the SiNPs from 2000 - 4000 cm-1 allows us to see decreased 

transmission at the wavelengths within this region that PLA is transparent to. Figure 4.19b 

shows the absorption at these PLA transparent wavelengths, i.e., 2200, 2800, 3360, and 

3790 cm-1, increases greatly with increasing SiNP concentration, indicating an increased 

deposit of Si/SiO2 on the surface of the discs. 

 

Figure 4.20: Si Kα1 EDX images of each SiNP coated disc, with the corresponding EDX spectra overlaid on each 
image. The EDX spectra show the increasing percentage of Si and decreasing percentage of C as SiNP 
concentration increases. Low x-ray emission is seen in the bare PLA disc, likely due to excessive charging 
effects as the disc was not coated in a conductive layer. The SiNPs act as a semiconducting coating which 
would likely reduce charging effects to some degree. 

EDX measurements were performed to further quantify the relative amounts of SiNPs on 

each disc, with Figure 4.20 showing the characteristic Si Kα1 x-ray emission of the various 
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discs. The bare PLA disc shows no signs of Si on the surface, with the relative Si intensity of 

each coated disc being 0.26 cps/eV, 0.89 cps/eV, and 4.97 cps/eV. These intensities are 

directly proportional to the relative SiNP concentrations of each disc (1:5:20). The 

unexpectedly low intensity of the 380 ug/mL sample (1:3.4 instead of 1:5.0) is likely due to 

unevenness of the coating in the area measured, which can be seen in Figure 4.20 with the 

sample having more Si x-ray emission across the compared to the tops of bottoms of the 

image. SEM imaging of each of the discs was performed at a low magnification (250x) to 

visualise the SiNP distribution over a wide area (Figure 4.21). These discs were imaged 

without a conductive coating using the variable pressure mode of the Jeol JSM-IT 100 

InTouchScope SEM. The discs were irradiated by the electron beam at the lowest possible 

magnification at a chamber pressure of 40 Pa for three minutes, at which point the chamber 

was evacuated to high vacuum of ~<0.001 Pa and samples were imaged in SE mode. 

 

Figure 4.21: SEM images of PLA discs coated in varying amounts of SiNPs at 250x magnification. 

Figure 4.21 shows the coverage efficiency of the various SiNP concentration on the PLA 

discs. A completely uniform increase in coverage with increasing concentration was not 

observed due to the SiNPs tendency to aggregate with increasing concentration which 

leaves seemingly large areas of uncoated PLA. However, these images in conjunction with 

the EDX images of Figure 4.20 show that surface coverage clearly increases with increasing 
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SiNP concentration. Higher magnification SEM images of the SiNPs embedded within the 

PLA can be seen in Figure 4.22. These sites of SiNP agglomeration are quite large and 

porous, which may provide many preferential sites for biomolecule binding. 

 

Figure 4.22: SEM images of the 1520 µg/mL SiNP coating on PLA at various magnifications. The SiNPs tend to 
aggregate within small cavities of the PLA matrix. 

CP was performed on each of these discs using minimal force to quantify their roughness 

and the heights of these SiNP agglomerations, and the results are shown in Figure 4.23. The 

rms roughness values of each disc are 30.7, 53.9, 58.9, and 227.7 nm respectively, with the 

results being in excellent agreement with the EDX and SEM data. The 76 µg/mL shows a very 

uniform coating across the PLA surface, with large peaks in height equal to the diameter of 

1 - 2 SiNP particles. On the other hand, the 380 µg/mL disc shows quite an uneven coating, 

with some regions showing no SiNPs on the surface (i.e. equal surface topography to that 

of bare PLA) and other regions showing height and width increases of multiple SiNP 

particles which is a sign of agglomeration. Expectedly, the 1520 µg/mL sample shows a 

more uniform coverage with much greater roughness, with some SiNP agglomeration sites 

reaching over 1000 nm in height. These structures could be somewhat comparable to our 

SiO2 NRs and dendrites. 
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Figure 4.23: CP scans of each SiNP coated PLA disc, showing the high uniformity and coverage of the 76 µg/mL 
coating, the non-uniform coverage of the 380 μg/mL coating, and the large, aggregated deposits of the 1520 
µg/mL coating. 

 

Figure 4.24: Images of a 7 μL drop of DI water used to measure contact angle of PLA discs coated in different 
concentrations of SiNPs. 
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Figure 4.25: Average contact angle measurements taken from three different positions on the surface of the 
SiNP coated polylactic acid discs. 

Lastly, the contact angles of each disc was measured, as the hydrophilicity of surfaces has 

been known to be an important parameter for biomolecule binding [172]. Contact angle 

images and results can be seen in Figure 4.24 and Figure 4.25. These figures show the clear 

effects of SiNP coatings on PLA discs, with the hydrophilicity increasing with increasing 

SiNP concentration. The larger uncertainties of the SiNP coated discs likely emerges from 

some variation in SiNP area density across the macroscopic disc surface (seen in SEM data 

of Figure 4.21), compared to the more uniform polished surface of the blank discs. 

 

4.6. Conclusions 
In this chapter a high-efficiency method for producing ligand-free SiNPs and DNA-

functionalised SiNPs under dynamic flow conditions was described. By ablating under flow 

conditions, a 50% relative increase in DNA-functionalisation is achieved compared to what 

was possible with static ablations while also producing significantly more functionalised 

NPs per unit time. By reducing the stock DNA concentration, 100% functionalisation 

efficiency was achieved by recirculation ablation, the highest reported in literature to our 

knowledge at the time of writing.  

Recirculatory ablation enables the production of large volumes of concentrated colloids 

which can be used to create SINP surface coatings. Detailed characterisation using SEM, 
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EDX, FTIR, CP, and contact angle confirms the facile drop-casting method produces 

uniform monolayer coatings as well as highly porous coatings depending on the SiNP 

concentration used. 

Static ablation serves well as a mechanism for LASiS research, but the introduction of 

controlled recirculating flow makes the technique suitable for industrial scale production 

due to the large volumes and higher functionalisation efficiencies that can be produced, 

making it a more desirable NP synthesis technique for functionalised nanomaterials.  
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5. Bioapplications of SiO2 Nanostructures 
The results presented in this chapter focus on the bioapplications of the different types of 

SiO2 NS synthesised in chapters 3 and 4. The chapter is split into three sections based on 

the different analysis techniques used and application domains. 

First, in section 5.1, traditional fluorescence spectroscopy techniques were used to 

compare the DNA binding capabilities of planar SiO2 surfaces, SiNPs, ZnO NRs, SiO2 

nanodendrites, and ZnO-SiO2 NRs (i.e those discussed in chapter 3 and 4). The amount of 

DNA binding was investigated for substrates submerged in microwell plates under static 

solution flow/incubation as well as microfluidic chips under dynamic solution flow. The 

former condition was to ensure DNA could bind to each NS morphology, and the latter to 

measure the DNA capture capabilities more akin to real-world Point-of-Care (POC) device 

conditions.  

Section 5.2 follows the work of section 5.1 by means of an investigation into the coating of 

QCM surfaces with SiO2 thin films and nanodendrites and a comparison of their DNA 

capture and detection capabilities by monitoring of their resonance frequency in real-time 

via the piezoelectric effect.  

This chapter concludes with preliminary work in section 5.3 investigating the use of SiNP 

coated PLA surfaces as a model prototype for increased functionality of biocompatible 

implants. Epithelial lung cells and primary vascular cells were grown on bare and SiNP 

coated PLA surfaces, and their biocompatibility and cell adhesion abilities were 

investigated. 

 

5.1. Comparison of Nanostructure DNA Binding in 
Microfluidic Chips 

5.1.1. Introduction 
As previously discussed, the incorporation of SiO2 microbeads, which are the current state 

of the art for DNA isolation and purification for detection, into microfluidic chips leads to 

highly varied and irreproducible results [173]. This is a major roadblock of achieving true 

DNA point-of-care diagnostics, as the ability to efficiently and reproducibly capture and 

isolate the target molecule is a fundamental requirement of a diagnostic device. SiO2 

micropillars have been fabricated and demonstrated to be able to capture significant 

quantities of DNA reproducibly within microfluidic devices, although requiring highly 
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specialised, complex fabrication procedures such as photolithography, etching, and CVD 

[53], [54]. This chapter demonstrates the application of a variety of SiO2 NSs synthesised 

using facile, low-cost techniques as reproducible and reliable DNA capture mechanisms 

within microfluidic chips. 

5.1.2. Materials & Methods 
5.1.2.1. Microfluidic Chip Fabrication 

Microfluidic chips were assembled using the Si substrates as the base, alongside 1.5 mm 

thick polymethylmethacrylate (PMMA) and 86 µm thick pressure sensitive adhesive (PSA) 

to create the microfluidic channels. PMMA layers were created using an Epilog Zing 16 laser 

cutter and served to seal the microfluidic channels created by the PSA layer, and to provide 

the inlets and outlets. The PSA layers were cut using a Graphtec Craft Robo Pro knife cutter. 

First the PSA was bonded to the PMMA top layer using a manual roller, and then the NS 

coated substrates were bonded to the other side of the PLA layer, ensuring that the NSs 

were facing the PSA and PMMA layers. The microfluidic channels within the chips were  

14 x 3 x 0.086 mm in size (l x w x h) and the schematic can be seen in Figure 5.1. 

 

Figure 5.1: Schematic diagram of the microfluidic device design utilised for DNA binding studies. 

5.1.2.2. DNA Preparation & Binding Protocol 
Before incorporating the various SiO2 NSs into the microfluidic chips, their DNA capture 

capabilities within 96-well plates were investigated to confirm that DNA could bind to these 

novel NSs. To do so, each NS was grown on a silicon wafer substrate and the silicon was 

cleaved into six pieces with a diamond tipped scribe to the dimensions of the microwells (~ 

0.6 cm2), and each piece was placed at the bottom of a microwell. Then 80 µL of 500 ng/mL 

of calf thymus DNA, prepared as described in chapter 4 section 4.2.2, was pipetted into 
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each well and allowed to incubate at room temperature for 30 minutes. Afterwards, the 

DNA solution was removed from each well and placed into a new well containing no 

substrate, and this solution is known as the supernatant. The substrates were then removed 

from their original wells and placed into new wells in case any DNA had bound to the 

microwell walls. Then 80 µL of PicoGreen solution was added to each well. The supernatant 

(DNAsupernatant) and original well (DNAwell) fluorescence values were added together and 

subtracted from the fluorescence of a stock 500 ng/mL DNA solution (DNA500ng/mL) to 

calculate the amount of DNA that had been captured by each NS morphology (DNAcaptured). 

The calculation is described by the following equation: 

𝐷𝑁𝐴𝑐𝑎𝑝𝑡𝑢𝑟𝑒𝑑 = 𝐷𝑁𝐴500𝑛𝑔
𝑚𝐿

− (𝐷𝑁𝐴𝑤𝑒𝑙𝑙 + 𝐷𝑁𝐴𝑠𝑢𝑝𝑒𝑟𝑛𝑎𝑡𝑎𝑛𝑡)           (𝐸𝑞𝑛. 5.1) 

For DNA binding measurements within microfluidic chips, 1 mL of DNA solutions of various 

concentrations (10, 100, and 1000 ng/mL) was flowed over the NSs at a rate of 30 µL/min 

and then into a beaker for collection. Fluorescence spectroscopy before and after flowing 

through the microfluidic chips allows us to calculate the amount of DNA captured by the 

NSs by the following equation: 

𝐷𝑁𝐴𝑐𝑎𝑝𝑡𝑢𝑟𝑒𝑑 = 𝐷𝑁𝐴𝑖𝑛𝑖𝑡𝑖𝑎𝑙 − 𝐷𝑁𝐴𝑓𝑖𝑛𝑎𝑙                                (𝐸𝑞𝑛. 5.2) 

The fluorescence measurements were performed in a 96-well plate, where a 1:1 aliquot of 

sample and dye (100 μL each) was placed in each well, with the binding buffer serving as 

the background. The plate was covered in reflective foil, and the samples and dye were left 

to incubate for 5 min before measurement.  

5.1.3. Results 
5.1.3.1. Preliminary Comparison in 96-Well Plates 

The results in Figure 5.2 show the clear effect of the physicochemical properties of the NSs 

on the DNA binding efficiencies. Not only does it show that higher aspect- and surface-to-

volume- ratios increase the binding efficiencies, but also further emphasises the 

requirement of SiO2 surface chemistry to achieve any DNA binding at all under the ionic and 

pH conditions used in this work. The only difference between the ZnO NR and ZnO-SiO2 NR 

samples was a 10 nm thick coating of SiO2, yet that causes an increase from essentially 0% 

binding to an average binding efficiency of 62 ± 11 %. The SiO2 dendrites and ZnO-SiO2 NRs 

show approximately equal binding efficiencies within their respective errors, with the 

dendrites showing a slightly lower average (51 ± 17 %) with a wider standard deviation. The  
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Figure 5.2: DNA binding efficiency of each NS morphology within microwells of a 96-microwell plates. The 
results represent the average and standard deviation of 6 independent measurements. 

smaller errors associated with the ZnO-SiO2 NRs is likely due to the more controlled NR 

height and dimensions compared to the SiO2 dendrites. 

The results in Figure 5.2 show the clear effect of the physicochemical properties of the NSs 

on the DNA binding efficiencies. Not only does it show that higher aspect- and surface-to-

volume- ratios increase the binding efficiencies, but also further emphasises the 

requirement of SiO2 surface chemistry to achieve any DNA binding at all under the ionic and 

pH conditions used in this work. The only difference between the ZnO NR and ZnO-SiO2 NR 

samples was a 10 nm thick coating of SiO2, yet that causes an increase from essentially 0% 

binding to an average binding efficiency of 56%. The negative binding efficiency observed 

likely arises from some variation in the stock DNA concentration. Errors of ± 5% in the stock 

concentration fluorescence have been consistently observed throughout this work. The 

SiO2 dendrites and ZnO-SiO2 NRs show approximately equal binding efficiencies within 

their respective errors, with the dendrites showing a slightly lower average (46%) with a 

wider standard deviation. The smaller errors associated with the ZnO-SiO2 NRs is likely due 

to the more controlled NR height and dimensions compared to the SiO2 dendrites.  

We still see notable DNA binding to silicon substrates without any nanostructure growth at 

the lower concentrations. This occurs due to the native oxide of the silicon wafer which is 

essentially a flat layer of SiO2 that therefore has an affinity for DNA binding. The SiNP coated  
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Figure 5.3: SEM image of Si substrate coated in 1520 µg/mL of SiNPs showing regions of (left) uniform coatings 
and (right) large SiNP agglomeration. 

substrate shows the same average binding efficiency, but with error bars two times larger 

than the uncoated substrate. The larger errors could be attributed to simultaneously 

increased binding to the higher surface area of the SiNPs, but also from SiNPs coming loose 

from the surface during incubation or supernatant removal and subsequently reducing the 

amount of bound DNA. An SEM image of an SiNP coated Si substrate is shown in Figure 5.3. 

The Si substrates coated in 1520 µg/mL of SiNPs show regions of uniform coatings 

alongside regions of large SiNP agglomeration. The former likely contributes to the larger 

binding efficiencies, and the latter likely contributes to the lower binding efficiencies of the 

SiNP coated substrate compared to the uncoated Si substrate. Further evidence of this was 

obtained by submerging the various SiNP coated PLA substrates in the Qiagen PB buffer. 

PLA substrates were used as the SEM images in section 4.3 show the SiNPs were embedded 

within the PLA matrix, which were hoped to help the SiNPs remain bound to the substrate 

surface. The 76, 380, and 1520 µg/mL coated PLA substrates were submerged in 3 mL of 

Qiagen PB buffer for 24 hours, after which the substrate was removed, and FTIR 

spectroscopy was performed on the remaining buffer. 13 mg of a fine PLA powder was also 

poured into a PB buffer sample to provide a reference for possible PLA-PB binding. The 

results are shown in Figure 5.4. 

The results show the spectra of the pure PB buffer alongside the PB buffer in contact with 

various forms of PLA and SiNP-coated PLA substrates. The uncoated PLA substrate sample 

seems to suggest that PLA is leeching from the substrate into the PB solution, as its spectra 

has identical absorption peak positions as the PB sample containing a fine PLA powder, 

with new peaks emerging compared to that of the pure PB solution. However, the 76 and 

380 µg/mL SiNP coated substrate supernatants show vastly reduced absorption across the 
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Figure 5.4: ATR-FTIR spectra of PB buffer solutions in contact with PLA substrates with varying SiNP surface 
coatings, and a PB-PLA powder mixture for reference. 

entire wavenumber range tested. The significantly reduced absorption of these samples 

compared to the pure PB spectra suggests that the SiNPs have captured and extracted the 

ionic salts present in the buffer, with the remaining supernatant solution comprised mostly 

of DI H2O (as the PB buffer is a 1:20 dilution of PB solution and DI H2O respectively). This 

agrees with the known mechanism of DNA binding to SiO2 under the ionic conditions of the 

PB buffer. The positively charged salts of the buffer first bind to negatively charged SiO2 

surfaces, creating an ionic bridge which the negatively charged DNA backbone can bind to. 

For this reason, it is expected that immobilised SiNPs would capture and extract these ions 

from the PB solution, which is seen in Figure 5.4. However, a unique spectrum is obtained 

for the 1520 µg/mL coated substrate. The absorption intensities increase back to similar 

levels to those of the pure PB and PLA-PB supernatants but with altered intensity ratios and 

peak positions. This is hypothesised to be evidence of SiNPs being removed from the PLA 

surface for several reasons. The first direct evidence of SiNPs being present in the 

supernatant is the blue-shift seen in the local minimum absorption at 800 cm-1 seen in the 

pure PB and PLA-PB samples. This local minimum is shifted from 800 cm-1 to 850 cm-1 in 

the 1520 µg/mL SiNP sample, as SiNPs have a characteristic absorption of 800 cm-1 due to 

the symmetric stretching vibrations of Si-O-Si bonds. The second piece of evidence is the 

presence of an additional local maximum at 1100 cm-1 seen in the sample compared to the 

other PB/PLA samples which only show a single local maximum at 1010 cm-1. This is the 
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characteristic absorption of the asymmetric Si-O-Si bonds, further confirming the presence 

of SiNPs. The indirect evidence of SiNP removal is the return of the strong absorption peaks 

of the ionic salts seen in the previous PLA/PB spectra compared to the 76 and 380 µg/mL 

samples. For this reason, the 1520 µg/mL SiNP coated substrates are likely unsuitable for 

the type of immobilisation and binding studies investigated in this work. Given the need for 

high aspect-ratios and surface-to-volume ratios, the lower concentration coatings were not 

used for further DNA binding tests. However, the biocompatibility properties of the SiNP-

coated PLA substrates were investigated, as they showed evidence of enhancing ionic salt 

binding in solution which could be beneficial for increased functionality biocompatible 

implants. The cell culture work was carried out by Dr. Keith Rochefort in the School of 

Biotechnology and is discussed in section 5.3. 

Taking these results into consideration, only the bare Si substrate, the ZnO-SiO2 NRs, and 

the SiO2 dendrite binding capabilities were tested within microfluidic chips. 

5.1.3.2. Microfluidic Chip Testing 
Figure 5.5. shows the DNA capture efficiency of the SiO2 nanodendrites, the ZnO-SiO2 NRs, 

and uncoated silicon substrates under three different DNA concentrations. Notable binding 

to silicon substrates was observed without any NS growth at the lower concentrations. This 

occurs due to the native oxide of the silicon wafer which is essentially a flat layer of SiO2 that 

 

Figure 5.5: DNA capture efficiency of three different SiO2 surface morphologies under various concentrations 
of DNA within microfluidic chips. The error bars represent the standard deviation of five independent 
measurements. 
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therefore has an affinity for DNA binding. However, significantly increased DNA capture is 

achieved by both SiO2 dendrites and SiO2 coated ZnO NRs at the larger DNA 

concentrations, with a much larger capture efficiency achieved by the dendrites at a 

concentration of 1000 ng/mL of DNA. Despite the decreased capture efficiencies of the 

nanostructures with increasing input concentrations of DNA, these values correspond with 

large amounts of DNA, with the dendrites and NRs capturing 227.3 ± 42.7 ng and 80.4 ± 8.0 

ng of DNA respectively from 1000 ng. These quantities far exceed the typical thresholds 

required for the detection of DNA using quantitative PCR to diagnose disease [174]. 

Our hypothesis is that the significantly increased binding efficiencies of the dendrites is 

related to the combination of high surface to volume ratio and the presence of quite large 

void regions in the nanodendrite structures, which enable DNA ingress and subsequent 

capture, compared to the closer packed structure of the SiO2 coated ZnO NRs. Both plan- 

and cross-sectional-view SEM images of each NS are shown in Figure 5.6. 

Both nanostructures have similar height (6000 nm), but the NRs are much more tightly 

packed with an interrod spacing of 200 – 500 nm compared to the 2000–4000 nm dimension 

of the voids of the nanodendrite structures. The DNA strands utilised in this study were ∼ 

3400 nm long (10,000 base pairs) which is much larger than the SiO2 coated ZnO NR 

interrod spacing, but comparable to the voids of the nanodendrite structures. The capture 

efficiency of the NRs might be increased with a decrease in the channel height of the 

microfluidic chip from 86 μm to a height similar to that of the NRs which could force the 

solution through the NR array, however this was not achievable within the timeframe of this 

work. Despite this, both nanostructure morphologies (SiO2 nanodendrites and ZnO-

SiO2 NRs) can capture significant quantities of DNA compared to planar Si surfaces under 

a variety of conditions and using low-cost synthesis and device fabrication technologies. 



122 
 

  

 

Figure 5.6: (Top row) plan-view and (bottom row) cross-section-view of (left column) ZnO NRs and (right column) 
SiO2 dendrites. 

5.1.4. Conclusions 
By systematically growing various NS on Si substrates and evaluating their DNA binding 

capabilities, it was identified that the surface chemistry of ZnO is incompatible with 

commercial reagents for DNA binding, and that immobilised SiNPs are ineffective in 

enhancing DNA capture compared to planar surfaces. In contrast, high aspect-ratio and 

surface-to-volume ratio SiO2 nanodendrites and ZnO-SiO2 NRs significantly improved DNA 

binding both in static conditions within 96-well plates akin to ELISA, and dynamic flow 

conditions within a microfluidic chip akin to real world point-of-care devices. The low-cost, 

reproducibility, and facile nature of both nanodendrite and NR synthesis and their 

enhanced DNA capture abilities highlight their potential for integration into true point-of-

care devices. These NSs can serve as immobilised capture mechanisms for DNA or other 

biomolecules, providing a reliable platform for isolation and subsequent purification and 

detection. 
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5.2. Nanostructured Deposits on QCMs 

5.2.1. Introduction 
While SiO2 NSs have a high affinity for DNA binding, allowing for isolation and purification 

of target molecules, they simply act as filters to capture DNA which is quantified by indirect 

means of measuring the amount of DNA that has not bound. As previously discussed in 

section 2.3.2., QCM sensors are widely utilised for studying biomolecular interactions, 

providing high-sensitivity, real-time, and label-free measurements. This chapter first details 

the growth of SiO2 nanodendrites and thin films on QCM sensors. As demonstrated in 

section 5.1.3.2., the nanodendrites capture much more DNA than flat, planar surfaces. By 

growing these nanodendrites on a QCM, they can capture and directly detect DNA bound 

to the NSs without the need for specialised equipment and reagents involved with 

traditional DNA detection methods like fluorescence spectroscopy. Changes in resonance 

frequency and dissipation of NS-coated QCMs was monitored to determine if DNA binding 

events had occurred. 

5.2.2. Materials & Methods 
The SiO2 coatings on QCMs were achieved in an identical manner to those on Si substrates. 

The QCM crystals were suspended on supporting Si pieces that were wider than the 14 mm 

diameter of the QCMs to mask the underside from SiO2 deposition, limiting the growth to 

only the top electrode and preventing issues with the underlying electrical contacts. 

The openQCM Q-1 hardware was powered and monitored by openQCM NEXT python 

software installed on a Dell Latitude 5530 laptop. 

The SiO2 coated QCMs were placed in the openQCM Q-1 holder between a pair of O-rings 

so that the SiO2 coated side was exposed to the DNA samples. The internal volume above 

the sensing area was 50 µL. First, the PB buffer solution was injected into the flow cell using 

syringes connected to a syringe infusion pump (Sunnymed) until a stable baseline was 

obtained, which takes approximately 15 - 30 minutes. Next, DNA solutions of varying 

concentrations were injected into the flow cell for 30 minutes. After this the PB buffer was 

flowed over the QCM to remove any loosely bound material. The amount of DNA bound to 

the QCM was calculated by subtracting the resonance frequency after this wash step from 

the stable baseline frequency in PB buffer obtained before the DNA injection. This change 

in frequency was inserted into the Sauerbrey equation to calculate the amount of captured. 
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Figure 5.7: Schematic diagram of experimental setup used to investigate DNA binding to NS coated QCMs. 

 To avoid bubble formation, two syringe pumps were connected to the inlet of the Q-1 flow 

cell simultaneously, one holding the PB buffer, and the other holding the DNA solutions. 

These syringes were connected to the two arms of a Y-junction by 3 mm diameter 

polytetrafluorethylene (PTFE) tubing, with the single outlet of the Y-junction connected to 

the inlet of the Q-1 flow cell. The tubing for both syringes were primed with their respective 

solutions up to the intersection of the Y-junction. A schematic diagram of this setup is 

shown in Figure 5.7. Once a stable baseline was reached in PB buffer, the flow of PB was 

stopped and the flow of DNA solution was started simultaneously to prevent frequency 

shifts due to changing flowrates while also preventing air bubble formation within the Q-1 

flow cell chamber. 

5.2.3. Results 
5.2.3.1. Nanostructure Growth & Characterisation on QCMs 

Before growing NSs on the QCM surfaces, they were first subjected to the NS growth 

conditions without the NS precursors present to investigate the temperature and heating 

rate effects on resonator function. QCMs were subjected to the same conditions used to 

grow the 40 °C/min dendrites and the CTRVPT ZnO NRs reported in section 3.2 and 2.14, 

and their resonant frequencies before and after heating were measured. The QCM 

subjected to SiO2 deposition conditions appears relatively unaffected by the growth 

conditions, with the resonant frequency remaining unchanged at ~ 10 MHz and retaining a 

stability/noise level of ≤ ± 1 Hz. Even after SiO2 deposition the resonant properties remain 

unaffected. Figure 5.8 shows the resonant frequency in air of QCMs subjected to 500 °C,  
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Figure 5.8: Resonant frequencies in air of QCMs that have been untreated, heated to 500 °C, subjected to SiO2 
thin film deposition, and SiO2 dendrite deposition. 

thin film deposition, and dendrite deposition, of which the latter two will be discussed in 

more details in the following subsection. 

Unfortunately, the performance of the QCM subjected to CTRVPT conditions decreased 

drastically. The resonant frequency increased from 9.999760 MHz to 14.747000 MHz 

initially, but for the first hour of testing this increased by a further 1 kHz. This frequency 

increase eventually began to plateau, but for the following two hours would drift upwards 

by 1 Hz/min with no clear indication of an eventual plateau. Additionally, the resonant 

frequency would sometimes spike to 16.0 MHz for up to 10 minutes before returning to 

14.748 MHz. This 16.0 MHz is the upper limit that can be measured by the Pierce Oscillator 

circuit driving the QCM which could have been caused by instabilities in the oscillating 

characteristics of the QCM or issues with the connecting electrodes.  An older openQCM 

housing unit was used for these tests, which was incapable of overtone monitoring hence 

the plateau of 16 MHz. All subsequent tests were carried out with the newer openQCM Q-1 

unit. The same test was repeated the following day and the QCM behaved identically as 

described above. CP of each QCM was performed alongside an untreated QCM for 

reference, and the results are shown in Figure 5.9. The 500 °C treatment does not noticeably 

affect the Au surface topography, however, the 925 °C treatment drastically increases the 

roughness of the Au electrode by 2 orders of magnitude compared to the untreated and 500 

°C treated QCMs (± 1 nm versus ± 100 nm).  
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Figure 5.9: CP scans across the top surface of a clean QCM, and QCMs heated to 500 °C and 925 °C without 
the presence of a NS growth precursor. 

The reason for the loss of stable resonator function is likely caused by the α-quartz phase 

transitions that occur at 573 °C, and possibly 873 °C. At 573 °C, α-quartz undergoes a 

reversible change in crystal structure from its tetrahedral arrangement to form β-quartz, a 

hexagonal crystal structure [175], [176]. At 873 °C, β-quartz can form into tridymite, an 

orthorhombic structure, which is a non-reversible change [177]. However, this tridymite 

transition should only occur when trace amounts of impurities are present within the 

quartz, which should be absent in our QCM crystal structure and our experimental 

chamber. While the phase transition from β-quartz back to α-quartz is reversible, it is known 

to induce thermal shock faults at cooling rates above 50 °C/hour, which would affect the 

resonant properties of the QCM [178]. Given the manual controller used for the CTRVPT 

system, this was not feasible as our system cools naturally at a rate of ~ 750 °C/hour.  

Another type of piezoelectric resonator was identified, GaPO4, which can not only 

withstand, but also operate under high temperatures, which would allow us grow ZnO NRs 

for label-free piezoelectric detection [179], [180], [181]. However, due to costs and lead-

times, exploration of this type of resonator was not feasible at the time of writing and will 

be the focus of future work. However, the SiO2 dendrites allow us to circumvent the need 

for the ZnO scaffolds, and, under flow conditions similar to those required for QCM testing, 

showed greater DNA capture efficiencies. 
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In our first growth test, Si substrates were placed on top of the top facing electrodes either 

side of the QCM, to mask them from insulating SiO2 coverage. However, this had the 

negative effect of removing Au from the QCM surface resulting in a loss of conductivity at 

the QCM edge confirmed with digital multimeter electronic testing. Some of the Au would 

adhere to the Si masking piece, but there was also evidence of the Ti coating underneath 

the Au layer (which is used to better adhere to Au electrode to the quartz crystal) diffusing 

to the surface and forming TiO2, which is discussed later in this section. This was an issue 

in our initial testing as the first generation openQCM hardware was being used, which 

required electrical contacts on the top and bottom of the QCM crystal. With the newer 

openQCM Q-1 hardware, which only contacts the electrodes on the underside of the QCM, 

this was not an issue. SEM images of SiO2 dendrites grown on a QCM crystal are shown in 

Figure 5.10. 

The dendrites vary in size from 4 - 8 µm in height, with an inter-structure spacing of 1 - 2 µm. 

The dendrites appear similar to those grown on Si substrates, further emphasising that the 

NS growth is not strongly dependent on the substrate material. Despite the highly intricate 

and delicate features of the dendrites, particularly the straggly branching ends, the 

dendrites remain upright and retain their original morphology after multiple passes of ionic, 

DNA, and DI H20 solutions within the sealed, pressurised microfluidic environment of the 

openQCM Q-1. SEM images of the dendrites on both Si and QCM substrates after 

withstanding DNA-Buffer flow at 100 µL/min is shown in Figure 5.11. This demonstrates the 

stability and robustness of the dendrites. 
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Figure 5.10: SEM data showing SiO2 dendrites grown on a QCM at substrate tilt angles of (a) 0°, (b) 30°, (c) 70°, 
and (d) 90°. 

We also coated some QCMs in 10 nm thick 2D SiO2 films using the same technique (using 

a 1 °C/min heating rate rather than 40 °C/min) to serve as a point of reference to quantify 

the effect of the NSs compared to planar surfaces. The bare, 500 °C treated, 10 nm thick 2D 

thin film coated, and dendrite coated QCMs were analysed with XPS, SEM, CA, and CP. 

 

Figure 5.11: SEM images of dendrites grown on (left) Si and (right) QCM substrates after withstanding DNA-
Buffer flow within the openQCM flow cell at a rate of 100 µL/min. 
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Figure 5.12: XPS Spectra of the (a) Au 4f, (b) Si 2p, (c) Ti 2p, and (d) O 1s orbital regions of QCMs with no 
treatment, heated to 500 °C, with a nominal 10 nm thick 2D SiO2 film, and SiO2 dendrites. 

XPS analysis (Figure 5.12) confirms that for both dendrite and thin film coated QCMs, the 

Au electrode is almost completely coated in pinhole free SiO2 layers. Small Au peaks can 

be seen in the thin film sample, but composition analysis reveals that there is only 1.3% Au 

in the first 10 nm of the sample. This could arise from areas of the thin film that are just 

below 10 nm in thickness, or from the beading of the Au electrode during heating exposing 

some additional Au. CP and SEM images confirm Au beading occurring on the surface. The 

complete suppression of the characteristic 4f peaks of Au at 86 and 90 eV were seen with 

the Dendrite coating, with the characteristic oxidised Si 2p peak appearing at 104+ eV. The 

larger positive shift in binding energy observed between the thin film and dendrite sample 

is due to the increased charging effects resulting from the increased SiO2 deposition of the 

dendrites. This is supported by a similar shift seen in the O 1s spectra. The large background 

intensities of the fresh QCM seen in the Si 2p region are due to satellite peaks and increased 

background photoemission from Au 4f orbitals due to the lack of an overlying SiO2 coating. 
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The Ti 2p is also shown due to the tendency of Ti to diffuse through Au at temperatures 

above 200 °C [182]. When the QCMs are heated to 500 °C without the presence of PDMS, 

the underlying Ti adhesion layer, which helps the Au electrode better adhere to the QCM 

surface, diffuses through the 200 nm thick Au layer and is detectable on the electrode 

surface. Evidence of oxidised Ti was observed due to the large positive shift in expected 

binding energy from the expected metallic Ti peak. The charging effects were neutralised 

using a low energy flood gun, so this shift can likely be attributed to the increased binding 

energy from Ti-O bonding or from Ti-Au intermetallic mixing.  

Figure 5.13 shows top-down SEM images of each type of treated QCM. The untreated QCM 

is featureless, but when heated to 500 °C, faceted nanoislands can be seen on the surface 

compared to the more spherical structures typically observed with pure Au beading. On the 

other hand, the QCM with the 10 nm thin film, despite also being heated to 500 °C for the 

same length of time, does not show these faceted structures, and there is significantly less 

beading on the electrode surface. This seems to suggest that the SiO2 thin film significantly 

reduces the Au beading and prevents Ti diffusion to the top surface.  

 

Figure 5.13: Top-down SEM data of (a) a bare QCM, (b) a QCM heated to 500 °C without PDMS, (c) a 2D thin 
film coated QCM, and (d) a dendrite coated QCM at the same magnification. 
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Figure 5.14: Contact angle results for each treated QCM. 10 µL droplets were used and the quoted values were 
taken from 3 independent measurements on each sample surface.  

The contact angle results in Figure 5.14 show the clear effect the SiO2 coatings have on the 

hydrophilicity of the QCM surfaces. Not only do the dendrites result in the most hydrophilic 

surfaces, but their wettability is within the realm of superhydrophilicity according to the 

literature [183]. The dendrite-QCM surface requires only 1 μL to coat the entire 3.14 cm2 

sensing area, needing only 0.32 μL.cm-2 to fully wet the surface. On the other hand, the 

uncoated QCMs required 240 μL, or 76.43 μL.cm-2. Superhydrophilicity has been previously 

reported to be a key factor in increasing the sensing response of QCMs [172]. This has the 

additional effect of allowing less sample volume to be used, a key factor in point-of-care 

diagnostic applications. One of the three assumptions of the Sauerbrey equation 

(discussed in chapter 2 section 2.3.2) is that the deposited mass must be evenly distributed 

across the entire sensing region. The superhydrophilicity ensures this underlying 

assumption of the Sauerbrey equation remains valid under low sample volumes. Lastly, the 

roughness of each surface was investigated using CP, and the results are shown in Figure 

5.15. 
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Figure 5.15: CP scans of each treated QCM surface. 

These CP results in Figure 5.15 show clear difference in surface roughness between each 

of the different samples, which is supported by the corresponding SEM images. The RMS 

roughness values are 3.4, 120.0, 10.5, and 204 nm from top to bottom respectively. An 

unexpected result appears to be that the thin film coated QCM has a much lower roughness 

than the QCM heated to 500 °C without the presence of PDMS. This data agrees with the 

SEM data shown in Figure 5.13, further suggesting that the SiO2 coating may reduce the 

amount of Au beading/nanoisland formation. The CP results of the Dendrite QCM are not a 

true representation of the surface, as CP is a potentially destructive technique, and the 

probe is likely destroying the dendrites as it scans across them. However, the remaining 

SiO2 in this case is clearly much rougher than the other samples and is an indicator of the 

enhanced surface area.  

5.2.3.2. Piezoelectric DNA Detection 
The frequency response of each QCM at various concentrations is shown in Figure 5.16. 

The results indicate that the dendrite QCM has significantly enhanced biomolecule capture 

capabilities compared to planar QCM surfaces, shown by the strong frequency response 

seen at each DNA concentration, which is in excellent agreement with our previous results 

comparing NS grown on Si substrates. The high surface-to-volume ratios provide a  
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Figure 5.16: Frequency response of nanostructured QCM vs flat QCM under various DNA concentrations. 

substantially greater surface area for DNA adsorption compared to the planar surfaces. The 

increased surface area enhances the probability of DNA molecules interacting with the 

surface, facilitating extensive DNA adsorption, and improving the overall binding capacity 

of the QCM sensor. The high sensitivity, demonstrated by the limit of detection of 100 ng/mL 

of DNA (signal to noise ratio of ≥ 3 (3.1 ± 1.0 Hz), highlights the effectiveness of 

nanostructured surfaces in capturing and detecting biomolecules with high precision. In 

contrast, the planar 2D films exhibited minimal frequency response except at the highest 

DNA concentration tested. This suggests that the flat surface of the 2D films offers limited 

interaction sites for DNA molecules, resulting in lower adsorption efficiency. The reduced 

surface area restricts the number of binding events, leading to a weaker signal that only 

becomes significant at high DNA concentrations. Evidence of this can be found in the 

frequency and complementary dissipation response of both QCMs shown in Figure 5.17. 

An example of the real-time frequency and dissipation response of a dendrite coated, and 

thin film coated QCM to 1000 ng/mL of DNA is shown in Figure 5.17. The frequency 

response of both QCMs showed a similar initial decrease, indicating DNA absorption on 

both surfaces. However, the post-wash (from t = 40 minutes onwards) frequency behaviour 

of both QCMS differed significantly between one another. There is a slight frequency 

increase after the dendrite wash, stabilising shortly afterwards at ~ 11.5 Hz. This residual  
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Figure 5.17: (a) Frequency and (b) dissipation response of dendrite-coated and thin film-coated QCMs to 1000 
ng/mL of DNA. The arrows indicate the time at which the DNA solution and the PB solution washing step are 
introduced. 

frequency shift indicates a significant amount of DNA remains bound to the dendrites and 

the QCM after washing. The slight increase suggests a small amount of desorption has 

occurred, likely due to removal of loosely bound DNA. In contrast, the thin film coated QCM 

returned almost entirely to baseline after the wash, stabilising at ~ 2.5 Hz. This minimal 

residual frequency shift suggests that most of the DNA adsorbed initially was removed 

(a) 

(b) 
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during the wash step, indicating weak binding. However, the frequency shift observed 

during DNA flow cannot be solely attributed to DNA binding. The frequency response of a 

QCM is not only sensitive to changes in the surface mass loading but also the viscoelastic 

properties of the medium in contact with the QCM surface as described in section 2.3.2 by 

the Kanazawa-Gordon equation. When a viscoelastic layer or viscous liquid is in contact 

with the QCM, the resonance frequency can also decrease due to energy dissipation in the 

viscoelastic layer or due to viscous drag from the liquid. 

The sensitivity of the QCM to both mass loading and liquid properties highlights the need 

for the wash step and dissipation monitoring to truly quantify binding events. In the case of 

the thin film QCM, the observed frequency returning close to baseline after washing 

suggests that the frequency decrease might not be primarily due to stable DNA binding. 

Instead, it could also be influenced by the transient presence of the DNA solution with 

higher viscosity and density than the pure PB buffer. Once the wash step removes the DNA 

solution and replaces it with the original PB buffer, the frequency returns to near baseline, 

indicating that most of the observed frequency shift was not solely due to permanent mass 

loading (DNA binding) but rather to the temporary change in the contacting medium's 

properties. This can be further unravelled by analysing the complementary dissipation 

data.  The difference in absolute dissipation values arises from the two difference NS 

coatings. The thin films show much lower absolute dissipation due to the much lower 

amount of SiO2 deposited and the increased compactness and uniformity of the film 

compared to dendrites. 

In the case of the dendrite coated QCM, the characteristic dissipation response expected 

of stable biomolecular binding was seen [184], [185], [186]. That is, a small but noticeable 

increase in dissipation as the DNA solution contacts the QCM. This increased dissipation 

arises from the viscoelastic nature of DNA. The DNA bound to the dendrites increases the 

amount of energy lost during QCM oscillations due to mechanical losses in its flexible 

mass. This type of energy loss could arise from transient interactions with the DNA solution 

as mentioned above; however, the dissipation value remains constant after the PB wash 

step, indicating that energy losses are due to stably bound DNA which has remained after 

removing the DNA solution. These frequency and dissipation results, pre- and post-wash, 

confirm that the DNA is strongly and stably bound to the dendrites, enabling meaningful 

capture and detection. 
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The dissipation results observed with the thin film QCM suggest a complex interaction 

between the QCM, the PB buffer ions, and the DNA. The continuous decrease suggests 

dynamic changes occurring on the QCM surface. This has been attributed in literature to 

dynamic reorganization or gradual desorption of adsorbed layers. Given the decreasing 

resonance frequency, the latter can likely be ruled out. The occasional small increases in 

dissipation could be attributed to transient binding events or structural rearrangements of 

the weakly bound DNA, or adsorbed ion reorganisation influenced by transient DNA 

interactions as adsorbed layer reorganisation is known to reduce the dissipation [187]. 

Weakly bound DNA could be stripping the adsorbed salts from the QCM surface after 

desorption. Additionally, the DNA can organise the adsorbed salt ions into a more compact, 

rigid structure, reducing the overall damping affects. Unravelling these interactions would 

require additional characterisation techniques beyond the scope of this work, but the fact 

remains that regardless of interactions during DNA flow, the DNA does not remain bound to 

the planar QCM after washing. This behaviour indicates that the planar surfaces provide 

insufficient binding sites and stability for DNA adsorption, underscoring the advantages of 

nanostructured surfaces. DNA may be binding, but if it does not sufficiently remain post-

wash, it cannot be used with more complex and crude real-world samples which require 

thorough washing before detection. 

5.2.3.3. Conclusions 
By growing SiO2 dendrites on QCM sensors, their ability to capture and detect DNA is 

significantly enhanced. The resonator properties of QCMs were shown to be unaffected by 

the growth conditions and the growth itself, and the binding of DNA to these NSs was shown 

to be highly stable, withstanding washing steps which are of extreme importance when 

working with crude, real world samples. Further work is now required to functionalise these 

nanodendrites to enable specific DNA strand capture and detection from complex 

samples. 

These nanostructured QCM present a viable platform for POC based testing in 

environments where initial investment needs to be minimised, and moderate to low 

volumes of testing are expected, such as a general practitioner’s office. Right now, the initial 

setup cost is low, but the per-test cost is higher than PCR as the fabrication of QCMs is quite 

limited and specialised at the time of writing. The initial start-up costs for PCR testing 

involve the purchase of the combined amplification and detection apparatus (€13000 to 

€81000 (depending on degree of automation)), the centrifuge (€480), and a micropipette for 

reagent handling (~€200) [188]. This gives a set-up cost range of ~ €14000 – €82000. 
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Whereas the QCM has a much lower startup cost, with the commercial housing unit costing 

€1800 (required for dissipation monitoring for research purposes, but a lower cost system 

(€1000) could be used for only frequency monitoring), and two syringe pumps (€400 each), 

giving the QCM a much more affordable set-up cost of ~ €1800 – €2600. PCR is more 

affordable per test (on a per 10-test basis), with material costs as follows; fluorophores 

(€740 for 200 assays, €37 per 10 tests), SiO2 spin columns (€550 for 250 columns, €22 per 

10 tests), and PCR primers (~€50 per 10 tests). On the other hand, QCM crystals cost €230 

per 10 crystals/tests. The nanodendrites are deposited using 0.07 g of PDMS from a 1100 

stock solution costing ~ €190, so the cost per 10 depositions is €0.12 which is negligible. 

Therefore, ignoring common reagents, materials, and manual labour costs, the brief 

running costs of PCR is ~ €110 per 10 tests, while the QCM method costs ~ €230 for 10 tests. 

The hope is that as research into QCM technology advances and manufacturing scales up, 

increased competition and production efficiency will drive down costs, as currently only a 

limited number of companies produce these devices. The time to run a PCR test and a QCM 

test is roughly similar, at ~ 40 – 60 minutes per test, but PCR has the added benefit of being 

able to run multiple samples (30+) at the same time, whereas our current system can only 

test one sample at a time. QSense, a leading company in the development of QCM 

technology, are developing advanced systems for multiplex sensing. Their QCM-D systems 

allow for simultaneous testing of 4 to 8 samples, enabling high-throughput analysis in a fully 

automated manner, bringing QCM technology one step closer to competition with PCR-like 

technologies [189]. 

 

5.3. Biocompatible SiNP Coated PLA 

5.3.1. Introduction 
PLA is a widely used biopolymer due to its sustainable and renewable synthesis, general 

abundance, compostability, and biodegradability [190]. PLA has gained significant 

attention in biomedical applications such as tissue regeneration, scaffolding, and surface 

coatings on medical implants and drug delivery systems [191]. However, these advantages 

come with drawbacks when it comes to biomedical implantation, as PLA is relatively 

hydrophobic which can impact cell growth and reduce the rate it degrades into CO2 and 

H2O (which are eliminated from the body by normal metabolism), hindering the growth of 

new bone [192]. Much work has been done to modify this degradation behaviour and 

increase the hydrophilicity of PLA by applying protective surface coatings. However, for 
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biomedical implants, the surface chemistry and topology of the implant material plays a 

crucial role in the interaction between implant and neighbouring host cells and tissues 

[193]. SiNPs have been widely employed in the literature for biomedical applications due to 

their biocompatibility, however, limited studies have explored their use as PLA surface 

coatings. In this chapter, the biocompatibility of PLA and SiNP-coated PLA surfaces was 

investigated, as well as their impact on two types of cell growth and adhesion.         

5.3.2. Materials & Methods 
5.3.2.1. Acknowledgments  

Cell culture and biocompatibility studies were carried out by Dr. Keith Rochfort at the 

School of Biotechnology in Dublin City University. The PLA stent was designed and printed 

by Dr. Jennie O’Loughlin at the School of Physical Sciences in Dublin City University. I 

performed the SINP coating and physicochemical characterisation of each PLA substrate 

and provided the SiNP coated discs for Dr. Rochfort’s testing. 

5.3.2.2. Cell Culture 
A549 cells were used as a model to investigate the cytotoxicity of the SiNPs. Briefly, A549 

cultures were cultured in Dulbecco’s modified Eagle’s medium (Gibco TM, Cat. No. 

11885084) supplemented with Fetal Bovine Serum (10% v/v) (Gibco TM, Cat. No. 

10500064), penicillin (100 U.mL-1) and streptomycin (100 µg.mL-1) (Gibco TM , Cat. No. 

15140122). A549 cells were seeded at a density of 3000 cells/cm2 and maintained in 5% 

CO2/95% humidity at 37 °C. The culture media was removed and replaced with fresh media 

every 2-3 days, with the cells passaged at 90% confluency. 

Additionally, human aortic endothelial cells (HAEC) were isolated from a human aorta and 

were subjected to the same growth conditions and biomarker testing. The cell culture 

conditions were identical to those of A549 culture, except the media used was C-22020 

from Promocell. 

5.3.2.3. Treatment Conditions 
Following SiNP coating as described in section 4.3, the PLA discs were placed at the bottom 

of 6-well plates before being then packaged and sterilised by vaporised hydrogen peroxide 

(VHP, 30% H2O2 concentration, 65 °C, ambient pressure, 6-9 hours). The sterility of PLA 

plastics after this sterilization technique has previously been examined by Doherty et al. 

[194]. A549 cells were tested on PLA discs coated with 76, 380, and 1520 µg/mL of SiNPs, 

whereas aortic cells were tested on discs coated only in 76 µg/mL. Cells were seeded to 

confluence in each well containing a disk at a density of 300,000 cells/cm2. Following 12 
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hours, the culture media and any unadhered cells were removed and fresh culture media. 

The cells were then incubated in 5% CO2/95% humidity at 37 °C with assays carried out at 

24, 48 and 72 hours. 

5.3.2.4. Lactate Dehydrogenase Release 
The release of lactate dehydrogenase (LDH); a biomarker of cell stress, was measured 

using the Cytotoxicity Detection Kit (LDH) (Merck, Cat. No. 11644793001) following the 

culturing of the cells on SiNP-coated PLA disks. The protocol followed the manufacturer’s 

instructions with minor modifications. Briefly, following subculture onto the SiNP-coated 

PLA disks for the designated amount of time (24-72 hours), 100 µl of culture media was 

removed from each well and transferred to a 96-well plate in triplicate. 100 µl of Reaction 

Mixture was then added to each well, and the plate was left to incubate for 30 minutes at 

room temperature. 50 µl of Stop Solution was then added to each well and the plate was 

shaken gently for 10 seconds. The plate was then read at 490 nm on a TECAN Infinite 200 

PRO Microplate Reader. Values are represented as fold change to a polystyrene 6-well 

surface at each respective timepoint. 

5.3.2.5. MTS Assay 
The viability of the cells was measured using the CellTiter 96 Aqueous Assay (Promega, Cat. 

No. G3582) following the culturing of the cells on SiNP-coated PLA disks. The protocol 

followed the manufacturer’s instructions with minor modifications. Briefly, following 

subculture onto the SiNP-coated PLA disks for the designated amount of time (24-72 

hours), 200 µl of CellTiter 96 Aqueous Assay reagent was added to each well, with the plate 

returned to the incubator for 4 hrs. 100 µl of culture media was removed from each well and 

transferred to a 96-well plate in triplicate, and the absorbance was then read at 490 nm on 

a TECAN Infinite 200 PRO Microplate Reader. Values are represented as fold change to a 

polystyrene 6-well surface at 24 hours. 

5.3.2.6. Cell Density 
The cell density was measured by utilising a crystal violet-based assay as described by 

Geoghegan et al. with minor modifications following the culturing of the cells on SiNP-

coated PLA disks [195]. Briefly, following subculture onto the SiNP-coated PLA disks for the 

designated amount of time (24-72 hours), all culture media was removed from each 

respective well before 2 mL of sterile phosphate buffered saline (PBS) was added. Following 

a gentle wash, the PBS was removed and 1 mL of 3.75% formaldehyde solution was added. 

Following 15 minutes incubation at room temperature, the formaldehyde solution was 

removed, and 1 mL of a crystal violet solution (5 mg/mL) was added to the fixed cells for 5 
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minutes. The crystal violet solution was then gently washed from the wells using deionised 

water until all excess stain was removed, and the plates were left to air dry overnight. 500 

µl of a 2% (w/v) sodium dodecyl sulphate solution was added to each well, and the plate 

was gently agitated by placing it on a shaker to assist in cell solubilisation for approximately 

30 minutes. 100 µl of culture media was removed from each well and transferred to a 96-

well plate in triplicate, and the absorbance was then read at 560 nm on a TECAN Infinite 

200 PRO Microplate Reader. Values are represented as fold change to a polystyrene 6-well 

surface at 24 hours. 

5.3.2.7. Orbital Shear 
HAEC cultured discs were subjected to laminar shear stress testing using an orbital rotator 

(Stuart Scientific Mini Orbital Rotator) as described in [196]. 4 mL of cell culture media was 

added onto each disc in each well, and they were rotated at 200 rpm for 24 hours. 

5.3.2.8. Stent Coating 
A model PLA stent was printed with length and diameter of 63.3 mm and 11.0 mm 

respectively, and each strand was 0.5 mm in diameter. The stents were coated in 76 ug/mL 

of SiNPs in the same way as the PLA discs described in section 4.4.  

5.3.3. Results 
Direct contact of A549 Cells with SiNP-functionalised surfaces has no significant impact 

on cell viability.  

The biocompatibility and cytotoxicity of the SiNPs for surface functionalisation purposes 

was first examined utilising A549 cell cultures. Briefly, A549 cells were seeded to 

confluence on SiNP-functionalised polylactic acid disks placed in 6-well dishes (Figure 

5.18a). From the time of seeding, indices of cell health were measured every 24 hrs up to 

72 hours. Cell culture media was harvested every 24 hours and assayed for levels of LDH. 

There were no significant changes in LDH levels of the culture medium over the 72 hours 

incubation period at the examined concentrations of SiNPs (Figure 5.18b). Similarly, there 

were no significant changes in cell metabolism as measured by MTT assay (Figure 5.18c) or 

cell adhesion/number (Figure 5.18d) up to 72 hours. This data was supported by bright field 

microscopy observations in which no obvious perturbations to cell morphology were 

observed (Figure 5.18e). 
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Figure 5.18: Biocompatibility and cell adhesion results for A549 cells grown on SiNP-coated PLA discs. (A) 
Illustration of the SiNP coating and cell growth procedures. (B) LDH release fluorescence results. (C) MTS assay 
results. (D) Crystal Violet assay results. (E) Bright field microscopy images of A549 cells grown on PLA discs 
coated in varying concentrations of SiNPs. 

Observing no effect of SiNP concentration of cell growth, only the lower SiNP concentration 

of 76 µg/mL was used for testing HAECs. The results are shown below in Figure 5.19. Figure 

5.19.a shows the change in cell proliferation by increased absorbance of crystal violet stain 

(i.e. more cells meaning more stains and subsequently more absorbance). Figure 5.19.b 

shows an increase in MTS enzyme activity, but this is likely due to the increased cell number 

rather than a change in each cells respective level of the enzyme, supported by Figure 

5.19.a. The LDH levels in Figure 5.19 indicate the SiNPs are not adversely affecting the 

aortic cells, as LDH is an enzyme that leaks from injured cells (the measurable LDH levels 

observed come from cells being turned over and replaced). These results indicate that the 

SiNPs increase HAEC proliferation compared to uncoated PLA discs while also remaining 

biocompatible. However, to verify this, additional tests were required. The cells could grow 

faster if they were provoked or inflamed by the SiNP presence, which can temporarily cause 

a spike in growth levels. 
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Figure 5.19: Biocompatibility and cell adhesion results for HAECs grown on SiNP-coated PLA discs. (B) Crystal 
Violet assay results. (C) MTS assay results. (D) LDH release fluorescence results. (E) Bright field microscopy 
images of aortic cells grown on PLA discs coated in 76 µg/mL of SiNPs taken every 24 hours. 

Repeat tests were conducted on fully confluent cell monolayers that reflect that which is 

seen in a blood vessel. If the cells are inflamed in this confluent state, cell death will occur 

which will be indicated by drops in crystal violet and MTS signal, alongside a simultaneous 

increase in LDH release. These results are shown in Figure 5.20. 

Figure  5.20a-c shows no statistical significance between the control PLA disc and the SiNP-

coated PLAS disc, indicating the SiNPs are driving cell growth but seemingly not through an 

inflammation-driven mechanism. This is supported by brightfield microscopy of the fully 

confluent monolayers as a reference, showing minimal change between both samples. 

Inflammation would result in cell morphology changes, alongside gaps in the monolayer 

floating dead cells. Figure 5.20e shows images of the cells subjected to flow forces typical 

of those seen in a vessel and therefore a stent. The left panels show static cells as grown 

on the SiNP-disc, while the right panels show the alignment of the cells in the direction of 

fluid flow (indicated by the white arrow). The green signal represents the acting 

cytoskeleton which is a common maker used to show cell realignment under flow 

conditions. These results show that cells can still grip to the SiNP-coated PLA under 

expected flow conditions in biomedical implants. 
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Figure 5.20: Biocompatibility and cell adhesion results for human aortic cells grown on SiNP-coated PLA discs 
to determine if increased cell proliferation is driven by an inflammation-drive mechanism. (A) Crystal Violet 
assay results. (B) MTS assay results. (C) LDH release fluorescence results. (D) Bright field microscopy image of 
fully confluent monolayers of aortic cells grown on PLA discs coated in 76 µg/mL of SiNPs and (E) fluorescence 
microscopy image of aortic cells grown on SiNP-coated PLA while subjected to flow conditions expected within 
blood vessels. 

These results are highly promising, highlighting the potential benefits of SiNP coated 

biomedical implants with future optimization. As a proof of concept, a model PLA stent was 

3D printed, and the ability to coat a complex 3D structure in a uniform manner like the 

previously discussed PLA disc was investigated. The results are shown below in Figure 5.21. 

The stent was printed with scaffolding between the strands to increase stability, because 

the stent required Au coating for imaging since the Au coater can reach temperatures of 

100-150 °C depending on the current and deposition time required. The scaffolding is 

shown as the vertically orientated parallel structures in Figure 5.21 a-b. Scaffolding was left 

absent from either side of a single strand, to obtain representative images of a true stent 

structure, shown in Figure 5.21 c-d. Higher magnification images of SiNPs on the PLA 

substrate could not be obtained, possibly due to overcoating by the Au layer. Due to the 

complex size and 3D structure of the stent, it could not be imaged under variable pressure 

mode like the previous SiNP coated discs due to substrate size restrictions of the Jeol JSM-

IT 100 InTouch Scope SEM. There is some evidence of nanoscale features on the stent 
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Figure 5.21: SEM images of an SiNP coated PLA stent at various magnifications.  

surface (Figure 5.21e-f), but whether these are from SiNPs or PLA was not determined. 

However, EDX confirms the uniform coverage of SiNPs, which is shown below in Figure 5.22. 

(a) (b) 

(c) (d) 

(e) (f) 
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Figure 5.22: EDX of a SiNP-coated PLA stent. (Top) Photograph of stent highlighting the region that the SEM 
image and EDX spectra were obtained from. 
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5.3.4. Conclusions 
The coating of PLA surfaces has demonstrated that SiNP-functionalised surfaces do not 

significantly impact cell viability. The comprehensive analysis of cell health, metabolism, 

and adhesion through LDH release, MTT assays, and cell density tests suggest that, at the 

concentrations examined, that SiNPs exhibit biocompatibility and low cytotoxicity, while 

also promoting HAEC proliferation, making them suitable as surface coatings for 

biomedical applications such as stents, promoting vascular cell-proliferation compared to 

uncoated surfaces. 

 

5.4. Conclusions 
The application of SiO2 NSs for DNA capture and detection and as biocompatible surface 

coatings has been shown and the potential of these approaches clearly demonstrated. For 

the first time, a new method for the growth of high surface-to-volume ratio SiO2 NSs on QCM 

sensors was showcased, and their significantly enhanced DNA capture capabilities 

compared to planar QCMs. The ease of synthesis and the label-free detection mechanism 

provided by the QCM opens new avenues for point-of-care DNA detection. Future work 

should include the post-synthesis functionalisation of the SiO2 NSs for specific target DNA 

strand detection. Similarly, the SiNPs techniques require only facile synthesis and coating 

methods and provide highly biocompatible surface coatings that show much potential for 

use in biocompatible implants. Further work should include additional cell biomarker 

studies to fully verify the range of biocompatibility and possible cytotoxicity. 
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6. Conclusion and Future Work 
6.1. Conclusions 

This thesis has systematically explored the fabrication, characterization, and application of 

SiO2 NSs for various biomedical applications. The work has demonstrated novel 

methodologies and significant advancements in the efficient, low-cost production and 

functionalisation of these nanomaterials, and an effective label-free DNA detection 

method was demonstrated. 

The ability to produce low-cost SiO2 NSs could lower the barriers preventing SiO2 

incorporation into microfluidic devices for DNA capture, isolation and purification, which is 

a major bottleneck in the development of true DNA detecting point-of-care devices. The 

second major bottleneck is the requirement for techniques like amplification and 

fluorescence spectroscopy for DNA detection. 

To that end, the work demonstrated in this thesis reported a method to provide 

simultaneous capture, isolation and detection of DNA. To address the challenge of SiO2 

incorporation into microfluidic devices, we developed and optimised a novel and 

straightforward method for the deposition of high-quality, nanoscale SiO2 films and 3D SiO2 

nanostructures through the thermal decomposition of polydimethylsiloxane (PDMS). This 

process was optimised to control the morphology of the SiO2 deposits, where slower ramp 

rates produced conformal 2D films and faster rates yielded 3D nanodendritic structures. 

Detailed characterization confirmed the precise control over film thickness and uniformity, 

achieving conformal coatings on high aspect NSs demonstrating comparable electrical 

breakdown strengths to industrial thermal oxides. The 3D nanodendritic morphology, 

consistent in height and interspacing across large areas, offers a high surface-to-volume 

ratio beneficial for various applications, in our case the efficient and reproducible capture 

and isolation of NAs in microfluidic channels. The mild growth conditions and substrate-

independent nature allow these NSs to be grown on a wide variety of substrates, and makes 

them applicable for use in label-free detection of NAs. 

The latter bottleneck concerning label-free detection was addressed by growing these high-

surface-to-volume ratio SiO2 nanodendrites on quartz crystal microbalance (QCM) 

sensors. In doing so, the frequency response of the QCM sensors was significantly 

enhanced compared to planar QCMs when subjected to the same DNA concentrations. 

This label-free detection mechanism, combined with the ease of synthesis, positions these 
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NSs as promising tools for POC diagnostics, with limits of detection below those listed for 

established techniques like ELISA (100 ng/mL versus 250 ng/mL).  

A high efficiency method for producing ligand-free and DNA-functionalised SiNPs using 

laser synthesis and dynamic flow conditions was investigated. While the SiNPs did not 

provide enhanced capture efficiencies when immobilised in microfluidic channels 

compared to the SiO2 nanodendrites and NRs, the SiNPs would be more suited to 

enhancing standardised techniques like ELISA or incorporated into more advanced 

diagnostic devices that can enable better SiNP and target DNA interaction. A 100% DNA-

functionalisation efficiency, the highest reported in literature to date, was achieved using 

flow conditions during the LASiS procedure, which opens the avenue for more efficient, 

industrial scale production of functionalised NPs for a variety of biomedical applications. 

Finally, SiNP surface coatings were demonstrated, and their biocompatibility was 

demonstrated, suggesting their potential use in biocompatible implants like stents. 

Considering the work in its entirety, the research demonstrated the reproducibility, 

scalability, and low-cost production of a variety of SiO2 NSs, making them highly suitable 

for practical applications in diagnostics, biosensing, and biomedical implants. 

 

6.2. Future Work 

6.2.1. Further Characterisation of PDMS-Based SiO2 Deposition 
System 

The novel PDMS-based SiO2 deposition system developed in this thesis has shown 

significant promise, but there are several avenues for further characterization and 

optimization that warrant exploration. Future work should focus on a comprehensive 

investigation of the deposition parameters to fully understand and enhance the capabilities 

of this system, and to address the issue of scalability for sample size in a physically larger 

system. 

6.2.1.1. Expanded Heating Rate Investigation 
While this thesis explored heating rates from 1 to 40 °C/min, the thermal degradation 

mechanism of PDMS, as studied by Camino et al., indicates that additional degradation 

pathways occur at heating rates of 50 °C/min and beyond. Future studies should extend the 

range of heating rates to include these higher values not achievable using our furnace, to 

identify any new and potentially useful morphologies. Additionally, examining very low 
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heating rates, down to 0.0167 °C/min allowed by our system, could reveal gradual 

morphological transitions and finer control over film characteristics. 

6.2.1.2. High-Temperature Depositions 
Exploring higher deposition temperatures could lead to the discovery of other unique SiO2 

NS morphologies. By increasing the temperature beyond 500 °C, it may be possible to 

influence the deposition kinetics in ways that produce novel morphologies. 

6.2.1.3. Substrate Angle and Distance Variations 
The comparison of our PDMS-based deposition setup to glancing angle deposition 

techniques suggests that the angle of the substrate relative to the incoming SiO2 vapour flux 

could significantly affect the morphology of the deposited SiO2. Future experiments should 

investigate a range of substrate angles to determine their impact on film uniformity, 

thickness, and NS formation. This could also be influenced by the distance between PDMS 

source and substrate, which was fixed at 5.5 cm in this study. 

6.2.1.4. Advanced Dielectric Characterisation 
The dielectric properties of the 2D SiO2 films were assessed using current-voltage sweeps, 

but a broader range of dielectric characterization techniques should be applied. 

Techniques such as capacitance-voltage (C-V) measurements, and inert atmosphere 

annealing treatments to reduce leakage currents could be employed.  

6.2.2. Functionalisation of SiO2 Nanostructures 
While this work demonstrated the enhanced capture efficiencies of the SiO2 

nanodendrites, it used double stranded DNA as a model biomolecule. As shown in this 

thesis, the nanodendrites act as effective filters for isolation and purification, however they 

have only been used for capturing any and all types of DNA without specificity, which is 

comparable to the SiO2 membranes and microbeads used for PCR sample preparation. 

Future studies should focus on nanodendrite functionalisation to capture only specific 

target NA strands and detect particular NA sequences, broadening the scope of their 

application in biomolecular diagnostics. Similarly, the SiNPs should be functionalised with 

specific NA strands during synthesis, and their ability to capture strands of interest in other 

applications should be investigated, such as ELISAs. 

6.2.3. High Temperature Piezoelectric Resonator 
The promising DNA capture results obtained from the ZnO-SiO2 NRs within microfluidic 

devices showcase their potential for highly reproducible isolation and purification of DNA. 

However, the temperatures required for growth made them incompatible with QCMs. As 
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highlighted in Chapter Five, gallium orthophosphate resonators have emerged as a 

promising alternative due to their ability to withstand and operate at high temperatures. 

Future work should focus on leveraging these properties of GaPO4 to enable the integration 

of high-temperature-grown ZnO-SiO2 NRs for label-free DNA detection similar to the 

nanodendrite coated QCM showcased in this work. A detailed comparative analysis 

between the ZnO-SiO2 NRs on GaPO4 sensors and SiO2 nanodendrites on QCMs would 

provide a comprehensive understanding of the benefits and limitations of each system. 

6.2.4. Further Biocompatibility Studies 
We investigated the biocompatibility of SiNP coated PLA using lung cells and vascular cells, 

demonstrating promising biocompatibility, indicating that SiNP coatings do not induce 

cytotoxic effects and are conducive to cell proliferation. Further tests could be performed 

to unravel the growth promoting mechanism. Given the successful application PLA-based 

implants in promoting bone growth, further research should explore the use of SiNP-coated 

PLA in orthopaedic implants, as well as in vascular stents as demonstrated in this work. 
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