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Abstract

“Generalisable Cardiac MRI Analysis with Deep

Learning”

by Carles Garcia Cabrera

Cardiac Magnetic Resonance Imaging (CMR) is a powerful diagnostic tool for
assessing cardiac structure and function, providing detailed information crucial
for clinical decision-making. The complexity and variability of cardiac images,
however, poses challenges for accurate and efficient analysis. This PhD research
aims to develop a novel deep learning framework for generalisable CMR analysis,
addressing the limitations of existing methods and enhancing the clinical utility
of cardiac imaging. The novel deep learning methods developed in this thesis
leverage the capacity of neural networks to automatically learn hierarchical rep-
resentations from raw image data. The framework is designed to advance state-
of-the-art in its ability to generalise across diverse patient populations, imaging
protocols, and scanner types, ensuring robust performance in real-world clini-
cal settings. To achieve this, a large and diverse dataset of cardiac MRI scans
was curated from open-source data banks, incorporating variations in anatomy,
pathology, and acquisition parameters.

Areas of investigation included semi-supervised learning techniques, pre-training
and transfer learning, transformers and sequential networks, architectural re-
finements, and development of novel data augmentation strategies to mitigate
respiratory artifacts and advance model generilisability. The key innovations
include: (1) the development of novel synthetic label propagation techniques for
precise time frame detection within the cardiac cycle to optimise the model’s
performance on limited annotated data; (2) achieving well-balanced data sets
with the use of synthetic labels derived from image registration of intermediate
time frames, thereby fortifying the model’s adaptability to analyse scans from
unseen vendors during training; (3) leveraging Pre-trained Models and MRI
Specific Augmentations to mitigate respiratory artifacts and (4) synthetic bal-
ancing of CMR data sets using style transfer through deformations applied to
an atlas.

Notably, the proposed framework enhances predictions for previously unseen
pathologies, underscoring the positive impact of these techniques across diverse
settings. Collectively, these advancements represent a significant step forward
in the evolution of foundational models in the realm of cardiac MR analysis.
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Chapter 1

Introduction

Cardiac Magnetic Resonance Image (CMRI) segmentation is an important step

during quantitative analysis for the diagnosis of cardiovascular diseases. During

the process, the image is partitioned into meaningful regions. The labelling of

this information helps clinicians calculate and understand important features,

such as the ejection fraction, which are then used to determine whether sub-

jects have a particular pathology or if surgery is necessary [8]. The ejection

fraction (EF) is a measure of the percentage of blood ejected from the heart’s

left ventricle during each contraction, providing insight into the heart’s pumping

efficiency. Other functional analyses, such as strain, flow, or torsion, also require

or benefit from the segmentation being precise.

The aim of this thesis is to explore the utilisation of neural networks for au-

tomating the delineation of meaningful regions for the calculation of the ejection

fraction. The thesis focuses on the study of alternatives to address an important

challenge in current cardiac MRI analysis tools based on neural networks: the

need for balanced datasets that represent the entirety of the population.

In the following chapters, methods are proposed and their impact analysed in

machine learning tasks that directly relate to the calculation of the ejection

fraction. In particular, most of the work tackles specific improvements in the

segmentation of the ventricular cavities of the heart. Additionally, the correct
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Introduction

labelling of the key time frames (end-diastolic and end-systolic) is explored,

given its importance and impact in understanding the ejection fraction.

This chapter presents an overview and provides the motivation behind the re-

search outlined in this thesis, as discussed in Section 1.1. It defines the research

objectives in Section 1.2. Additionally, Section 1.3 offers a concise overview of

the main contributions. Lastly, in Section 1.4, the chapter outlines the structure

of the document.

1.1 Motivation

The application of deep learning (DL), being rooted in data-driven methods,

has raised significant concerns regarding data privacy. With the advent of regu-

lations such as the General Data Protection Regulation (GDPR), the protection

of users’ privacy has gained enormous importance, and organisations have been

compelled to acknowledge the ownership and security of data. From a technical

perspective, the challenge of developing methods for storing, querying, and pro-

cessing data in a manner that mitigates privacy concerns while building deep

learning models has become increasingly difficult. The construction of privacy-

preserving algorithms necessitates the integration of cryptography with deep

learning, and the combination of techniques from a diverse range of fields in-

cluding data analysis, distributed computing, federated learning, and differential

privacy. The objective is to create models that are not only secure and efficient

but also possess strong generalisability [9, 10, 11]. However, privacy-preserving

approaches inherently make obtaining the necessary data for model training

more difficult, adding an additional layer of complexity to the development of

these techniques. While this field is still in a very early stage, [12] provided a

summary of best practices in regard to privacy and security in machine learning

approaches.
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Given the limited data available for under-represented subjects that have been

scanned with less common scanners or that have pathologies that are more

scarce, clinical interest has arisen around adopting automated methods to help

clinicians diagnose faster and more accurately the wide range of data variety.

Research in this aspect will include the quality of all diagnostics, with more

emphasis on tackling the biases that already exist in the performance of DL-

based CMRI segmentation models due to the imbalance of the training set [13].

Since data is scarce and with limited annotation, approaches are needed that

can benefit from the available data. Furthermore, the data can be noisy or

of poor quality. In some cases, the presence of artifacts can make standard

algorithms under-perform or even not work. Some subjects might suffer from

other underlying conditions that will decrease the quality of the scans (e.g. not

being able to hold their breath or suffering from arrhythmia [14]; see Figure 1.1

). An important area of study is to make algorithms resilient to such artifacts.

Figure 1.1: Cardiac MRI images with motion artifacts due to irregular
intervals owing to arrhythmias. Images from [14].

Datasets in cardiovascular imaging are usually imbalanced, with uneven presence

of all known diseases and characteristics, genders, ages and ethnicities. This

imbalance directly affects the quality of the models developed to analyse the

data. While obtaining scans is costly and time consuming, the generation of

synthetic data is easier and cheaper, and can benefit from the fields of heart

modeling and style transferring or image generation. Focusing on the generation

of synthetic medical scans could play an important role in ensuring balanced

datasets, while overcoming many challenges this field faces in the acquisition of

data.
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Convolutional networks are the most common type of neural networks for the

task of segmentation, but their adoption in the clinical world is slower than in

others and should be carefully analysed due to their very important role in the

clinical workflow. Therefore, all algorithms need to be validated, by establishing

clear metrics that the automated methods must satisfy in order to make it to

clinical products [15]. Further efforts on interpretability would greatly benefit

existing research (although this is outside the scope of this thesis).

Foundation models, also known as pre-trained models, are purposefully designed

to be adaptable to various downstream cognitive tasks through techniques like

fine-tuning [16]. This adaptability is achieved by initially pre-training the mod-

els on extensive and diverse datasets, enabling them to capture broad knowl-

edge. Subsequently, these foundation models are fine-tuned for specific tasks

using smaller, task-specific datasets. The core concept is to leverage the general

understanding gained from pre-training on large datasets and then tailor the

model’s capabilities to excel in more specialised tasks.

1.1.1 Generalisable Cardiac MRI analysis

Solutions to increase the performance of cardiac MRI analysis tools on data from

under-represented groups of patients aim at designing robust algorithms to train

models under scarcity of annotated data where: data come from different scan

vendors, data contains different pathologies, no time frames are labelled, or data

contains artifacts. Solutions designed in the research reported in this thesis for

the first scenario, are discussed in Chapter 3 in the context of extending labeling

to all time frames. Work addressing the second scenario is presented in Chapter

4, in which the role of architectures and post-processing is studied. An approach

to address the third scenario is discussed in Chapter 5, where model fine-tuning

and data augmentation were explored. The work addressing the fourth scenario

is presented in Chapter 6, in which regression and sequential neural network

modules are studied.
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A prominent amount of literature focuses on benefiting from the available data

to reduce the number of cases where available neural network tools fail. Despite

the significant amount of work done in that direction, the path for elaborating a

foundation model for cardiac MRI is unclear due to a lack of available shareable

data. Overcoming the necessity of having this data is explored in Chapter 7.

1.2 Research objectives

The field of cardiac MRI analysis is actively exploring the challenges discussed

previously in this chapter, i.e. increasing the quality of the analysis with the

same amount of data. However, the models used still rely on labelled varied

data, and the best way to minimise it remains under discussion. Unlike the

work explored in this thesis, existing methods ignore additional uses of the data

present in the dataset and/or do not leverage work from related fields, such

as heart modelling or image registration, to extend the generalisability of the

models. Similarly, the literature that aims to minimise the dependency on varied

labelled data rarely considers synthetically extending the available labelled data.

The following objectives have guided and motivated the research performed and

reported in this thesis:

Objective 1: To develop more generalisable models that can be used

in diverse settings.

• Objective 1.1: Enhance model robustness and generalisability to

the variations presented by various imaging equipment sources.

Amongst the most prominent sources of poor performances in CMRI mod-

els is the lack of generalisation capacity to segment scans from vendors

that are unseen or under represented to the neural network during train-

ing [17]. Prior to this research, this issue was tackled by applying inten-

sity based data augmentations [18, 19, 20]. However, there is room for

further improvement in performance. For this challenge, the objective is
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to synthetically extend the labels by applying image registration between

time-frames to propagate the labels across them, extending the labelled

data for training.

• Objective 1.2: To develop a model capable of effectively handling

and distinguishing among various cardiomyopathies, ensuring ro-

bust performance across different pathological conditions.

The lack of performance on subjects with underlying pathologies is another

concerning aspect of CMRI [21]. The range of diseases present in the

datasets range from morphological to functional, adding complexity as

models aim to process more within a single neural network. Additionally,

multi-view is required to analyse some of the pathologies (e.g. tetralogy

of the fallot). Within this challenging scenario, the objective is to study

the performance of multiple architectures to identify the best performing

one for each pathology, vendor, and view. Additionally, developing post-

processing techniques to benefit from having two views from the same

tissue could enhance the performance in some scenarios.

Objective 2: To automatically detect end-diastolic and end-systolic

time frames for more accurate analysis and better reproducibility on

benchmark datasets.

The end-diastolic and end-systolic time frames in cardiac imaging represent,

respectively, the moments of maximum blood volume in the heart’s ventricles

at rest and the points of minimum blood volume during contraction. While

segmentation performance has direct translation on better and more reliable

ejection fraction calculation, the correct identification of the key time frames

can reduce the accuracy of the calculation by up to 10% with just 2-3 frames of

difference [22]. This is important because ECG signals do not always accompany

CMRI scans. In the past, progress on solutions has remained slow and without

any possibility for comparison, since proposed methods were developed with
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private data [23, 24]. The objective in this setting is to provide a reliable, fast,

and easy to compare approach on benchmark datasets.

Objective 3: To develop a method to mitigate against respiratory

motion artifacts in cardiac MRI data.

During scanning time, patients are required to hold their breath to prevent the

images from appearing blurred [25]. That is not always possible, especially for

elderly people or individuals with underlying respiratory conditions. Even in

normal scenarios, in case the patient was to breathe, the scan might have to

be repeated, with attendant time and resources implication. Therefore, efforts

to train neural networks that can overcome the extra difficulty of analysing the

data can contribute to hasten, cheapen, and broaden the benefits of machine

learning on CMRI.

Objective 4: To implement synthetic data balancing techniques to

address class imbalance in datasets, ensuring equitable representa-

tion of different classes for more robust model training and improved

performance across diverse scenarios.

Initial approaches to generate synthetic cardiac MRI images proposed methods

based on GANs [26], VAEs [27], etc. However, these approaches do not consider

the utilisation of currently available representation of patients [28, 29, 30], such

as atlases, as a starting point for the generation of new data. A cardiac atlas is

a detailed visual representation or map of the typical anatomy and structures

of the heart, serving as a reference for medical professionals in the analysis

of cardiac images. In fact, successfully using a source of data like a cardiac

atlas, could contribute to elaborating a foundational model which could be re-

trained on demand, ensuring the model meets the needs of the data available

[31]. As a proof of concept, the aim is to research the synthetic extension of

datasets constituted solely of healthy patients to train networks that achieve

equal performance on diseased subjects.
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1.3 Contributions

This section presents a description of the main contributions of this thesis as a

result of the work described in subsequent chapters.

First contribution:

To enhance the applicability of the developed models across diverse settings,

the research focuses on the creation of more generalisable models. By lever-

aging comprehensive pre-training on diverse datasets, a robust foundation is

established that captures broad knowledge. This approach facilitates the de-

velopment of models that can be fine-tuned for specific tasks using smaller,

task-specific datasets. The contribution of this work is the resultant general-

isability, allowing the models to demonstrate efficacy and relevance in a wide

array of contexts and applications.

Second contribution:

To prevent a decrease in performance in the case of incorrect frame labelling,

the research includes the creation of models that can detect the key-frames in

parallel to the segmentation task. The result of successfully incorporating these

two tasks together in the clinical setting ensures the correct calculation of the

key metrics. The contribution of this work in this matter is to present accurate

and fast models, on public datasets for reproducibility.

Third contribution:

To mitigate the impact of respiratory motion artifacts on the efficiency of diag-

nostics, the research also focuses on the development of a method for crafting

models resilient to the former. The outcome of fine tuning pre-trained models in

combination with augmentations that resemble the effect of the artifacts results

in an increased performance. The contribution in this case is the development

of a novel deep learning model that enhances the accuracy and reliability of

cardiac image analyses in the presence of motion-induced variations.
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Fourth contribution: The key idea behind foundation models is to leverage

pre-training on large and diverse datasets, capturing broad knowledge, and then

fine-tune them for specific tasks with smaller, task-specific datasets. Designing

methods to generate synthetic shareable data hugely contributes to the establish-

ment of a foundational model. The contribution of this work lies in successfully

developing a proof of concept pipeline that can generate on-demand data by

applying atlas deformation in accordance to known morphological features, and

obtaining realistically looking MRI images from those deformations throw deep

learning.

1.4 Thesis structure

The remainder of the thesis is structured as follows:

In Chapter 2, the technical background of the thesis is delved into and the

related work is examined. This chapter elucidates the fundamental principles

underlying cardiac MR analysis with deep learning, encompassing a compre-

hensive review of diverse datasets, the experimental setup, and the notation

employed throughout the subsequent chapters of the thesis.

In Chapter 3, the application of image registration to synthetically label unan-

notated time frames is investigated, effectively enhancing performance across

subjects from previously unseen vendor scans, by employing a semi-supervised

approach..

In Chapter 4, a comprehensive examination is conducted on various architec-

tures along with a post-processing technique that utilises pixel mapping to op-

timise performance across patients with distinct pathologies. This comparative

analysis offers a detailed exploration of these components, providing valuable

insights for the training of neural networks specifically tailored for cardiac MRI

segmentation.
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In Chapter 5, time frame detection is tackled using state-of-the-art neural net-

work modules.. The chapter presents results obtained from public datasets and

showcases a substantial acceleration in previously reported inference times.

In Chapter 6, a transfer learning method designed for respiratory motion correc-

tion is introduced to alleviate the impact of respiratory artifacts. Additionally,

the chapter explores specific data augmentation techniques that emulate these

artifacts for improved robustness.

In Chapter 7, the synthetic balancing of cardiac MR datasets is thoroughly

investigated, with a particular focus on two pathologies featuring notable mor-

phological implications. The methodology employs an atlas and style transfer

in a proof-of-concept experiment to evaluate the feasibility of this approach and

its potential implications in the development of a foundational model.

Lastly, Chapter 8 provides an overview of the research presented in this thesis.

The research objectives are discussed, the contributions made are highlighted,

and the limitations of the work are outlined. Additionally, suggestions for future

exploration in the domain of cardiac MR analysis with deep learning are offered.
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Chapter 2

Background

In this chapter, an initiation to and exposition of the fundamental elements in-

tegral to the research is provided. Commencing with an introduction to cardiac

anatomy and the corresponding principles related to the cardiac cycle, the nar-

rative underscores the importance of appreciating the foundational physiological

aspects required for the generation of efficient predictive models. Following this,

the discourse transitions into an in-depth explanation of the procedures utilised

for quantifying cardiac activity and examining anatomical detail. This leads

to the presentation of foundational principles central to this research strategy,

with deep learning serving as a significant focus. This chapter concludes with a

literature review of the topic and an overview of the currently available public

datasets that are extensively utilised in the forthcoming chapters.

2.1 Cardiovascular System Anatomy

This research focuses on two of the most clinically relevant chambers of the heart

(see Figures 2.1 and 2.2, short-axis, and long-axis slices, respectively), namely

the right and left ventricles. It is important to note that the reader would see

the ventricles as if they were facing the patient (the famous “left-right swap”

rule in radiology).
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Figure 2.1: Cardiac short-axis
cut displaying the tricuspid and
mitral valves. In the images re-
sulting from an MRI, the left part
of the heart is observed on the
right, and the right part is ob-
served on the left. Image from
[32] CC by 3.0 licensed imagery.

Figure 2.2: Cardiac long-axis
cut displaying four of the most
important parts of the heart: the
left ventricle, the right ventri-
cle, the right atrium and the left
atrium. Image from [32] CC by

3.0 licensed imagery.

Between the epicardium (the outer layer of the heart wall) and the endocardium

(the inner layer of the heart wall), there is a thick middle layer called the my-

ocardium, and blood is supplied via coronary circulation. Myocardial cells are

called cardiomyocytes (heart muscle cells) and are joined by intercalated discs.

The matrix encasing them with collagen fibres and other substances is called

the extracellular matrix.

The myocardium is an involuntary signal-paced striated muscle that constitutes

the main tissue of the heart’s walls. The myocardium is an important focus

of the work conducted in this research, as it represents the boundary of the

left ventricle chamber. The examination of myocardial tissue can aid in the

diagnosis of cardiac disorders.
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2.1.1 The Cardiac Cycle

Events occurring within a single heartbeat can be divided into four phases: iso-

volumetric contraction, ventricular ejection, isovolumetric relaxation, and ven-

tricular filling [33]. These events (contraction and relaxation) can be electrical

and mechanical and happens for both left and right ventricles at different tim-

ings. The atria and ventricles alternatively perform the contractions.

The first part of the cycle is the isovolumetric contraction, which causes ventricle

pressures to rise above atria pressure. This contraction causes the mitral and

tricuspid valves to close but forces the aortic and pulmonary valves to open.

This blood ejection is called ventricular ejection. The systole term refers to

those two phases of the heart cycle.

The blood ejection decreases the ventricular pressure, which falls below the

atrial pressure. Then, the aortic and pulmonary valves close and the atrias

start refilling. This phase is referred to as the isovolumetric relaxation, and it

is followed by the ventricular filling when the mitral and tricuspid valves open.

These two phases belong to the diastole. When those phases end, the cardiac

cycle starts again. See Figure 2.3.

In addition to those concepts, other important hemodynamic parameters are:

• Ventricular end-diastolic volume (EDV): volume of blood inside the

ventricle prior to contraction (end of diastolic phase).

• Ventricular end-systolic volume (ESV): volume of blood inside the

ventricle prior to ventricle filling (end of diastolic phase).

• Ejection fraction (EF): measures the blood pumping quality of the

ventricle for a cardiac cycle. It is calculated as the percentage of blood

ejected from the ventricle.
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Figure 2.3: The cardiac cycle displaying the four phases and their belonging
to diastole or systole respectively.

2.1.1.1 Electrocardiography

Electrocardiography (ECG) is a non-invasive diagnostic procedure employed to

record the heart’s electrical activity over time. This technique utilises electrodes

(usually between 12 and 15 [34]) placed strategically on a patient’s skin to

detect and measure the electrical signals generated by the heart’s specialised

cells during each cardiac cycle. The resulting data is represented as a graphical

waveform, which provides invaluable insights into the heart’s overall function,

rhythm, and conduction system.

The electrocardiogram offers critical information for the evaluation of various

cardiac conditions, including arrhythmias, ischemic heart disease, and structural

abnormalities. By analysing the amplitude, duration, and morphology of the

ECG waveforms, medical professionals can identify patterns indicative of spe-

cific pathologies or dysfunctions. Furthermore, electrocardiography serves as a

fundamental tool in monitoring the efficacy of pharmacological treatments and

interventions targeted at alleviating cardiac issues, and also for being able to

allocate imaging data in the correct frame [35].
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2.2 Cardiomyopathy

In this section, various cardiac pathologies identifiable through imaging and

diagnostic procedures will be explored. These conditions, which encompass

congenital abnormalities present at birth and diseases that develop over time,

are characterised by their impact on the structure and function of the heart

[36]. Understanding the characteristics and implications of these pathologies is

important for accurate diagnosis and effective treatment.

2.2.1 Dilated Left Ventricle (LV)

Left Ventricular Hypertrophy is the enlargement and thickening (hypertrophy)

of the walls of the left ventricle of the heart. The thickened heart wall loses elas-

ticity, leading to increased pressure needed to fill the heart’s pumping chamber

and send blood to the rest of the body. Eventually, the heart may not pump

with sufficient force.

2.2.2 Hypertrophic Cardiomyopathy (HCM)

Hypertrophic Cardiomyopathy is a disease in which the heart muscle becomes

abnormally thick (hypertrophied). The thickened heart muscle can make it more

difficult for the heart to pump blood.

2.2.3 Congenital Arrhythmogenesis (ARR)

Congenital Arrhythmogenesis is an irregular heartbeat present at birth. Heart

rhythm problems (arrhythmias) occur when the electrical signals that coordinate

the heart’s beats do not work properly. This failure in signalling causes the heart

to beat too fast (tachycardia), too slow (bradycardia), or irregularly.
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2.2.4 Tetralogy of Fallot (FALL)

Tetralogy of Fallot is a rare condition caused by a combination of four heart

defects present at birth (congenital). These defects, which affect the structure

of the heart, cause oxygen-poor blood to flow out of the heart and to the rest

of the body.

2.2.5 Interatrial Communication (CIA)

Interatrial Communication is a congenital cardiac malformation characterised by

a communication between the atrial chambers of the heart. The hole increases

the amount of blood that flows through the lungs.

2.2.6 Dilated Right Ventricle (DRV)

Dilated Right Ventricle occurs when the muscle on the right side of the heart

thickens and enlarges, similar to what happens in the left ventricle with dilated

left ventricle pathology.

2.2.7 Tricuspidal Regurgitation (TRI)

Tricuspid Regurgitation is a type of heart valve disease in which the valve be-

tween the two right heart chambers (right ventricle and right atrium) does not

close properly. As a result, blood leaks backwards into the upper right chamber

(right atrium).
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2.3 Magnetic Resonance Imaging (MRI)

Magnetic Resonance Imaging (MRI) is a non-invasive diagnostic modality that

utilises the principles of nuclear magnetic resonance (NMR) to generate detailed

images of anatomical structures and physiological processes in the human body.

2.3.1 Basic principles of MRI

This section aims to introduce the fundamental principles underlying MRI, in-

cluding the concepts of magnetic fields, proton alignment, radiofrequency (RF)

pulses, Larmor frequency, echo time (TE), and signal detection.

2.3.1.1 Magnetic field and proton alignment

The primary component of an MRI system is a powerful magnet, typically a

superconducting magnet, which generates a strong and uniform static magnetic

field (B0) within the imaging volume. The human body is primarily composed

of water molecules, each containing two hydrogen atoms (1H), with their nuclei

comprised of protons. When placed within the static magnetic field, these pro-

tons align either parallel (low-energy state) or anti-parallel (high-energy state)

to the direction of the magnetic field. The summation of all the magnetic mo-

ments of the protons is named net magnetisation (Mz), and it is aligned to the

direction of the main magnetic field.

The MRI system transmits RF pulses to the patient’s body to excite the pro-

tons, causing them to flip from their low-energy state to their high-energy state.

The frequency of these RF pulses is specifically tuned to match the resonance

frequency of the protons, which is known as the Larmor frequency. According

to the Larmor equation (ω0 = γB0, where ω is the Larmor frequency and γ is

the gyromagnetic ratio), the Larmor frequency is proportional to the strength of

the static magnetic field. The angle by which the protons are flipped is referred
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Figure 2.4: In the left, the protons with no external magnetic field. In the
right, an external magnetic field (B0) is applied, causing a net magnetisation

(Mz) in the direction of B0.

to as the flip angle and is determined by the duration and amplitude of the RF

pulse. For 1H, γ is equal to 42.58MHz/T. Figure 2.4 depicts the two stages, one

before the application of the magnetic field and one after.

2.3.1.2 Relaxation times, echo time and signal detection

Upon cessation of the RF pulse, the protons begin to relax back to their equi-

librium state, releasing energy as a weak NMR signal. Two fundamental re-

laxation processes occur: longitudinal relaxation (T1) and transverse relaxation

(T2). Longitudinal relaxation (T1) refers to the time taken for the protons to

realign with the static magnetic field, while transverse relaxation (T2) describes

the time taken for the protons to lose phase coherence in the transverse plane.

These relaxation times are tissue-specific and contribute to the contrast observed

in the MRI images.

Echo time (TE) is a crucial parameter in MRI, representing the time interval

between the application of the RF pulse and the acquisition of the NMR signal.
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TE significantly influences image contrast, determining the extent of T2 relax-

ation occurring before signal detection. Shorter TEs emphasise T1 contrast,

while longer TEs enhance T2 contrast.

To generate the final MRI image, a receiver coil detects the emitted NMR signal,

which is subsequently processed through a series of mathematical transforma-

tions, such as the Fourier Transform. The spatial encoding of the MRI signal is

achieved by applying a set of gradient magnetic fields that vary linearly across

the imaging volume, enabling the localisation of the signal in three-dimensional

space. The detected signal contains both magnitude and phase information.

Figure 2.5: Basic representation of a spin-echo pulse. When an RF pulse is
applied, the magnetisation is flipped into the transverse plane. Subsequently,
a second RF pulse is used to refocus the spins and create an echo at the
designated echo time (TE). The repetition time (TR) is the space between

pulse sequences.

Numerous iterations of the pulse sequence are required to obtain adequate in-

formation for the generation of an image. The temporal interval between suc-

cessive pulse sequences is denoted as the repetition time (TR). Varying TR and

TE parameters can yield distinct weightings for T1 and T2 relaxation times,

consequently producing divergent tissue contrasts in the resulting MRI images

[37]. In Figure 2.5, a basic spin-echo pulse is represented.
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2.3.2 K-space

This section presents a brief overview of MRI image generation, paying special

attention to parameters related to resolution, signal-to-Noise Ratio (SNR), and

field of view (FOV).

The images are obtained by applying the Fourier Transform to the k-space.

The k-space is where the samples obtained while scanning are stored, and it

has its own spatial resolution, as seen in Figure 2.6, and following: ∆kx =

1
FOVx

(Frequency Resolution), and ∆x = 1
2Kx,max

(Spatial Resolution). The FOV

captures the dimension of the anatomic region included in the scan.

In k-space, each point is characterised by a complex number. Consequently,

a data representation of k-space facilitates the visualisation of diverse repre-

sentations, including real and imaginary components of complex signals or the

magnitude and phase signals. It is crucial to acknowledge that Fourier trans-

forms invariably result in complex numbers. Analogous to k-space, the trans-

formed image can also be represented in a Cartesian coordinate system (real and

imaginary components) or a polar coordinate system (magnitude and phase).

Generally, only the magnitude image is retained, while the phase image is dis-

carded.

The scanning time has a strong impact on the quality of the resulting image, as

can be seen in the Scan Time and SNR Tradeoff formulas:

Scan Time = Ny × TR × NEX (Scan Time)

SNR =
B0 ×

√
NEX × Slice Thickness × FOV2

√
Nx ×

√
Ny ×

√
Receiver Bandwidth

(SNR Tradeoff)

where NEX is the number of signal averages, B0 is a constant when working

with MR and TR is the repetition time used to obtain the samples. Nx and Ny

refer to the number of samples in the image space in their respective dimensions.

Therefore, to reduce the scanning time, images are sometimes up-sampled.
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Figure 2.6: Association between Image Space and k-space. K-space axes
correspond to frequency resolution, and Image space axes correspond to pix-

els. Image from [38].

2.3.3 MRI sequences

MRI scans contain high-quality information from the heart structures and func-

tions [39]. In general, the acquisition is performed by selecting 2D slices with

a given slice thickness. The assessment of the heart is usually performed using

short- and long-axis slices, detailing the different cavities or chambers.

The acquired slices contain voxels (volumetric pixels), and when a single voxel

contains different tissue it is averaged. This partial volume effect results in the

blurring of boundaries.

2.3.3.1 Cine

Cardiac Cine MRI studies involve image acquisition, during which data from

multiple heartbeats is typically required to populate the k-space matrix for each

frame. Cine studies are generally conducted by repeatedly imaging the heart at

a single slice location throughout the cardiac cycle, with 10 to 30 cardiac phases

commonly sampled. To avoid confusion with other usages of the term “phase”

in MRI, these individual cardiac images are frequently referred to as “frames.”
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The fundamental pulse sequence in cine studies is a bright-blood technique,

typically employing a balanced steady-state free precession (SSFP) gradient

echo method [40]. This method generates a high intravascular signal relative to

other tissues, attributable to the intrinsically high T2/T1 ratio of blood. The

structure of this sequence enables the utilisation of remarkably short TR and TE

values, thereby facilitating the acquisition of multiple lines of k-space (echoes)

during a single heartbeat.

A comprehensive evaluation of the entire heart necessitates obtaining separate

cine image sets at various locations. For instance, a standard cine study might

encompass three sets of short-axis images (base, mid-ventricle, and apex), three

sets of long-axis images (2-, 3-, and 4-chamber), in addition to valvular and

outflow tract images as required.

The short-axis view, often referred to as the transverse view, is oriented per-

pendicularly to the long-axis of the heart. This perspective is parallel to the

atrioventricular (mitral and tricuspid) valves and allows for an effective eval-

uation of the myocardial walls and ventricular function. The view essentially

“slices” the heart from base to apex, providing transverse cross-sectional im-

ages. An example of a short-axis slice is depicted in Figure 2.7, in particular

the selected slice is a mid-ventricle slice.

In contrast, the long-axis view, also known as the longitudinal view, is aligned

with the long-axis of the heart, which runs from the apex of the left ventricle

to the center of the atrioventricular plane. This view offers essential insights

into the heart valves, the chambers, and the overall structure and function of

the left ventricle. An example of a long-axis view is displayed in Figure 2.8.

Additionally, Figure 2.9 displays the position of both the short and long-axis

views in the corresponding anatomical positions. Lastly, Figure 2.10 presents

the superposition of the long-axis and short-axis images in their corresponding

positions.
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Figure 2.7: Example of a mid-ventricle short-axis view from a CMRI scan.
Image from M&Ms2 [21].

Figure 2.8: Example of a long-axis view from a CMRI scan. Image from
M&Ms2 [21].

To maintain SSFP conditions for bright-blood imaging, radiofrequency (RF)

pulses must operate continuously. Retrospective ECG-gating is performed to

ensure that imaging data can be assigned to the appropriate phase of the cardiac

cycle [35].

Cine sequences employ extremely short TEs (1-2 ms), allowing for the acqui-

sition of multiple lines of k-space within each frame during a single heartbeat

23



Background

Figure 2.9: Example of the anatomical positions of the short-axis and long-
axis views. Representative M values range between 10 and 15 slices, and N

values range between 10 and 30 time frames. Scans from M&Ms2 [21].

Figure 2.10: Long-axis and short-axis images superimposed. Scans from
M&Ms2 [21].

(R-R interval). This value is an operator-selectable parameter known as views

per frame (vps) or lines per segment (lps).
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Given that only a limited number of views per frame are feasible, data collection

must occur over multiple cardiac cycles. Nonetheless, a complete set of cine

images for a given slice location can typically be obtained within 5-10 seconds,

well within the single breath-hold capabilities of most patients. The breath-hold

prevent any heart movement apart from the heartbeat. Not doing this hold will

generate motion artifacts that disrupt the image.

2.3.3.2 Artifacts

There are three types of artifacts that can arise in MR: (1) tissue-related, (2)

motion-related, and (3) technique-related; these artifacts reduce the quality of

the examination since they are features that do not appear in the original imaged

body. They should be considered, especially when pre-processing or adding

data augmentation to the pipeline, as they can greatly improve or decrease

performance [41].

2.4 Deep learning

Deep learning, a subfield of artificial intelligence and machine learning, has

garnered significant attention in recent years due to its remarkable success in a

wide range of tasks, including image classification, natural language processing,

speech recognition, and semantic segmentation.

2.4.1 Deep learning fundamentals

The core idea of deep learning is to develop algorithms capable of learning

abstract, hierarchical representations of data by training computational models

known as deep neural networks (DNNs). These models are inspired by the

structure and function of biological neural networks, but their inner mechanisms

are different.
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An artificial neuron, or perceptron, is the fundamental processing unit in a

neural network. It receives input from other neurons or the input data, applies a

linear transformation followed by a non-linear activation function, and produces

an output value. The weights in the linear transformation are learnt during the

training process by minimising a predefined loss function.
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Figure 2.11: Multiple perceptrons in the context of a dense connection be-
tween two neural network layers. Green neurons represent the input neurons,
and blue neurons represent neurons in the following layer. On the right side
of the figure, there are the mathematical expressions of a single neuron and
the entire layer calculations, where w are the weights, a are the input values,

and b are the bias values. Finally, in red, σ is the activation function.

2.4.1.1 Multi-layer perceptron

The multi-layer perceptron (MLP) is an extension of the perceptron concept,

consisting of multiple layers of interconnected artificial neurons. An MLP typ-

ically includes an input layer, one or more hidden layers, and an output layer.

The input layer receives the data features, while the output layer generates

the final predictions. The hidden layers in between are responsible for learn-

ing complex, non-linear representations of the input data. By stacking multiple

layers, MLPs can model intricate relationships in the data, overcoming the lim-

itations of single-layer perceptrons, which lack generalisation capabilities. The
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perceptron is inherently incapable of classifying non-linearly separable patterns.

Furthermore, it exhibits a predisposition towards overfitting and susceptibility

to noise.

2.4.1.2 Activation functions

Activation functions are critical components in artificial neurons, introducing

non-linearity into the neural network model. They enable the network to learn

and approximate complex, non-linear relationships in the data. Common acti-

vation functions include the sigmoid, hyperbolic tangent (tanh), rectified linear

unit (ReLU), and variants of ReLU, such as leaky ReLU and parametric ReLU,

depicted in Figure 2.12.
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Leaky ReLU
Parametric ReLU

Figure 2.12: Graphical representations of various activation functions used
in neural networks. The depicted functions include the Sigmoid function
(blue), the Hyperbolic Tangent function (red), the Rectified Linear Unit
(ReLU) function (green), the Leaky ReLU function (orange), and the Para-
metric ReLU function (purple). Each function exhibits unique characteristics,
influencing the behaviour and performance of the corresponding neural net-

work.

2.4.1.3 Fully connected layers

A fully connected layer, also known as a dense layer, is a layer in a DNN where

each neuron is connected to every neuron in the adjacent layers. These layers
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are responsible for integrating the learnt features and producing the network’s

final output, such as class probabilities in a classification task or real-valued

predictions in a regression task. In deep learning architectures designed for

computer vision tasks, fully connected layers are often placed after the feature

extraction layers, such as convolutional or recurrent layers, to aggregate the

learnt features and generate the desired output.

2.4.2 Convolutional Neural Networks

Convolutional Neural Networks (CNNs) have emerged as a prominent class of

deep learning models, particularly in the field of computer vision. They have

demonstrated outstanding performance in various tasks, such as image classi-

fication, object detection, and semantic segmentation. The key innovation in

CNNs is the incorporation of local spatial information and weight sharing to

exploit the inherent structure in grid-like data. By having a significantly fewer

parameters than fully connected layers, their adoption became rapid. A simple

example of a CNN is depicted in figure 2.13.

2.4.2.1 Convolutional layers

The convolutional layer is the central component of a CNN, designed to capture

local patterns and hierarchical features in the input data. It performs a convo-

lution operation, where a set of learnable filters, or kernels, are applied to the

input data in a sliding window manner. Each filter is responsible for detecting

a specific feature or pattern in the input, such as edges, corners, or textures.

Combining multiple filters allows a convolutional layer to learn a diverse set of

features, which are then hierarchically aggregated in subsequent layers.
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Figure 2.13: Illustration of a simple CNN. The convolutional layers are
depicted in light orange followed by a pooling layer in stronger orange. After
the bottleneck, a single fully connected layer is followed by the output layer.

Input image
or

Input feature map
Output feature maps

Figure 2.14: Illustration of a single convolutional layer. If layer l is a
convolutional layer, the input image (if l = 1) or a feature map of the previous
layer is convolved by different filters to yield the output feature maps of layer

l.

2.4.2.2 Pooling layers

The pooling layers are another essential building block in CNN architectures,

responsible for reducing the spatial dimensions of the input data while preserv-

ing the most critical features. By performing a downsampling operation, pool-

ing layers provide a form of spatial variance, which means the output remains

relatively invariant to small translations, rotations, or other forms of spatial
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transformations. Moreover, this downsampling plays a pivotal role in mitigat-

ing the risk of overfitting. By reducing the number of parameters and thereby

the complexity of the model and its computation, pooling layers help control

the network’s capacity, limiting its ability to memorise noise or irrelevant details

from the training set. Consequently, this contributes to the model’s improved

performance on unseen, test data. The most common types of pooling oper-

ations are max pooling and average pooling, which compute the maximum or

average value, respectively, within a local neighbourhood in the input data.

Feature maps
layer (l − 1)

Feature maps
layer l

Figure 2.15: Illustration of a pooling and subsampling layer. If layer l is

a pooling and subsampling layer and given m
(l−1)
1 = 4 feature maps of the

previous layer, all feature maps are pooled and subsampled individually. Each

unit in one of the m
(l)
1 = 4 output feature maps represents the average or the

maximum within a fixed window of the corresponding feature map in layer
(l − 1).

2.4.2.3 Notable architectures

Over the years, several influential CNN architectures have been proposed, which

have advanced the state-of-the-art in various computer vision tasks. Some of

the most notable architectures include LeNet-5 [42], AlexNet [43], VGGNet [44],

GoogLeNet (Inception) [45], and ResNet[46]. These architectures have evolved

to become deeper and more complex, incorporating novel techniques such as

residual connections [46], inception modules[45], and dilated convolutions[47]

to improve performance and address challenges associated with training deep

networks.
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2.4.3 Training a Neural Network

Training neural networks is a critical aspect of deep learning, aimed at tuning

the model parameters to optimise its performance on a specific task. The pro-

cess involves iteratively reducing a predefined loss function, which measures the

discrepancy between the model’s predictions and the ground truth.

2.4.3.1 Loss function

The loss function, also referred to as the objective function or cost function,

quantifies the difference between the predicted output and the target for a given

input. The goal of training a neural network is to minimise the loss function

across the entire dataset. Various loss functions can be employed depending on

the problem type and the desired properties of the model. Common loss func-

tions include mean squared error (MSE) for regression tasks, cross-entropy for

classification tasks, and more complex, task-specific loss functions for structured

output prediction problems.

2.4.3.2 Backpropagation

Backpropagation or reverse mode automatic differentiation is one of the key al-

gorithms used for training neural networks, including multi-layer perceptrons,

convolutional neural networks, and recurrent neural networks. It is an itera-

tive optimisation method based on the chain rule of calculus, which computes

the gradient of the loss function with respect to each model parameter. The

backpropagation algorithm consists of two main steps: the forward pass and the

backward pass.

In the forward pass, the input data is propagated through the network to com-

pute the output predictions and the loss function value. In the backward pass,

the gradients of the loss function are calculated for each model parameter, start-

ing from the output layer and moving towards the input layer. This is achieved
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by applying the chain rule of calculus to compute the partial derivatives of the

loss function with respect to each weight and bias in the network, in other words,

on the input and output of each neuron.

2.4.3.3 Gradient descent

Gradient descent is a first-order optimisation algorithm used to minimise a dif-

ferentiable function, such as the loss function in a neural network. The algorithm

iteratively updates the model parameters in the direction of the negative gra-

dient of the loss function, aiming to find the minimum of the loss surface. The

learning rate, a hyperparameter in gradient descent, determines the step size

taken in the direction of the negative gradient and significantly impacts the

convergence rate and stability of the optimisation process.

Stochastic gradient descent (SGD) is a popular variant of gradient descent that

updates the model parameters using the gradient computed for a single data

point, chosen randomly from the dataset. In contemporary discourse, the term

SGD is frequently used to denote mini-batch SGD. This signifies that the gra-

dient is approximated utilising a modest subset of examples, as opposed to a

singular instance. SGD introduces an element of randomness in the optimi-

sation process, which can help escape local minima and converge faster than

batch gradient descent. However, the random nature of SGD can also result

in more oscillations and instability during training, which can be mitigated by

employing techniques such as learning rate schedules, momentum, and adaptive

learning rates.

2.4.3.4 Optimisers

Modern deep learning frameworks often employ more advanced optimisation

algorithms, building upon the concept of gradient descent and SGD, to im-

prove the training process’s convergence rate, stability, and robustness. These
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algorithms typically incorporate additional strategies, such as adaptive learning

rates, momentum, and second-order information, to address challenges associ-

ated with the optimisation of deep neural networks. Some of the most popular

optimisation algorithms include:

• Momentum-based methods: These algorithms, such as momentum

SGD and Nesterov accelerated gradient, introduce a momentum term to

the weight updates, which accumulates the gradients over time and helps

the optimisation process to overcome local minima and oscillations.

• Adaptive methods: These algorithms, such as AdaGrad, RMSprop,

and Adam (which also uses momentum), adjust the learning rate for each

model parameter based on the historical gradients, aiming to achieve faster

convergence and better performance in the presence of noisy or sparse

gradients. These methods typically perform well in practice and are often

recommended for training deep neural networks, predominantly Adam.

2.4.4 Deep Learning in Medical Imaging Analysis

Since segmentation is the most important part of the work conducted in this

research, the particularities it has over the field of cardiac analysis are discussed.

In particular, deep learning has been the gold standard for segmentation for

almost a decade now.

The convolutional network is the most important type of network for this task,

similar to other vision applications. In particular, U-shaped network variations

have remained the go-to architectures during these past years.

To train these models, the basic and most used loss functions are the cross-

entropy loss and the dice score loss for segmentation [48], and the mean squared

error [49] in regression tasks such as in time frame labelling. Additionally, the

Hausdorff distance serves as an essential metric for evaluating and comparing
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the performance of various algorithms. This measure is notable for its tolerance

to minor positional errors, yet it displays sensitivity to anomalies when objects

are misclassified and located far from their correct regions [50].

The literature review will provide a more detailed overview of the area’s progress

(Section 2.6).

2.5 Cardiac MRI Datasets

During the last few years, a number of datasets have been made publicly avail-

able. Those datasets target different regions and contain different pathologies

within them. In more recent years, datasets have focused on specific challenges,

and the diversity held within the data is wider.

For the purposes of this research, the areas bearing the most significant clinical

implications are the left ventricle (LV), the myocardium (Myo), and the right

ventricle (RV). These critical regions are illustrated in Figures 2.16 and 2.17.

Figure 2.16: Example of a mid-ventricle short-axis view from a CMRI
scan with annotations from experts. In red, the left ventricle; in green the

myocardium; and in blue, the right ventricle. Scan from M&Ms2 [21].

The research was focused and based on publicly accessible datasets, which play

an essential role in cardiac MRI research.. Publicly available datasets drive the
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Figure 2.17: Example of a long-axis view from a CMRI scan with annota-
tions from experts. In red, the left ventricle; in green the myocardium; and

in blue, the right ventricle. Scan from M&Ms2 [21].

advancement of international research by offering a standardised reference point,

promoting collaboration, and mitigating the barriers posed by the proprietary

nature of much clinical data. Consequently, they contribute to the democrati-

sation of data, which is particularly important in regions with limited resources

for data collection.

Those datasets employ expert annotators who have the responsibility of rectify-

ing clinical contours, thereby guaranteeing consensus among them regarding the

ultimate outcome. These annotators strictly adhere to specific guidelines, which

encompass comprehensive coverage of both the left ventricle and right ventricle

cavities, including papillary muscles. Furthermore, the guidelines prohibit any

interpolation of the LV myocardium at the base, and stipulate that the RV must

exhibit a larger surface area during end-diastole compared to end-systole, while

simultaneously avoiding the pulmonary artery. Additionally, the long-axis view

is frequently employed as a frame of reference for precisely delineating the basal

and apical regions.

Some of the most important public datasets are:
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• York [51]: targets LV and contains cardiomyopathy, aortic regurgitation,

enlarged ventricles and ischemia.

• Sunnybrook [52]: targets LV and contains hypertrophy and heart failure

(with or without infarction).

• Left Ventricle Segmentation Challenge (LVSC) [53]: targets LV and

contains coronary artery disease and myocardial infarction.

• Right Ventricle Segmentation Challenge (RVSC) [54]: targets RV

and contains suspicion of arrhythmogenic, right ventricular dysplasia, di-

lated cardiomyopathy, hypertrophic cardiomyopathy and aortic stenosis.

• Automated Cardiac Diagnosis Challenge (ACDC) [55]: targets

LV and RV and contains myocardial infarction, dilated hypertrophic car-

diomyopathy and abnormal RV.

• Multi-Centre, Multi-Vendor &Multi-Disease Cardiac Image Seg-

mentation Challenge (M&Ms) [56]: contains short-axis images and

focuses on multi-vendor data (4 different scanners). Has contours for RV,

LV and myocardium.

• Multi-Disease, Multi-View & Multi-Center Right Ventricular

Segmentation in Cardiac MRI (M&Ms-2) [21]: contains short- and

long-axis views. Focused on RV but having contours for LV, RV and my-

ocardium. It is composed of healthy subjects and patients with seven

different pathologies.

• Extreme Cardiac MRI Analysis Challenge under Respiratory

Motion (CMRxMotion) [25]: contains short-axis images with differ-

ent grades of motion artifacts. Provides ground truth for LV, RV, and

myocardium.

In general, the patient data within a CMRI dataset comprises a stack of short-

axis images or a single long-axis image for each time frame. The recordings
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typically contain between 10 and 30 time frames and between 10 and 15 slices

for short-axis stack, with sizes ranging from 180x180 pixels to 360x360 pixels.

Additionally, depending on the dataset, further information about the char-

acteristics of the subject may be included. Metadata containing the scanner

parameters, which is essential for recovering the anatomical position of the vox-

els, and voxel sizes accompanies the scan. Finally, the images typically have a

bit depth of 16 bits per pixel, although in some cases, they may have a bit depth

of 32 bits per pixel.

Where segmentation annotations are provided, they have the same characteris-

tics as the corresponding scan. The segmentation masks are mostly available for

key time frames (ED and ES). These annotations adhere to Standard Operating

Procedures (SOP). For instance, in the case of [21]:

• LV and RV cavities must be completely covered, with papillary muscles

included.

• No interpolation of the LV myocardium must be performed at the base.

• RV must have a larger surface in end-diastole compared to end-systole and

avoid the pulmonary artery.

• Additionally, long-axis view is used as a reference to delimit the basal and

apical regions.

2.6 Literature review

This section gives a general overview of the cardiac ventricle segmentation land-

scape, shows the dependence on labelled data and the domain specific perfor-

mance that the models have, and introduces the main work done within the

topic to improve clinical tools regarding ventricle segmentation. An extensive

literature review is provided for each piece of research in the corresponding

chapters.
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During the last decade, advances in ventricle segmentation have been consis-

tently based on public datasets, such as LVSC [53] and RVSC [54] among others

[51, 52, 57]. Those datasets consist of short-axis images annotated by expert

clinicians. In this scenario, researchers have investigated different methodologies

and, as in many other domains, deep neural networks [43] were adopted. While

fully convolutional networks were the main architecture [58, 59, 60], specifically

U-Net [61] was preferred after its inception from 2017 on [62, 63, 64]. The same

year, the Automated Cardiac Diagnosis Challenge (ACDC) [55] took part, and

after the results were released, the ensemble of 2D and 3D U-Net of [63] won.

The researchers then started asking the question if the problem was solved [55].

The author of [65] subsequently raised several limitations with these methods,

and a new paradigm of challenges arose.

More recently, other datasets have been produced to target more specific deficits

in the state-of-the-art, benefiting from the progress made in the ACDC chal-

lenge. The Multi-Centre, Multi-Vendor & Multi-Disease Cardiac Image Seg-

mentation Challenge (M&Ms) [56] focused on the analysis of the performance

of models when scans from unseen vendors are present. In general, the com-

bination of MRI-specific data augmentations and normalisations [18, 19, 20],

and a U-shaped architecture produced the best results [66, 67, 68]. In Chap-

ter 3, an unsupervised method is proposed to benefit from image registration

techniques [69, 70] to extend clinical annotation to unlabelled time frames to

improve the performance on unseen scanners. The results are reported in [1],

where an improvement of 2.6% was achieved compared to baseline results.

After the success of the first M&Ms challenge, the second edition was held [21],

this time focusing on the right ventricle in a multi-view perspective. In general,

the techniques used were similar to previous challenges [71], in addition to the

adoption of new modules to benefit from both views [72, 73], and the merging

of the feature representations of both views in bottlenecks [74, 75]. Among

all architectures, the self-configuring framework proposed by [76] scored the

highest and was adopted by different methods [77, 78]. In Chapter 4, different
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architectures for each vendor and pathology on each view are analysed, and

pixel-mapping post-processing is proposed to benefit from multi-view data.

While improved segmentations yield better morphological and functional anal-

ysis tools, and better ejection fraction calculations, the correct time frame de-

tection received much less attention. Since 2016, when [23] was proposed, no

further investigation has been performed despite the fact that a small error in

this task can greatly affect the calculation of the EF [22]. In Chapter 5, two

different approaches based on public data are proposed to correctly label the

different frames within the heart cycle, with the inference time improved by a

factor of 500.

More recently, the artifact correction topic has received more attention, and

a dataset with respiratory motion artifacts has been made publicly available,

the Extreme Cardiac MRI Analysis Challenge under Respiratory Motion (CM-

RxMotion) [25]. Several works aim to correctly segment these scans with ap-

proaches similar to what has been mentioned above; some did multitask methods

[79, 80] or used high quality pseudo-labels [81]. Chapter 6 reports the approach

of using transferred learning and MRI specific data augmentation to correctly

segment the scans under the presence of artifacts of different intensities. The re-

sults are reported in [2], where it was found that the above-mentioned approach

is very competitive in the presence of respiratory motion artifacts..

Moreover, within the realm of generating synthetic CMRI images, recent studies

have indicated numerous advantages in incorporating such data for the purpose

of balancing datasets [82]. These studies predominantly relied on either Gen-

erative Adversarial Networks (GANs) [26] or Variational Autoencoders (VAEs)

[27]. Noteworthy is the emphasis in previous research on direct data augmenta-

tion, rather than generating data from sources distinct from existing scans [30,

29, 83]. These approaches draw inspiration from advancements in other com-

puter vision domains, such as Style GANs [84] or Cycle GANs [85]. In Chapter

7, a novel source of synthetic data, the atlas deformation, is introduced. Within
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this chapter, style transfer is applied to slices derived from deformed versions of

the atlas.

While other imaging modalities like CT have recently seen the development

of foundational models that have significantly impacted the field [86], CMRI

still grapples with challenges before achieving a similar feat. The proposition

of foundational models often accompanies the concept of multi-modal models

[87]. Developing a successful foundational model entails pre-training a model

with ample data and testing it on benchmark datasets. If the performance

proves sufficient, the model can then be fine-tuned with smaller, more specific

datasets [16]. Although initial attempts have been made across multiple imaging

modalities, including MRI, the formulation of a foundational model tailored to

CMRI remains an ongoing potential.

2.7 Summary

This chapter contains an introduction to basic anatomical and functional con-

cepts about the human heart (Section 2.1), the fundamentals of the cardiac

MRI acquisition process (Section 2.3) and a brief presentation of the princi-

ples of neural networks and their applications to computer vision applications

(Section 2.4), with emphasis on the segmentation task. In Section 2.5, an exam-

ple of the data utilised during the research is depicted, along with a review of

the available public datasets and their peculiarities. The literature review pre-

sented in Section 2.6 addresses the more relevant works in the area of cardiac

MRI segmentation.

In subsequent chapters, the results achieved through the course of this research

are described and discussed. Furthermore, each chapter encompasses extended

literature reviews focused on specific sub-topics, accompanied by comprehensive

descriptions of the employed methodologies and experiments conducted.
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Chapter 3

Advancing Model Generalisation

with Synthetic Label

Propagation

3.1 Introduction

This chapter provides a detailed description of the contributions of this research

to cardiac MRI segmentation using synthetic label propagation, along with a

complete description of the tools and methods used during the experimentation.

This research includes the synthetic labelling of intermediate time frames by

using image registration, to increase the available data for the training. The

objective is to increase the models’ generalisation to segment the end-diastolic

and end-systolic time frames from scans from unseen vendors. In addition, the

next steps to be researched and the applications of the research outcomes are

discussed. The experiments and results described in this chapter were published

the Irish Machine Vision and Image Processing Conference (IMVIP), 2021 [1].
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The following section describes the adoption of semi-supervised learning tech-

niques, particularly image registration methods, while targeting the lack of ca-

pacity in computer vision models to generalise across scans obtained from dif-

ferent vendor machines. Section 3.2 gives an overview of previous attempts

to adopt these learning techniques and the state-of-the-art tools in the image

registration topic. Section 3.3 provides a detailed description of the proposed

method. Section 3.4 describes the experiments, the evaluation procedure, and

the results obtained. Finally, Section 3.5 presents the conclusions and sugges-

tions for future improvements.

In Chapter 1, it was discussed how cardiac image segmentation serves as an

important first step for many approaches to quantitative analysis for cardiac

diagnostic evaluation. This process requires partitioning the image into a num-

ber of clinically meaningful regions such as the left ventricle, right ventricle, or

myocardium. Acquiring this information allows clinicians to evaluate important

metrics, such as the ejection fraction and the volume that the heart is managing

at different times. These metrics are then used to determine whether there is

any possible pathology and how bad it is [8].

Later, in Chapter 2, the exploration involved how data poses a key challenge

when using off-the-shelf algorithms in this area, specifically due to the limited

amount of annotated data available and its quality. Many researchers report

that they struggle to achieve improved results with existing annotated data,

especially when working with open datasets [65]. Difficulties range from low

availability of data to domain shift using data from a certain scanner vendors,

to images from patients with rare conditions.

There is growing interest in the community in understanding how to transfer

models that work well for specific scanners to unseen ones. In this work, these

challenges are addressed using the M&Ms challenge dataset, which is considered

to be the representative dataset for this issue [56].
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Convolutional neural networks (CNNs) are the most common type of deep neu-

ral networks for image analysis and have advanced the state-of-the-art in many

object segmentation tasks, including in the medical imaging domain. In particu-

lar, U-Net [61] is the architecture with the best results in most of the challenges

that cardiac MRI currently faces [65]. Therefore, it has been selected for the

experimentation.

Registration is a fundamental process in the field of image analysis, encompass-

ing a range of techniques used to align and spatially transform images acquired

from different sources or at different time points. The primary objective of

registration is to establish a correspondence between corresponding anatomi-

cal or functional structures in the images, facilitating comparative analysis and

integration of information.

In the context of image registration, an atlas refers to a reference image or

a template that serves as a common anatomical or functional space to which

other images are aligned. On the other hand, a registration field, also known as a

deformation field or a displacement field, characterises the spatial transformation

required to align an individual image to the atlas or another reference image.

The registration field represents a mapping of each point in the individual image

to its corresponding location in the atlas or reference space. It captures the

geometric differences and deformations between the images, enabling spatial

alignment.

Recently, [66] proposed a method where labels can be propagated using image

registration in an unsupervised manner. Those labels are used to enhance the

process where a 3D U-Net learns features. Although the results ranked second

in the M&Ms challenge [56], the study did not test these propositions in 2D

networks, a key novelty of this work, and the authors also did not consider

different tools for the registration part.

Contributions: this work proposes a method to enhance short-axis cardiac

magnetic resonance segmentation by synthetically labelling volumes without
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annotations, by propagating the existing labels with a registration field. The

proposed system works by registering the labelled volumes of the end-systolic

(ES) and end-diastolic (ED) time frames and using the warping field over their

ground truth labels. This helps the network learn key features from those vol-

umes, which are important towards increasing the network’s performance over

different scanners. This study extends recent work where the propagation of

labels is used in a 3D U-Net and using a different registration tool. In contrast

to that work, the investigation into whether this technique is valid for 2D U-Net

applications that can be used in less computationally powerful machines is un-

dertaken, with expectations of achieving better performance, considering that

the low through-plane resolution limits the potential of 3D networks.

3.2 Related work

The clinical interest in ventricle segmentation has pushed the community toward

improving performance in this task. With the advent of deep learning, a suc-

cession of different approaches was investigated. One of the first was the usage

of a fully convolutional network [58]. From there, many works have improved

networks, increasing the learning capacity for segmentation [62].

In this context, the effectiveness of 3D networks has been hindered by the low

through-plane resolution and the presence of motion artifacts [64]. Moreover,

the utilisation of data in the 3D modality results in a significant reduction in

the number of available training examples, thereby posing challenges to the

training process. Furthermore, the computational demands of 3D networks ne-

cessitate a larger GPU memory capacity, which may necessitate substantial

downsampling of the data in situations where computational resources are lim-

ited. Consequently, this downsampling process has the potential to compromise

the integrity of the information, leading to a potential loss of critical details.
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Annotated data is the foundation of fully supervised approaches, but at the

same time, it is scarce and costly to obtain. Moreover, annotating medical

images requires significant expertise and manual effort and, even then, can lead

to noisy labels and/or biases. In addition, there is an imbalance between the

amount of available data on different sources of scanner, target pathology, or

scanning parameters. All the above-mentioned challenges point strongly towards

the need to design methods where the accuracy of the networks is maintained

compared to fully supervised approach, even when there are significantly less

data available.

Several works in the literature proposed unsupervised or semi-supervised tech-

niques to overcome the scarcity of labels. One approach was to use a scribble

annotation consisting of a set of quickly drawn labels, and recursively retrain-

ing the network using the output segmentation, including a conditional random

field and an uncertainty estimator [88]. The advances in the calculation of

optical flow inspired the usage of these algorithms for motion estimation and

this has been useful in multitask approaches where a Siamese network performs

motion estimation and segmentation simultaneously, exploiting the information

contained in unlabelled data [89].

VoxelMorph [70] is an image registration tool for alignment and registration that

can also model deformations. It has been used for atlas-based registration [90]

and for probabilistic diffeomorphic registration [91]. Given its proven reliability

[92, 93, 94], it was adapted for the registration part of this study.

3.3 Methodology

This section describes the proposed method, detailing the different steps and

implementations of all the tools involved in the process. Distinguishing two first

steps corresponding to the registration and label propagation, and two last parts
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corresponding to training and testing the two different models i.e. the original

dataset and the one with the addition of the synthetic labels.

The aim of the proposed methodology is to enhance the performance of the

models when applied to previously unseen datasets, specifically scans obtained

from vendors that were not included in the training set. During the training

phase, unlabeled time-frames belonging to the systolic phase were utilised, and

the corresponding labels were subsequently obtained for these frames through

the label propagation process, which is elaborated upon in Section 3.3.2. The

evaluation of the results, as presented in Section 3.4, is conducted based on the

labelled time-frames within the test set, as annotations are unavailable for the

remaining time-frames.

3.3.1 Data

The M&Ms dataset was used for the experimentation, released during the Multi-

Centre, Multi-Vendor and Multi-Disease Cardiac Image Segmentation Chal-

lenge. This dataset consists of 345 patients with hypertrophic and dilated

cardiomyopathies and healthy subjects, and it also allows the opportunity to

measure performance over different scanners, and to evaluate the resilience of

this approach towards different data sources. The visual appearances of CMRI

scans for each vendor are presented in Figure 3.1.

In particular, the training set includes 150 cases (75 from vendor A and 75 from

vendor B). The test set includes cases from two more vendors (C and D), see

Figure 3.2.

The CMRI images have been segmented by experienced clinicians from the re-

spective host institutions, including contours for the LV and RV blood pools, as

well as for the left ventricular MYO. Only ED and ES time frames have been

annotated, see Figure 3.3.

46



Advancing Model Generalisation with Synthetic Label Propagation

(a) Siemens (b) Phillips

(c) General Electric (d) Canon

Figure 3.1: Visual appearance of a CMRI short-axis middle slice for
anatomically similar subjects in the four different vendors considered. Im-

ages reproduced from the M&Ms Dataset Challenge [56].

Figure 3.3: M&Ms [56] challenge data overview for a single patient. ED
and ES frames are labelled while Systolic and Diastolic time frames are not.

Time-frame ranges can vary from subject to subject.
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Figure 3.2: M&Ms [56] challenge data: number of subjects for each vendor
for each set. The training set includes scan vendors A and B, while scans

from vendors C and D are just present in the test set.

3.3.2 Label Propagation

VoxelMorph [69] was adapted as the selected image registration technique. Given

that the pre-trained models were trained with images from other tissues, the de-

cision was made to train one using publicly available CMRI data. The ground-

truth segmentation labels were also included in the training process to produce

a model that was later used for label propagation. The standard configuration

of Voxelmorph was used for this part of the process(TensorFlow version)1.

After training, all the warping fields for the time frame between end-diastole and

end-systole were computed (systolic time frames), always in an intra-subject

way. The propagation was carried out from the ED mask to the remaining

systolic time frames. The warping fields were used to modify the ground truth

for the ED time frame, obtaining the synthetic labels for the target time frames,

see Figure 3.4.

1VoxelMorph https://github.com/voxelmorph/voxelmorph.
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Figure 3.4: Semi-supervised cardiac MRI segmentation using image reg-
istration: an overview of the registration scheme. The registration network
learns to output a registration field between the ED frame and the target one.
Then this registration field is used to deform the ED label, obtaining a syn-
thetic label for the target time frame, namely the propagated label. Figure

adapted from [69], light grey background correspond to the changes.

Lastly, all the volumes with annotations, including the original and the synthetic

ones, were combined into a single dataset.

3.3.3 Segmentation

This approach uses a 2D U-Net to segment end-diastolic and end-systolic vol-

umes in the target dataset. In particular, the U-Net model used 32 feature

channels with kernel size equal to three at the first level of the convolutional

layers, where batch normalisation was also applied and the activation function

was ReLU, followed by a 2 × 2 max-pooling layer. The final 1 × 1 convolution

is set with four channels that match the four target regions: background, right

ventricle, left ventricle, and myocardium.

For training the model, an Adam optimiser was used (learning rate = 10−3)

with a plateau learning rate scheduler, and the cross-entropy loss function was
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employed. Additionally, the Dice score for all regions was computed in each

epoch for the validation set.

3.4 Results

This section presents the results of the models obtained in Section 3.3. The

results were computed using solely the original labels of the test set of the

M&Ms dataset.

Table 3.1 shows the results obtained for both datasets, including regions and

vendors (M&Ms). The proposed method performs 2.6% better than the baseline,

where the region that benefits most from this change is the region corresponding

to the myocardium. When comparing the difference in performance of both

models across different scanners, it is observed how the performance of unseen

scanners C and D improves in the model resulting from the proposed method,

while it sees its performance almost untouched for the scanners present in the

training set (A and B). It can be seen in Figure 3.5 the qualitative impact of

the proposed method, which has the potential to decrease in time in clinical

reporting sessions compared to the baseline.

Regions Vendors Total

LV Myo RV A B C D Dice

Baseline (M&Ms) 0.475 0.386 0.394 0.553 0.583 0.419 0.277 0.418
Proposed (M&Ms) 0.504 0.430 0.398 0.548 0.573 0.443 0.338 0.444

Table 3.1: Results (dice scores) on the M&Ms datasets. Higher is better.

While [66] obtained a DICE score of 90.9, 84.53 and 87.86 for the LV, MYO

and RV respectively in the test set, their improvement in comparison to the

baseline without the label propagation was just of a 0.75%. This improvement

is extracted from the performance in the validation set, given that no comparison

to the baseline was given in the test set.
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Figure 3.5: Qualitative Results for the semi-supervised cardiac MRI seg-
mentation using image registration: (Red) Left Ventricle, (Green) My-

ocardium, and (Blue) Right Ventricle.

3.5 Discussion and Conclusions

Experimental results using synthetic labels generated from VoxelMorph im-

proved over the baseline, demonstrating the potential to use diffeomorphic image

registration as a label propagation technique. Future work should investigate

the use of this technique with a more robust baseline, including the propagation

of the labels from both key time frames. In particular, it would be interesting to

adopt nnUNet [76], an automatic segmentation framework for medical images

based on U-net architectures, which has been demonstrated to give state-of-

the-art results. Finally, it is anticipated that the results could be improved by

leveraging research focused on unreliable or noisy labels (e.g. [95]), weighting

them differently to reflect the level of trust in the annotations, or post-processing

the synthetic annotations.

The success of this work in using synthetic annotation opens the possibility

for other kinds of synthetic annotation or data. Other techniques should be

inveatigated that could benefit from available data to extend the capacity of

the models by balancing the number of subjects from specific cohorts (different

pathologies, ages or gender).
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In the next chapter, an architecture study is conducted to investigate the usage

of nnUNet [76] and other convolutional neural networks in a multi-view multi-

pathology scenario, which provides more detail regarding the optimal setting for

the segmentation of cardiac MRI. Additionally, a post-processing technique is

tested to maximise the usage of resources, in this case, the metadata, to link

the segmentations of the two different views.
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Chapter 4

Multi-view Segmentation of

Cardiac MRI

4.1 Introduction

This chapter presents a study on the segmentation of multi-view, multi-disease,

and multi-vendor Cardiac MRI scans. Experimentation was performed using

public data from the Multi-Disease, Multi-View and Multi-Center Right Ven-

tricular Segmentation in Cardiac MRI Challenge (M&Ms-2) [21]. This research

includes the usage of multiple architectures, frameworks and proposes a post-

processing method based on pixel-mapping using anatomical metadata.

Following the motivation introduced in Chapter 1, Cardiac MRI segmentation

is an important step during quantitative analysis for the diagnosis of cardio-

vascular diseases. During the process, the image is partitioned into meaningful

regions. Acquisition of this information helps clinicians calculate and under-

stand important features, such as the ejection fraction, which are then used to

determine whether subjects have a particular pathology or if surgery is necessary

[8]. Other functional analysis, such as strain, flow, or torsion, also require or

benefit from the segmentation being precise. The contours extracted from the

53



Multi-view Segmentation of Cardiac MRI

segmentation can be used to compute the left ventricle wall thickening or strain.

Those indexes are important in evaluating ischemia, myocardial infarction and

ventricular dyssynchrony [96].

Given the limited data, usually biased by under-representing specific cohorts of

subjects such as patients that have been scanned with less common scanners or

that have pathologies that are more scarce, clinical interest has arisen towards

adopting automated methods to help them diagnose faster and more accurately

the wide range of data variety. In particular, improving the generalisability of

models for scans from different vendors, with different protocols or subjects with

different pathologies has become an important challenge.

Convolutional networks are the most common type of neural networks used for

this task, but their adoption in the clinical world is slower than in others and

should be carefully analysed due to their very important role in the clinical

workflow. Hence, all algorithms are validated accordingly, and further efforts on

interpretability could greatly benefit from research in other domains. Chapter

2 provides more information in this context.

4.1.1 Contributions

This work propose a post-processing method valid for any multi-view data that

includes a header with anatomical correspondences with the scanner coordinates.

Second, a precise study over four different architectures has been made for short-

axis and long-axis images, carefully analysing the performance over the different

vendors and diseases subsets of data, bearing in mind if they were present or

not in the training set.

Last, the prediction time was recorded; therefore, the accuracy can be analysed

in parallel with its computational cost, easing the adoption of these algorithms

for clinical tools and machines with low computational power.
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4.2 Related work

In the following chapter, the literature related to the experimentation is dis-

cussed, situating the research performed on the topic of cardiac MRI segmen-

tation, the available public data, and the current state-of-the-art for the tasks

involved.

In particular, the focus will be on available architectures and frameworks, as

well as on the data preprocessing that has demonstrated the best results.

4.2.1 Cardiac MRI segmentation

The field of cardiac MRI segmentation has received a lot of attention in the last

decade and has adopted several deep learning strategies to automate daily clin-

ical workflows. Importing those innovations implied re-designing parts of those

methods, and eventually, dedicated models to medical imaging segmentation

arose.

With these adoptions, new challenges and opportunities appeared; they can be

summarised in: (1) lack of annotated data, (2) generalisation to unrepresented

subsets, and (3) interpretability of the results [65]. In this work, the research

will be focused on generalisation, particularly to subsets of vendors and diseases.

The ACDC dataset [55], has been the most widely used dataset to benchmark

the performance of algorithms. The results show how 2D CNNs have achieved

the best performance metrics in the proposed cohort of subjects. However, re-

cent public data publication has been made to leverage performance in underrep-

resented cohorts (M&Ms [21]), promoting research towards the above-mentioned

challenge 2 [1].
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4.2.1.1 Architectures

While CNNs have been the best performing neural network module for segmen-

tation, other techniques have been added to improve their performance.

In particular, U-Net [61] adopted skip connections and a U shape to extract

multiscale features and preserve contextual information, where DeepLabv3 [97]

approached this using the atrous spatial pyramid pooling.

More recently, the adoption of transformers in transUnet [98] was suggested

to preserve global contexts. On the other hand, CE-Net [99] added atrous

convolution and inception-like structures to preserve that context.

• nnU-Net: Aiming to tackle the non triviality of crafting solution to

biomedical image segmentation, nnU-Net [100] proposed a self-configuring

framework that includes pre-processing, architecture, training, and post-

processing for a given task. Built-in options offer 2D, 3D in cascade and

in full resolution, and ensembles of the previous U-Net based methods.

4.2.1.2 Multi-view segmentation

In the context of multi-view segmentation during the M&Ms2 Challenge [21],

Tampera [101] was proposed, implementing a geometric spatial transformer to

map the segmentation from one view to condition the segmentation of the other

view.

4.2.1.3 MRI specific normalisation and augmentation

MRI data has many particularities due to the nature of its acquisition, and

therefore it shall be managed accordingly, pre-processing it with techniques that

maximise the performance yielded by each costly image. In this work, Torchio

[102], a Python library for efficient loading, preprocessing, and augmentation,
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was used to implement this preprocessing, which included different normalisa-

tions and augmentations that are presented in the following sections.

The following normalisations and augmentations have demonstrated to greatly

benefit state-of-the-art methods in the context of the MRI segmentation task

[103].

• Z-Normalisation: It consists of subtracting the mean and dividing by

the standard deviation. Allowing for centering and scaling the input data,

which will ease and improve the training process.

• Histogram normalisation: Perform histogram standardisation of inten-

sity values as suggested in [104], see Figure 4.1.

Figure 4.1: Histogram Standardisation of pixel values from the SA images
in the M&Ms2 dataset [21].

• Random motion: Magnetic resonance images suffer from motion arti-

facts when the subject moves during image acquisition. This transform

follows [105] to simulate motion artifacts for data augmentation.

• Random ghosting: Discrete “ghost” artifacts may occur along the phase-

encode direction whenever the position or signal intensity of the imaged

structures within the field of view vary or move in a regular (periodic)

fashion. The flow of blood, cardiac motion, and respiratory motion are

the most important patient-related causes of ghost artifacts in clinical

magnetic resonance imaging [106].
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• Random bias field: MRI magnetic field inhomogeneity creates intensity

variations of very low frequency intensity variations throughout the image.

The bias field is modelled as a linear combination of polynomial basis

functions, as in [107]. It was implemented on NiftyNet by Carole Sudre

and used by [108].

4.3 Methodology

In this section, the setup of the proposed methods is presented, detailing their

components and hyperparameters.

4.3.1 Data

For this thesis, the M&Ms2 dataset [21] was used, which was recently released

during the Multi-Center, Multi-View and Multi-Disease Right Ventricular Seg-

mentation in Cardiac MRI Challenge. Although the challenge focused on the

right ventricle, the performance of the various methods was evaluated in all

chambers.

This dataset contains short-axis and long-axis images from each subject (for

a total of 160), as well as annotations of the right ventricle for each, and an

example of both views can be seen in Figure 4.2 and Figure 4.3.
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Figure 4.2: Example of a
short-axis (SA) image. Right
ventricle (white), myocardium
(grey), and left ventricle (dark

grey).

Figure 4.3: Example of a
long-axis (LA) image. Right
ventricle (white), myocardium
(grey), and left ventricle (dark

grey).

The challenge cohort consisted of 360 patients with different pathologies of the

right and left ventricles, as well as healthy subjects. All subjects were scanned at

three clinical centers in Spain using three different magnetic resonance scanner

vendors (Siemens, General Electric, and Philips ).

The training set contained 200 annotated subjects, and the testing set contained

160 more. Two pathologies (tricuspid regurgitation and congenital arrhythmo-

genesis) were not present in the training set, but were in the validation and

testing sets to evaluate generalisation to unseen pathologies.

The complete list of pathologies is:

• Dilated Left Ventricle (LV).

• Hypertrophic Cardiomyopathy (HCM).

• Congenital Arrhythmogenesis (ARR).

• Tetralogy of Fallot (FALL).
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• Interatrial Communication (CIA).

• Dilated Right Ventricle (DRV).

• Tricuspidal Regurgitation (TRI).

4.3.2 nnU-Net and post-processing

In the following section, the parameters chosen for nnU-Net are discussed, fol-

lowed by the introduction of a post-processing technique developed to improve

the results.

4.3.2.1 nnU-Net setup

For the experimentation, the regular 2D version of nnU-Net was used, without

any other version or combination, and training was not conducted using cross-

validation; therefore, FOLD was set to ALL. An individual model for short-axis

and a model for long-axis images were trained.

The combination between Cross-Entropy loss and Dice loss was chosen as a loss

function.

The rest of the parameters of the framework were left as default.

4.3.2.2 Post-processing

To boost the efficiency of this configuration, a post-processing technique that

leverages predictions from both perspectives to enhance segmentation along the

long-axis was implemented. This was a strategic move to capitalise on the

superior performance typically observed in the short-axis view, which boasts

a larger sample size. The implementation of a post-processing pipeline was
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Figure 4.4: Example of the original predictions for LA images in the nnU-
Net pipeline.

prompted by persistent spurious predictions in the LA images within the nnU-

Net pipeline, despite efforts to address them. An example of these problematic

predictions is shown in Figure 4.4.

The post-processing consisted on mapping the voxels from the short-axis view

into the long-axis view. This operation changed depending on the scanning

parameters, consequently the metadata held in the header file of the NIfTI [109]

format (the source format for the chosen dataset) was extracted.

NIfTI information and methods

The NIfTI format, short for Neuroimaging Informatics Technology Initiative

format [109], is a widely-used file format for storing and sharing neuroimaging

data. It was introduced as a replacement for the earlier Analyse format, which

was limited in its ability to represent complex data structures and lacked support

for modern imaging techniques.

One of the key advantages of the NIfTI format is its flexibility and extensibility.

It can represent a wide range of neuroimaging data, including structural and

functional MRI, diffusion-weighted imaging, and positron emission tomography

(PET) data, among others. It also supports the use of extensions, which allow
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researchers to add additional information to the header of the file, such as study-

specific metadata or additional image data.

Continuous coordinates can be associated with voxels utilising three distinct

methods, named methods 1, 2, and 3. This discourse primarily highlights the

context of three-dimensional volumes, in which these continuous coordinates are

represented by the variables (x, y, z). The voxel index coordinates, correspond-

ingly depicted as (i, j, k), are essentially the array indices.

The qform is the coordinate transformation that takes the coodinates of the

image into the coordignates of the magnet.

The sform is a coordinate transformation that aligns the images to a standard

reference.

The q or s form code determines the coordinate system used as the reference:

0 is arbitrary (apply Method 1), 1 is a scanner-based anatomical coordinates,

2 is aligned to another file’s or to anatomical truth, 3 is aligned to Talairach-

Tournoux atlas, 4 is MNI 152 normalised coordinates and 5 is aligned to nor-

malised coordinates.

The conditions for utilising the different methods are:

• Method 1: when the qform code equals 0. This old method remains

useful just for compatibility with the older format.

• Method 2: when the qform code is greater than 0. It combines an affine

transformation and the voxel dimensions.

• Method 3: when sform code is greater than 0. It uses an affine transfor-

mation.

In this case, the sform code is equal to 2, indicating that the coordinate mapping

should be performed with Method 3. This also indicates that the coordinate

system is aligned with an anatomical truth.
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Method 3

In Method 3 the (x, y, z) coordinates are given by a general affine transformation

4.1 of the (i, j, k) indices:

x = srowx[0] · i + srowx[1] · j + srowx[2] · k + srowx[3]

y = srowy[0] · i + srowy[1] · j + srowy[2] · k + srowy[3]

z = srowz[0] · i + srowz[1] · j + srowz[2] · k + srowz[3]

(4.1)

where srow items are the different values in the 4 × 4 affine matrix, the sub-

indexes refer to the row indexes, and the numbers between brackets are the

indexes of the different columns. The matrix contains the necessary information

to apply a rotation and translation transform.

Consequently, the expression in 4.1 can also be expressed in the matrix form as:


x

y

z

 =


srowx[0] srowx[1] srowx[2]

srowy[0] srowy[1] srowy[2]

srowz[0] srowz[1] srowz[2]

 ·


i

j

k

+


srowx[3]

srowy[3]

srowz[3]

 (4.2)

In this method, there is no use of voxel dimensions.

In the mapping processes, the 4.2 operation is firstly performed with the srow

values from one view, and then the inverse operation is computed with the srow

values of the other view.

In this study, two distinct applications of the third method were executed, re-

ferred to as the forward and backward transformations. The forward transfor-

mation operation applies a comprehensive mapping of all voxel data from the

collection of short-axis slices onto the long-axis image. Conversely, the backward

transformation operation involves a more selective mapping, in which only the

corresponding voxel from the short-axis is mapped for each specific long-axis

coordinate.
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The code employed to implement this method is presented in Appendix A.

Forward method 3

In the forward variant of Method 3, the short-axis to anatomical reference co-

ordinate mapping is computed first, followed by the anatomical to long-axis

mapping. This results in the overlapping of short-axis masks in the long-axis

scan, see Figure 4.5. Due to the slice thickness, the mapping consists of a set

of ring-like objects stacked from base to apex. Moreover, the overlapping also

presents tissues that are behind or in front of the long-axis plane, in this case

parts of the right ventricle and myocardium.

By performing morphological closing and opening, a mask is obtained for the

long-axis just from the mapped stack of short-axis annotations; see Figure 4.6.

The structural element selected for the morphological operations was an ellipse

with dimensions of (20,20) for closing and (5,5) for opening. These design de-

cisions were made based on qualitative analysis conducted on a small set of

images from five randomly selected patients. The gap between the mapped

stack originates from the slice thickness the scans have.

The mapped annotation and the original annotation (see Figure 4.7) were then

combined to obtain a cleaner prediction; see Figure 4.8. The merging consisted

on using the mapped and processed annotation from SA as structuring element

for closing on the predicted LA from the nnU-Net. Before this merging, the

original annotation had a morphological opening with an ellipse of size (20,20).

This procedure arose from the idea of discarding spurious annotations across

the image and to fill the respective holes in the mask.

Backward method 3

An alternative to the forward method 3 is the backward method 3, which com-

putes the operation in 4.1 from the long-axis to the anatomical and then to the

short-axis to allocate the corresponding values from the short-axis prediction
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Figure 4.5: Method 3 (forward): overlaid short-axis predictions over the
long-axis image.

Figure 4.6: Method 3 (forward): stack of right ventricle mapped SA an-
notations after using morphological operations to fill the gaps between the

different slices.

Figure 4.7: Method 3 (forward): original predictions for the RV on LA
images in the nnU-Net pipeline before the post-processing.

to the long-axis scan. In this operation, nearest neighbour interpolation is per-

formed to determine the value to be mapped. This version of the method 3 can

be seen in Figure 4.9.
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Figure 4.8: Method 3 (forward): processed right ventricle mapped SA an-
notations merged with the predicted LA mask from nnU-Net.

Figure 4.9: Method 3 (backward): short-axis annotations mapped into the
long-axis view.

In contrast to the forward method 3, the backward method 3 represents the

intersection of perpendicular planes, each with its corresponding slice thickness.

The distinction lies in the fact that, in the backward method 3, each pixel

value is mapped from the short-axis image using the corresponding interpolation.

Conversely, in the forward method 3, each pixel value is mapped to the long-axis

image. The computation of the exact locations of different pixels often yields

decimal values; thus, the nearest integer location is selected. This process results

in the observed effect illustrated in Figure 4.5.

4.3.3 Independent networks for each view

For the experimentation of the architectures, four different architectures were

prepared and then two versions of each were trained, one for each of the views.
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All the networks were trained in the same way. The parameters for training,

data preprocessing, and network design decisions are presented below.

4.3.3.1 Hyper-parameters

Training was conducted for 100 epochs with a learning rate of 10−3, using an

Adam optimiser and a learning rate scheduler on plateaus with a patience of 10.

The loss function chosen was the summation of the cross-entropy loss and the

Dice score loss.

4.3.3.2 Data normalisation and augmentation

The data preprocessing was performed by concatenating the following operations

in this order:

• Crop or padding to 256 × 256.

• Z-Normalisation.

• Histogram normalisation: the landmark were extracted from the training

set, but applied to all the data. There was one landmark for long-axis

images and another for the short-axis images.

• Intensity normalisation between 0 and 1.

During training, the following augmentations were also added (parameters that

are not mentioned below follow the default values of the Torchio library):

• Random motion with 15 degrees of rotation.

• Random ghosting with 3 ghosts.

• Random bias field.
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4.3.3.3 Architectures

All the different architectures were trained using the above-mentioned training

and the same data. In the following sections, the hyperparameters chosen for

these architectures are presented.

For architectures involving the utilisation of pre-trained networks, the input was

methodically modified. This modification was achieved by expanding the input

to encompass the three channels – red (R), green (G), and blue (B). Each of these

channels received identical input. In addition to this, a normalisation process

was performed on the input to enhance its compatibility with the pre-existing

network.

• U-Net:

U-Net [61] is one of the most widely used architectures in segmentation for

medical imaging. It consists of concatenations of pairs of convolution layers

followed by a pooling layer when contracting and up-sampling steps in the

expansion. Each contraction step has a skip connection to their respective

expansive step. The final layer is composed of a 1 × 1 convolution layer;

see Figure 4.10.

Figure 4.10: U-Net [61] Architecture.

The U-Net followed a vanilla implementation with an initial feature map

of 32 filters.
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• DeepLabv3:

DeepLabv3 [97] is a semantic segmentation architecture that proposes an

atrous convolution in cascade or in parallel to capture multiscale context

by adopting multiple atrous rates, these blocks are ResNet blocks.

In particular, this version has an Atrous Spatial Pyramid Pooling module

(ASSP) that differs from previous versions by applying global average

pooling on the last feature map of the model, inputs the resulting features

in a 1 × 1 convolution with 256 filters, and then there is a bilinear up-

sampling to the desired spatial dimension; see Figure 4.11.

Figure 4.11: DeepLabv3 Architecture. Figure reproduced from [97].

The DeepLabv3 that was trained had a ResNet101 backbone that had

been pre-trained from Torchvision [110]. The head had 2048 neurons.

In order to use this network, the single channel that the input images have

was expanded to the 3-channel input that ResNet101 expects by duplicat-

ing the channel. Additionally, during normalisation, the rescaling of the

values addressed the difference between the bits used for the encoding of

the colour or greyscale intensities.

• TransUNet:
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TransUNet [98] is a hybrid U-shaped CNN-Transformer architecture de-

veloped to perform medical image segmentation. The transformer encodes

tokenised image patches from CNN feature map as the input sequence to

extract global contexts. On the other hand, the decoder up-samples the

encoded features, which are then combined with the high-resolution CNN

feature maps to enable precise localisation, see Figure 4.12.

Figure 4.12: TransUNet Architecture. Figure adapted from [98] using
M&Ms2 scans [21], changes are indicated with a light grey background.

The TransUNet was set to have 8 visual attention blocks and 512 neurons

in the head of the multilayer perceptron.

• CE-Net:

CE-Net [99] (Context Encoder Network), was proposed to capture more

high-level information and preserve spatial information for 2D medical

image segmentation, see Figure 4.13.

The three main components are: (1) a feature encoder module, (2) a con-

text extractor, and (3) a feature decoder module. As a feature extractor,

they proposed to use a pre-trained ResNet block. The context extractor

module is formed by a newly proposed dense atrous convolution (DAC)

block, depicted in Figure 4.14; and a residual multi-kernel pooling (RMP)

block, represented in Figure 4.15.
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Figure 4.13: CE-Net Architecture. Figure reproduced from [99].

Figure 4.14: The dense atrous convolution (DAC) block. Figure reproduced
from [99].

The DAC has four cascade branches with the gradual increase of the num-

ber of atrous convolutions, from 1 to 1, 3, and 5, then the receptive field

of each branch will be 3, 7, 9, 19. It employs different receptive fields,

similar to Inception structures.

The RMP encodes global context information with four different-sized
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Figure 4.15: The residual multi-kernel pooling (RMP) block. Figure repro-
duced from [99].

receptive fields. The four-level outputs contain feature maps of various

sizes. To reduce the dimension of weights and computational cost, it was

proposed to use a 1 × 1 convolution after each level of pooling. The CE-

Net was set to have its vanilla values: 64 filters in the initial convolution

block. The backbone in this case was a ResNet34 that was pre-trained.

In the same manner as the adaptation made for the DeepLabv3 network,

the channels of the input data were also expanded to accommodate the

ResNet of CE-Net.

4.4 Experiments and results

The results for the baselines and the two different approaches are presented in

the following sections.
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4.4.1 nnU-Net and post-processing

This section provides the results for the nnU-Net baseline and for the proposed

post-processing. The results are displayed in Table 4.1, note that those results

have been obtained in the validation set and only for the right ventricle cavity.

The averages are calculated based on the number of images rather than for

individual patients.

DICE Hausdorff Average

SA LA SA LA Dice Hausdorff

Baseline 0.9118 0.3498 10.3670 145.0771 0.7713 44.0445
Proposed (Forward) 0.9118 0.6478 10.3669 28.8535 0.8458 14.9886
Proposed (Backward) 0.9118 0.7310 10.3669 12.7729 0.8709 10.7296

Table 4.1: Results for nnU-Net with and without the proposed post-
processing in the validation set for the right ventricle. Higher is better for

DICE, and lower is better for Hausdorff.

4.4.2 Independent networks

In this section, the results for the four different architectures for both views are

presented. Table 4.2 shows the best architectures for each vendor and view,

and Table 4.3 presents the results for each disease and view. Additionally, in

the Appendix B, the results for each vendor pertaining to a specific view and

models have been provided.

SA Architecture LA Architecture

Siemens 0.9225 CE-Net 0.8947 DeepLabv3
Philips 0.9126 CE-Net 0.9082 CE-Net
GE 0.8832 DeepLabv3 0.8434 DeepLabv3

Table 4.2: Multi-view segmentation: best performing architectures for each
view and scanner. Results in DICE (higher is better).

Additionally, inference times per image are presented in Table 4.4. The graphical

processor unit (GPU) employed for processing the data was a Nvidia GeForce

RTX 2080 Ti.

73



Multi-view Segmentation of Cardiac MRI

SA Architecture LA Architecture

NOR 0.9500 CE-Net 0.8835 DeepLabv3
LV 0.9305 U-Net 0.9011 DeepLabv3
HCM 0.9251 CE-Net 0.9078 DeepLabv3
ARR 0.9171 CE-Net 0.8928 DeepLabv3
FALL 0.9322 DeepLabv3 0.8826 DeepLabv3
CIA 0.8999 DeepLabv3 0.8802 DeepLabv3
DRV 0.9188 CE-Net 0.8671 DeepLabv3
TRI 0.9143 U-Net 0.8921 DeepLabv3

Table 4.3: Multi-view segmentation: best performing architecture per view
and disease. Healthy (NOR), Dilated Left Ventricle (LV), Hypertrophic
Cardiomyopathy (HCM), Congenital Arrhythmogenesis (ARR), Tetralogy of
Fallot (FALL), Interatrial Communication (CIA), Dilated Right Ventricle
(DRV), Tricuspidal Regurgitation (TRI). Results in DICE (higher is better).

Time (s/image)
SA LA

U-Net 0.027 0.023
DeepLabv3 0.042 0.038
TransUNet 0.034 0.03
CE-Net 0.032 0.028

Table 4.4: Multi-view segmentation: inference times for the different archi-
tectures and views in seconds per image. U-Net performed faster than the

other architectures.

4.5 Discussion and Conclusions

In this section, the results obtained are discussed, along with the limitations of

the work. Some future work is also proposed.

Firstly, the nnU-Net framework was set up, and while the results for the short-

axis were promising, tuning the parameters to the intended values took more

time than expected. Furthermore, an issue with predictions arose during the

training of the long-axis images. After several debugging sessions, this tool

was abandoned due to its poor accuracy and inadequate usability. Moreover,

nnU-Net demanded quite a lot of computational power, plus much more time

to train.
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To make the original idea work, a post-processing method was developed, in-

spired by other works that benefited from the information of the NIfTI header to

map both views. This consisted of mapping predictions from short-axis images

into long-axis images. This transformed the result from unusable to an effective

prior during clinical reporting sessions. The applicability of this technique de-

pends on having the requisite metadata to interpret the scanning reference to

anatomical positions. In scenarios where the data format differs (e.g., DICOM),

a similar procedure could be applied assuming the presence of the aforemen-

tioned metadata.

Based on the results of the architecture search conducted to replace nnU-Net,

it can be concluded that DeepLabv3 would be the best architecture to choose

from the range tested, but CE-Net would also be a reasonable option when

computing power is limited. Pre-trained models were generally more accurate

than architectures trained from scratch. Further efforts and investigation could

include pre-trained encoders in the existing models, which is likely to improve

their performance.

Moreover, the explanation on why the performance of all models was worse for

the GE scans is due to the fact that there are fewer cases in the training set

belonging to this particular scanner, and hence further work is needed to ensure

the generalisation of the models where datasets are unbalanced.

Surprisingly, the performance on the pathologies that were not present in the

training set, RV and TRI, was still acceptable, even better than some pathologies

seen during training. Further experimentation should explore which diseases

are more difficult to achieve good predictions on when they are not present in

training. The intuition is that the anatomical features of dilated right ventricles

and tricuspid regurgitation are similar to other diseases and easy to learn by

CNNs. In contrast, pathologies such as CIA or FALL have morphologies that

are more prone to miss-classification.
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Additionally, the better results on SA scans are attributed to having more images

in this view than in the LA view

Although the top scoring method in the M%Ms2 Challenge [111] outperformed

the various models presented in this chapter, the DICE score remained superior

to that of several participants in the final phase. The performance in the pre-

sented models was approximately 0.03 lower than that of the best-performing

algorithm, with comparable inference time.

Work on exploring augmentations that change the morphology of healthy scans

into different diseases, leveraging the scarcity of data for specific pathologies, is

presented in Chapter 7.
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Chapter 5

Time Frame Detection using

Sequential Neural Networks

5.1 Introduction

This chapter presents a detailed analysis of the contributions of this research

to cardiac MRI time frame detection. In particular, the adoption of new deep

learning modules to accelerate and improve the average frame difference (aFD) of

previous work was explored. Results trained and tested on public data (M&Ms)

are presented to ease reproducibility and bring more attention to this topic,

which has received far less attention than segmentation despite its importance

in the ejection fraction calculation.

The work aims to advance the automation of ED and ES phase detection in

cardiac MRI through deep learning, with a specific focus on improving precision

and reducing reliance on accompanying ECG signals. The significance lies in

enhancing the accuracy of clinical indicators and making the analysis process

more efficient and less prone to errors.
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The experiments and results described in this chapter have been accepted for

publication at the Irish Conference on Artificial Intelligence and Cognitive Sci-

ence (AICS) 2023.

Accurate identification of the End-Diastolic and End-Systolic phases in cardiac

functional analysis is paramount, as errors during these phases can significantly

impact critical clinical indicators such as ejection fraction (EF) and global longi-

tudinal strain (GLS). Studies have indicated that discrepancies within the two

and three frame difference can introduce up to a 10% error in these indica-

tors, underscoring the importance of precision in phase detection [112, 113, 22].

These studies were developed using echocardiographic data, but [114] compared

echocardiographic measurements to CMRI and concluded that LV volume is un-

derestimated in the former. Additionally, the variation is consistent over time,

suggesting that the error in selecting the incorrect frame remains similar.

The research reported in this chapter focuses on leveraging deep learning tech-

niques to automate the detection of ED and ES phases in cardiac short-axis

Magnetic Resonance Images. Notably, the work aims to eliminate the reliance

on accompanying Electrocardiogram signals, thereby enhancing algorithmic ro-

bustness and reducing the likelihood of errors associated with manual phase

labeling. Such advancements not only streamline the analysis process but also

contribute to more accurate clinical assessments.

In this work, cardiac short-axis Magnetic Resonance Images are targeted for the

automated detection of ED and ES phases through deep learning in a regression

problem. In particular, by leveraging pre-trained models with sequential neural

network modules. The contributions are the following:

• Report performance on public data: previous works on this topic

reported results on private data [23], hence reproducing their results was

not possible. Evidence of strong performance in the available open M&Ms

dataset [56] is provided.
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• Comparison of two different architectures: The performance of dif-

ferent novel models was studied, where two elements that have shown

great performance in a variety of problems involving sequences were ex-

perimented with: (1) Long Short-Term Memory (LSTM) [115] and (2)

Transformers [116].

• Inference time: the inference time of the proposed models is 500 faster

than in previous work on the same problem [23]. While the results were

obtained faster, the computational resources of the previous method are

unknown.

5.2 Methodology

In this section, the methodology and experimentation framework employed in

the study are delineated, focusing on MRI sequences from publicly available

datasets. The investigation revolves around the implementation and evaluation

of two deep learning modules applied after a pre-trained encoder, a combination

introduced in this work. The ensuing details elucidate the intricacies of this

approach and the rigorous experimentation process, providing a comprehensive

understanding of the methodological choices and research design.

5.2.1 Data

In the experimentation, the data released during the Multi-Centre, Multi-Vendor,

and Multi-Disease Cardiac Image Segmentation Challenge (M&Ms) was em-

ployed. In particular, the dataset consists of 150 training cases, 34 for valida-

tion, and 136 for testing. For the pre-trained part of the network, the M&Ms2

training data was employed 4.3.1.

Notably, data was acquired on scanners from four different vendors, two of them

are present in the training set, and all of them are present in the testing one.
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For the purposes of the experimentation, a single middle slice for each time

frame was focused on, streamlining the analysis while maintaining key temporal

information. This approach ensures a consistent and representative selection for

the deep learning models.

5.2.2 Architecture

The model architecture comprises a Convolutional Neural Network (CNN) mod-

ule,corresponding to the encoder part and the bottleneck of a U-net [61]. Sub-

sequently, the CNN features are fed into a fully connected layer where they are

flattened. Following this, the resulting features undergo sequence-wise feature

extraction using either an LSTM or a Transformer Encoder in the first and

second experiments, respectively. The output of the sequence module is then

connected to a second fully connected layer that produces a vector corresponding

to one element per frame in the sequence. The complete architecture is depicted

in Figure 5.1. The parameters chosen for the networks were the following:

• The CNN encoder was pre-trained in a segmentation task using the M&Ms2

data and then frozen while training the rest of the network. In particular,

the parameters of the network were: 32 filters in the first out of five pairs

of convolutional layers, and a max-pooling layer after each of the four first

pairs of convolutional layers.

• The fully connected layers had 512 and one neurons, respectively.

• The LSTM had the default PyTorch parameters, except that it was set

to bidirectional. Both the input size and the hidden size were 512, and it

had two layers.

• The Transformer Encoder was set to have 512 as the input size, with four

heads and two layers.
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Figure 5.1: The proposed network with the sequential module referring to
an LSTM or a Transformer encoder in each experiment.

5.2.3 Experiment

In the experiment, the performance of the two proposed networks was tested,

which were trained using a loss function consisting of two components: (1)

Mean Squared Error between the prediction and the synthetically generated

signal (see Equation 5.1), and (2) a temporal structured loss (see Equation 5.2),

both proposed by TempReg-Net [23]. The loss adds both components together.

yk =


∣∣∣ k−Nes

Nes−Ned

∣∣∣δ, if Ned < k ≤ Nes∣∣∣ k−Nes

Nes−Ned

∣∣∣υ, otherwise
(5.1)

Where N is the ground truth for each phase, and k is the time frame number. δ

and υ are hyperparamaters set to 3 and 1/3 respectively to mimic the behaviour

of the left ventricle in the cardiac cycle.

Ltemp = 1
2
(Linc + Ldec)

Linc = 1
T

T∑
k=2

1(yk > yk−1) max(0, ηk−1 − ηk)

Ldec = 1
T

T∑
k=2

1(yk < yk−1) max(0, ηk − ηk−1)

η is the prediction. (5.2)
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To label the time frames, the maximum and the minimum of the signal are set

as the ED and ES time frames. An example of the resulting signal is depicted

in Figure 5.2. In this signal, the time frames corresponding to ED and ES are

the first and eighth frames of the scan.

Figure 5.2: An example of the output regression curve. The maximum
(first frame) and the minimum (eighth frame) correspond to ED and ES time

frames, respectively.

To evaluate the performance, the average Frame Difference (aFD) (see Equation

5.3) was used to quantify the error.

aFD =
1

N

N∑
t=1

|ŷt − yt| (5.3)

5.3 Results

Table 5.1 presents the performance metrics on the test set of the M&Ms dataset

for both proposed architectures: Average Frame Difference (aFD), where lower

values indicate better performance, and the detection time for each frame. The

computations were conducted using an Nvidia GeForce RTX 2080Ti.
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Model aFD ED (ms) aFD ES (ms) Detection Time (s)

CNN + LSTM 1.70 (77) 1.75 (79) 0.0028
CNN + Transformer 2.03 (92) 1.84 (83) 0.00246

Table 5.1: Time frame detection results: average frame different and de-
tection times. LSTM performs marginally better than the transformer while

detection time remains similar.

The selection of the middle slice for the analysis constitutes a chosen hyper-

parameter and can affect the reproducibility. Results may vary depending on

the exact frame, although the results should remain similar. Adding additional

slices to the computation would reduce the variability at a computational cost.

5.4 Conclusions

The models consistently delivered accurate results, even when applied to data

from previously unseen scanners, particularly excelling in scenarios with a two-

frame difference. Notably, the LSTM model demonstrated superior performance

compared to the model incorporating a transformer encoder. This difference in

performance might stem from the need for a more refined training strategy for

the transformer model. Additionally, both models exhibited remarkable speed

during testing, processing data at 0.0025 seconds, a significant improvement

over other methods that take more than one second.

these findings underscore the effectiveness of the proposed method, showcasing

performance on par with human annotators while operating at a significantly

faster speed. This suggests the potential for seamless integration into current

clinical tools. For future research directions, exploring additional training strate-

gies, such as incorporating segmentation tasks or optimising the training process,

and investigating the synergy between the proposed recurrent modules present

promising avenues for further enhancement.
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In future work, it is speculated that the addition of optical flow [117] between

frames could lead to improvements. As a direct input in a parallel encoder or

indirectly by obtaining a feature from it. Moreover, incorporating more slices

might provide additional benefits.
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Chapter 6

Leveraging Pre-trained Models

and MRI Specific

Augmentations to Mitigate

Respiratory Artifacts

6.1 Introduction

This chapter provides a detailed description of the contributions of this research

to cardiac MRI segmentation in the presence of respiratory motion artifacts,

which took part during Extreme Cardiac MRI Analysis under Respiratory Mo-

tion Challenge (CMRxMotion). The experiments and results described in this

chapter have been accepted for publication at the Medical Image Computing

and Computer Assisted Interventions (MICCAI) 2022, in the Statistical Atlases

and Computational Modeling of the Heart (STACOM) proceedings [2].

As discussed in Chapter 1, extracting morphological and functional information

from CMRI data is tedious and intensive and can lead to observer bias [118].

As was presented in Chapter 2, the automation of these tasks has attracted
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the attention of scientists due to its high impact on daily clinical workflows.

In the last few years, the innovation of deep learning techniques, and in par-

ticular convolutional neural networks, have brought more interest in the topic

and have demonstrated great potential [119, 65, 1]. While recent efforts address

approaches to resolve the quality of the segmentation of all the chambers within

the heart (right ventricle, left ventricle, and myocardium) and multiple views of

the tissue (long-axis and short-axis) [56], sub-optimal segmentations, e.g., those

affected by respiratory artifacts, are still under-explored. Examples from the

mentioned artifacts are displayed in Figure 6.1.

To address this, in this chapter, a method is proposed that benefits from publicly

available pre-trained models. Using pre-trained weights not only accelerates the

training process but also enhances the predictions of the network. In particular,

the results are substantially better for the right ventricle and the myocardium,

leading to increased DICE scores and reduced Hausdorff distance. Results on the

left ventricle, however, remained unchanged. This work was conducted in the

context of the CMRxMotion challenge, with a focus on Task 2 (the segmentation

task).

(a) Full
Breath hold

(b) Half
Breath hold

(c) Free
Breath

(d) Intensive
Breath

Figure 6.1: The four different breathing intensities resulting in motion ar-
tifacts present in the CMRxMotion Challenge data (Figure reproduced from

the official challenge images [25]).
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6.2 Method

The proposed method consists of: (1) resampling, preprocessing, and normal-

ising the data, (2) loading a pre-trained model and setting the appropriate

training parameters, and (3) training the loaded network with data that have

been augmented with a number of different deformation and intensity changes.

The 3D data is referred to as volumes and the short-axis slices as images. The

data resampling, preprocessing, and normalisation were performed in 3D, while

the data augmentation was carried out over the slices.

The presented method focuses on fine tuning an encoder during the segmentation

task (with a segmentation head and decoder).

6.2.1 Data resampling, preprocessing and normalisation

First, the volumes were reoriented to the canonical orientation, which were then

resampled. A crop was then applied to the region of interest. The data were

subsequently split into training and validation subsets, where validation repre-

sented 20% of the available subjects.

Secondly, the intensity was normalised using a histogram obtained from the

training samples. The histogram standardisation [120] of all sets is performed

using the mentioned histogram.

6.2.2 Architecture study

In this work, two different versions of the widely used U-Net architecture [61]

were tested to investigate if pre-trained weights from a different problem and

data domain could lead to improved results. The two approaches are:

• a U-Net trained from scratch;
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• a ResNet-based [46] U-Net architecture with weights pre-trained for Ima-

geNet [121] classification.

6.2.3 Data augmentation

An important part of this study consisted of applying four different types of

augmentation techniques, which have previously been shown to enhance the

quality of the predictions on scans without the above-mentioned artifacts [122].

Additionally, these augmentations consist of applying intensity artifacts, which

are hypothesised to improve the models’ generalisation and strength against

the target artifacts. These augmentations were the random motion, random

ghosting and random gamma, presented in Section 4.2.1.3, plus the Random

Gamma. The Random Gamma is an intensity transform that consists of a

random change in the contrast of an image by raising its values. The ranges of

this transformation vary according to the gamma value.

Figure 6.2 depicts an example of the application of each augmentation over the

same scan.

(a) Raw
Image

(b)
Random
Motion

(c)
Random
Ghost-

ing

(d)
Random
Bias
Field

(e)
Random
Gamma

Figure 6.2: Application of augmentations over the same scan. From right to
left: 6.2a the raw image or scan, 6.2b random motion, 6.2c random ghosting,

6.2d random bias field, and 6.2e random gamma.
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6.2.4 Cardiac MRI Dataset

The dataset for this study was provided by the Extreme Cardiac MRI Analysis

Challenge under Respiratory Motion [25]. In particular, the data from the

segmentation challenge (task 2) was utilised.

Training data represented a cohort of 20 subjects, which were scanned four

different times, each under a different grade of respiratory intensity as in Figure

6.1, described as follows: (1) full breath hold, (2) half breath hold, (3) free

breathing, and (4) intensive breathing. The evaluation data represented a cohort

of five subjects with the same four different intensities of breathing. Lastly, the

test data represented a cohort of 15 subjects, unavailable for participants, just

used in the offline testing phase. An expert radiologist recorded and labelled the

end-diastolic and end-systolic phases for all subjects and breathing intensities.

6.3 Experiment settings

The experiment settings set during the method’s training and inference are

described in the following section.

First, the architectures in Section 6.2.2 had the following details:

• U-Net trained from scratch: 32 filters in the first out of five pairs of convo-

lutional layers and a max-pooling layer after each of the four first pairs of

convolutional layers. The convolutional layers used the ReLU activation

and batch normalisation.

• U-Net pre-trained: used a ResNet101 [46] backbone as an encoder, pre-

trained with ImageNet [121].

The general learning rate was set at 10−3 except for fine tuning, where the

learning rate for the trained encoder was set at 10−4. The learning rate was
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scheduled to change on plateau with a patience of 100 epochs, reducing the

learning rate to half its previous value. The optimiser chosen was Adam.

The steps detailed in Sections 6.2.1 and 6.2.3 were done using the TorchIO

library [102]. The pre-trained network was downloaded from PyTorch Segmen-

tation Models [110].

The augmentation policy consisted of always applying one of the techniques

described in Section 6.2.3. In particular, it was found that tripling the ran-

dom motion augmentation compared to the other augmentations resulted in a

model that was more resilient to respiratory motion artifacts, leading to better

segmentation performance.

6.4 Results

The results are presented in two different sections: (1) validation results, and

(2) evaluation results, which correspond to the results provided by the challenge

platform.

6.4.1 Validation results

Table 6.1 shows the results on the validation split of the training set. Four differ-

ent models are listed, indicating whether the training included augmentations,

and if the weights were trained from scratch or pre-trained on ImageNet. The

hypothesis that was initially had is validated, as all regions performed better

when pre-trained weights and the augmentations were used.
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DICE

LV MYO RV ALL

U-Net (scratch) 0.97 0.945 0.963 0.959
U-Net (scratch) Augs 0.974 0.949 0.965 0.963

U-Net (ImageNet) 0.97 0.948 0.966 0.962
U-Net (ImageNet) Augs 0.976 0.952 0.97 0.966

Table 6.1: Validation results for the segmentation of the Cardiac MRI scans
with respiratory motion (DICE). Augs indicate the additional data augmen-

tation. The best results are in bold.

6.4.2 Evaluation results

Table 6.2 shows the results of the inference of the evaluation data on the chal-

lenge platform. The four models are the same used in the previous section.

DICE Hausdorff (mm)

LV MYO RV LV MYO RV

U-Net (scratch) 0.88 0.768 0.789 11.78 7.64 11.37
U-Net (scratch) Augs 0.88 0.771 0.782 10.57 7.74 11.87

U-Net (ImageNet) 0.879 0.796 0.826 11.4 6.2 8.71
U-Net (ImageNet) Augs 0.883 0.797 0.851 11.04 5.64 7.77

Table 6.2: Evaluation results for the segmentation of the Cardiac MRI
scans with respiratory motion (DICE and Hausdorff 95). Augs indicate the

additional data augmentation. The best results are in bold.

The best results were achieved with the model trained using pre-trained weights

and additional data augmentation. However, in this model, the Hausdorff dis-

tance is worse than in the equivalent model trained from scratch. This discrep-

ancy in the LV might be due to a general tendency to misclassify some pixels,

placing them slightly away from their correct location.
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6.4.3 Test results

Table 6.3 shows the results of the inference of the test data, where the data

were processed on the challenge platform through the submission of the algo-

rithm. The submitted model corresponded to the pre-trained version of the

U-net including the augmentation strategy.

DICE Hausdorff (mm)
LV MYO RV LV MYO RV

U-Net (ImageNet) Augs 0.897 0.837 0.842 6.17 5.03 7.69

Table 6.3: Test results (DICE and Hausdorff 95).

The test set results demonstrate that the presented method not only preserves

but also improves performance. This highlights the model’s generalisability and

resilience to varying levels of artifacts. Notably, the Myo region showed the

most significant improvement in DICE, while the LV exhibited a substantial

reduction in Hausdorff distance.

6.5 Conclusions

In this chapter, it was proposed that the training be started from weights ob-

tained in a classification problem in another data domain. In addition, an

augmentation policy was proposed, consisting of four different augmentations

with random motion applied three times more than the rest.

While the contribution of the random motion was positive in the experimenta-

tion, which consisted of applying this transformation to all the scans (including

the data already containing artifacts), it decreased the performance if utilised for

the classification task of the same challenge. It is hypothesised that this policy

will directly affect the relation of the scan to its class label. The success of this

method in this task (segmentation) is attributed to the contribution of having

a wider range of data, triggering a greater capacity of the model to generalise.
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From the quantitative analysis conducted on the validation split of the training

data and the evaluation data from the official platform, it can be said that both

additions corresponded to an increase in the quality of segmentation. Further-

more, the adoption of the pre-trained weights also accelerated training times.

In conclusion, the model trained using pre-trained weights and additional data

augmentation demonstrated superior performance, as evidenced by its improved

results on the test set. This highlights the model’s strong generalisability and

resilience to varying levels of artefacts. While there was a slight increase in

the tendency to misclassify some pixels in the evaluation set, the overall perfor-

mance remained robust. Notably, the Myo region showed the most significant

improvement in DICE, and the LV region achieved a substantial decrease in

Hausdorff distance, further validating the effectiveness of the proposed method

in the test set.
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Chapter 7

Synthetic Balancing of Cardiac

MRI Datasets using Style

Transfer

7.1 Introduction

This chapter presents the research performed on synthetically balancing cardiac

MRI datasets using style transfer and 3D deformations. Synthetic balanced

datasets are crucial in cardiac MRI data analysis because they help address

the class imbalance problem. In cardiac MRI, the number of abnormal or dis-

eased cases is often significantly lower than the number of normal cases. This

imbalance can lead to biased machine learning models that perform poorly in

detecting cardiac conditions.

Synthetic balancing of datasets involve creating artificial samples of the minority

class (e.g., diseased hearts) to match the number of samples in the majority class

(e.g., healthy hearts). This enables machine learning algorithms to learn from

a more balanced dataset, improving their ability to detect and diagnose cardiac

conditions accurately. By using synthetically balanced datasets, researchers
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and clinicians can enhance the performance and reliability of cardiac MRI data

analysis, ultimately leading to more accurate diagnoses and better patient care

The novelty in this proposed method lies in using style transfer techniques to

achieve synthetic data balancing through deformations applied to an atlas. Un-

like previous attempts [28, 83, 29, 84], the synthetic data was obtained from an

atlas.

Once the atlas is processed, different slice cuts are obtained from it and style

transfer is applied to make them appear as real short-axis MRI scans. Those

synthetic scans are then added to the training set for the segmentation network.

It was found that using synthetic scans to balance the dataset resulted in up to

a 0.05 increase in the DICE score.

The following sections detail how synthetic scans are leveraged to augment the

dataset and optimise the performance of the analysis for the two separate patient

cohorts with distinct cardiac pathologies. This innovative strategy enable mod-

els to address the unique challenges posed by these cohorts and obtain more

robust and precise results in the CMRI data analysis. Section 7.1.1 provides

an overview of relevant literature, focusing on works related to this method

and generative techniques that allow for comparisons with certain steps in this

pipeline. In Section 7.2, the various components of this novel method are broken

down, with detailed descriptions of each element being offered. Section 7.3 out-

lines the experimental setup, evaluation procedures, and showcases the results.

Lastly, in Section 7.4, the conclusions are presented, and suggestions for future

enhancements and research directions are provided.

The experiments and results described in this chapter have been accepted for

an oral talk at the Scientific Assembly and Annual Meeting of the Radiological

Society of North America (RSNA) 2023 and as a full paper at the Medical Image

Understanding and Analysis (MIUA) 2024.

Segmenting cardiac MRI images poses a specific challenge related to achieving

a balanced performance across various cardiac pathologies and normal cases.
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Imbalanced datasets can lead to biased machine learning models that perform

poorly on underrepresented classes [21]. Various approaches, such as data aug-

mentation and domain adaptation, have been proposed [17] to address this issue.

In this chapter, the problem of dataset balancing in the context of seman-

tic segmentation for cardiac MRI is explored. The effectiveness of synthetic

dataset balancing in improving the performance of machine learning algorithms

on CMRI data with pathologies that are unseen to the model is investigated.

These synthetic datasets are generated by modelling the underlying physics of

the imaging process and simulating variations in patient anatomy, physiology,

and imaging parameters. While synthetic datasets have the advantage of being

easily scalable and customisable, they often suffer from a lack of diversity and

realism.

The proposed method combines modifications of an existing atlas [123] that

represents a healthy patient with image-to-image style transfer [124] to produce

synthetic subsets of data that constitute additional images to train segmentation

networks.

7.1.1 Related Work

Three main components were integrated into this research: (1) heart modelling

from 2D slices and cardiac atlases, (2) image style transfer and (3) cardiac MRI

segmentation.

7.1.1.1 Heart Modelling

The field of heart modelling from slices has made significant progress recently,

driven by statistical models and computational efficiency [125]. Recent works

have focused on improving shape modelling by refining boundary extraction

[126]. Those steps focus on the misalignment correction of the statistical shape

model (SSM) extracted from the contours of the 2D images. From the SSM, a
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3D mesh is generated and evaluated to fit plausible heart shapes [127], building

the final reconstruction of the heart from the scanned structure.

7.1.1.2 Cardiac Atlas

In the context of heart modelling and statistical parametric mapping (SPM), a

method and an atlas were proposed by [123]. The authors provided an analysis

of the number of subjects and methods necessary to represent a healthy and

anatomically normal heart. This representation can be seen in the end-diastolic

frame in Figure 7.1.

Figure 7.1: 3D model of the atlas [123] at ED.

7.1.1.3 Style transfer

Image-to-image translation has attracted a lot of attention during the last 5

years, and in particular, the topic of style transfer has remained an important

application within the computer vision community.

In particular, in unpaired image-to-image translation, recent efforts have been

made to improve the results and make them realistic [124]. CUT [124] uses a

single direction mapping based on patches of images from both domains and
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benefits from the contrastive representation learning recent advances. In Figure

7.2, the logic followed by the patch-wise contrastive loss can be seen.

Figure 7.2: Patchwise contrastive loss of CUT [124]. Figure adapted from
[124], changes are indicated with a light grey background.

While style transfer has found applications in regular images, only recently have

a few endeavours harnessed these advances to enhance clinical applications, as

evidenced by previous research such as [128] and [30]. Notably, while these

works have successfully applied this technique, few have specifically explored its

potential in the context of cardiac MRI applications or its role in addressing

dataset imbalances [28, 83, 29, 84]. Indeed, none have tackled this imbalance

without incorporating real data into their pipeline, whereas this approach relies

solely on a single atlas.

In Computed Tomography (CT) imaging, there have been successful approaches

using style transfer to augment available training data, as noted by [129]. While

this study emphasises preserving contextual features in latent representations,

it diverges from the focus of this chapter’s work on model objectives. In [129],

style transfer aims to diversify the training set for improved generalisability,

whereas in this chapter, style transfer transforms mask-like images from a mor-

phologically altered atlas into realistic MRI scans.
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7.1.1.4 Cardiac MRI segmentation

In the last 5 years, a new paradigm has been established in the topic of cardiac

magnetic resonance segmentation, working to extend the success of homogeneous

datasets to more heterogeneous and diverse datasets [17, 21]. While the U-

shaped architectures have remained a usual and powerful backbone for deep

learning based models [61, 76], data processing has significantly seen a prolific

production of new methods [2, 18, 19, 20]. Additionally, there have been efforts

of extending the available data to increment the number of images for training

by using image registration [1]. Despite these efforts, the exploration of how

atlases representing one type of subject can be used to complement a dataset

by applying deformations to their 3D model has not been conducted. A more

extensive analysis is displayed in Chapter 2, in Section 2.6.

7.1.2 Contributions

The contributions of this work are threefold: (1) a method to modify a rep-

resentative cardiac atlas and a sampling technique to obtain new subsets of

data, specifically data from synthetic subjects with hypertrophic cardiomyopa-

thy (HCM) and dilated right ventricle (DRV), is proposed; (2) recent advances

in the image-to-image style transfer domain are built upon to obtain realistic

MRI scans from its labels; (3) synthetic and real data are successfully integrated

to address the imbalance in the dataset, and segmentation networks are trained

to improve performance in patients with diseases not present in the training

set. These three points constitute a novel pipeline that can be implemented

in deep learning models to complement available data, similar to existing data

augmentation techniques.
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7.2 Method

The proposed method is founded on the premise that inaccuracies in model

predictions stem from the unique cardiac morphology observed in patients with

pathologies. The hypothesis is that the absence of patients with specific patholo-

gies in the training data can cause the model to overfit to the pathologies that are

present. To mitigate this, scans exhibiting morphology similar to the pathologies

not originally represented in the training data are introduced. This augmenta-

tion increases the dataset’s diversity, resulting in enhanced segmentation model

performance. The overall structure of the method’s pipeline is depicted in Figure

7.3.

To rectify the imbalance in the training data, what is referred to as ”synthetic

patients” was introduced. These synthetic patients are created by applying de-

formations to an atlas, essentially simulating the heart structures of the two

previously mentioned diseases, Hypertrophic Cardiomyopathy (HCM) and Di-

lated Right Ventricle (DRV). These simulations are achieved by virtually slicing

the 3D model of the heart to generate these synthetic patient representations.

The incorporation of these synthetic patients into the dataset involves a crucial

style transfer phase. During this step, images that resemble labels or structural

representations are transformed into realistic MRI scans. This transformation

was accomplished using a technique called ”CUT” as described in the reference

[124].

Finally, a segmentation network is trained using real and synthetic data.

7.2.1 Atlas-based data representation

Rather than having a model created based on the existing data, which would be

computationally costly and could introduce errors during the 3D reconstruction

steps, the atlas described in [123] was chosen for utilisation. This atlas represents
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(a) Atlas deformation

(b) Synthetic scanning

(c) Style transfer

Figure 7.3: The pipeline of the proposed method. The three main compo-
nents correspond to: 7.3a the atlas deformation, 7.3b the synthetic scanning,

and 7.3c the style transfer.
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over 1000 healthy subjects, providing a comprehensive and reliable reference for

this purposes.

7.2.2 3D Deformations and Virtual Scanning Techniques

For this work, three different deformations representing three different types of

subjects were created: (1) a healthy subject, (2) 20 subjects with heart struc-

tures similar to patients with a dilated right ventricle, and (3) 20 subjects with

heart structures similar to patients with hypertrophic cardiomyopathy. The

visual representation of these diseases is presented in Figure 7.4.

(a) Healthy (b) DV (c) HCM

Figure 7.4: Anatomical structure of the heart. Figure reproduced from [36].
Where: 7.4a is a healthy heart, 7.4b is a dilated ventricle, and 7.4c ventricular

hypertrophy.

The synthetic patients are obtained by performing a spherical cast operation

(see Figure 7.5) to the cavities of the heart model. The spherical cast consists

of a To Sphere transformation that will generate different results depending

on the number and arrangement of the elements selected. Depending on the

number of selected parts in each region (epicardium, endocardium, or right

ventricle) and the range of the deformation, a more or less prominent disease in

the synthetic subject was obtained. For HCM, the epicardium and endocardium

were enlarged, while for DRV, the RV was enlarged. The factor of the spherical

cast ranged between 0 and 0.5.
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Figure 7.5: Example of spherical cast applied to a cube with different fac-
tors.

The resulting 3D models are then processed as if they were scanned by obtaining

slices throughout the longitudinal axis, to sample the equivalent to short-axis

labels. An example for each subset of data is presented in Figure 7.6.

(a) Healthy (b) DRV (c) HCM

Figure 7.6: Representations of the sampled slices from the 3D heart model.
Where: 7.6a is no deformation, 7.6b deformations on the right ventricle rep-
resenting a dilated right ventricle, and 7.6c deformations on the left ventricle

representing hypertrophic cardiomyopathy in the left ventricle.

7.2.3 Style transfer

A specific CUT [124] model with the available data from M&Ms 2 [21] was

trained for this purpose, where one domain is the MRI scan and the other is the

label from the MRI scan.

CUT was the preferred style transfer model because, besides being based on

CycleGAN [85], it has a contrastive term that encourages spatial consistency in

the generated image. The CUT loss function is presented by:

LGAN (G,D,X, Y ) + λXLPatchNCE (G,H,X) + λYLPatchNCE (G,H, Y ) (7.1)
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where λYLPatchNCE (G,H, Y ) is the contrastive term that enhances spatial con-

sistency with the source image in X (synthetic image in this case). This term

promotes the proximity of input-output patches from a specific location in an

image within the feature space while ensuring that such patches are distant from

other patches in the image. The discriminator part of the GAN is represented

by D and the generator part as a G. The weights of a two-layer perceptron

that projects the patches to the feature space are denoted as H, and the hy-

perparameters λX and λY regulate the influence of the respective contrastive

terms.

The results of applying a CUT trained on the available data to the synthetic

data obtained from the previous steps are presented in Figure 7.7. The two

domains are: (1) the MRI scans, and (2) the labels of the MRI scans. In other

words, the CUT model learns to transfer the style of an MRI scan to a label,

resulting in a realistic MRI scan with the structure displayed in a label. The

resulting data was used as annotated data for the segmentation models.

(a) Healthy (b) DRV (c) HCM

Figure 7.7: Slices from Figure 7.6 processed with the trained CUT [124].
Where: 7.7a is no deformation, 7.7b deformations on the right ventricle rep-
resenting a dilated right ventricle, and 7.7c deformations on the left ventricle

representing hypertrophic cardiomyopathy in the left ventricle

7.2.4 Segmentation Network

To test the performance of the models trained with the different datasets the

same architecture and the same preprocessing and normalisation techniques were

used. In particular, a standard U-Net [61] with 32 filters in the first convolutional
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layer was implemented. Data normalisation was performed with z normalisation

and histogram standardisation. The preprocessing consisted in centre-cropping

with padding.

7.2.4.1 Short-axis Cardiac MRI Data

M&Ms2 dataset [21] was used, released as part of the Multi-Center, Multi-View

& Multi-Disease Right Ventricular Segmentation in Cardiac MRI Challenge.

The performance was evaluated in all chambers for the short-axis view. In par-

ticular, the performance of the different pathologies present in the subjects of

the dataset was compared. The pathologies are dilated left ventricle (LV), hy-

pertrophic cardiomyopathy (HCM), congenital arrhythmogenesis (ARR), tetral-

ogy of fallot (FALL), interatrial communication (CIA), dilated right ventricle

(DRV), and tricuspidal regurgitation (TRI).

7.3 Experimental Methodology and Results

The experiment consisted of evaluating the performance of four models trained

with three different sets of data: (1) normal (healthy) cases from M&Ms2 plus

the atlas sampled without deformation, (2) normal (healthy) cases from M&Ms2

plus 20 dilated right ventricle deformations applied to the atlas, (3) normal

(healthy) cases from M&Ms2 plus 20 hypertrophic cardiomyopathy deforma-

tions applied to the atlas, and (4) normal (healthy) cases from M&Ms2 and

classic data augmentation (affine and elastic transformation). The first model

serves as a control model to compare the improvements when adding the syn-

thetic data, and the last one is a comparison to classic data augmentation. The

augmentations were applied with an overall probability of 0.5, and then each

augmentation had equal probabilities of being applied.

The evaluation of the models was performed over the test split of the M&Ms2.

In particular, the results for normal (healthy), hypertrophic cardiomyopathy,
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Normal HCM DRV Augs

Real Patients 40 40 40 40
Synthetic Patients Healthy 1 1 1 1
Synthetic Patients HCM 0 20 0 0
Synthetic Patients DRV 0 0 20 0

Table 7.1: Number of real and synthetic patients used to train the seg-
mentation model. Synthetic refers to the atlas or its deformations with the

style-transfer performed.

and dilated right ventricle are presented; a part of overall performance. DICE

scores are provided for each region. The results are presented in Table 7.2.

Data subset Model
DICE Hausdorff (mm)

LV MYO RV ALL All

Normal
(Healthy)

Healthy 0.9417 0.8252 0.8542 0.8737 6.311
HCM 0.9400 0.8397 0.8273 0.8690 6.2916
DRV 0.9333 0.8380 0.8053 0.8589 6.4883
Augs 0.9477 0.8416 0.8790 0.8894 6.4223

HCM

Healthy 0.9382 0.8583 0.8284 0.8750 6.5544
HCM 0.9195 0.8574 0.8317 0.8700 6.6080
DRV 0.9148 0.8450 0.8239 0.8612 6.7190
Augs 0.9089 0.8198 0.8111 0.8467 6.635

DRV

Healthy 0.7808 0.6036 0.7742 0.7195 7.3460
HCM 0.7625 0.6146 0.7662 0.7149 7.1411
DRV 0.8049 0.6499 0.7723 0.7424 6.9020
Augs 0.7916 0.6243 0.7142 0.7101 6.5030

All

Healthy 0.8577 0.7149 0.7720 0.7815 6.8173
HCM 0.8313 0.7137 0.7856 0.7769 6.770
DRV 0.8672 0.7388 0.7729 0.7930 6.9027
Augs 0.8581 0.7228 0.7667 0.7825 6.5474

Table 7.2: Segmentation performances for each subset of data. Each subset
presents the DICE score (higher is better) and Hausdorff distance (lower is
better) for each of the four models and each of the regions (Left Ventricle,
Myocardium, and Right Ventricle). Models refer to the model trained with
healthy patients of the original dataset [21] plus the atlas or its synthetic

deformed aliases. The best results are in bold.

The results show how the addition of synthetic data had a positive impact on the

performance, with a strong emphasis on the dilated right ventricle deformations.

Overall performance increased the DICE score in that model by 0.01, and by 0.05

in the myocardium for the DRV subset of data, where the mean performance

was more than 0.02 better than in the healthy subset.
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Additionally, Figure 7.8 provides a visual comparison of the various models

trained for the different tissues. The DRV model, represented in green, outper-

forms the other models with the exception of the RV, where the HCM model,

displayed in yellow, achieves a better DICE score. The Augs model, depicted in

red, shows an improvement over the Healthy model (in blue), as expected, but

does not surpass the performance of the models utilising synthetic balancing.

In comparison to the study by [129], the results demonstrate similar enhance-

ments despite expanding the available training data through a distinct method.

This approach offers the additional benefit of generating extra data specifically

in targeted directions where increased training data is needed. The evaluation

of this research focuses on assessing the impact in these specific directions.

Figure 7.8: Segmentation performances for each subset of data. Each sub-
set presents the DICE score (higher is better) for each of the four models
(Healthy, HCM, DRV, and Augs) and each of the tissues (Left Ventricle, My-
ocardium, Right Ventricle and all regions). Models refer to the model trained
with healthy patients of the original dataset plus the atlas or its synthetic

deformed aliases. The mean is plotted with a red mark.
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7.4 Conclusions

In this study, a style transfer model was successfully trained to effectively gen-

erate synthetic cardiac MRI images sampled from a deformed atlas. Those

synthetic images were successfully used to balance the training dataset. The

results show how the addition of this data meant an increase in the DICE score

of up to 0.05 in some regions within the target pathologies of the data. Nonethe-

less, the method was significantly less succcesful when simulating hypertrophic

cardiomyopathies than it was when synthesising dilated right ventricle patients.

The incorporation of synthetic data in the DRV model led to improvements

of up to 0.01 in the overall dataset and up to 0.03 on the DRV subset com-

pared to classical augmentations. This demonstrates a distinct advantage over

conventional techniques.

Conversely, the HCM subset exhibits optimal performance when utilising the

Healthy model. This unexpected outcome indicates that the model generalised

from healthy data may capture essential features or patterns in the HCM subset

more effectively than a condition-specific model. Additionally, this discrepancy

might also be attributed to this method’s lack of precision in capturing the

specific morphologies of HCM data. These contrasting results underscore the

importance of selecting appropriate modelling strategies based on the unique

attributes of each data subset, and they open avenues for further investigation

into the underlying reasons for these performance disparities.

Future endeavours will delve into incorporating additional and more accurate

deformations to synthesise a more extensive range of diseases, coupled with en-

hancements in the style-transfer component of the pipeline. Moreover, extending

the pipeline’s design to generate synthetic patients with pathologies identified

through functional analysis would constitute a significant advancement in the

field.
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Synthetic Balancing of Cardiac MRI Datasets

In the culmination of this research journey, the preceding chapters collectively

unveil a comprehensive exploration into various facets of CMRI analysis. From

the meticulous investigation of diverse architectures and the development of a

synthetic labelling pipeline to address dataset imbalances, to the detailed ex-

amination of time frame detection, mitigation of respiratory motion artifacts,

and the pioneering use of on-demand synthetic data, each chapter contributes

a unique perspective to the overarching goal of enhancing CMRI segmentation.

The findings underscore the potential for foundational models in cardiac MR

analysis, as demonstrated by the successful fusion of pre-trained models, in-

novative data augmentation strategies, and the generation of synthetic data.

As the research objectives align with the ongoing advancements in deep learn-

ing methodologies, the implications extend beyond the immediate scope of this

study. These insights not only bolster the understanding of CMRI analysis but

also pave the way for future research directions and the continued evolution of

foundational models in medical imaging. In the subsequent concluding chapter,

these collective contributions are distilled into a comprehensive synthesis, with

reflections on the achievements, limitations, and proposals for future research

in the dynamic landscape of cardiac MR analysis.
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Chapter 8

Conclusion

Neural networks have reached impressive results in many medical imaging appli-

cations, in particular, in cardiac MR. Clinical tools have integrated them since

they have become the new state-of-the-art for a number of their intrinsic tasks.

These results, however, come with some constraints: to achieve top scoring re-

sults neural networks require large and diverse datasets, with expensive labels,

and significant computational requirements. Obtaining this data is costly and it

is difficult to share. Adding to this challenge, there are cohorts of patients who

can not get the scans without holding their breaths, resulting in artifacts that

deform the contouring of the heart’s cavities. The research presented in this the-

sis addresses these challenges: Chapters 3 and 4 address alternatives to obtain

more benefits from the available data and labels and to enhance generalisability

towards diverse data (scan vendors, pathologies and views); Chapter 5 addresses

the possible performance leak due to incorrect time frame labelling; Chapter 6

focuses on mitigation against respiratory motion artifacts; and lastly, Chapter

7 focuses on developing a pipeline to generate synthetic data on demand that

could be integrated in the building of a foundational model.

In particular, Chapters 3, and 4 present innovations in advancing model gen-

eralisation with synthetic label propagation and in handling multi-view data.

This is necessary to tackle the challenges in developing accurate segmentation
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models from cardiac MRI data that is essential for extracting specific metrics

such as the Ejection Fraction for reliable clinical interpretation. The former

explores the utilisation of synthetic labels obtained through image registration

of intermediate time frames, bolstering the model’s generalisation capabilities

to analyse scans from previously unseen vendors. The latter examines various

model architectures and post-processing techniques involving the anatomical

position of scans, evaluating their performance on images from different views.

Chapter 5 focuses on including the time frame labelling in the context of segmen-

tation, benefiting from the networks trained with that task. This is important

to prevent the accuracy of clinical metrics from dropping when no ECG signal

or time frame label accompanies the scans. This chapter combines pre-trained

encoders with sequential modules to provide a fast, accurate, and reproducible

model.

The focus of Chapter 6 is to mitigate the respiratory motion artifacts in cardiac

MR data. In this chapter, a method for leveraging pre-trained models for cardiac

segmentation and the integration of MRI-specific augmentations to mitigate the

former artifacts is presented.

Finally, in Chapter 7, the idea of building a foundational model by generating

synthetic data is worked on. In particular, a novel pipeline to obtain on-demand

synthetic data was developed. For this proof of concept, two different pathologies

with known distinctive morphologies were chosen to develop the idea. The

pipeline consisted of deforming an atlas according to the morphologies, sampling

the data, and finally applying style transfer to convert the images into MRI-

looking scans with a proposed deep learning model.

In this chapter, Section 8.1 addresses the objectives proposed in Chapter 1, and

how the research presented in Chapters 3, 4, 5, 6 and 7 addresses important

aspects for the former. Section 8.2 summarises the research contributions of the

thesis. Finally, Section 8.3 presents the limitations of this work and elaborates

on the suggestions for future research.

112



Conclusions

8.1 Research objectives

The research objectives introduced in Chapter 1 are discussed in this section in

light of the research presented in the corresponding chapters.

Objective 1: To develop more generalisable models that can be used in diverse

settings.

• Objective 1.1: Enhance model robustness and generalisability to the vari-

ations presented by various imaging equipment sources.

• Objective 1.2: To develop a model capable of effectively handling and dis-

tinguishing among various cardiomyopathies, ensuring robust performance

across different pathological conditions.

Chapters 3 and 4 empirically demonstrate that exploiting relationships among

data within the same dataset enhances the neural network’s ability to generalise

across diverse settings. Specifically, the experiments detailed in Chapter 3 reveal

that extending labels from annotated time frames to intermediate ones improves

network performance on data from previously unseen vendors. In the experi-

ments conducted in Chapter 4, it is established that the choice of architectures

during training significantly influences performance across different views, ven-

dors, and pathologies. Moreover, the findings indicate that pre-trained networks

consistently yield superior performance in most cases. Additionally, within this

chapter, a post-processing method is proposed to label predictions from one

view using predictions from another view, accomplished through pixel mapping

with metadata derived from the images.

Objective 2: Automatically detect end-diastolic and end-systolic time frames

for more accurate analysis and better reproducibility on benchmark datasets.

The experiments carried out in Chapter 5 delved into assessing the performance,

both in accuracy and speed, of a neural network incorporating a pre-trained
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encoder and a sequential module. Two distinct modules of this nature were

tested: an LSTM [115] and a transformer encoder [116]. Furthermore, this

chapter established a benchmark using a publicly available dataset, facilitating

the reproducibility of future research endeavours.

Objective 3: To develop a method to mitigate respiratory motion artifacts on

cardiac MRI data.

In Chapter 6, the research centered on mitigating against respiratory motion

artifacts in CMRI data. The experimentation revolved around fine-tuning pre-

trained models in conjunction with data augmentation techniques that repli-

cated the blurring effects associated with the mentioned artifacts. It is concluded

that this combination yielded a more robust and resilient model, effectively mit-

igating the effect of artifacts.

Objective 4: To synthetically balance datasets.

Chapter 7 centered on exploring the use of on-demand synthetic data to ad-

dress dataset imbalances. Specifically, the experimentation aimed to balance a

dataset encompassing various pathologies, selecting two with known morpholog-

ical differences compared to healthy subjects. The approach involved designing

a pipeline capable of generating new CMRI data from an atlas. This pipeline

included: (1) deforming the atlas to match the corresponding morphology, (2)

sampling the resulting 3D model to generate images, and (3) applying style

transfer to produce MRI-like images. The experiment compared the impact of

adding various synthetically generated subjects to the training data on a seg-

mentation network, contrasting the results with other classic data augmentation

methods based on deformation. The conclusion highlighted the success of the

proof of concept, suggesting that this approach could represent a significant

advancement in foundational models.
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8.2 Research contributions and proposed solu-

tions

In the following section, a discussion related to contributions of this thesis is

presented.

How can cardiac MR analysis be improved with deep learning meth-

ods?

To enhance the applicability of the developed models across diverse settings,

the research focuses on the creation of more generalisable models. By lever-

aging comprehensive pre-training on diverse datasets, the aim is to establish a

robust foundation that captures broad knowledge. This approach facilitates the

development of models that can be fine-tuned for specific tasks using smaller,

task-specific datasets. The contribution of this work lies in the pursuit of gener-

alisability, allowing the models to demonstrate efficacy and relevance in a wide

array of contexts and applications.

Can image registration be used to propagate labels to intermediate

time frames?

In publicly available cardiac MR datasets, annotations are typically provided

only for key time frames, such as End-Diastole and End-Systole. To address

this limitation, in Chapter 3, annotations were expanded to intermediate frames

by propagating labels from the ED frame. This extension was achieved through

image registration. Initially, the registration field between two images was com-

puted and subsequently applied to the corresponding mask.

Can the analysis be improved if intermediate unlabelled data is in-

cluded?

The integration of scans enriched with synthetically propagated labels yielded

notable performance improvements, particularly evident when applied to scans
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originating from vendors not included in the initial training set, as seen in Chap-

ter 3. This strategy effectively contributed to enhancing the model’s gener-

alisation capabilities, showcasing its adaptability to diverse data sources and

underscoring the robustness of the trained model in handling variations across

different vendors. The extended capability to generalise across a broader spec-

trum of datasets reinforces the practical utility and versatility of the model in

real-world applications, where data heterogeneity is often encountered.

Can information from the short-axis be exploited to improve model

performance in the long-axis?

CMRI data typically includes metadata containing crucial information, with

pixel coordinates in the anatomical position being particularly vital. To lever-

age this information effectively, it is imperative to identify the mapping corre-

sponding to the specific case. In the experiments conducted in Chapter 4, this

mapping was successfully accomplished using the method denoted as method 3.

By employing this post-processing step, results comparable to those obtained

through neural network predictions were achieved. The introduction of this pro-

posed post-processing technique proves advantageous in scenarios where there

is limited long-axis data or when model performance is sub-optimal. This inno-

vation addresses challenges associated with insufficient data and enhances the

overall robustness of the model’s predictions.

Is it important to select different architectures for different tasks?

One strategy for optimising performance on CMRI data involves training dedi-

cated models for specific subsets of data. In Chapter 4, this approach was investi-

gated by exploring four distinct architectures and evaluating their performances

across a variety of vendor scans and pathologies. The experimentation produced

intriguing findings, as the optimal architecture varied depending on the specific

scanner and pathology under consideration. Nevertheless, it was consistently

observed that architectures incorporating a pre-trained encoder outperformed

others in the majority of cases. This underscores the effectiveness of leveraging
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pre-training strategies to enhance the overall robustness and adaptability of the

models across diverse datasets.

Can end-diastolic and end-systolic time frames from cardiac MR

data be detected automatically?

This contribution entails the creation of an automated system designed to pre-

cisely detect end-diastole and end-systole time frames. The automated process

significantly contributes to the efficiency and robustness of cardiac imaging anal-

yses. In Chapter 5, the utilisation of pre-trained segmentation neural networks

and sequential modules to expedite this task was investigated, enabling paral-

lelised execution without compromising accuracy. This research also establishes

a benchmark using publicly available datasets, facilitating reproducibility and

seamless comparisons across studies. In essence, this work not only advances

efficiency and accuracy in cardiac imaging analyses but also sets a standard for

future research in the field.

Can a deep learning model be resilient to respiratory motion arti-

facts?

Addressing the challenge of preventing models from underperforming on CMRI

data with artifacts is noteworthy due to its implications, though inherently

difficult due to the variable intensities of motion blurring caused by different

levels of patient breathing. Chapter 6 details the exploration of this challenge,

where experimentation with a pre-trained model and various data augmentation

techniques resulted in notable improvements and the successful mitigation of

artifacts. Specifically, augmentations designed to mimic the effects of motion

artifacts in the images were applied, encompassing a range of intensities to

comprehensively address the variability observed in patient breathing.

Can atlas data be leveraged to produce synthetic cardiac MR data?

In Chapter 7, the exploration of utilising an atlas to generate synthetic data

on demand was conducted, offering a convenient means to acquire specific data
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for balancing datasets. Throughout the experimentation, a pipeline method de-

signed to deform the atlas to emulate two diseases with distinct morphological

characteristics was introduced. This method involved sampling images from the

deformed atlas and applying style transfer to render images with an appear-

ance akin to MRI scans. The outcomes of the experimentation showcased an

enhancement in results, particularly for one of the pathologies. Furthermore, a

comparative analysis with results obtained through traditional data augmenta-

tion deformations was conducted, revealing that the proposed pipeline outper-

formed in comparison. The overall success of the proof of concept was affirmed,

signalling the promising potential of this approach.

8.3 Limitations, recommendations and future

work

In this section, the primary research avenues outlined throughout the thesis

are gathered, potential prospects for future research within these domains are

explored, and the limitations of the work are elucidated:

• Generalisable models that can be used in diverse settings:

– A limitation within the proposed work in this context is found in

the fact that image registration was conducted exclusively in a 2D

scenario. It remains uncertain whether incorporating a combination

of 2D and 3D registration in analogous approaches could yield more

significant performance improvements.

– Continuing in the same vein, the architecture search was based on

various 2D architectures that offer avenues for further exploration.

Additionally, future research might consider incorporating ensembled

networks or models in cascade. However, it is important to note that

such approaches could introduce more complex training strategies
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and potentially demand a larger computational budget. Finally, em-

bracing holistic approaches that simultaneously consider both views

could potentially lead to further improvements, as highlighted by

some researchers [72].

• Automatically detect end-diastolic and end-systolic time frames for more

accurate analysis and better reproducibility on benchmark datasets:

– While this exploration resulted in strong performance, future meth-

ods could potentially concentrate on unsupervised approaches to at-

tain comparable or superior results. Approaches like [24], which ex-

plore deriving a signal from the registration process, appear partic-

ularly interesting in this context. The hypothesis suggests that the

incorporation of optical flow [117] might further enhance performance

and reduce the reliance on labelled data.

• To develop a method to mitigate respiratory motion artifacts on cardiac

MRI data:

– In addressing this specific challenge, the efforts were centered on mo-

tion artifacts without considering their diversity (e.g. age or patholo-

gies). It would be intriguing to explore how artifacts may vary in

this context and to study mitigating each specific type. Similarly,

the domain of MRI reconstruction stands out as a challenging yet

captivating area for exploration with similar motivation. Perhaps,

the advancements made in the field of artifact mitigation could offer

valuable insights and improvements in the realm of MRI reconstruc-

tion.

• To synthetically balance datasets:

– The experimentation primarily centered around two diseases with no-

table morphologies observable in short-axis images. As such, there

is room for exploration of additional pathologies in long-axis views,
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such as tetralogy of Fallot. Future research could investigate other

pathologies that exhibit significant changes in heart function. While

these may be more challenging to replicate, they hold greater poten-

tial for enhancing diagnostic capabilities.

– Is it feasible to create a foundational model that harnesses pre-training

on extensive and diverse datasets, capturing a wide range of knowl-

edge, and subsequently fine-tunes this model for specific tasks using

smaller, task-specific datasets, particularly with the incorporation of

synthetic CMRI data?

Building on the success of the proof-of-concept pipeline, it is posited

that the construction of a foundational model for cardiac MR is an

attainable goal. Atlases serve as invaluable resources for represent-

ing large patient cohorts without compromising individual privacy.

Nonetheless, a comprehensive study is essential for the style transfer

component, which captures CMRI texture features, to enhance its

performance and explore both its limitations and implications.
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Appendix A

NIfTI Method 3 code

1 import nibabel as nib

2 import numpy as np

3 import numpy.linalg as npl

4

5 def method3_forward(i,j,k,SA,LA):

6 # Loading and info bloc

7 SA_pred = SA.get_fdata()

8 SA_info = SA.header

9 SA_s = SA_info.get_sform()

10 LA_pred = LA.get_fdata()

11 LA_info = LA.header

12

13 # Matrix bloc

14 affine_la = LA_info.get_qform()

15 affine_sa = SA_info.get_qform()

16 M1 = affine_sa[:3,:3]

17 M2 = affine_la[:3,:3]

18 M2_prime = npl.inv(M2)

19

20 # Offsets bloc

21 SA_off = affine_sa[:3,3][np.newaxis]

22 LA_off = affine_la[:3,3][np.newaxis]

23

24 # SA to anatomical

25 SA_anatomical = M1.dot([i, j, k]) + SA_off

26

27 # LA to anatomical

28 SA_anatomical_off = SA_anatomical - LA_off

29 SA_LA = M2_prime.dot(SA_anatomical_off.T)

30

31 return int(SA_LA[0]), int(SA_LA[1])

32

33
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Appendix B

Results for each architecture and

view evaluated for the different

scan vendors.

Short Axis

DICE Total

LV MYO RV DICE Hausdorff

Siemens 0.9579 0.8871 0.9187 0.9212 6.8208
Philips 0.9479 0.8630 0.9224 0.9111 7.1085
GE 0.8930 0.8330 0.8580 0.8613 8.3549

Table B.1: Vendor results for U-Net over the Short Axis images.

DICE Total

LV MYO RV DICE Hausdorff

Siemens 0.9578 0.8837 0.9161 0.9192 6.6107
Philips 0.9489 0.8600 0.9065 0.9052 6.7915
GE 0.9262 0.8427 0.8806 0.8832 8.2118

Table B.2: Vendor results for Deeplabv3 on the Short Axis images.
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DICE Total

LV MYO RV DICE Hausdorff

Siemens 0.9399 0.8607 0.8801 0.8935 7.7813
Philips 0.9122 0.8295 0.8792 0.8736 7.6662
GE 0.8605 0.7893 0.8322 0.8274 9.8808

Table B.3: Vendor results for transUNet on the Short Axis images.

DICE Total

LV MYO RV DICE Hausdorff

Siemens 0.9608 0.8884 0.9183 0.9225 6.7653
Philips 0.9507 0.8635 0.9234 0.9126 7.0532
GE 0.9079 0.8236 0.8502 0.8606 8.1474

Table B.4: Vendor results for CE-Net over the Short Axis Images.

Long Axis

DICE Total

LV MYO RV DICE Hausdorff

Siemens 0.9402 0.8436 0.8784 0.8874 8.1299
Philips 0.9398 0.8662 0.8949 0.9003 8.0030
GE 0.8762 0.7638 0.7749 0.8050 8.5716

Table B.5: Vendor results for U-Net over the Long Axis images.

DICE Total

LV MYO RV DICE Hausdorff

Siemens 0.9424 0.8486 0.8931 0.8947 7.6309
Philips 0.9492 0.8568 0.9087 0.9049 7.1991
GE 0.9209 0.7735 0.8358 0.8434 8.1294

Table B.6: Vendor results for Deeplabv3 in Long Axis images.
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DICE Total

LV MYO RV DICE Hausdorff

Siemens 0.9022 0.7931 0.8019 0.8324 8.9289
Philips 0.9220 0.8173 0.8379 0.8591 8.7059
GE 0.8347 0.7210 0.7028 0.7528 10.1022

Table B.7: Vendor results for transUNet on the Long Axis images.

DICE Total

LV MYO RV DICE Hausdorff

Siemens 0.9433 0.8502 0.8831 0.8922 8.2293
Philips 0.9507 0.8652 0.9087 0.9082 7.7915
GE 0.8895 0.7650 0.8353 0.8299 8.8623

Table B.8: Vendor results for CE-Net over the Long Axis images.
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