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ABSTRACT
In the realm of video understanding, VideoMoment Retrieval (VMR)
is an important yet challenging task that aims to locate the bound-
ary of a moment of interest within a long untrimmed video. Existing
VMR methods often focus on the visual content extracted from the
video only (or frame sequences), however, the rich semantic infor-
mation at the object level that describes the image’s content has
not been explored yet. To overcome those limitations, we propose
PaTF, an attention-based Parallel Transformer Framework that
enriches the feature representations by exploring both low-level
visual cues and high-level relational contexts of video-query pairs.
Our framework consists of two parallel transformers: one for the
visual-textual stream and the other for the semantic-textual stream.
The visual-textual stream extracts the links between global visual
features and textual information, while the semantic-textual stream
emphasises the relations between objects via scene graph represen-
tations. Furthermore, our comprehensive experiment conducted on
the Charades-STA dataset demonstrates that the proposed frame-
work outperforms the state-of-the-art methods by a large margin,
5% and 7% at Recall@1 with IoU = 0.5 and IoU = 0.7, respectively.

CCS CONCEPTS
• Computer systems organization → Embedded systems; Re-
dundancy; Robotics; • Networks → Network reliability.

KEYWORDS
Video Moment Retrieval; Scene graph; Vision-language Trans-

former; Video Retrieval; Video Temporal Localisation
ACM Reference Format:
Thao-Nhu Nguyen, Zongyao Li, Satoshi Yamazaki, Jianquan Liu, and Cathal
Gurrin. 2024. A Parallel Transformer Framework for Video Moment Re-
trieval. In Proceedings of the 2024 International Conference on Multimedia
Retrieval (ICMR ’24), June 10–14, 2024, Phuket, Thailand. ACM, New York,
NY, USA, 9 pages. https://doi.org/10.1145/3652583.3658096

∗Equal contribution to this research that is mainly completed during Thao-Nhu
Nguyen’s internship at NEC Corporation.

This work is licensed under a Creative Commons Attribution
International 4.0 License.

ICMR ’24, June 10–14, 2024, Phuket, Thailand
© 2024 Copyright held by the owner/author(s).
ACM ISBN 979-8-4007-0619-6/24/06
https://doi.org/10.1145/3652583.3658096

1 INTRODUCTION
Technology and the Internet, particularly social media platforms,
have advanced significantly over the past couple of decades, with
an enormous amount of data (images, videos, and text) created
and shared every day. Among those forms of media, video is dom-
inant thanks to its ability to both capture the complexity of the
human experience and offer an engaging visual interaction to view-
ers. Consequently, there is a growing demand for understanding
and analysing video content for different tasks such as video sum-
marisation [12, 28, 60], video captioning [17, 31, 41], video action
recognition [1, 13, 39, 46], and text-to-video retrieval [7, 14, 22].
Beyond the conventional text-to-video retrieval task, where the
objective is to search for a single video across a video corpus, people
may expect to retrieve more fine-grained moments within videos
rather than the entire video sequence. As a result, the Video Mo-
ment Retrieval (VMR) task emerged to address the challenge of
locating a specific “moment” or “event” (with a start and an end
time) that is semantically relevant to a given query within one long,
untrimmed video. The query is a natural language description of
a moment captured in a video. For example, given a query like
“the moment when the bride throws the bouquet”, a VMR system is
expected to return the exact start and end times of that event in a
wedding video.

Most previous work [6, 15, 42, 53] tackled the VMR task with
predefined candidates or proposals within generated, then utilis-
ing matching techniques to rank them based on the learned rep-
resentations (proposal-based methods). While effective to some
extent, such methods demand significant efforts to annotate mo-
ment boundaries, leading to challenges in annotation and scalability.
In the meantime, other frameworks [16, 37, 55, 59] learn the cross-
modal interactions and attempt to regress the probabilities of all
frames, then choose the peaks as the start and end of the event’s
segments (proposal-free methods). Therefore, our framework will
make use of proposal-free techniques to reduce the level of human
involvement required.

Despite the undeniable role of encoding low-level visual fea-
tures to represent visual content, little effort has been made to
explore the impact of high-level relational semantic cues for the
VMR task. For that reason, we propose to jointly learn from both
aforementioned aspects by using a parallel transformer architecture
including a global stream (with visual embedding representations)
and a relational stream (with scene graph representations). To this
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Figure 1: An overview of PaTF, which consists of three main stages, including a feature extraction stage, a transformer stage,
and a regression stage.

end, we hypothesise that this approach can better exploit not only
the visual meaning but also the semantic relations between the
query and the video. Particularly, the global stream encodes the
overall visual content of each video frame with the pre-trained
embedding models such as CLIP [34] or I3D [4]. Meanwhile, the
relational stream models the fine-grained details and relationships
among different objects in the frame via the scene graph generation
model. Additionally, each stream is fed into a transformer module
to learn their representations before ensembling the features of
both streams for prediction.

The main contributions of our work are summarised as follows:

(1) To the best of our knowledge, we are the first to enrich
the feature representations with relational semantic cues
in the proposal-free VMR task by extracting the relational
information in video frames via scene graph representations.

(2) We propose a novel framework, named PaTF, for the VMR
task, which employs an attention-based parallel transformer
framework on different feature representations to predict
the start and end of the desired moments within the video.

(3) We conduct intuitive experiments and extensive ablation
studies on the Charades-STA benchmark and compare with
state-of-the-art techniques, highlighting the potential of our
proposed framework.

2 RELATEDWORKS
2.1 Video Moment Retrieval
The Video Moment Retrieval task aims to identify an event time
interval semantically matching a given text query, which requires
a deep understanding of semantic relations between visual and
textual content. There are two main types of VMR approaches:
proposal-based VMR [15, 16, 33, 42, 53, 58] and proposal-free VMR

[21, 26, 30, 43, 47, 52, 55]. While the former measures the similar-
ity between the pre-segmented clip proposals and the text query,
the latter predicts the probabilities of each frame to be the event
boundaries based on their high dimensional representation.

The proposal-based VMR first converts the input long video
into small clips as proposal candidates and then sorts them based
on their relevance to the given text description. Using a multi-
scale temporal sliding window strategy, the existing methods [15,
33, 53] converted input videos into a set of candidate segments.
Then, Gao et al. [15] proposed Cross-modal Temporal Regression
Localiser (CTRL) to jointly model visual features extracted from pre-
trained C3D model and text features, while VLG-Net [33] adopts
Syntactic Graph Convolution Networks (SyntacGCN) to encode
video and sentence embeddings, followed by a graph matching
layer. Zeng et al. [53] captured multi-modal relational graphs of the
visual and textual content from the proposals. Meanwhile, FVMR
[16] generates moment proposals utilising 2-dimensional maps
[57], indicating the moment’s start and end times. However, these
methods suffer the burden of choosing the candidates since the
models rely heavily on the moment candidates’ boundary accuracy.
Moreover, the annotation process may require much human effort
and may introduce subjective bias, as different annotators may have
different opinions on the event boundaries.

On the other hand, the proposal-free VMR incorporates a mo-
ment generation stage and a moment localisation stage into one
single module and directly predicts the start and end times of a
moment, without the need to pre-segment the proposals. UVCOM
[43] addresses the VMR task with a Comprehensive Integration
Module (CIM) designed to achieve intra- and inter-modality inter-
action across multi-granularity. As a result, the model improves
the video’s understanding by recognising both local relationships
and global knowledge accumulation throughout the entire video.
Furthermore, LGI [30] takes extracted video and text embeddings
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as input and applies their local-global video-text interaction models
in three levels (segment-level fusion, local context modeling, and
global context modeling). By doing so, the authors are able to cap-
ture an in-depth relationship between video and query and output
the moment predictions. Based on the concept proposed by DETR
[3] for object detection, recent works [21, 29, 45] resolved the VMR
task by leveraging an encoder-decoder transformer architecture
that considers the VMR task as a direct set of prediction problems.
Concretely, the authors leverage a transformer module together
with three different heads (including saliency, fore/background, and
moment coordinate head) to predict the moments. UnLoc [47] intro-
duces a unified framework that exploits the large-scale pre-trained
model, CLIP [34], together with the feature pyramid. Inspired by
those works, our framework is constructed as a proposal-free VMR
framework that leverages the power of transformer architecture
[38] in capturing long sequences to identify moment boundaries.

2.2 Scene Graph Generation
A scene graph is a data structure, first proposed in [20] for image
retrieval tasks. Scene graph plays a crucial role in representing
the semantic meaning of an image as it captures the intra-scene
object instances and their pair-wise relationships inside an image,
represented by nodes and edges, respectively [23, 27, 44, 48, 51,
56]. Prior research has attempted to predict the scene graph for
an image, which is employed in various tasks including image
captioning [18, 49, 50] and image-text retrieval [20, 40]. Neural
Motifs [51] stack LSTMs to create a contextualised representation
of each object, while Xu et al. [44] uses standard RNNs to improve
graph prediction via message passing. Moreover, recent approaches
[8, 9, 11] have integrated transformer and attention mechanisms
into the graph-based models to create richer visual relationships
and generate scene graphs. There has been little work exploring the
effectiveness of the scene graph structure for solving VMR tasks. In
addition to global visual embeddings, we aim to enrich the visual
representations by emphasising the relational information between

objects using scene graphs, which is currently lacking when relying
solely on visual embeddings.

3 METHOD
3.1 Problem Formulation
We suppose that 𝑋 = {𝑥1, 𝑥2, ..., 𝑥𝑇 }, defined on discretised time
steps 𝑡 = {1, 2, ...,𝑇 }, can be used to represent the given input video
𝑋 , where 𝑥𝑡 is the frame at the time 𝑡 . The total duration𝑇 either is
fixed to a specific number or varied across videos. Given an input
query string 𝑞, the goal of the VMR task is to localise the time
frames 𝑌 = (𝑠𝑖 , 𝑒𝑖 ), the start and end times of that moment (𝑠𝑖 < 𝑒𝑖 ),
of a moment within the untrimmed video 𝑋 that matches with the
description 𝑞.

3.2 Overview
The PaTF framework, illustrated in Figure 1, takes each video-
query pair as an input and outputs a ranked list of time intervals, in
decreasing order of relevance. Specifically, the model first extracts
the representations of video keyframe sequences and input text
query tokens individually. While the text features are embedded
by the pre-trained text encoder, the two-stream visual features are
obtained in a local and global manner using the pre-trained scene
graph encoder and image encoder, respectively. The two visual-
textual-joint features, constructed by concatenating each of the
visual streams with the textual features, are then fed to a Parallel
Transformer Module. Ultimately, a Regression head is applied to
obtain a ranked list of potential candidates before extracting the
target moment onsets and offsets in the postprocessing step.

3.3 Feature Extraction
3.3.1 Query Encoder. For the query encoder, as shown in Figure
2a, the input query 𝑞 is first tokenised into a list of query tokens
𝑞 = {𝑞1, 𝑞2, ..., 𝑞𝐾 }. Then, we adopt a pre-trained CLIP text en-
coder [34] to encode all tokens into numerical feature vectors
𝑞 = {𝑞1, 𝑞2, ..., ˜𝑞𝐾 }, 𝑞 ∈ R𝐾×𝐷 . Following this, an aggregation layer
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Figure 2: Text encoder and Scene graph encoder block
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(a linear layer) is integrated to unite all-token features with learn-
able parameters𝑤 ∈ R𝐷×1 into one text feature Q ∈ R1×𝐷 , which
represents the overall query. Particularly, this aggregation layer
averages 𝑞 with a series of weights 𝛼 ∈ R𝐾×1 as below:

𝑄 = 𝛼𝑇 · 𝑞, where 𝛼 = Softmax(𝑞 ·𝑤) . (1)

3.3.2 Visual Encoder. With the aim of capturing the global content
of an image or video frame, the visual embedding model transforms
the video frame sequence into a high-dimensional feature vector
V𝑉𝐸 ∈ R𝑇×𝐷 . Specifically, we use the CLIP image embeddingmodel
[34] with a Vision Transformer [10] pre-trained at 336-pixel reso-
lution (𝑉𝑖𝑇 − 𝐿/14@336). Additionally, we also use pre-extracted
temporal features I3D [4] provided by MIGCN [58].

3.3.3 Scene Graph Encoder. To capture the interaction between ob-
jects in an image, we use scene graphs, graph-based representations
of the objects and their relationships, to represent the structural
layout of the image. Particularly, a scene graph 𝐺 of a single frame
consists of a set of triplets {𝑠𝑖 , 𝑟𝑖 , 𝑜𝑖 } |𝐺 |

𝑖=1 , where 𝑠𝑖 , 𝑜𝑖 , and 𝑟𝑖 are the
subject, object, and relationship between 𝑠𝑖 and 𝑜𝑖 of the 𝑖𝑡ℎ triplet,
respectively.

At the scene graph generation stage in Figure 2b, we utilise
the Neural Motifs model [51], which is developed based on the
Faster R-CNN [35] object detector, as the scene graph predictor.
For the scene graph generation, we use the Action Genome dataset
[19], built upon the Charades dataset, providing both action labels
and spatio-temporal scene graph labels. As in most videos used
in our experiments, only one person appears and interacts with
objects, the subject is always the same “person” and the scene graph
simplifies to {𝑟𝑖 , 𝑜𝑖 } |𝐺 |

𝑖=1 . Once we have the predicted scene graph,
we generate a confidence matrix 𝐶 ∈ R |𝑂 |× |𝑅 |×3 in which |𝑂 |
and |𝑅 | are the number of classes of objects and relationships, and
the third dimension is about the confidence scores. In the Action
Genome dataset, |𝑂 | = 35 and |𝑅 | = 25. Then, a mask is applied to
the confidence score matrix to filter out all irrelevant information
before being flattened to return the corresponding scene graph
features 𝑉𝑆𝐺 ∈ R |𝑂 | |𝑅 | . Specifically, in the mask𝑀 ∈ R |𝑂 |× |𝑅 | , the
rows corresponding to classes appearing in the text query are filled
with ones, otherwise zeros.

3.3.4 Visual-textual Joint Features. Once the features are extracted
as described above, each pair of visual-textual features is concate-
nated as input to the parallel transformer module. The two joint
features 𝐹𝑉𝐸 (concatenation output from the visual encoder 𝑉𝑉𝐸
and query encoder 𝑄) and 𝐹𝑆𝐺 (concatenation output from the
graph encoder 𝑉𝑆𝐺 and query encoder 𝑄) are constructed as fol-
lows:

𝐹𝑉𝐸 = 𝐶𝑜𝑛𝑐𝑎𝑡 (𝑉𝑉𝐸 , 𝑄), 𝐹𝑆𝐺 = 𝐶𝑜𝑛𝑐𝑎𝑡 (𝑉𝑆𝐺 , 𝑄). (2)

3.4 Parallel Transformer Module
In addition to the informative visual embeddings, relationship cues
between objects are also key factors in enriching the visual con-
tent. To exploit the representations from both data streams, we
implement a parallel transformer module and then fuse them into a
unified representation. Specifically, the parallel transformer module
is comprised of two parallel branches: one for processing the visual
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semantic and spatial relationships between objects using a graph
neural network.
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Figure 4: Attention mechanisms

Transformer [38] is a powerful model that can model long data
sequences, such as sentences or video frames, without losing their
context with the use of attention mechanisms. By concentrating on
different parts of the input sequences, these mechanisms enable the
model to capture long-range dependencies and contextual infor-
mation. With the advance of transformer mechanisms, researchers
apply transformer-based models to resolve the VMR task [21, 59]
and achieve promising results. Inspired by these works, we con-
structed a parallel transformer structure as our backbone in the
framework. By doing so, the framework is able to maximise each
stream’s advantages to achieve better results.

As depicted in Figure 3, we explore three implementation vari-
ants for parallel transformers: Dual Self-Attention block (SA), Dual
Cross-Attention block (CA), and Combined-Attention block (SA &
CA). These blocks are inherited from the standard transformer archi-
tecture [38]. In particular, both Self-Attention and Cross-Attention
units consist of a multi-head attention layer and a feed-forward
layer, illustrated in Figure 4. The key difference between them is
the input modality. While the self-attention unit takes only one
modality as input and computes the attention weights for itself to
model the intra-modal refinement, the cross-attention unit consid-
ers interactions between different input modalities.
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3.5 Regression stage
3.5.1 Feature Pyramid Network (FPN). Leveraging the pyramidal
structure of the ConvNet features, the Feature Pyramid Network
(FPN) [24] creates a feature pyramid with strong semantics from
various levels. Concretely, the FPN’s construction involves a bottom-
up pathway, a top-down pathway, and lateral connections. While
the former, with low-resolution levels, captures more global con-
tent and represents richer semantic meanings of the data, the latter,
with high-resolution levels, highlights local information and more
accurate spatial information. With the variety of applications, it
has been widely used not only in object detection tasks but also in
other tasks such as semantic segmentation and image classification.
In this paper, FPN is implemented to generate segment candidates
of the predicted moments by combining the features from different
levels and estimating the start and end times of the relevant seg-
ment. Particularly, we used six layers of feature pyramids to obtain
features from various levels.

3.5.2 Moment Boundary Regression head. The objective of the re-
gression head is to examine all levels of features given in the feature
pyramid and predict the distance to the moment onsets and offsets.
The regression head, guided by relevance scores, provides valuable
insights into how the model weighs different cues to determine
the temporal boundaries of moments in the retrieval task. To that
end, the regression head is implemented with a 1D convolutional
network, including three 1D convolutional layers and two normali-
sation layers.

3.5.3 Postprocessing. Once the distances are obtained, we need to
align all frame outputs into the start and end frame orders. The
moment segments are obtained as follows:

(𝑠, 𝑒)𝑖 = (max(𝑖 − 𝑑𝑠𝑖 , 0),min(𝑖 + 𝑑𝑒𝑖 , 𝑛)) (3)

where 𝑛 is the number of frames from that video and (𝑠, 𝑒)𝑖 is the
predicted start and end frame of the moment, 𝑑𝑠𝑖 and 𝑑𝑒𝑖 are the
distances from the current frame position 𝑖 to the start and end
of the predicted moment, respectively. By doing so, a list of (𝑠, 𝑒)
candidates is ranked based on their relevance score.

To obtainmultiple potential candidate moments (top𝑘) and avoid
the overlapped predictions, we adopt Soft Non-Maximum Suppres-
sion (SoftNMS) [2] as a postprocessing step to select moments with
the highest relevance score.

3.6 Loss functions
For the VMR task, the loss functions are considered with two terms:
(1) Focal loss L𝑟𝑒𝑙 for relevance score and (2) 𝐿1 loss L𝑟𝑒𝑔 for
regression head. The former is used to handle the problem of class
imbalance in object detection, while the latter computes the loss
value based on the absolute distance between the predicted output
and the ground truth moment boundaries. The final loss function
for each input is defined below:

L𝑓 𝑖𝑛𝑎𝑙 = L𝑟𝑒𝑙 + 𝜆 × L𝑟𝑒𝑔 (4)

where 𝜆 is a weight constraint to balance between the two afore-
mentioned losses. 𝜆 is practically suggested as 1.

4 EXPERIMENTS
4.1 Experimental Settings
4.1.1 Charades-STA dataset. We evaluated our framework on the
Charades-STA dataset [15], an extension of the original Charades
dataset [36], designed especially for VMR tasks by collecting the
sentence temporal annotations for video segments. This dataset
contains 6,672 videos (5,338 and 1,334 videos for training and test-
ing) and 16,128 pairs of textual description and action segments
(12,408 and 3,720 pairs for training and testing). More precisely,
in the Charades-STA dataset, each video has a duration of approx-
imately 30 seconds and an average of 2.4 moments (each lasting
approximately 8.2 seconds). We evaluated our framework on this
dataset since it is the only VMR dataset having scene graph anno-
tations.

4.1.2 Evaluation Metrics. The (“𝑅@𝑘 − 𝐼𝑜𝑈 = 𝑣”) [15] metric is
adopted as an evaluation criterion in order to measure the per-
formance of our framework for the VMR task. Particularly, it is
defined as the percentage of at least one of top-𝑘 selected moments
whose IoU is larger than 𝑣 [15], where 𝐼𝑜𝑈 is the intersection over

Table 1: Performance comparison between PaTF and SOTA methods on Charades-STA dataset. There are three types of visual
features: SlowFast (SF), CLIP, and I3D. The best and suboptimal values are highlighted in bold and underlined, respectively.

Method Visual Features Scene Graphs
𝑅@1 𝑅@5

𝐼𝑜𝑈 = 0.5 𝐼𝑜𝑈 = 0.7 𝐼𝑜𝑈 = 0.5 𝐼𝑜𝑈 = 0.7

VSLNet [55] I3D − 54.2 35.2 − −
Moment-DETR [21] CLIP − 55.7 34.2 − −
QD-DETR [29] SF+CLIP − 57.3 32.6 − −
MH-DETR [45] I3D − 56.4 35.8 − −
UVCOM [43] SF+CLIP − 59.3 36.6 − −
LGI [30] I3D − 59.5 35.5 − −
UnLoc-L [47] CLIP − 60.8 38.4 88.2 61.1

PaTF (Ours) CLIP ✓ 63.6 40.8 90.7 65.3
PaTF (Ours) I3D ✓ 64.0 43.4 90.9 66.5
PaTF (Ours) I3D+CLIP ✓ 65.8 45.1 90.6 68.2
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the union between the ground truths and the predictions. As this
metric is obtained on a query level, the overall performance will be
the average value across all queries, denoted as follows:

𝑅(𝑘, 𝑣) = 1
𝑁𝑞

𝑁𝑞∑︁
𝑖=1

𝑟 (𝑘, 𝑣, 𝑞𝑖 ), (5)

where the 𝑟 (𝑘, 𝑣, 𝑞𝑖 ) represents whether one of the top-𝑘 selected
moments of the query 𝑞𝑖 has 𝐼𝑜𝑈 > 𝑣 , and 𝑁𝑞 is the total number
of testing queries. In this work, we use the recall with 𝑘 of 1 and 5,
and 𝐼𝑜𝑈 thresholds 0.5 and 0.7.

4.1.3 Implementation Details. We build our model upon Action-
Former [54] with PyTorch [32] for the VMR task. Our model is
trained on one NVIDIA GTX 1080ti GPU with a total batch size of
16 for 10 epochs. During the training process, we use the Adam opti-
miser [25] to minimise the final loss (calculated in Equation 4) with
the initial learning rate of 0.001. The visual features are extracted
by the pre-trained CLIP model [34] and I3D model [5], and the text
features are extracted by the pre-trained CLIP model. Motifs [51] is
used as the model for scene graph generation (SGG) and trained on
the Action Genome dataset [19]. Within this research, both training
losses are equally weighted, which means the value of 𝜆 is 1.

4.2 Comparison with SOTA methods
To investigate the effectiveness of our framework, we make a com-
parison between the performance of PaTF and other state-of-the-art
approaches conducted on the Charades-STA dataset. As indicated
in Table 1, the best results are in bold, while the suboptimal values
are underlined. In general, our framework outperformed all the ex-
isting methods in terms of 𝑅@1 and 𝑅@5 with both 𝐼𝑜𝑈 = 0.5
and 𝐼𝑜𝑈 = 0.7. Delving deeper into the comparative analysis,
our model achieves a substantial improvement of roughly 3% for
𝑅@1 − 𝐼𝑜𝑈 = 0.5 by incorporating scene graph representation in
one additional branch, alongside similar visual features and back-
bone with the latest approach, UnLoc. Note that when using the
combination of I3D and CLIP features as visual features, we obtain
the best results (𝑅@1 − 𝐼𝑜𝑈 = 0.5 of 65.8 and 𝑅@1 − 𝐼𝑜𝑈 = 0.7 of
45.1). Notably, this version surpasses UnLoc, with an increase of 5%
for 𝑅@1 − 𝐼𝑜𝑈 = 0.5, and approximately 7% for 𝑅@1 − 𝐼𝑜𝑈 = 0.7.
These large performance gaps prove our stronger localisation ability
as compared to the SOTA methods.

To the best of our knowledge, our framework is the first to use
two parallel branches with the standard transformer backbone to
achieve competitive performance with other techniques. This indi-
cates the fact that beyond the advance of the transformer model,
which has already been proven in other work, the semantics repre-
sented via scene graphs is a key factor that benefits the process of
localising the target video moments in our framework.

4.3 Ablation Studies
To evaluate the contribution of each module in our method and
make the best choices of themodules, we conduct a series of ablation
studies. All the experiments of ablation studies are conducted with
I3D features on the test split.

4.3.1 Contributions of visual features and scene graphs. To give
deeper insight into the contributions of the visual features and scene

graphs, we conducted experiments with different combinations of
visual features and scene graphs as well as each of them individually,
resulting in Table 2. We attempt to use the ground truth scene
graphs during both training and test to demonstrate the potential
for further performance improvement using a more powerful SGG
model. Note that the Action Genome dataset annotates the scene
graphs for only some keyframes of the videos, and the missing
frames’ features will be filled with zeros. It is possible to estimate
that the performance will be further improved by accurate scene
graphs for all frames.

As indicated in Table 2, introducing the predicted scene graphs
increases the recall score by roughly 2− 3% except for 𝑅@1− 𝐼𝑜𝑈 =

0.7, when compared to using only I3D or CLIP features. The reason
behind this increase in recall when using CLIP features could be the
loss of temporal information during the feature extraction. To reach
a high temporal IoU, the temporal information needs to be preserved
well in the extracted features. Compared to the I3D features each
of which is extracted from a clip of continuous frames, the CLIP
features are extracted from single sampled frames, leading to more
temporal information loss. Moreover, when using I3D and CLIP
features together via the parallel transformer (dual-stream or triple-
stream if using scene graphs), the performance is better than that
with either of the two kinds of visual features. This indicates the
efficacy of ensembling different kinds of features. The results using
only scene graph features, shown in the last two rows in Table 2,
degrade compared to those of the combinations with visual features.
For the predicted scene graphs, the drop in performance without
visual features implies that the performance of our current SGG
model is unsatisfactory for the VMR task. As to the ground truth,
the performance degradation is due to the information loss of the
missing frames.

4.3.2 Scene graph features. Table 3 shows the results of the ablation
study for the scene graph features. Our baseline is the PaTF frame-
work without the scene graph branch. As mentioned in Section
3.3.3, the confidence score matrix is masked to filter out irrelevant

Table 2: Ablation study for evaluating the contributions of
the visual features (I3D, CLIP) and scene graphs (Pred: gen-
erated by SGG model, GT: ground truth).

Visual features Scene graphs 𝑅@1

I3D CLIP Pred GT 𝐼𝑜𝑈 = 0.5 𝐼𝑜𝑈 = 0.7

✓ 60.2 41.1
✓ ✓ 64.0 43.4
✓ ✓ 73.9 55.2

✓ 61.2 40.5
✓ ✓ 63.6 40.8
✓ ✓ 75.0 56.6

✓ ✓ 62.7 42.8
✓ ✓ ✓ 65.8 45.1
✓ ✓ ✓ 75.6 56.3

✓ 53.9 32.8
✓ 71.0 51.0

465



A Parallel Transformer Framework for Video Moment Retrieval ICMR ’24, June 10–14, 2024, Phuket, Thailand

Table 3: Ablation study for evaluating the importance of
relational information and query-irrelevant masking for the
scene graph features.

Relationship Masking
𝑅@1

𝐼𝑜𝑈 = 0.5 𝐼𝑜𝑈 = 0.7

✓ ✗ 63.1 41.8
✓ ✓ 64.0 43.4
✗ ✗ 60.7 41.2
✗ ✓ 62.6 42.2

Baseline w/o scene graphs 60.2 41.1

noise. Comparing the first and second rows in Table 3, the query-
irrelevant masking clearly enhances the performance of using scene
graphs. Moreover, to prove the importance of the relational infor-
mation, we remove the relationship dimension of the matrix and
replace the scene graph feature with a |𝑂 |-length vector of object
scores only indicating the presence of objects, with the results dis-
played in the third and fourth rows. Additionally, the object-score
vector slightly improves the baseline performance. Although the
improvement becomes clearer with the query-irrelevant masking,
the recalls of using the scene graph features are higher by 1.4% and
1.2%, highlighting the importance of the relational information.

Table 4: Comparison on transformer module’s architecture.

Transformer
module Block

𝑅@1
𝐼𝑜𝑈 = 0.5 𝐼𝑜𝑈 = 0.7

Vanilla Self-Attention 63.3 42.1
Dual Self-Attention 64.0 43.4
Dual Cross-Attention 63.1 44.1
Dual Combination 63.7 43.6

4.3.3 Parallel transformer module. We further make a comparison
between the vanilla and parallel transformer modules, shown in
Table 4. The vanilla one takes concatenation of the visual and scene
graph features as input while the parallel one processes the two
feature streams separately. We also compare three different kinds
of attention blocks for the parallel module, a self-attention block,
a cross-attention block, and a combination of the two blocks, as
depicted in Figure 3. The results show that the three parallel mod-
ules perform similarly, but all outperform the vanilla module with

Table 5: Comparison on approaches of vision-text fusion.

Module Tokens
Concat
dim

𝑅@1
𝐼𝑜𝑈 = 0.5 𝐼𝑜𝑈 = 0.7

Aggr. All Channel 60.2 41.1
AvgPool All Channel 60.2 40.1

− EOT Channel 59.2 39.8
− All Temporal 59.0 38.9

Cross-att All − 59.3 38.9

concatenated features, which indicates: 1) ensembling the features
processed by two separate branches can benefit the integration
of the visual cues and relational contexts as compared to a single
branch with feature concatenation; 2) interaction between the two
branches might be not essential in this specific case.

4.3.4 Vision-text fusion. In Table 5, we compare several approaches
for the fusion between the textual features and the visual features.
The results are obtained using only the I3D features. The first one
in Table 5, “Aggr.” used in the proposed method, aggregates all the
tokens output by CLIP’s text encoder with a trainable aggregation
layer, while the second one aggregates the tokens with the average
pooling. The third one uses only the EOT token (the last token
in the text embedding sequence) of CLIP without an additional
module. The first three approaches concatenate the visual and text
features along the dimension of the feature channel. The fourth
one, used in UnLoc [47], concatenates all the tokens with the visual
features along the temporal dimension. The last one, used in QD-
DETR [29], fuses the features with a cross-modal attention module.
Among the approaches, our aggregation module performs the best.
While the previous work [29] reported performance improvement
by the cross-modal attention, this module fails to demonstrate any
improvement for our method. Possible explanations could be the
difference in framework, prediction based on temporal-sequence
features (ours), or learned queries (QD-DETR).

4.4 Qualitative Analysis
To get an intuitive perception of the impact of the scene graph
representations, we show two visualisations of the prediction from
the backbone and PaTF framework, which can be seen in Figure 5.
These qualitative examples show the failure cases of the backbone
without the scene graphs. One potential reason for this could be
it only identifies the objects in the frame, but not the relations or
interactions among them. In the first example, “the person” and “the
sandwich” are visible in almost every frame throughout the video,
but the action of putting the sandwich only occurs at the beginning
of the video. The backbone model, however, fails to do so, as it
only recognises the objects without considering when the person
actually “put” the sandwich on the table. On the other hand, the
PaTF with the semantic cues successfully highlights the relational
information and predicts the more accurate boundaries. A similar
situation happens in the second example, where the backbone can-
not identify the end of action “open the bag” resulting in the wrong
offset predictions.

5 CONCLUSION AND FUTUREWORK
We have presented an attention-based parallel transformer frame-
work PaTF, which combines visual and semantic cues in order to
enhance the accuracy of seeking the desired video moment for
the VMR task. Concretely, our framework leverages scene graph
representations as a separate stream of visual content to model
the high-level semantic information that has not been used in ex-
isting methods. We argued that relational semantic cues play a
crucial role in representing visual content, along with low-level vi-
sual features. Our comprehensive experiments and ablation studies
demonstrate that the adoption of scene graph representation results
in performance improvement as compared to the latest methods.
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1.5s 7.6s
25.3s 31.2s

1.5s 7.5s

Query: The person puts the sandwich on the table.

0s 4.0s

0s 4.1s

Query: A person opens a bag.

0s 9.1s

Figure 5: Qualitative comparison of top-1 examples on Charades-STA dataset (best viewed in colors). The three colored boxes
are the moment boundaries corresponding to the input query. The ground truth is in blue, while the predictions from the
baseline and PaTF are in red and green, respectively.

Despite showing competitive performance, some potential lim-
itations can be recognised. First, our method remains to be eval-
uated on other datasets, which require scene graph annotations.
Second, the scene graph representation is simplified in the current
method, and its generalisation is necessary for a wider range of
applications. Finally, query-irrelevant masking currently relies on
keyword matching which is also not a generalisable technique.
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