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Abstract—In this paper, we present the VidBasys interactive
video retrieval system for novice users, an upgraded version of
VideoCLIP 2.0 that participated in the Video Browser Showdown
2024. While the novel user interface is designed in a more
user-friendly way for newbies to accommodate the target of the
Interactive Video Retrieval for Beginner (IVR4B), the core search
engine is enhanced with the advance of the recent CLIP model
to bridge the gap in semantics between image and text. This
version is designed to focus on novice users with a simple, easy-
to-use but effective user interface. The system supports free-
text search to enhance the user experience and minimise the
number of actions required for filtering. The new user interface
supports simple search and filters with clearly designed free-
text search boxes. In addition, the retrieved results are displayed
in an optimised layout to maximise image display space and
minimise user interactions. The improvements are expected to
support novice users in accurately retrieving the desired videos.

Index Terms—video retrieval, multi-media analysis, user inter-
face

I. INTRODUCTION

In the digital era dominated by the development of social
media platforms such as YouTube and TikTok, video content
production has made significant progress. The large volume of
visual content data brings significant challenges in managing
and retrieving. To address this need, there is a growing demand
for large-scale content-based retrieval systems capable of
efficiently organising and navigating through extensive video
collections. These systems play a vital role in various fields,
from entertainment to education and healthcare, where they
allow recommendations for personalised content, facilitate
access to instructional resources, and aid in medical imaging
analysis [1].

Interactive Video Retrieval (IVR) is a field within mul-
timedia content analysis that focuses on enabling users to
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efficiently search and retrieve relevant video content through
interactive interfaces. Recent advances in artificial intelligence
(AI) and computer vision (CV) have significantly improved
the capabilities of video retrieval systems, allowing for more
accurate and efficient content analysis by multi-modal models
such as CLIP [2], and BLIP [3]. However, despite these ad-
vancements, there remains a pressing demand for user-friendly
retrieval systems, especially for novice users who have little to
no knowledge of retrieval in general, and may lack technical
expertise in navigating complex search interfaces in particular.
Benchmark challenges such as the Video Browser Showdown
(VBS) [4], [5] and the Lifelog Search Challenge (LSC) [6], [7]
serve as critical platforms for evaluating the performance of
visual-content retrieval systems. Interactive Video Retrieval for
Beginners (IVR4B), is one of these challenges, it utilises the
video dataset from VBS but focuses specifically on beginners
in the field of video retrieval. This challenge utilises the dataset
from the VBS2024 competition with four datasets, with a total
of 18,684 videos, including V3C1 (7,475 videos) [8], V3C2
(9,760 videos) [9], Marine Video Kit (MVK) (1,374 videos)
[10], and a small set of laparoscopic gynaecology videos
(LapGynLHE dataset) (75 videos). These large and diverse
datasets are a big challenge to retrieve accurately, especially
for novice users.

Inherited from the VideoCLIP 2.0 [11] system that partici-
pated in the VBS2024 competition, we built upon that platform
with some new adjustment functions for novice users such as
visual similarity. A big improvement in this VidBasys system
is the new user interface (UI). The interface is designed with
intuitive elements designed for the user’s convenience. At its
core is a free-text search feature, thoughtfully arranged to
eliminate the need for intricate cognitive processes. Retrieved
keyframes are presented in a grid format to offer a comprehen-
sive view for users to explore the results. Furthermore, includ-



ing the relevant filter box for Optical Character Recognition
(OCR), enhances search precision and efficiency. In this new
interface, VidBasys introduces a visual similarity search page,
empowering users to explore content through image queries.
These new features are expected to help newbies in video
retrieval find the desired videos with the least effort and the
most accuracy.

II. RELATED WORKS

In the development of artificial intelligence, machine learn-
ing systems are designed to apply multiple approaches and
require more human impact on the model process. Following
this idea, Video Browser Showdown [4], [5] (VBS) and
Lifelog Search Challenge [6], [7] (LSC) have been founded,
and last year was Interactive Video Retrieval for Beginners
(IVR4B). Since the first established days, these competitions
have attracted many teams and become an annual playground
for them to improve and gain better results. Many systems
have been introduced such as LifeSeeker [12], MyEachtra [13]
and MemoriEase [14], [15] in LSC, and diveXplore [16], [17],
Exquisitor [18] and vitrivr [19], [20] in VBS.

Inspired by the concept of VBS and LSC, IVR4B was
organised for the first time last year, and the main goal of this
competition is to build an easy-to-use video retrieval system
for users without knowing the underground architecture. The
first system, diveXB [21], which achieved the Best KIS Visual
System, has a three-part architecture: backend, middleware
and frontend. In addition to using OpenCLIP [22] instead
of CLIP [23] and other back-end improvements, diveXB is
implemented as an Angular web GUI that makes it well
suited for beginners. Nominated as Best KIS Textual System,
Exquisitor [18] has introduced UI changes to accelerate the
user’s experience and solve their task better. There is a Screen
Utilisation feature, which maximises the usage of available
screen space. The Temporal Queries are designed around
building additional relevant feedback classifiers, that focus on
the different events described in the task, and then merging the
results of the classifiers. Finally, the Video Summary features
timelines for the shots in the video, and a video player playing
the selected shot. As the runner-up of VBS 2023, Amato et
al. [24] built the VISIONE version for newbies. This system
is inspired by well-known search engines such as Google and
Bing to provide a simple and user-friendly interface for novice
users. VISIONE supports users with three search functional-
ities: free text search, spatial colour and object search, and
similarity search. The authors implemented three similarity
searches: based on GEM features [25], based on ALADIN [26]
features for video keyframes, and based on CLIP2Video [27]
features for video clips. Sauter et al. [28] redesigned the vitrivr
[20] into the minimal one named vitrivry,,. This system offers
three means of querying for specific information contained
in the video Text on Screen, Speech, and Scene description.
For the Text-on-Screen querying, authors apply HyText [29]
an optical character recognition method optimised for video.
Moreover, they also utilise the ‘whisper’ [30] transcription and

the CLIP embedding [2] for the Speech and Scene description
querying respectively.

In addition to the four systems mentioned above, we also
participated in IVR4B last year with an interactive video
retrieval system - VideoClip [31] and gained the Best Over-
all System award. Our system workflow is inherited from
VideoFall [32] and added two different search modalities
for supporting non-expert users: a free-text search, and a
query-by-example search. In addition, the user interface has
been improved with better visuals and additional features to
improve user experience. Inheriting the idea from the last
system and incorporating new features from VideoCLIP 2.0
[11] at VBS2024, VidBasys is released with both a new user
interface and adjustments in the underlining architecture. The
new user interface with a simple but efficient layout helps
novice users to search and locate desired videos effectively.
The improvements are expected to help newbies accurately
retrieve the desired videos.

III. SYSTEM OVERVIEW

In this section, we present the architecture of the interactive
video retrieval system and outline several enhancements that
are applied to this system. Figure 1 depicts an overview of the
system. We use the extracted features such as OCR and colour
to filter the retrieved results. The CLIP encoders extract the
embeddings of keyframe images and query before calculating
the cosine similarity between them. The top matches with the
highest cosine similarity are then filtered by OCR and colour
before returning to the user interface. More details about each
component are described in this section.

A. CLIP Embedding

In this system, we use the Open-VCLIP model [33] to
perform the embedding-based retrieval thanks to its significant
implications in bridging the semantic gap between images and
text. Contrastive Language-Image Pretraining (CLIP) [2] is
a pioneering embedding model designed to understand and
represent the relationship between visual and textual data. It
projects the visual and textual data to a mutual latent repre-
sentation. From that, we can compare the similarity of them
to perform the retrieval. Using this CLIP family, we employ
Open-VCLIP as the main embedding model. Open-VCLIP
incorporates enhancements and modifications to the original
CLIP architecture, resulting in superior performance, partic-
ularly notable in action recognition tasks on video datasets.
Open-VCLIP is expected to serve as a better alternative to the
established CLIP model in our proposed system.

B. Feature Extraction

Filtering plays an important role in narrowing down the
search space and providing more accurate results. We extracted
two features that can serve as filtering for the retrieved results,
including Optical Character Recognition (OCR) and color
detection. Users can type the OCR filtering and choose the
colour of the video in the user interface. These filters are then
applied in the search stage to find keyframes that only satisfy
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Fig. 1. An overview of the VidBasys workflow, which consists of two stages: Indexing and Retrieving. In the Indexing stage, input keyframes undergo feature
extraction for color and text, and are converted into image embeddings. During the Retrieval stage, users submit queries via a search interface, which are
converted into text embeddings. Subsequently, the cosine similarities between image and text embeddings are calculated to identify and rank relevant results.
Additionally, the image similarity is done by comparing the features of the chosen image with the image embedding collection.

these filters. Any results in the top matches that do not fit the
filters are removed.

C. Visual Similarity

In order to enhance the precision of searching a particular
keyframe, the system facilitates visual similarity search. The
approach is embedding-based retrieval from image input. We
use the CLIP embedding model to derive the embedding of
the input keyframe. The embedding of this input frame is
subsequently calculated as cosine similarity with embeddings
of other frames, and the most relevant matches undergo
filtering before being presented to users.

IV. USER INTERFACE

In this section, we outline a new user interface of the
system, designed to simplify the process of retrieving videos
for inexperienced users. This interface is a big change from
the previous interface for VideoCLIP2 [11] systems. Instead
of representing keyframes in triplicate, we simplify the rep-
resentation with a single keyframe. Figure 2 illustrates the
main search page of the VidBasys system with several notable
features, including free text search, visual similarity search
(Library button) and display options (Watch buttons). Firstly,
the system offers a free-text search feature by the query
box for the main query. The query box is accompanied by
clear descriptions, minimising the cognitive load required

for users to conduct their searches. Secondly, all retrieved
keyframes are presented in a grid format to maximise space
utilisation, enabling users to view as many videos as possible.
Essential actions applicable to the retrieved keyframes, such as
submission, full video viewing, and finding similar keyframes,
are depicted with relevant icons in the keyframes. Thirdly, a
filter is provided next to the search box, allowing users to
refine their searches through Optical Character Recognition
(OCR). Finally, a new page for visual similarity search is
constructed to support users in finding videos by keyframe.

The user interface is divided into two primary sections: the
search bar located at the top and the result display located
at the bottom. In the upper left corner of the interface, the
system’s name is prominently displayed within the search bar.
Adjacent to it, there is a drop-down filter offering three options
for users to choose the video dataset they want to search
within. The main query box is centrally placed in the UI, which
is the largest free-text search box, enabling users to enter any
text in any format to initiate a search. Additionally, situated
at the top right of the search bar is the OCR filter box, which
allows users to input text to find keyframes containing specific
text. The OCR filter is an exact match filter that ensures that
only text that precisely matches the user input is retained.

The result-display section of the UI appears below the
search bar. It showcases retrieved results in a grid format,
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Fig. 2. The User Interface of VidBasys system. The screen displayed the result of an example query “a cow and a man” in the V3C dataset.

typically comprising around 3 rows and 4 columns, allowing
users to view up to 12 keyframes per page. Each keyframe
is equipped with various action icons for user interaction.
Specifically, users can submit the keyframe, view the full
video, or explore visually similar keyframes, with these icons
conveniently positioned at the top right corner and bottom of
each keyframe, respectively.

V. CONCLUSION

In this paper, we introduce an updated version of VideoCLIP
2.0 system that participated in the Video Browser Showdown
2024. This offers an easy-to-use solution for novice users
seeking an intuitive and efficient video-retrieving experience.
By incorporating a user-friendly interface and enhanced free
text search capability, we have reduced the cognitive load and
streamlined the video retrieval process for beginners. Leverag-
ing recent advancements in the CLIP model, we have moved
close to bridging the semantic gap between image and text,
enhancing the accuracy of video retrieval. The modifications
implemented prioritise simplicity, aligning with the goals of
the IVR4B workshop. In general, these enhancements are
expected to empower novice users, enabling them to find the
videos they are looking for effortlessly with precision and ease.
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