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ABSTRACT
In recent years, researchers have emphasized interactive question-
answering (QA) systems integrated with lifelog retrieval for their
prompt query resolution and ability to accommodate various types
of data. Lifelog datasets, collected viawearables, serve as valuable re-
sources for multimedia retrieval and human behaviour exploration
across diverse fields like healthcare and sports. Accurate lifelong
activity prediction is pivotal for understanding daily behaviours, ne-
cessitating precise Activities of Daily Living (ADL) prediction. This
paper reframes lifelogging’s retrieval task as a question-answering
challenge, which can be applied to auto-labelling extensive unseen
lifelog activity data using classification algorithms. Leveraging ma-
chine learning methodologies enables lifelog retrieval systems to
analyze and interpret lifelog data, improving ADL predictions and
system performance.

CCS CONCEPTS
• Information systems→ Clustering and classification; Ques-
tion answering.
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1 INTRODUCTION
In recent years, researchers have increasingly focused on interac-
tive question-answering systems integrated with lifelog retrieval
[21, 23]. These systems have garnered attention not only for their
capacity to promptly address queries but also for their versatil-
ity in accommodating diverse data types. Lifelog datasets, gath-
ered through wearable devices by individuals known as "lifelog-
gers", have emerged as valuable resources for multimedia retrieval
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[2, 14, 17] and the exploration of human behaviour [3]. They inter-
sect with various disciplines such as healthcare [12], sports [15],
and numerous other applications [11].

In essence, accurate lifelong activity prediction is crucial for
understanding an individual’s daily behaviours and experiences.
An essential role of predicting Activities of Daily Living (ADL) is
to ensure the delivery of precise question-answering systems. This
task significantly influences the system’s overall performance. The
Covid-19 management [18, 25] serves as a prime sample of this
phenomenon. The integrated ADL and QA systems can assist with
common manifestations of the disease; rehabilitation recommenda-
tions in the acute hospital setting, recommendations for inpatient
rehabilitation and special considerations. Consequently, employing
machine learning techniques, particularly classification algorithms,
becomes imperative to enhance the accuracy of lifelogger activity
prediction.

By leveraging machine learning methodologies, lifelog retrieval
systems can analyze and interpret lifelog data to infer underlying
patterns and behaviours [13]. Classification algorithms, in particu-
lar, enable the categorization of activities based on contextual cues,
temporal dependencies, and user-specific preferences. Through the
integration of diverse datasets and advanced analytics techniques,
these algorithms facilitate more accurate ADL predictions, thereby
improving the performance and relevance of lifelog retrieval sys-
tems.

The subsequent sections of this paper are structured as follows:
First, we delve into a discussion of the literature review. Secondly,
introduce the framework and its associated data model for classify-
ing activities. Then, the implementation of the framework will be
evaluated. Finally, we conclude this paper.

2 RELATED RESEARCH
In their comprehensive study [17], researchers have outlined the
diverse applications of lifelogging across five key domains: Daily
activities, Event segmentation, Healthcare, Summarization, and Re-
trieval. These applications are supported by more diverse datasets
encompassing visual, audio, location, physical activity, and physi-
ological signals such as heart rate, ECG (electrocardiogram), EEG
(electroencephalogram), EMG (electromyogram), blood pressure,
body temperature, blood glucose, blood oxygen saturation, and
breathing rate.

The task of activity and event segmentation within lifelog data
has been extensively explored in prior research [3, 5, 8, 20]. This
process involves partitioning continuous lifelog streams into mean-
ingful segments corresponding to distinct activities or events. Au-
tomated segmentation techniques have played a crucial role in
facilitating the analysis and interpretation of lifelog data, enabling
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researchers to extract valuable insights into individuals’ daily rou-
tines, behaviour patterns, and contextual interactions.

Furthermore, the applications of lifelogging extend far beyond
mere documentation, encompassing domains such as healthcare,
where lifelog data serves as a valuable resource for monitoring
patients’ health status, detecting anomalies, and informing per-
sonalized interventions [12]. In the realm of event summarization,
lifelogging techniques enable the condensation of extensive lifelog
streams into concise representations, aiding in retrospective recall
and knowledge extraction [17].

Moreover, lifelog retrieval systems leverage advanced indexing
and querying mechanisms to facilitate efficient access to relevant
lifelog segments based on user-defined criteria [23]. This enables
users to retrieve specific information or relive past experiences
effortlessly, enhancing the utility and accessibility of lifelog data
for personal, professional, and research purposes.

For lifelog retrieval, some people work on activities related to
GPS data. Determining indoor/outdoor. Sit/stand/working/, etc [22].
Some had wide categories [5], and some labelled a small number of
topics [22]. Activity segmentation using a multimodal for lifelog
data has been conducted in [9]. Instead of using the traditional static
segmentation approach, the author deployed a static segmentation
and proved the improvement in different types of activities. The
broad topics like walking, cooking, and cleaning. Narrow topics
like walking at work, brainstorming and ponytails. On average, the
dynamic model works slightly better in improving the broad topic.

Many techniques have been applied to the lifelog dataset. In
research [11], they used Medical Lifelog Ontology (MELLO) to
identify lifelog concepts and relationships between concepts, and
it provides clear definitions by following ontology development
methods; support the classification and semantic mapping of lifelog
data from diverse health self-tracking. The MELLO concepts are
divided into two levels. The primary terms are behaviour, body
measurement, environment etc. The secondary terms are body
region, lifelog apps & devices.

Many researchers have been working on using machine learning
algorithms to improve the accuracy of segmenting lifelog data. Hid-
den Markov Model (HMM) played an important role in identifying
the lifelog activities in research [24]. It did achieve prediction for 16
popular everyday activities with an average F-score of 0.9. Artificial
Neural Network (ANN) has been used in [13]. It managed to predict
the classifier ofMild Cognitive Impairment (MCI) with a good capac-
ity AUC (Area under the Receiver Operating Characteristic Curve)
of around 80%. In lifelog image classification, Convolutional Neural
Networks(CNN), pre-trained the VGG19 model with XGBoost to
best perform the accuracy over 80% [16].

In our research, we would like to apply the classification methods
to improve the result of predicting the lifelog activities. This gives
the QA systems the ability to ingest unseen data and provide QA
functionality without the need for manual annotation.

3 METHODOLOGY
3.1 Data preprocessing & feature selection
The dataset used was available LSC2018 lifelog test collection [10].
The dataset included 31,400 records taken during May 2018. It was

Table 1: Properties of features in the NCTIR-14 dataset

Type Description Example

ADL A human-annotated de-
scription of the events
within an image

“eating/drinking“
“dish washing“
“using desktop computer“

Category The top five categories
indicating the location
of the current image
and associated confi-
dence scores

“beauty_salon“
“television_studio“
“drugstore“

Concept Objects found within
each image and associ-
ated confidence scores

“person“
“bottle“
“laptop“

Attribute The top five attributes
found within a specific
image with a corre-
sponding score indicat-
ing

“man-made“
“glossy“,
“indoor lighting“

Datetime The date & time of the
image in yyyy-mm-dd
hh:mm:ss format

“2018-05-03 06:00:00“
“2018-05-31 22:10:01“

annotated with attributes, categories, concepts and ADL. Table 1
details the feature types within the original source dataset.

The dataset was flattened to list all concepts, attributes and
categories with their associated scores and each ADLwas converted
into a binary variable whichwas utilised to construct classifiers. The
dates and timeswere encoded using sine and cosine transformations.
This resulted in a final dataset of 31,400 rows and 530 columns as
shown in Table 2. This dataset was subsequently utilised for model
training, testing and validation.

Table 2: Truncated sample of data after pre-prossessing

beauty_salon person man-made sin_hour cos_hour
ADL_
eating/
drinking

0.2 0.9 0.6 0.596 0.803 1
0.117 0.9 0.3 0.596 0.803 1
0 0 0.2 0.596 0.803 0
0 0 0.2 0.596 0.803 0

Subsequently, The dataset was filtered to remove ADL classifica-
tions with low frequencies. Fig 1 details the frequency of each ADL
classification. The class adl-other with 5,040 entries was removed
from the analysis as it was a placeholder for ADLs which did not
fit into other prescribed ADLs. Table 3 details the frequency of the
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Figure 1: Frequency of all ADL classifications

Table 3: Top 5 most frequent ADL classifications (excl adl-
other)

ADL Category Count
using desktop computer/laptop computer 7633
travelling 3932
commuting 3631
using mobile device/tablet 2230
eating/drinking 2016

top 5 most frequent ADL classifications which were used for our
experiments.

3.2 Experimental setup
Each individual ADL class was treated as a binary classification task.
For each class four sampled datasets were created oversampled,
undersampled, SMOTE and no sampling.

For each dataset, the following classificationmethodswere utilised:
• Decision Trees - a method of binary classification by splitting
the target dataset along defined criteria (e.g information gain)
[19].

• Gradient BoostedDecision trees (GDBT) - an ensemblemethod
where multiple decision trees are combined [7].

• K-Nearest Neighbor (KNN) - a clustering method where K
centroids are calculated grouping the dataset using a pre-
defined distance function [4]

• Logistic Regression - a binary classification method using a
logistic function to fit the data [6].

• XGBoost - an ensemble based tree boosting method for clas-
sification [1].

Each sampling & classification method underwent hyperparame-
ter optimisation to determine the optimal configuration. The exper-
imental metrics used were; precision, recall, accuracy and f1-score.
For the 5 most frequent ADLs a total of 100 classifiers were con-
structed. All experiments were run on a Windows 11 machine with

an Intel i7-4770K processor, 32GBs of RAM using Python 3.8 with
packages scikit-learn v1.1.2, scipy v1.7.1 and XGBoost v1.7.5. For
all models, a train, test and validation split of 80-10-10 was used.

4 EVALUATION
In this section we detail the results of our models created for each
of the five ADLs [9] shown in Table 3. For each ADL we report on
the top five model configurations detailing the Machine Learning
method, the sampling method and the precision, recall and f1-score
for the model.

ADL - using desktop computer / laptop computer
Table 4 details the results of the top five experimental configura-

tions for the ADL using desktop computer / laptop computer.
XGBoost on an unsampled dataset provided the highest f1-score of
0.893, in addition, it held the highest precision and recall of 0.893
and 0.896 respectively. The lowest experimental configuration was
a Logistic Regression on an oversampled dataset with an f1-score
of 0.79. These high results indicate it is relatively easy to classify
this ADL which may be attributed to the nature of the ADL in the
context where a desktop/laptop computer would be visibly present
within the image and appear as a concept.

Table 4: Top 5 performing models for ADL desktop computer
/ laptop computer

Method Sampling Precision Recall F1-score
XGBoost unsampled 0.893 0.896 0.893
GDBT oversampled 0.892 0.884 0.886
XGBoost smote 0.885 0.885 0.885
GDBT smote 0.882 0.882 0.882
GDBT unsampled 0.874 0.877 0.875

ADL - travelling
Table 5 details the top five experimental configurations for the

ADL travelling. The top-performing model was XGBoost on an
unsampled dataset with an f1-score of 0.938 followed by GDBT on
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a synthetic sampled dataset with an f1-score of 0.929. The worst-
performing configuration for this ADL was an oversampled Deci-
sionTree with an f1-score of 0.690. In this instance, it appears the
categories which indicate location aid the performance of these clas-
sifiers with the top three categories identified for the ADL travelling
being “car interior“, “airplane cabin“ and “parking lot“.

Table 5: Top 5 performing models for ADL travelling

Method Sampling Precision Recall F1-score
XGBoost unsampled 0.938 0.940 0.938
GDBT smote 0.928 0.930 0.929
GDBT unsampled 0.925 0.929 0.926
KNN unsampled 0.923 0.928 0.922
XGBoost smote 0.920 0.915 0.917

ADL - commuting
Similarly to travelling, the ADL commuting yields high results

outlined in Table 6. XGBoost unsampled yielded the highest results
with an f1-score of 0.940. The lowest performing model of this
experimental configuration was a DecisionTree with SMOTE with
a score of 0.784. Commuting holds a marginally higher f1-score
which may be attributed to the presence of additional categories
such as “bus interior“ and “train interior“.

Table 6: Top 5 performing models for ADL commuting

Method Sampling Precision Recall F1-score
XGBoost unsampled 0.940 0.943 0.940
XGBoost smote 0.933 0.936 0.934
GDBT unsampled 0.922 0.928 0.923
GDBT smote 0.919 0.922 0.920
XGBoost oversampled 0.926 0.906 0.913

ADL - mobile device/tablet
The results for the ADL mobile device/tablet can be seen in

Table 7. Interestingly XGBoost with SMOTE performed the best
with an f1-score of 0.958with XGBoost unsampled coming in second
with an f1-score of 0.965, however, the unsampled configuration had
a marginally higher precision score of 0.959. The lowest-performing
configuration for this set was a KNN on unsampled data with an
f1-score of 0.829. Due to the nature of this ADL, the presence of a
cell phone appearing as a concept within the dataset undoubtedly
contributed to these results.

Table 7: Top 5 performing models for ADL mobile
device/tablet

Method Sampling Precision Recall F1-score
XGBoost smote 0.958 0.961 0.958
XGBoost unsampled 0.959 0.961 0.956
KNN unsampled 0.952 0.956 0.951
GDBT oversampled 0.951 0.947 0.949
GDBT unsampled 0.946 0.952 0.946

ADL - eating/drinking

Table 8 outlines the results for the ADL eating/drinking out-
lined the results of the top five experimental configurations for
the ADL eating/drinking. Similar to other ADLs XGBoost per-
formed the highest on an unsampled dataset with an f1-score of
0.956. Similar to the ADL using mobile device/tablet the worst
performing method was KNN on an unsampled dataset with an
f1-score of 0.859. The high results in this instance may also be at-
tributed to concepts and categories found within this ADL with
categories “restaurant“ and “coffee shop“ and the presence of con-
cepts such as “bottle“, “cup“ and “wine glass“.

Table 8: Top 5 performing models for ADL eating/drinking

Method Sampling Precision Recall F1-score
XGBoost unsampled 0.957 0.961 0.956
XGBoost smote 0.950 0.955 0.951
GDBT smote 0.946 0.951 0.947
KNN unsampled 0.946 0.952 0.945
GDBT unsampled 0.943 0.950 0.945

Overall results
XGBoost on unsampled data consistently held high results. These

results may indicate model bias due to the presence of key concepts
or categories which influence results (e.g. the presence of a laptop
in an image). Recall the objective of this work is to investigate
whether classification methods may be employed to overcome the
manual task of applying an ADL to an image. In these instances,
the presence of a concept or category may be enough to accurately
attribute an ADL to an image.

5 CONCLUSION
The classification of ADLS is of importance for providing a high-
quality question-and-answer system. In practitioner domains, this is
a largely manual task which proves difficult to manage considering
the longitudinal nature of lifelog data. In this work, we investigate
the use of ML classification approaches to automatically assign
ADLs to images based on the concepts, categories and attributes
created by researchers [10]. We employed several experimental
configurations for the top five most frequent ADLs within the
LSC2018 Dataset. For all configurations, XGBoost on unsampled
data appears to be a consistently high-performing configuration.
Our analysis indicates that for the most frequent ADLs representing
the most common actions within the dataset, their classification is
indicative of the presence of key categories (locations) or concepts
(objects) detected within the data.

Our future work will focus on collaborating with practitioners
to apply classifications of less frequent ADLs and employing eX-
plainable Artificial Intelligence (XAI) approaches to provide further
analysis of our approach.
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