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ABSTRACT
The practice of lifelogging, capturing one’s daily experiences through
wearable devices, has evolved significantly over the last decade, pre-
senting both challenges and opportunities in information retrieval.
This paper presents an early prototype of a conversational lifelog
retrieval system designed to address the open challenges in this
domain. Our system integrates a hierarchical event segmentation
approach to automatically organize lifelog data into meaningful
events, facilitating event-based retrieval over traditional image re-
trieval. Moreover, we incorporate a question-answering pipeline,
leveraging large language models such as GPT-3.5 Turbo and Mis-
tral7B, to enable free-form natural language interaction with the
lifelog dataset. Moreover, we enhance our system’s user interface
by building on previous versions to streamline event-based retrieval
and question-answering functionalities.
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1 INTRODUCTION
The practice of documenting one’s life has undergone a range of
transformations throughout history. Earlier approaches centered
around writing journals and diaries, while more contemporary
methods include capturing moments through photographs and
tracking activities via digital wearable devices. Lifelogging is one
such contemporary means of documenting oneself with the help
of devices such as wearable cameras and wearable activity track-
ers which aim to capture everyday life experience of a person
in a passive manner, i.e. the documentation process is automatic
and continuous without requiring any human intervention. The
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dataset subsequently collected is one containing a large in-the-wild
multimodal archive consisting of egocentric images and metadata
including location, date-time, activity data, amongst others.

The goal of digitally documenting oneself could be many. It could
be done by enthusiasts who would want to record themselves to
allow them to revisit life events at a later time and/or keep track
of activities over a longer period. It could also be used to help peo-
ple suffering from health ailments such as dementia where such
an archive could be leveraged during treatment, e.g. for memory
aides or reminiscence therapy. Retrieving information from lifelogs
however has its own set of challenges given it is a noisy archive
as pictures are captured from a first-person perspective at regular
intervals using the wearable camera which leads to a set of observ-
able scenes, that on occasion are blurry or frequent shift in terms of
point-of-view due to motion. The interaction methodology is also
a crucial aspect of lifelog retrieval systems. Over the years, several
systems have been proposed demonstrating novel and effective
interaction modes such as concept-based retrieval methodology us-
ing keywords, virtual-reality based interaction, and more recently
free-form natural language based methods. There also has been a
shift towards building conversational retrieval systems for lifelogs
which can handle free-form question-answering over the dataset in
natural language. The annual benchmarking challenge for lifelog
information retrieval, the Lifelog Search Challenge [10] also intro-
duced question-answering (QA) query type last year, in addition to
the pre-existing query types to push research in this direction.

In this work, we present an upgraded version of our previous
systems [1–3] which have been participating in the Lifelog search
challenge since 2021. Our proposed system aims to address many
open challenges in this research domain. Since the goal of informa-
tion retrieval from lifelogs is to retrieve relevant events or moment
from the dataset which poses a unique challenge of organizing and
indexing the dataset by segmenting them into events. To address
this, we devised a hierarchical event segmentation approach to au-
tomatically segment lifelog data into events and transition towards
’event’ retrieval as opposed to image retrieval. Furthermore, we in-
corporate a question-answering pipeline to handle QA query types
which leverages event summaries generated using large language
models like GPT 3.5 [7] and Mistral7B [13] to answer free-form
natural language questions over the lifelog dataset.

2 RELATEDWORK
2.1 Lifelog Search
Lifelog search is defined as searching the multimodal corpus con-
sisting of images, textual metadata as well as sensor data to retrieve
moments or events from a person’s life. Over the recent few years
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several novel retrieval systems have been proposed for lifelog infor-
mation retrieval especially to participate in the search challenges
such as Lifelog Search Challenge [9, 10] and NTCIR-Lifelog tasks
[8, 22, 23]. The 2023 Lifelog Search Challenges [10] also attracted
multiple system from across the world which included returning
participants as well as many first time participants.

MyEachtra [20] proposed a event-based user-interface and incor-
porated question-answering models based on FrozenBiLM which is
a video question-answering model to address question-answering
queries. Voxento [5] used CLIP [17] embeddings for image retrieval
and made improvements in their user interface to better support
the end-user. E-LifeSeeker [15] also used CLIP embeddings to build
their search backend and improved their core engine with the latest
pre-trained embedding models. They also used differential net-
works to address the question-answering queries in the challenge.
Memoria [18] also used CLIP embeddings to build their search en-
gine. However, they did not used the embeddings for image-text
similarity but instead leveraged them to generate image captions
for lifelog images which are then used to build the search engine.
They also propose a methodology to segment the lifelog dataset
into events as well as integrate free-text search into their system.

LifeInsight [16] used the BLIP model as their backend model and
had features such as visual similarity search, relevance feedback
function and AI-based query description rewriting mechanism to
better support the end-user during the search process. LifeLens [12]
presented a novel minimalist user interface design to improve the
usability and ease of use of an interactive lifelog retrieval system.
They incorporate features such as user feedback mechanism to
search for similar images by selecting a group of images, faceted
filtering based on time, location, people as well as grid view for
viewing search results. LifeXplore [19] used image-text embeddings
derived from the OpenCLIP model to build their search backend.
MemoriEase [21] employed an embedding-based retrieval approach
with BLIP as themain search engine and combined it with a concept-
based retrieval approach to further improve performance. FIRST
[11] adopted generative models to equip the system with predictive
ability rather than entirely relying on the user to input the query.
Our system Memento 3.0 [3] which participated in LSC 2023 also
like many other participating system used embeddings from CLIP
andOpenCLIPmodels to build the search backend.We implemented
a feature allowing users to switch between various models from
the CLIP and OpenCLIP model suite to conduct search, granting
them greater flexibility based on their needs. Additionally, we de-
signed separate search interfaces tailored to different query types,
seamlessly switchable from the home screen for enhanced usability.

3 DATASET AND CHALLENGE FORMAT
3.1 Dataset Overview
The Lifelog Search Challenge 2024 reuses the dataset from previous
challenges held in 2022 and 2023. The dataset consists of ∼724K
first-person images collected using a narrative clip device from a
single lifelogger for an 18-month period during 2019-2020. All the
images in the dataset are fully redacted and anonymized as per
GDPR norms.

• Visual Concepts: For each image in the dataset, the visual
concepts consist of information such as detected objects

Figure 1: High level approach of event segmentation

within the image, image caption along with caption confi-
dence score, and text detected from images using off-the-
shelf OCR models.

• Metadata: The metadata for LSC’24 is similar to previous
years data consisting of information like biometrics (calories
burnt, heart rate, step count, etc.), location, timezone, sleep
information such as sleep stages as well as sleep efficiency
and music data.

Additional information regarding the dataset can be found in
reference [9].

3.2 Challenge Overview
The Lifelog Search Challenge is a live annual benchmarking com-
petition for lifelog information retrieval. The challenge comprises
of 3 types of queries to evaluate the participating systems.

• Known Item Search Query: For this query type, users
are prompted to pinpoint a particular moment within the
lifelog dataset. Clues are progressively unveiled at 30-second
intervals, requiring users to accurately submit one image
within a set timeframe.

• Ad-Hoc Query: For Ad-Hoc queries, participants are tasked
with submitting as many correct images as possible within
a specified time frame for a given query. Submissions are
assessed in real-time during the competition for this query
type.

• Question-Answering Query: For this task, the objective
is to provide a natural language response when presented
with a query expressed in natural language.

4 SYSTEM OVERVIEW
This section discusses the primary components of our proposed
system.

4.1 Event Segmentation
As discussed previously, the Lifelog dataset records a person’s daily
life experiences with the help of devices such as wearable cameras,
bio-activity trackers, etc. The captured dataset at a granular level
looks very similar to a camera roll which consists of images captured
in chronological order accompanied by relevant metadata such
as location, date-time, and(or) other bio-statistics. However, at a
conceptual level, the dataset is a collection of events or moments
from a person’s life, where each event can consist ofmultiple images,
and convey a single activity or group of related activities. Formally,
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Figure 2: Our event segmentation approach where initially the dataset in broken down into ’subevents’ based on visual similarity.
The subevents are then combined together heuristically resulting in larger coherent event consisting of inter-related activities.
The image also displays the high-level event summary generated by the GPT 3.5 model.

an event in a person’s life can be defined as a specific instance
or occurrence within a defined spatiotemporal domain that has a
broader objective or goal such as eating food, working in the office,
cooking food, etc.

The larger objective of building retrieval systems for lifelog
datasets is also retrieving events/moments and not simply retriev-
ing images. We therefore devised an event segmentation approach
that adopts a hierarchical methodology to segregate the dataset into
individual events in a bottom-up fashion. Our approach solely lever-
ages images captured from the wearable camera to establish event
boundaries. A naive approach to determining event boundaries
could be to chronologically parse the image dataset and determine
the similarity of the adjacent images, where two adjacent dissimi-
lar images could indicate the start of a new event. This simplistic
approach fails to account for the nuances in the lifelog dataset and
the major issue of constantly shifting point-of-view. For instance,
an event that consists of having lunch with friends might have
multiple POVs captured from the wearable camera such as chatting
with friends, view of eating food or even view of just sitting.

Our event segmentation approach tries to tackle such individual
POVs initially which we refer to as ’subevents’ and then heuris-
tically combine them into a single, larger coherent event. We use
CLIP [17] embeddings to derive similarities between adjacent im-
ages. Figure 1 presents at a high level the methodology to estab-
lish event boundaries where the blue and red boxes numbered 1-6
are sub-events happening chronologically. The sub-events 1-3 are
heuristically combined to form a single larger event based on the
time difference between the subevents, in a similar way subevents
4-6 are combined together to form a single event. The time dif-
ference between subevents 3 and 4 is higher than our empirically

defined threshold, hence they are not clubbed together and rather
act as the event boundary between Event a and Event b.

4.2 Narrative Generation from Lifelogs
We use the events obtained in Section 4.1 to generative event-wise
summary/narrative of the lifelog dataset leveraging large language
models. The narrative generation pipeline is 3-step process as out-
lined below:

• Caption Generation from Lifelog images: We initially
generate captions for all the images the dataset using BLIP-2
[14].

• Generate activity summaries for subevents: The cap-
tions serve as inputs for the large languagemodel, prompting
it to produce a concise summary of the subevent. The prompt
includes background information and task instructions. We
generate two distinct summaries: one using OpenAI’s GPT
3.5 turbo model [7] and the other using MistralAI’s Mistral-
7B model [13]. This approach aims to increase diversity in
the final event summary, thereby enhancing the efficiency
of question-answering capabilities on our system.

• Generate events summary from using individual event
summaries: Ultimately, we utilize the sub-event summaries
as input for the model to generate a comprehensive event
summary, amalgamating the sub-events into a cohesive and
logical narrative.

4.3 Retrieval Augmented Generation (RAG) for
Question-Answering over Lifelogs

We implement a Retrieval Augmentation Generation pipeline lever-
aging the event summaries generated from Section 4.2. We leverage
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Figure 3: User Interface for question-answer queries

Figure 4: Memento 4.0: Search flow for question-answering query types.

the LlamaIndex framework to setup the pipeline to enable question-
answering over the lifelog dataset.

The RAG pipeline’s architecture models the task of question-
answering over lifelogs as question-answering over a large corpus
of individual documents. The documents in our use-case are the
summarized events containing information such as date-time, lo-
cation, activity summary etc. The pipeline follows a hierarchical
architecture where initially each event document is assigned its own

language model agent, which utilizes various tools to tackle spe-
cific problems. A language model agent can be defined as a model
which uses a large language model as its central computational
engine to reason through a problem, plan to solve the problem and
use a set of tools to solve it [6]. The agents for individual events
(documents) are supervised by a top-level agent which interacts
with all the agents lower down in the hierarchy to get the desired
answer. Each of the document agent in turn have access to a set
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of tools enabling them to carry out their intended tasks efficiently,
details about which are discussed below,

• Summary Query Engine: The summary query engine is
responsible for summarizing the contents of the document
(event) and is useful where the query requires summarizing
the document in order to generate an answer.

• Vector Query Engine: The vector query engine is useful
when answering factual questions about a particular event
or answering questions related to specific aspects of an event
e.g. the date, start and end time, or what happened during
that event etc.

• SubQuestionQuery Engine:This tool handles the problem
of answering a complex query using multiple data sources. It
first breaks down the complex query into sub questions for
each relevant data source, then gather all the intermediate
responses and synthesizes a final response.

4.4 Search Flow and User Interface
The search flow for our proposed system largely remains similar
to last year’s system with the exception of question-answering
queries. The newer system, like its predecessor systems, use CLIP
[17] image-text embeddings for its search and ranking functionality.
Figure 4 shows a high-level overview of the search flow for question
answering queries. For QA queries the search flow is a a 2-step
process as shown in Figure 4 : initially, the CLIP model-based search
backend handles the query, narrowing down the relevant subset
of data likely to contain the target information. Subsequently, this
subset is processed by the QA system, which takes the QA query and
produces the final response. However, the two-step process may be
omitted in cases where users are confident about their information
needs, such as querying about specific events like What happened
early morning on Christmas?. In such instances, a vector search is
initiated using only event documents, utilizing information such as
date, time, and activity summaries to reach the final answer.

The user interface of the system has further been modified to
display the search results in the form of ’events’ unlike the previous
versions of our systems Memento [1, 2, 4], where the unit of search
was a single image from the lifelog dataset. Additionally for QA
query types, the UI provides a chat interface to facilitate question-
answering over the fetched results.

5 CONCLUSION AND FUTUREWORK
In this study, we introduce Memento 4.0, a prototype conversa-
tional search system tailored for lifelog information retrieval. Our
approach involves the development of a hierarchical event segmen-
tation technique to autonomously partition the lifelog dataset into
manageable chunks or events. Additionally, we employ large lan-
guagemodels to create activity summaries for these events, which in
turn serve as the foundation for constructing a question-answering
pipeline across the dataset. In future work, we aim to enhance this
system into a seamless end-to-end conversational search solution,
eliminating the need for manual intervention entirely.
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